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Preface

This English edition differs from the Russian original by the addition of a new
chapter. In this new Chapter 3 we give an account of the theory of train tracks
for automorphisms of free groups, which was developed in the seminal paper of
M. Bestvina and M. Handel [9]. Our exposition is more algebraic than in this paper,
but it is less technical than the account in the book [29] of W. Dicks and E. Ventura.
In Section 10 of Chapter 3 we consider two examples in detail. We have added
an appendix containing the famous Perron–Frobenius Theorem on nonnegative
matrices, which is used in this chapter. Also we have added solutions to selected
exercises.

The reader is assumed to have the knowledge of algebra expected after the first
semester of university (permutations, fields, matrices, vector spaces; see [23], [39]
or [55].

My sincere thanks go to Derek Robinson for invaluable help with the transla-
tion of this book and for useful comments that helped to improve the exposition.
I also like to thank Hans Schneider and Enric Ventura for their suggestions on the
improvement of the appendix and Chapter 3. Last but not least, I thank my wife
Marie-Theres for her constant support.

Dortmund, January 2008 O. Bogopolski



Preface to the Russian Edition

This book is an extended version of a course given by me at Novosibirsk University
from 1996 to 2001. The purpose of the book is to present the fundamentals of group
theory and to describe some nontrivial constructions and techniques, which will be
useful to specialists. The fundamentals are given in Sections 1–9 of Chapter 1; also
one can read Chapters 1 and 2 independently.

In Chapter 1 we quickly introduce beginners to the classification of finite simple
groups. It is shown that such complicated combinatorial objects as the Mathieu
group M22 and the Higman–Sims group HS have a natural geometric description.
In Section 17 we describe the relationship between Mathieu groups and Steiner
systems with coding theory.

In Chapter 2 we describe the Bass–Serre theory of groups acting on trees. This
theory gives a clear and natural explanation of many results about free groups and
free constructions. We also explain the theory of coverings: the attentive reader
will see a bridge from one theory to the other. I hope that numerous examples,
exercises and figures will help to give a deeper understanding of the subject.

The reader is assumed to have the knowledge of algebra expected after the first
semester of university (permutations, fields, matrices, vector spaces; see [39]). In
addition, the fundamentals of group theory (especially abelian, nilpotent and solv-
able groups) can be read in the excellent book of M. I. Kargapolov and Ju. I. Merzl-
jakov [38].

I thank many colleagues whose comments helped to improve the content and
exposition of the material presented in this book. In particular I thank V. G. Bar-
dakov, A.V. Vasiljev, E. P. Vdovin, A.V. Zavarnitzin, V. D. Mazurov, D. O. Revin,
O. S. Tishkin and V.A. Churkin.

I thank M.-T. Bochnig for the help in designing this book.

Novosibirsk, May 11, 2002 O. Bogopolski
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Chapter 1

Introduction to finite group theory

1 Main definitions

A binary operation � on a set G assigns to any two elements a, b of G an element
of G denoted by a � b. A binary operation can be denoted not only by � but by any
other symbol, for example by C. Usually one writes ab instead of a � b.

A set G with a binary operation is called a group if the following holds:

1) the operation is associative, i.e., .ab/c D a.bc/ for all a, b, c in G;
2) inG there is an element e – called the identity element – such thatae D ea D a

for all a in G;
3) for each a in G there is in G an element b – called the inverse of a – such

that ab D ba D e.

The identity element can be denoted by 1 if the operation is denoted by � , and
it can be denoted by 0 if the operation is denoted by C.

1.1 Exercise. 1) The identity element of any group G is unique. Each element a
in G has a unique inverse (denoted by a�1).

2) For any element a inG, the mapping 'a W G ! G given by the rule 'a.g/ D
ag .g 2 G/ is a bijection.

A group is called trivial if it only contains the identity element.
A group G is called abelian or commutative if ab D ba for any a, b in G. The

set Z of integers with the usual addition is an abelian group. Examples 1.3 show
that there exist nonabelian groups.

Two groups G and G1 are called isomorphic (one writes G Š G1) if there
exists an isomorphism ' W G ! G1, i.e., a bijection ' from G onto G1 such that
'.ab/ D '.a/'.b/ for all a, b in G.

Thanks to the associative law for groups, the product a1a2 : : : an of n elements
of a group does not depend on the bracketing. The product of n elements all equal to
a is denoted by an. We define a0 D e and am D .a�1/�m for negative integersm.

If an D e for some n > 0, then the smallest n with this property is called the
order of the element a and is denoted by jaj. If an ¤ e for every n > 0, we say that
a has infinite order and write jaj D 1. The cardinality jGj of a group G is called
the order of G. If this cardinality is finite, then we say that the group is finite, and
in the contrary case infinite. A finite group G is called a p-group if jGj D pk for a
prime number p and an integer k > 1.

1.2 Exercise. 1) If an D e, then jaj divides n.
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2) If a and b commute, that is ab D ba, and their orders are relatively prime,
then jabj D jaj � jbj.

A nonempty subset H of a group G is called a subgroup of G if for any a, b
from H the elements ab and a�1 also lie in H . In that case we write H 6 G.
A subgroup H of a group G is itself a group under the restriction of the operation
of the group G. If H 6 G and H ¤ G, then H is called a proper subgroup of G;
in symbols H < G.

Following the terminology of the textbooks [39], [55], we use the following
rule for composition of two mappings: .fg/.x/ D f .g.x//. Thus we multiply
permutations from the right to the left.

1.3 Examples. 1) An isometry of the Euclidean plane is any mapping of the plane
onto itself, preserving the distances between any two points.

Let F be a figure in the Euclidean plane. The set of all isometries of the plane,
sending F onto itself, is a group under the composition of isometries. This group
is called the symmetry group of F .

Let Pn be a regular n-gon. The symmetry group of Pn has exactly 2n elements:
n clockwise rotations through the angles 2�k

n
(k D 0; 1; : : : ; n�1) about the center

of Pn and n reflections across the lines, passing through its center and one of its
vertices, or through its center and the middle point of one of its sides. All rotations
in the symmetry group of Pn form a subgroup, which is called the rotation group
of Pn.

2) The set of all permutations of the set f1; 2; : : : ; ng is a group under the usual
multiplication of the permutations. This group is called the symmetric group of
degree n and is denoted by Sn. All even permutations in Sn form a subgroup which
is denoted by An and is called the alternating group of degree n. The order of the
group Sn is nŠ and the order of the group An is nŠ=2 for n > 2.

3) The set GLn.K/ of all invertible matrices of size n � n over a field K is a
group under the usual matrix multiplication. It is called the general linear group
of degree n over the field K. Its subgroup SLn.K/ consisting of all matrices with
determinant 1 is called the special linear group of degree n over K. The group
SLn.K/ contains a subgroup UTn.K/ consisting of those matrices with all entries
below the main diagonal zero, and with the entries on the main diagonal equal to
the identity. This subgroup is called the unitriangular group of degree n over K.

It is known (see [39] or [55] for example) that a finite field is defined up to an
isomorphism by the number of its elements, and this number must be a power of
a prime number. Therefore if a field K contains exactly q elements, we will write
GLn.q/ instead of GLn.K/, and similarly for the other matrix groups.

1.4 Exercise. The symmetry group of a regular triangle is isomorphic to the
group S3.
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For any nonempty subset M of a group G the set

fa�1

1 : : : a�m
m j ai 2 M; �i D ˙1; m D 1; 2; : : : g

forms a subgroup of G. This subgroup is called the subgroup generated by the set
M and is denoted by hM i. It is easily seen that hM i is the smallest subgroup of G
containing the set M .

For ease of notations we write ha; b; : : : ; ci instead of hfa; b; : : : ; cgi and we
say that this subgroup is generated by the elements a; b; : : : ; c. Some other simpli-
fications of notations are also allowed. For example, ifA andB are two subsets of a
groupG and c is an element ofG, then we write hA;B; ci instead of hA[B[fcgi.

A group is called finitely generated if it can be generated by a finite number of
elements.

A group G is called cyclic if in G there exists an element a with G D hai. In
this case G D fan j n 2 Zg. Notice: it may happen that an coincides with am for
some n ¤ m. In that case G is finite. An example of an infinite cyclic group is the
group Z of all integers under the usual addition (as a one can take 1 or �1).

Letn > 1 be a natural number. To each integer i there corresponds the remainder
on division of i by n, i.e., an integer Ni such that 0 6 Ni 6 n� 1 and n j .i � Ni/. It is
easy to verify that the set Zn D f0; 1; : : : ; n� 1g with the operation ˚, defined by
the rule i ˚ j D i C j , is a cyclic group generated by 0 if n D 1 and by 1 if n > 1.

1.5 Exercise. The rotation group of a regular n-gon is isomorphic to the group Zn.

1.6 Theorem. Any infinite cyclic group is isomorphic to the group Z, and any finite
cyclic group of order n is isomorphic to the group Zn.

Proof. Let hai be an infinite cyclic group. Define a mapping ' W Z ! hai by the
rule '.i/ D ai . Clearly, '.i C j / D '.i/'.j / and ' is onto. Moreover, ' is
injective: if we had ai D aj for some i < j , then aj �i D e and the group hai
would contain only the elements e; a; : : : ; aj �i�1, which is impossible. Therefore
' is an isomorphism.

If hai is a cyclic group of order n, then the mapping ' W Zn ! hai, given by the
same rule '.i/ D ai , is an isomorphism. �

An arbitrary infinite cyclic group will be denoted by Z and an arbitrary finite
cyclic group of order n will be denoted by Zn.

1.7 Theorem. Any subgroup of a cyclic group is cyclic.

Proof. Let hai be a cyclic group. Clearly, the trivial subgroup is cyclic. Let H
be a nontrivial subgroup of hai and let m be the smallest positive integer such that
am 2 H . Clearly hami 6 H . We will prove that hami D H . An arbitrary element
of H has the form ak . Dividing k by m, we get k D mq C r , 0 6 r < m. Then
ar D ak.am/�q 2 H . By the minimality of m it follows that r D 0. Hence
ak D .am/q 2 hami. �
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1.8 Exercise. 1) The order of any subgroup of Zn is a divisor of n. Moreover, for
any divisor d of n there exists a unique subgroup of Zn of order d .

2) The number of solutions of the equation xk D 1 in the group Zn is equal to
gcd.n; k/, the greatest common divisor of n and k.

The center of a group G is the subset

Z.G/ D fz 2 G j zg D gz for all g 2 Gg:
Clearly Z.G/ is a subgroup of G and G is abelian if and only if Z.G/ D G.

The commutator of two elements a and b is the element aba�1b�1. We denote
it by Œa; b�. The commutator subgroup or derived subgroup of a group G is the
subgroup G0 D hŒa; b� j a; b 2 Gi.

We say that an element a of a groupG is conjugate to an element b by an element
g if a D gbg�1. Similarly, we say that a subgroup A of a group G is conjugate to
a subgroup B by an element g if A D fgbg�1 j b 2 Bg. This set will be denoted
by gBg�1. It is easy to verify that the orders of conjugate elements (subgroups)
are the same.

The conjugacy class of an element b of a groupG is the set of all elements inG
which are conjugate to b. The group G is divided into disjoint conjugacy classes,
one of them being feg.

An automorphism of a groupG is an isomorphism ofG onto itself. The set of all
automorphisms of G with functional composition is a group, denoted by Aut.G/.

1.9 Exercise. 1) Prove that Aut.Z/ Š Z2.
2) Find the center, the commutator subgroup and the conjugacy classes of the

permutation group S3.
3) Prove that Sn D h.12/; .13/; : : : ; .1n/i.
4) Prove that the group Q of rational numbers under addition is not finitely

generated.

2 Lagrange’s theorem. Normal subgroups and factor groups

Let H be a subgroup of a group G. The sets gH D fgh j h 2 H g, where g 2 G,
are called left cosets of the subgroupH in the groupG. Right cosetsHg are defined
similarly. It is easy to verify that

g1H D g2H if and only if g�1
1 g2 2 H:

2.1 Example. The set of all left cosets of the subgroup fe; .12/g in the group S3

consists of
fe; .12/g; f.13/; .123/g; f.23/; .132/g:

The set of all right cosets of the subgroup fe; .12/g in the group S3 consists of

fe; .12/g; f.13/; .132/g; f.23/; .123/g:
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The correspondence xH $ Hx�1 is one-to-one, and therefore the cardinality
of the set of left cosets ofH coincides with the cardinality of the set of right cosets
of H . This cardinality is called the index of the subgroup H in the group G and is
denoted by jG W H j.
2.2 Theorem (Lagrange). IfH is a subgroup of a finite group G, then

jGj D jH j � jG W H j:
Proof. Sinceg 2 gH , the groupG is the union of the left cosets ofH inG. Any two
different cosets have empty intersection: if g1H \ g2H ¤ ¿, then g1h1 D g2h2

for some h1; h2 2 H and so g1H D g2h2h
�1
1 H D g2H . It remains to notice that

these left cosets have the same cardinality: a bijection H ! gH is given by the
rule h 7! gh, h 2 H . �

2.3 Corollary. 1) The order of an element of a finite group divides the order of this
group.

2) Any group of prime order p is isomorphic to the group Zp .

Proof. If g is an element of a finite groupG, then jgj D jhgij and jhgij divides jGj.
In particular, if jGj D p is a prime number and g ¤ e, then jhgij D jGj, hence
G D hgi Š Zp . �

The product of two subsets A and B of a group G is defined as AB D fab j
a 2 A; b 2 Bg. Let H 6 G and g 2 G. Then the product fggH coincides with
the left coset gH . Moreover, we have HH D H .

We say that a subgroupH of G is normal in G and writeH � G if gH D Hg

for every g 2 G. Let H � G. Then the product of any two cosets of H in G is
again a coset of H in G:

g1H � g2H D g1.Hg2/H D g1.g2H/H D g1g2H:

The set of all cosets of H in G with this product forms a group. Its identity
element is the coset H , the inverse of the coset xH is the coset x�1H . This
group is called the quotient group or the factor group of the groupG by the normal
subgroup H and is denoted by G=H . By Lagrange’s theorem, if G is finite then
jGj D jH j � jG=H j.
2.4 Example. The subgroup K D fe; .12/.34/; .13/.24/; .14/.23/g of S4 is nor-
mal and

S4=K D fK; .12/K; .13/K; .23/K; .123/K; .132/Kg Š S3:

2.5 Exercise. 1) Prove that Z.G/ � G, G0 � G and G=G0 is an abelian group.
2) If H1 6 H 6 G, then jG W H1j D jG W H j � jH W H1j.



6 Chapter 1. Introduction to finite group theory

3) If H is a subgroup of index 2 in a group G, then H � G.
4) The product of any two subsetsH1,H2 of a groupG need not be a subgroup,

even if both H1 and H2 are subgroups. If both H1 and H2 are subgroups and one
of them is normal in G, then H1H2 is a subgroup in G. If both subgroups H1 and
H2 are normal in G, then the subgroup H1H2 is also normal in G.

5) If A, B are finite subgroups of a group G, then

jABj D jAj � jBj
jA \ Bj :

3 Homomorphism theorems

A mapping ' from a groupG to a groupG1 is called a homomorphism, if '.ab/ D
'.a/'.b/ for every a; b 2 G. The kernel of the homomorphism ' is the set
ker ' D fg 2 G j '.g/ D eg. The image of the homomorphism ' is the set
im ' D f'.g/ j g 2 Gg.

3.1 Exercise. Let ' W G ! G1 be a homomorphism. Then the following assertions
are valid.

1) '.e/ D e, '.g�1/ D .'.g//�1 for g 2 G.
2) If g 2 G is an element of a finite order, then j'.g/j divides jgj.
3) ker ' � G, im ' 6 G1.
4) For any two nonempty subsets A;B of a group G holds1

'.A/ D '.B/ ” A � ker ' D B � ker ':

3.2 Example. 1) Let K� be a multiplicative group of a field K, i.e., the group of
all its nonzero elements under multiplication. The mapping ' W GLn.K/ ! K�,
assigning to a matrix its determinant, is a homomorphism with kernel SLn.K/.

2) Let H � G. The mapping ' W G ! G=H given by the rule '.g/ D gH is a
homomorphism with kernel H .

Given a subgroupH of a groupG, we denote byL.G;H/ the set of all subgroups
ofG containingH . In particularL.G; f1g/ is the set of all subgroups of the groupG.

3.3 Theorem. Let ' W G ! G1 be a homomorphism onto a group G1. Then

1) the mapping  W L.G; ker '/ ! L.G1; f1g/, sending a subgroup from the
first set into its image under ' is a bijection;

2) this bijection preserves indexes:

if ker ' 6 H1 6 H2; then jH2 W H1j D j'.H2/ W '.H1/jI
1We use the notation '.A/ D f'.a/ j a 2 Ag.
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3) this bijection preserves the normality:

if ker ' 6 H1 6 H2; thenH1 � H2 ” '.H1/ � '.H2/:

Proof. 1) The mapping  is onto, since the full preimage of the subgroup of the
group G1 is a subgroup of G containing ker '. The mapping is one-to-one: this
follows from Exercise 3.1.4 and the fact that H � ker ' D H for any subgroup H
of the group G containing ker '.

2) The mapping from the set of the left cosets of H1 in H2 to the set of the
left cosets of '.H1/ in '.H2/, given by the rule xH1 7! '.x/'.H1/, is onto. The
mapping is one-to-one since '.xH1/ D '.yH1/ implies xH1 �ker ' D yH1 �ker ',
that is xH1 D yH1.

3) We have H1 � ker ' D H1 and x � ker ' D ker ' � x for x 2 G. Therefore
the condition xH1 D H1x is equivalent to xH1 � ker ' D H1x � ker ', which is
equivalent to '.x/'.H1/ D '.H1/'.x/ because of Exercise 3.1.4. �

3.4 Theorem. If ' W G ! G1 is a homomorphism, then G= ker ' Š im '.

Hint. The isomorphism is given by the rule g ker ' 7! '.g/, g 2 G.

3.5 Theorem. Let A 6 B 6 G, A � G, B � G. Then B=A � G=A and
.G=A/=.B=A/ Š G=B .

Hint. Apply Theorem 3.4 to the homomorphism ' W G=A ! G=B given by the rule
gA 7! gB .

3.6 Theorem. LetH � G, B 6 G. Then BH=H Š B=B \H .

Hint. The homomorphism ' W BH ! B=B\H given by the rule bh 7! b.B\H/,
b 2 B , h 2 H , has the kernel H .

Finally we explain some terminology. A homomorphism ' W G ! G1 is called
an epimorphism if its image is equal toG1. A homomorphism is called a monomor-
phism (or an embedding) if its kernel is trivial. The groupG is embeddable into the
group G1 if there exists an embedding of G into G1. Obviously, an isomorphism
is an epimorphism and a monomorphism simultaneously.

4 Cayley’s theorem

For any setM we denote by S.M/ the group of all bijections ofM onto itself, i.e.,
permutations of M . If the cardinality m of M is finite, then we can identify the
group S.M/ with the group Sm.
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4.1 Theorem (Cayley). LetH be a subgroup of a group G and letM be the set of
all left cosets of H in G. Define the mapping ' W G ! S.M/ by the rule: for any
g 2 G the permutation '.g/ sends a coset xH to the coset gxH .

Then ' is a homomorphism (not necessarily onto) with kernel

ker ' D T
x2G

xHx�1:

Proof. Clearly '.g1g2/ D '.g1/'.g2/ since g1g2.xH/ D g1.g2xH/ for any
x 2 G. Moreover,

g 2 ker ' ” .xH D gxH for all xH/ ” .g 2 xHx�1 for all x/: �

If H D f1g, the homomorphism ' from Cayley’s theorem is called the (left)
regular representation of the group G.

4.2 Corollary. 1) The regular representation of a group G is an embedding of the
groupG into the group S.G/. The image of any nontrivial element ofG under this
embedding is a permutation, which sends each element of G to a different element
of G.

Any finite group G can be embedded into the group Sm where m D jGj.
2) Any finite groupG can be embedded into the group GLm.F /, where F is any

field and m D jGj.
Proof. The first claim follows from Cayley’s theorem, the second from the first,
using the embedding of Sm into GLm.F / given by the rule � 7! A� , where
.A� /ij D 1 if �.j / D i and .A� /ij D 0 otherwise. �

4.3 Exercise. Any group of order 4 is isomorphic to the group Z4 or to the group
K D fe; .12/.34/; .13/.24/; .14/.23/g.

Solution. Let G be a group of order 4. We identify G with its image under the
regular representation into S4. Then any nontrivial element of the groupG is either
a cycle of length 4, or the product of two disjoint transpositions (otherwise a fixed
element would appear). If G contains a cycle of length 4, then G Š Z4 and
otherwise G Š K.

4.4Corollary (Poincaré). Every subgroupH of finite indexm in a groupG contains
a subgroupN which is normal inG and has finite index k such thatmjk and k j.mŠ/.
Proof. We set N D ker ', where ' is the homomorphism from Cayley’s theorem.
Let k D jG W N j. By Theorem 3.4, k D jim 'j. Since im ' is a subgroup of the
group Sm, we obtain k j .mŠ/. The claim that m j k follows from ker ' 6 H 6 G

with the help of Exercise 2.5.2. �
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5 Double cosets

Suppose thatK andH are two subgroups of a groupG. The subsetKgH D fkgh j
k 2 K; h 2 H g, where g 2 G, is called a double coset of K and H in G. The set
of all such cosets will be denoted by K nG=H .

5.1 Proposition. Let K andH be two subgroups of a group G. Then

1) for any g 2 G there exists a unique double coset of K and H in G contain-
ing g;

2) G is the disjoint union of double cosets of K andH in G;

3) every double cosetKgH is the union of jK W K\gHg�1j different left cosets
ofH in G.

Proof. 1) Obviously, g D ege 2 KgH . Ifg belongs to another double cosetKxH ,
then g D kxh for some k 2 K, h 2 H , hence KgH D K.kxh/H D KxH .

Claim 2) follows from claim 1).
3) Fix an element g 2 G. The double cosetKgH is the union of the left cosets

kgH , when k runs through K. Let A be the set of all such left cosets and let B be
the set of all left cosets of K \ gHg�1 in K. We need to show that the cardinality
of A is equal to the cardinality of B .

Define a mapping ' W A ! B by the rule kgH 7! k.K \ gHg�1/, where
k 2 K. This mapping is well defined and is one-to-one, since for all k1; k2 2 K

there holds

k1gH D k2gH ” g�1k�1
1 k2g 2 H

” k�1
1 k2 2 K \ gHg�1

” k1.K \ gHg�1/ D k2.K \ gHg�1/:

Obviously the mapping ' is onto. Hence ' is a bijection. �

5.2 Theorem. Let K andH be two subgroups of a group G. Let X be a complete
set of representatives of double cosets of K and H in G (with one representative
from each double coset). Then

jG W H j D
X
x2X

jK W K \ xHx�1j: (1)

Proof. The group G is the disjoint union of the double cosets KxH , x 2 X . Each
of these cosets is the disjoint union of jK W K \ xHx�1j left cosets of H in G.

�
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6 Actions of groups on sets

We say that a group G acts (on the left) on a set X if for each g 2 G and x 2 X

an element gx 2 X is defined, such that g2.g1x/ D .g2g1/x and ex D x for all
x 2 X , g1; g2 2 G. The set

Gx D fgx j g 2 Gg
is called the orbit of the element x. Obviously, the orbits of two elements of X
either coincide or have empty intersection. Therefore the set X is a disjoint union
of orbits. If there is only one orbit – the setX itself – we say thatG acts transitively
onX . In other words, a groupG acts transitively on a setX if for any two elements
x, x0 of X , there exists an element g of G such that gx D x0.

The stabilizer of an element x of X is the subgroup

StG.x/ D fg 2 G j gx D xg:
The fixed points set of an element g of G is the set

Fix.g/ D fx 2 X j gx D xg:
6.1 Exercise. Stabilizers of elements from the same orbit are conjugate.

6.2 Proposition. The cardinality2 of the orbit Gx is equal to the index of the
stabilizer StG.x/ in the group G.

Proof. The mapping from Gx into the set of left cosets of StG.x/ in G, given by
the rule gx 7! g StG.x/, is a bijection. �

6.3 Examples. 1) Let H be a subgroup of a group G. Then G acts on the set of
the left cosets of H in G by the following rule: a coset xH goes under the action
of an element g 2 G to the coset gxH . This action is transitive. In fact it appears
in Cayley’s theorem.

2) Let K be a fixed cube in three-dimensional Euclidean space, and let G be
the isometry group of this space, which preserves orientation and maps K onto K.
The group G contains the identity isometry, the rotations through 120ı and 240ı
about 4 axes passing through the opposite vertices of the cube, the rotations through
180ı about 6 axes passing through the middle points of the opposite edges, and the
rotations through 90ı, 180ı and 270ı about 3 axes passing through the centers of
the opposite faces. Thus we have found 24 elements in the group G. We will show
that there are no other elements in G. The group G acts transitively on the set K0

of vertices of K, since every two vertices of K can be “connected by a chain of
neighboring vertices”, and every two neighboring vertices can be carried to each

2In the case of finite groups we use another terminology – the length of the orbit.
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other by an appropriate rotation from G. The stabilizer of a vertex x must fix the
opposite vertexx0 too. Therefore it consists of the identity isometry and the rotations
about the axes xx0 through 120ı and 240ı. Hence jGj D jK0j � j StG.x/j D 8 �3 D
24; therefore the group G consists only of the listed rotations.

The groupG is called the rotation group of the cube. We will prove thatG Š S4.
Each rotation fromG permutes the four longest diagonals of the cube. This gives a
homomorphism ' W G ! S4. The kernel of this homomorphism is feg, since only
the identity isometry preserves each of these diagonals. ThereforeG is isomorphic
to a subgroup of the group S4. Comparing the orders of these groups, we obtain
that G Š S4.

6.4 Theorem (Burnside). Let a groupG act on a setX . Then the cardinality of the
set of orbits of this action is equal to

1

jGj
X
g2G

j Fix.g/j:

Proof. Counting the cardinality of the set f.g; x/ j gx D xg in two different ways,
we see that X

g2G

j Fix.g/j D
X
x2X

j StG.x/j D
X
x2X

jGj
jGxj :

Since the elements from the same orbit make the same contribution to the last sum,
this sum is equal to the cardinality of the set of orbits multiplied by jGj. �

6.5 Exercise. A cube is called colored if each of its faces is colored by one of three
given colors. Two colorings are considered to be the same if there is a rotation of the
cube carrying one coloring to the other. Prove that there exist exactly 57 different
colorings of the cube.

We say that a groupG acts k-transitively on a setX if for any two ordered tuples
.x1; : : : ; xk/ and .x0

1; : : : ; x
0
k
/ of elements of X , where xi ¤ xj and x0

i ¤ x0
j for

i ¤ j , there exists an element g of G such that gxi D x0
i , i D 1; : : : ; k. We say

thatG acts faithfully onX if for every nontrivial g 2 G there exists an x 2 X such
that gx ¤ x.

6.6 Example. The group Sn consisting of all permutations of the set f1; 2; : : : ; ng
acts on it n-transitively, and the subgroup An consisting of all even permutations
acts on it .n� 2/-transitively for n > 3. The first statement is evident. The second
follows from the fact that if a permutation s carries the symbols i1; : : : ; in�2 to the
symbols j1; : : : ; jn�2, then the permutation s � .in�1in/ does too. One of these
permutations is even.

During the 1980s the following conjecture of C. Jordan was proven: if a group
acts faithfully on a set of n elements and the action is k-transitive for some k > 5,
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then this group is isomorphic to Sn or An. By investigating 4- and 5-transitive
groups, É. Mathieu discovered the first five simple groups (see Section 10). We
will construct one of them geometrically, the group M22, in Section 16.

The following two propositions will be used in Sections 15, 16 and 20.

6.7 Proposition. If a group G acts on a set X faithfully and 2-transitively, then
every nontrivial normal subgroup N acts on X transitively.

Proof. Assume thatN acts onX intransitively. ThenX is the union of at least two
disjoint N -orbits, Nx1, Nx2, …. Since G acts on X faithfully, one of these orbits
contains at least two elements. Assume that nx1 ¤ x1 for some n 2 N . Since G
acts 2-transitively on X , there exists an element g 2 G such that gx1 D x2 and
g.nx1/ D x1. Then Nx2 3 gng�1x2 D gnx1 D x1 2 Nx1, a contradiction.

�

If a group G acts on a set X , then every subgroup N also acts on X . The sets
Nx D fnx j n 2 N g, x 2 X , are called N -orbits. If N � G, then we can define
an action of the groupG on the set of allN -orbits by the rule gNx D Ngx, x 2 X ,
g 2 G.

6.8 Proposition. If a group G acts transitively on a set X and if N � G, then G
acts transitively on the set of all N -orbits and the cardinalities of the N -orbits are
the same.

Proof. LetNx andNx0 be twoN -orbits. Because of the transitivity there exists an
element g 2 G such that gx D x0. Then gNx D Nx0. The mapping Nx ! Nx0
given by nx 7! gng�1x0, n 2 N , is a bijection. �

7 Normalizers andcentralizers. The centers offinitep-groups

LetH be a subgroup of a groupG. The normalizer of the subgroupH in the group
G is the set

NG.H/ D fg 2 G j gHg�1 D H g:
Let a be an element of G. The centralizer of the element a 2 G in G is the set

CG.a/ D fg 2 G j gag�1 D ag:
It is readily checked that the setsNG.H/ andCG.a/ are subgroups ofG. Moreover,
H � NG.H/ and hai 6 Z.CG.a//.

7.1 Theorem. 1) IfH is a subgroup of a groupG, then the cardinality of the set of
subgroups of G which are conjugate toH is equal to jG W NG.H/j.

2) If a is an element of a group G, then the cardinality of the set of elements of
G which are conjugate to a is equal to jG W CG.a/j.
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Proof. 1) The group G acts on the set M D fxHx�1 j x 2 Gg by conjugation:
an element g 2 G sends a subgroup xHx�1 to the subgroup gxHx�1g�1. It
is easy to show that this action is transitive and that StG.H/ D NG.H/. Then
jM j D jG W NG.H/j by Proposition 6.2.

2) The group G acts on itself by conjugation: an element g 2 G sends an
element x to the element gxg�1. Obviously the orbits of this action are conjugacy
classes. The cardinality of the orbit of the element a is equal to jG W StG.a/j D
jG W CG.a/j. �

7.2 Theorem. The center of a finite p-group is nontrivial.

Proof. LetG be a finitep-group. The groupG is the disjoint union of its conjugacy
classes, one of which is feg. By Theorem 7.1 the cardinality of any conjugacy
class in G is a power of p; one of these cardinalities is 1. Since the sum of
these cardinalities is a power of p, there exist at least p conjugacy classes in G of
cardinality 1. The union of all one-element conjugacy classes coincides withZ.G/.

�

8 Sylow’s theorem

Let G be a group of order pkm where p is a prime number and k > 1, and let
gcd.p;m/ D 1. A subgroup H of the group G is called a Sylow p-subgroup if
jH j D pk .

8.1 Proposition. Let q be a power of a prime number p. Then UTn.q/ is a Sylow
p-subgroup of the group GLn.q/.

Proof. First we compute the number of matrixes in GLn.q/. The first row of a matrix
from GLn.q/ can be any but the zero vector. Thus there are .qn � 1/ possibilities
for the first row. Once the first i linearly independent rows are chosen, then as the
.i C 1/-th row we may take any n-vector linearly independent of the first i rows;
there are thus qn � qi possibilities for it. Therefore

jGLn.q/j D
n�1Y
iD0

.qn � qi / D q
n.n�1/

2 m; (2)

where gcd.p;m/ D 1. It remains to note that jUTn.q/j D q
n.n�1/

2 . �

8.2 Lemma. Let H be a Sylow p-subgroup of a finite group G1 and let K be a
subgroup of the group G1 such that p is a divisor of jKj. Then there exists an
element x 2 G1 such that K \ xHx�1 is a Sylow p-subgroup of the group K.



14 Chapter 1. Introduction to finite group theory

Proof. Consider the formula .1/ with G1 instead of G. Since p does not divide
jG1 W H j, p does not divide at least one summand jK W K \ xHx�1j in the right
side of this formula. Moreover,K \ xHx�1 is a p-group, being a subgroup of the
p-group xHx�1. HenceK\xHx�1 is a Sylow p-subgroup of the groupK. �

8.3 Theorem (Sylow). LetG be a group of order pkm, where p is a prime number,
k > 1, and gcd.p;m/ D 1. Then

1) there exists a Sylow p-subgroup in G;

2) every p-subgroup of the group G is contained in some Sylow p-subgroup
of G;

3) any two Sylow p-subgroups of G are conjugate;

4) the number of Sylow p-subgroups of G divides m and is congruent to 1
modulo p.

Proof. By Corollary 4.2 we may assume thatG is a subgroup of the group GLn.p/

where n D jGj. The first three claims follow from Lemma 8.2: the first with
G1 D GLn.p/, H D UTn.p/ and K D G; the second (third) with G1 D G and
K equal to a p-subgroup (respectively Sylow p-subgroup) of the group G1.

Now we will prove the fourth claim. Let H be some Sylow p-subgroup of the
group G. By 3) the number of Sylow p-subgroups of G is equal to the cardinality
of the set M D fgHg�1 j g 2 Gg. By Theorem 7.1 this cardinality is equal to
jG W NG.H/j and hence it divides m. Consider the action of H on M by conjuga-
tion: an element h 2 H carries a subgroup gHg�1 to the subgroup hgHg�1h�1.
By Proposition 6.2 the length of every orbit of this action is a power of p. Now we
will show that fH g is the unique orbit of length 1. Indeed, if fgHg�1g were another
orbit of length 1, then H � gHg�1 would be a group (prove it!) of order pl for
l > k by Exercise 2.5.5, which is a contradiction. Now the claim follows from the
fact that the cardinality ofM is equal to the sum of the lengths of all the orbits. �

8.4Example. The groupS3 contains three Sylow 2-subgroups: fe; .12/g, fe; .13/g
and fe; .23/g. Their full preimages under the homomorphism ' W S4 ! S3 implicit
in Example 2.4 are

K [ .12/K; K [ .13/K; K [ .23/K;
and these are Sylow 2-subgroups in S4. By Sylow’s theorem the number of Sylow
2-subgroups in S4 cannot be larger than 3.

ConsiderS4 as the rotation group of a cube (see Example 6.3.2). These rotations
permute three square cross sections of this cube passing through its center. This
gives a homomorphism S4 ! S3 with kernel consisting of the identity isometry
and three rotations through 180ı about the axes passing through the centers of
opposite faces. Geometrically, each Sylow 2-subgroup of the group S4 consists of
all rotations of the cube which fix one of these cross sections as a whole. Thus each
Sylow 2-subgroup of S4 is isomorphic to the symmetry group of a square.
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8.5 Exercise. If p is a prime divisor of jGj, thenG contains an element of order p.

8.6 Theorem. The multiplicative group of any finite field is cyclic.

Proof. Let K� be a multiplicative group of a finite field K and let P be a Sylow
p-subgroup of K� with jP j D pk . By Corollary 2.3 the orders of elements of P
are divisors of pk . Suppose that P does not contain an element of order pk . Then
for all g 2 P the equation gpk�1 D 1 holds. However, the equation xpk�1 D 1

has at most pk�1 roots in the fieldK, a contradiction. Thus P contains an element
of order pk .

Let jK�j D p
k1

1 : : : p
ks
s be the prime factorization. As we have shown, K�

contains s elements of orders pk1

1 ; : : : ; p
ks
s respectively. By Exercise 1.2.2, the

product of these elements has the order jK�j and hence generates the group K�.
�

9 Direct products of groups

Let G1; : : : ; Gn be groups. It is easy to verify that the set G D G1 � � � � � Gn of
sequences .g1; : : : ; gn/, where gi 2 Gi , with the multiplication

.g1; : : : ; gn/ � .g0
1; : : : ; g

0
n/ D .g1g

0
1; : : : ; gng

0
n/;

is a group. This group is called the direct product of the groups G1; : : : ; Gn. The
identity element of this group is the sequence .e1; : : : ; en/, where ei is the identity
element of the group Gi .

We set Ui D f.e1; : : : ; ei�1; g; eiC1; : : : ; en/ j g 2 Gig. Then Ui is a subgroup
of G isomorphic to Gi and the following formulas hold:

G D h
nS

j D1

Uj i; (3)

Ui � G; (4)

Ui \ h S
j ¤i

Uj i D f1g for all i: (5)

9.1 Theorem. Let G be a group and let U1; : : : ; Un be subgroups such that the
conditions (3)–(5) are satisfied. Then G Š U1 � � � � � Un.

Proof. Let a 2 Ui , b 2 Uj , i ¤ j . Using conditions (4) and (5) we get
a.ba�1b�1/ D .aba�1/b�1 2 Ui \Uj D f1g, and hence ab D ba. Using this and
condition (3) we can write any element g 2 G as g D u1 : : : un, where ui 2 Ui .
Such a representation of g is unique. Indeed, if g D u0

1 : : : u
0
n, where u0

i 2 Ui , then
using the proven commutativity, we get .u0

1/
�1u1 D u�1

2 u0
2 : : : u

�1
n u0

n. In view
of (5), this implies that u0

1 D u1. Similarly we get ui D u0
i for all i D 2; : : : ; n.

Now we define a map ' W G ! U1 � � � � � Un by the rule: '.g/ D .u1; : : : ; un/,
where g D u1 : : : un, ui 2 Ui . It is easy to verify that ' is an isomorphism. �
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If the conditions of this theorem are satisfied, we say that the group G is the
direct product of its subgroups U1; : : : ; Un.

9.2 Exercise. Any group of order 6 is isomorphic to the groupZ6 or to the groupS3.

Solution. Let G be a group of order 6, let H be its Sylow 2-subgroup, and let F
be its Sylow 3-subgroup. Obviously, F � G. If H � G, then G Š H � F Š
Z2 � Z3 Š Z6. If H � G, then

T
x2G xHx

�1 D f1g, and by Cayley’s theorem
G Š S3.

9.3 Exercise. If n andm are two coprime natural numbers, thenZnm Š Zn �Zm.

A finite cyclic group is called primary cyclic if its order is a power of a prime
number. By Exercise 9.3 every finite cyclic group is a direct product of primary
cyclic groups. The following theorem generalizes this claim.

9.4 Theorem. Every finitely generated abelian group is a direct product of a finite
number of infinite cyclic and primary cyclic groups. The number of these infinite
cyclic groups and the set of orders of these primary cyclic groups are invariants of
the abelian group.

The proof of this theorem, together with information on nilpotent and solvable
groups can be found, for example, in the books [38] and [54]. We do not touch on
these important themes, since our aim is to become acquainted with some nontrivial
examples of finite simple groups.

10 Finite simple groups

A group G is called simple if it is nontrivial and has no proper nontrivial normal
subgroups. Clearly any cyclic group of prime order is simple. Later we will give
more complicated examples of finite simple groups.

The finite simple groups are important, since in a certain sense they are the
elementary building blocks for finite groups, just as the prime numbers are the
elementary building blocks for the natural numbers.

Indeed, for any natural number n there exists a chain of numbers

1 D n0 < n1 < � � � < nk D n;

such that ni j niC1 and the quotients niC1=ni are prime numbers.
Similarly, for any finite group G there exists a chain of subgroups

f1g D G0 < G1 < � � � < Gk D G;

such thatGi � GiC1 and the quotientsGiC1=Gi are simple groups. For a nontrivial
group G we can construct such a chain by repeated insertions of terms in the
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chain f1g < G. The insertion operation proceeds as follows: if we have a chain
f1g D H0 < H1 < � � � < Hs D G where HiC1=Hi is not a simple group, we take
in HiC1=Hi a proper nontrivial normal subgroup H=Hi and replace the segment
Hi < HiC1 by the segment Hi < H < HiC1. We continue to insert new terms as
long as possible.

The analogy between natural numbers and finite groups is not complete, since
in general a finite group G cannot be reconstructed uniquely from the quotients
GiC1=Gi . An easy example of this phenomenon is the following two chains:

f1g < Z2 < Z4 and feg < fe; .12/.34/g < K;
where K is the Klein group from Example 2.4.

Thus for understanding the structure of finite groups, we need to study not only
simple groups but the ways of building groups from smaller ones. The following
theorem is useful in inductive proofs.

10.1Theorem. LetH be a minimal nontrivial normal subgroup of a finite groupG.
ThenH Š U1 � � � � � Uk , where the Ui are isomorphic simple groups.

Proof. We will proceed by induction on the order of G. If the group G is simple,
the claim is trivial. LetG be a non-simple group. Then jH j < jGj. Let V be some
minimal nontrivial normal subgroup of the group H . By the inductive hypothesis,
V is a direct product of isomorphic simple groups. It is enough to prove that H
is a direct product of groups isomorphic to V . We will show this with the help of
Theorem 9.1.

For any g 2 G we have gVg�1 � gHg�1 D H . The group generated by all
subgroups gVg�1 is normal inG and lies inH . Therefore it coincides withH . Let
X be a minimal subset of G such that H D hxVx�1 j x 2 Xi. For any x0 2 X

the intersection x0Vx
�1
0 \ hxVx�1 j x 2 X n fx0gi is normal in H and strictly

smaller than x0Vx
�1
0 (because of the minimality ofX ). Since x0Vx

�1
0 is a minimal

nontrivial normal subgroup of H , this intersection is trivial. Hence H is a direct
product of groups xVx�1 for x 2 X . �

10.2. In the 1980s some well-known specialists in finite group theory declared that
the following claim is valid.

Every finite simple group is isomorphic to a cyclic group of prime order,
an alternating group An for n > 5, a finite group of Lie type, or one of
the 26 sporadic simple groups (see the table on p. 43).

For groups of Lie type see the book [19]; for sporadic groups the book [3]; a
description of these groups is in [25]. The proof of this claim has not been published
yet (2007), although it is now generally accepted as being true. The history of this
problem is elucidated in the book [33] (see also [62], [56]).
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We prove that the groupAn is simple for n > 5, give examples of simple groups
of the last two types, and touch on the problem of reconstruction of a groupG from
its normal subgroup H and factor group G=H .

11 The simplicity of the alternating group An for n > 5

11.1 Lemma. 1) For n > 3 the group An is generated by all its 3-cycles.
2) For n > 5 the groupAn is generated by all the permutations3 of type .ij /.kl/.

Proof. The groupAn consists of those permutations inSn which can be decomposed
in a product of an even number of transpositions (they may have a common symbol).
It remains to note that .ij /.ik/ D .ikj / D .ij /.ab/ � .ab/.ik/ and .ij /.kl/ D
.ijk/.jkl/. �

11.2 Exercise. Let ˛ and ˇ be arbitrary permutations in Sn. The decomposition
of the permutation ˛ˇ˛�1 into disjoint cycles can be obtained from the analogous
decomposition of ˇ by replacing there each symbol i by the symbol ˛.i/.

In particular, the number of disjoint cycles of each length in the decompositions
of ˇ and ˛ˇ˛�1 is the same.

11.3 Theorem. Let n > 5. Then

1) An is the unique proper nontrivial normal subgroup of the group Sn;

2) An is a simple group.

Proof. 1) Let N be a proper nontrivial normal subgroup of the group Sn and let �
be some nontrivial permutation in N . Then there exists an i such that �.i/ ¤ i .
We choose j ¤ i; �.i/. Then for � D .ij / the permutation � D ����1��1 is
nontrivial and belongs to N . Moreover, � is a product of the transpositions ����1

and � , therefore it is either a 3-cycle or a permutation of the form .ab/.cd/ (see the
proof of Lemma 11.1). Since N is normal, it contains (by Exercise 11.2) either all
3-cycles or all permutations of the type .ab/.cd/. HenceN D An by Lemma 11.1.

2) By Theorem 10.1, An D U1 � � � � � Uk where all Ui are isomorphic to the
same simple group U . Then nŠ=2 D jU jk and from a theorem of Chebychev4 it
follows that k D 1.

However, we can complete the proof without the Chebychev theorem. Since
n > 5 the order jU j is even, and by Exercise 8.5 the group U1 contains an element
� of order 2. Such a � can always be decomposed into the product of disjoint
transpositions, � D �1�2 : : : �k . Then � D �1��

�1
1 and hence � 2 U1 \ �1U1�

�1
1 .

Since the groups U1 and �1U1�
�1
1 are simple and normal in An D �1An�

�1
1 , and

3Further different letters in a permutation denote different numbers.
4For any integer m > 1, there exists at least one prime number p such that m < p < 2m. An

elementary proof of this theorem is contained in [58], for example.
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since their intersection is nontrivial, we have U1 D �1U1�
�1
1 . Then U1 is normal

in the group hAn; �1i D Sn. From claim 1) it follows that U1 D An. �

The simplicity of A5 was known to Galois and is crucial in showing that the
general equation of degree 5 is not solvable by radicals.

12 A5 as the rotation group of an icosahedron

Let I be a fixed regular icosahedron in the 3-dimensional Euclidean space (Figure 1)
and let G be the isometry group of this space, preserving orientation and mapping
I to I . The group G contains the identity isometry, the rotations through k � 72ı
(k D 1; 2; 3; 4) about 6 axes passing through the opposite vertices of I , the rotations
through 180ı about 15 axes passing through the middle points of the opposite edges,
and the rotations through 120ı and 240ı about 10 axes passing through the centers
of the opposite faces. Thus we have found 60 elements in the group G. We will
show that there are no other elements in G. The group G acts transitively on the
set I 0 of vertices of I , since every two vertices of I can be connected by a chain
of neighboring vertices, and every two neighboring vertices can be carried to each
other by an appropriate rotation from G. The stabilizer of the vertex N must fix
the opposite vertex S too. Therefore it consists of the 5 rotations about the axes
NS including the identity isometry. Hence jGj D jI 0j � j StG.N /j D 12 � 5 D 60.
Therefore the group G consists only of the listed rotations.

The group G is called the rotation group of the icosahedron.

E
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B
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B
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C
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1
1

1

1 1

Figure 1

Now we prove that G Š A5. Let us divide the 30 edges of the icosahedron
into 5 groups, each consisting of six elements, in the following way. Each group
consists of the edges which are either parallel or perpendicular to each other. For
example, fNA; SA1; CD; C1D1; BE1; B1Eg is one of these groups. The other
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are completely determined by their initial edgesNB ,NC ,ND andNE and we will
not display them. We enumerate these groups of edges by numbers 1 to 5 according
to the given order.

Rotations in G permute these groups as sets, since they carry edges to edges
and preserve the relations of parallelism and perpendicularity. This gives a homo-
morphism ' W G ! S5. To the rotation about the axis NS through 72ı in an
appropriate direction corresponds the permutation .12345/. To the rotation about
the axis passing through the centers of faces .BE1D1/ and .B1ED/, through 120ı
in an appropriate direction, corresponds the permutation .123/. Therefore im '

contains the subgroup H D h.12345/; .123/i. Let us prove that H D A5. Obvi-
ously H 6 A5 and jH j is divisible by 15 since H contains elements of orders 3
and 5. By Corollary 4.4, H contains a subgroup H1 which is normal in A5 and
has index at most 4Š. Since A5 is a simple group, this implies thatH1 D H D A5.
Since G= ker ' Š im ' > H D A5 and jGj D jA5j, it follows that G Š A5.

13 A5 as the first noncyclic simple group

13.1 Exercise. IfG is a noncyclic group of order less than 60, thenG is not simple.

Solution. Assume that G has a unique Sylow p-subgroup for some p. Then this
p-subgroup is normal by Theorem 8.3.3 and contains a nontrivial center by Theo-
rem 7.2. This center is also normal in G. If it is smaller than G, then G is not
simple. If it coincides with G, then G is an abelian group and so is either cyclic or
non-simple.

Therefore we may exclude the groupsG which have a unique Sylowp-subgroup
for somep. With the help of Sylow’s theorem and Corollary 4.4 we may also exclude
the groups of orders 12, 24, 36 and 48. The only remaining groups have orders 30
and 56.

Consider the case jGj D 56. Assume that G has not one, but eight Sylow
7-subgroups. Since their pairwise intersections are trivial, the total number of their
elements is 1 C 8.7 � 1/ D 49. The remaining seven elements together with the
trivial element form the unique Sylow 2-subgroup.

The case jGj D 30 can be considered similarly, but we will present another
proof. We identify the group G with the image of its regular representation in S30.
Consider the homomorphism fromG to the group f˙1g mapping all even permuta-
tions to 1 and odd to �1. This homomorphism is onto, since any element of order 2
in G is the product of 15 disjoint transpositions (by Corollary 4.2.1) and hence is
odd. Therefore the kernel of this homomorphism has index 2 in G and G is not
simple.

13.2 Theorem. If G is a simple group of order 60, then G Š A5.
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First proof of Theorem 13:2. By Sylow’s theorem,G has exactly six Sylow 5-sub-
groups. We denote them byHi , i D 1; : : : ; 6. The index ofNG.Hi / inG is equal to
the number of subgroups conjugate toHi , i.e., is equal to 6. Hence jNG.Hi /j D 10.
Let H1 D hai and let hbi be some Sylow 3-subgroup in G. The order of the group
ha; bi is divisible by 15, hence this group coincides with G (otherwise G would
have a proper normal subgroup by Corollary 4.4).

Consider the action of the group G by conjugation on the set of its Sylow
5-subgroups. The elementb stabilizes none of theHi sinceNG.Hi /has no elements
of order 3. Hence b cyclically permutes three Sylow 5-subgroups and cyclically
permutes the remaining three. Thus the action ofb can be displayed by a permutation
Nb D .123/.� � �/. The element a stabilizesH1 and (prove it!) cyclically permutes
the remaining five subgroups. In particular, Na stabilizes 1 and some power of Na
moves 2 to 3. Therefore, replacing the generator a by its appropriate power, we
may assume that Na D .23ijk/. Redenoting, we may additionally assume that
i D 4, j D 5, k D 6. For the second cycle of Nb there are only two possibilities:
.� � �/ D .456/ and .� � �/ D .465/. The first one implies a�1b D .163/. In
particular, the element a�1b normalizes the subgroup H2. But NG.H2/ has order
10 and so does not contain elements of order 3. So the second case takes place.

This action gives a homomorphism G ! S6 defined on generators by the
rule: a 7! .23456/, b 7! .123/.465/. Since G is not simple, the kernel of this
homomorphism is trivial, and hence G Š h.23456/; .123/.465/i. In particular, G
is unique up to an isomorphism. On the other hand, jA5j D 60 and A5 is simple.
Hence G Š A5. �

13.3 Exercise. Enumerate the longest diameters of a regular icosahedron by num-
bers from 1 to 6 and find the rotations a and b, permuting these diameters as in the
proof of the theorem. Deduce that h.23456/; .123/.465/i Š A5.

Second proof of Theorem 13.2. By Corollary 4.4, G has no proper subgroup of
index less than 5.

Suppose that G has a subgroup H of index 5. The group G acts by left mul-
tiplication on the set of left cosets of H in G. Since G is a simple group, the
kernel of this action is trivial. Therefore G embeds in S5 and we may assume that
jS5 W Gj D 2. Then G � S5 and G Š A5 by Theorem 11.3.

Now suppose that G has no subgroup of index 5. Let np denote the number
of Sylow p-subgroups of G. If np 6 4, then by considering the action of G, by
conjugation, on the set of its Sylow p-subgroups, we see that G embeds in S4,
which is impossible. Therefore np > 5. By Sylow’s theorem, we deduce that
n2 D 15 and n5 D 6.

Let P , Q be two Sylow 2-subgroups of G. Assume that P \Q is nontrivial.
We have P \Q G hP;Qi since P andQ are abelian. Therefore hP;Qi is a proper
subgroup ofG. Moreover, the order of hP;Qi is divisible by 4 and is larger than 4.
Hence jG W hP;Qij 6 5, which is impossible.
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Thus any two Sylow 2-subgroups of G intersect trivially. Therefore the total
number of elements in Sylow 2-and 5-subgroups is 1 C 15 � 3 C 6 � 4 D 70, a
contradiction.

14 A5 as a projective special linear group

Let K be a field. A projective special linear group of degree n over K, denoted
PSLn.K/, is the quotient group of SLn.K/ by its center. Similarly one defines the
group PGLn.K/. Recall that if the cardinality q ofK is finite, then we write SLn.q/

instead of SLn.K/, and similarly for the other matrix groups.
It is easy to prove that the center of the group SLn.q/ consists of all scalar

matrices with determinant 1. Thus the order d of this center is equal to the number
of elements a from the multiplicative group of the field such that an D 1. By The-
orem 8.6 the multiplicative group of a finite field is cyclic. Thus, by Exercise 1.8.2,
we have d D gcd.q � 1; n/. Formula .2/ and Example 3.2.1 imply the formula

j PSLn.q/j D 1

d.q � 1/
n�1Y
iD0

.qn � qi /:

14.1 Theorem. PSL2.5/ Š PSL2.4/ Š A5.

Proof. 1) Let V be the vector space consisting of all columns of size 2 over F5, the
field of residues modulo 5. Each nonzero vector of V is a scalar multiple of one of
the following: �

0

1

�
;

�
1

0

�
;

�
1

1

�
;

�
1

2

�
;

�
1

3

�
;

�
1

4

�
;

and no two of these vectors are scalar multiples of each other. Therefore V contains
exactly six one-dimensional subspaces (lines). The group SL2.5/ acts on the set of
these lines by the following rule: a matrixA 2 SL2.5/ carries a line fkv j k 2 F5g,
where 0 ¤ v 2 V , to the line fkAv j k 2 F5g. Only the scalar matrices stabilize
each line. Therefore the group PSL2.5/ acts on the set of these lines faithfully.
Consider the elements xA and xB of the group PSL2.5/ which are the images of the
matrices A D �

1 0
1 1

�
and B D �

1 �1
1 0

�
. It is easy to verify that for an appropriate

numeration of lines the element xA acts on them as the permutation (23456), and
the element xB as the permutation (123)(465). This gives rise to a homomorphism
from the subgroup h xA; xBi of PSL2.5/ onto the group h.23456/; .123/.465/i Š A5

(see the proof of Theorem 13.2 or Exercise 13.3). Since jPSL2.5/j D 60 D jA5j,
this homomorphism is an isomorphism and h xA; xBi D PSL2.5/ Š A5.

2) Let V be a vector space consisting of all columns of size 2 over the field
F4 D f0; 1; x; yg.5 Each nonzero vector of V is a scalar multiple of one of the

5Prove that in F4 the following identities hold: 1 C 1 D x C x D y C y D 0, x C 1 D y,
x � x D y, y � y D x, x � y D 1.
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following: �
0

1

�
;

�
1

0

�
;

�
1

1

�
;

�
1

x

�
;

�
1

y

�
;

and no two of these vectors are scalar multiples of each other. Therefore V contains
exactly five one-dimensional subspaces (lines). As above the group PSL2.4/ acts
faithfully on the set of these lines. Consider the elements xA and xB of the group
PSL2.4/ which are the images of the matrices A D �

x y
x 0

�
and B D �

1 1
1 0

�
. It is

easy to verify that for an appropriate numeration of lines the element xA acts on
them as the permutation (12345), and the element xB as the permutation (123). In
Section 12 we showed that h.12345/; .123/i D A5. This enables us to complete
the proof as in part 1). �

14.2 Exercise. PSL2.2/ Š S3, PSL2.3/ Š A4.

15 A theorem of Jordan and Dickson

15.1 A simplicity criterion. Let a group G act faithfully and 2-transitively on the
set X . Suppose that the following conditions hold:

1) G coincides with its commutator G0;
2) in the stabilizer St.x/ of an element x 2 X there is a subgroup A such that

a) A is abelian,

b) A � St.x/,
c) G D hgAg�1 j g 2 Gi.

Then G is simple.

Proof. LetN be a nontrivial normal subgroup of the groupG. By Proposition 6.7,
N acts transitively onX and henceG D N St.x/. We will prove thatG D NA. By
condition c), every element g fromG can be written as g D g1a1g

�1
1 : : : gkakg

�1
k

,
where ai 2 A, gi 2 G. Write each gi as gi D nisi , where ni 2 N , si 2 St.x/.
Then the image of the element g in G=N coincides with the image of the element
a D s1a1s

�1
1 : : : skaks

�1
k

. By condition b) we have a 2 A and so g 2 Na � NA.
Finally, G D G0 D .NA/0 6 N since modulo N the commutator Œn1a1; n2a2�,
where ni 2 N , ai 2 A, is equal to the commutator Œa1; a2�, i.e., equal to 1 because
of the commutativity of A. �

15.2 Theorem (Jordan–Dickson). Let K be a field, n > 2. The group PSLn.K/ is
simple with the exception of PSL2.2/ and PSL2.3/.

Proof. LetV be the vector space consisting of all columns of size n over the fieldK.
Let e1; : : : ; en be the standard basis of V . Let X be the set of all one-dimensional
subspaces of V (lines). For any nonzero vector v 2 V denote by Nv the line in X
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containing v. For any matrix M 2 SLn.K/ denote by SM the image of M in the
group G D PSLn.K/. We define the action of the group G on the set X by the
rule SM Nv DMv and prove that this action satisfies the conditions of the simplicity
criterion.

First we will prove that G acts faithfully on X . Suppose not, then there ex-
ists SM 2 G such that SM stabilizes each line from X . Then Mei D �iei and
M.e1 C � � � C en/ D �.e1 C � � � C en/ for some �i and � in K. By linearity we
deduce that �1 D � � � D �n D �. ThereforeM is a scalar matrix and SM D 1. Thus
the action of G on X is faithful. This action is 2-transitive, since the lines Ne1 and
Ne2 can be carried to any two different lines Nv1 and Nv2 by the element SM , where M
is a matrix from SLn.K/ with the first and the second columns multiples of v1 and
v2 respectively.

Now we prove that .PSLn.K//
0 D PSLn.K/. In general, from N � H and

H D H 0 it follows that .H=N/0 D H=N . Therefore it is sufficient to prove
that .SLn.K//

0 D SLn.K/. For n > 3 this follows from the claims 1) and 2) of
Exercise 15.3, and for n D 2 from the claims 1) and 3), and the fact that for jKj > 3
the group SL2.K/ contains a non-scalar diagonal matrix.

Let x be the line containing the vector en. Its stabilizer St.x/ in the group G
consists of all xB such that the column Ben is a multiple of the column en, that is,
St.x/ D f xB j B1n D � � � D Bn�1;n D 0g. LetA be the subgroup of the group St.x/
consisting of all xB such that B differs from the identity matrix only by elements in
the positions .n; 1/; : : : ; .n; n � 1/. It is easy to verify that A is an abelian group
and A � St.x/. The equation PSLn.K/ D hgAg�1 j g 2 PSLn.K/i follows from
the fact that A contains the images of the transvections of the form tni .˛/ and from
the claims 1) and 4) of the following exercise. �

15.3 Exercise. 1) The group SLn.K/ is generated by all its transvections tij .˛/.
2) Œtik.˛/; tkj .ˇ/� D tij .˛ˇ/ for distinct i , j , k.

3) Œtij .˛/; d � D tij
�
˛

�
1 � di

dj

��
, where d is a diagonal matrix from GLn.K/

with elements d1; : : : ; dn on the main diagonal.
4)M� tij .˛/M

�1
� D t�.i/�.j /.˛/, where � 2 Sn andM� is the matrix with 1 in

the positions .�.1/; 1/; : : : ; .�.n/; n/ and 0 in the other positions.
How will this formula be changed if in M� we replace one of the 1’s by �1?

15.4 Remarks. 1) The groups PSLn.q/ are simple for n > 2 and .n; q/ ¤
.2; 2/; .2; 3/, they belong to the family of finite simple groups of Lie type (see
[19], [25]). With a finite number of exceptions they are not isomorphic to any
alternating group. In most cases this follows just by comparing their orders. For
example, j PSL2.7/j D 168 ¤ jAmj for all m. We notice the following surprising
isomorphisms:

PSL2.4/ Š PSL2.5/ Š A5;

PSL2.7/ Š PSL3.2/;
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PSL2.9/ Š A6;

PSL4.2/ Š A8:

The simple groups A8 and PSL3.4/ have the same orders, but they are not
isomorphic. This follows from the fact that A8 has an element of order 15 (for

example, (12345)(678)), but PSL3.4/ does not. Indeed, let A D
�

1 0 0
0 0 1
0 1 x

�
, where x

is a generator of the multiplicative group of the field of cardinality 4. It is sufficient
to prove that the element xA 2 PSL3.4/ has order 5 and that its centralizer coincides
with h xA i. The latter is equivalent to the following: if B is a matrix in SL3.4/ such
that BA and AB differ by a scalar matrix, then B and some power of A differ by a
scalar matrix. This can be verified by a direct computation.

One can prove that PSL3.4/ has the largest order among all groups from the
series PSLn.q/, whose order coincide with the order of some group in the seriesAm.

2) It turns out that the noncyclic simple groups of order at most 1000 have orders
60, 168, 360, 504 and 660, and are isomorphic to PSL2.q/ for q D 4 and 5 (see
Sections 13 and 14), 7, 9, 8 and 11 respectively.

In the next section we will define one of the 26 sporadic groups, the Mathieu
group M22, and prove that it is simple. This group is not isomorphic to An and
PSLn.q/ for any n and q. The group PSL3.4/, however, plays an important role
for constructing M22.

16 Mathieu’s group M22

Let Fq be a field of cardinality q, let V be the vector space of dimension 3 over
Fq , and let x1, x2, x3 be a basis of V . The projective plane P2.q/ is the set of all
1-dimensional subspaces of the space V . The elements of the projective plane are
called projective points or simply points, and the subsets of points corresponding
to 2-dimensional subspaces of V are called projective lines or simply lines.

For any nonzero vector v 2 V we denote by Nv the 1-dimensional subspace of V
containing v. Thus Nv is a point of P2.q/. Since V contains .q3 �1/ nonzero vectors
and every 1-dimensional subspace in V contains .q � 1/ nonzero vectors, P2.q/

contains q3�1
q�1

D q2 C q C 1 points. We can write them as x1 C a2x2 C a3x3,

x2 C a3x3 and Nx3, where a2; a3 2 Fq .
The line containing two distinct points Nv1; Nv2 2 P2.q/ has the form

l. Nv1; Nv2/ D fa1v1 C a2v2 j a1; a2 2 Fqg:

There exists a bijective (orthogonal) correspondence between the sets of all
1-dimensional and all 2-dimensional subspaces inV . This gives a bijection between
the sets of points and lines in P2.q/. In particular, there are q2 C q C 1 lines
in P2.q/.
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16.1 Exercise. Any line of P2.q/ contains exactly q C 1 points.

The image of a matrixA 2 GL3.q/ in the group PGL3.q/ is denoted by xA. The
group PGL3.q/ naturally acts on the projective plane P2.q/: for xA in PGL3.q/ and
a1x1 C a2x2 C a3x3 in P2.q/ we set

xA � a1x1 C a2x2 C a3x3 D b1x1 C b2x2 C b3x3;

where

A �
0@a1

a2

a3

1A D
0@b1

b2

b3

1A :
16.2 Exercise. This action is well defined, faithful and 2-transitive, and carries
lines to lines.

16.3 Definition. An automorphism of the projective plane P2.q/ is a permutation
of points of P2.q/ which carries lines to lines.

The group of all automorphisms of P2.q/ is denoted by Aut.P2.q//. By Exer-
cise 16.2 we may assume that PGL3.q/6 Aut.P2.q//.

Further we will use the field consisting of 4 elements and denoted by F4 D
f0; 1; a; a�1g. Recall that 1 C 1 D a C a D a�1 C a�1 D 0, 1 C a D a�1 and
a3 D 1.

Now we define a system M consisting of points and blocks (standard and non-
standard).

• The points of M are the points of P2.4/ with a further point denoted by 1.
• The standard blocks are the lines of P2.4/ completed by 1.
• The nonstandard blocks (ovals) are the images of the oval

O D f Nx1; Nx2; Nx3; x1 C x2 C x3; x1 C ax2 C a�1x3; x1 C a�1x2 C ax3g
under the action of elements of the group PSL3.4/. We consider the group
PSL3.4/ as a subgroup of the group PGL3.4/.

The set of all points of the systemM is denoted byM 0 and the set of its blocks
by M 1.

16.4 Exercise. No three points of the ovalO lie on the same line. Deduce the same
for an arbitrary oval.

16.5 Definition. An automorphism of the systemM is a permutation of points ofM
which carries blocks to blocks (possibly, standard to nonstandard and conversely).

We denote by Aut.M/ the group of all automorphisms of M , and by M22 the
group of all even automorphisms of M .
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16.6 Theorem. The Mathieu groupM22 is simple.

We will prove this theorem with the help of seven lemmas.
Let f be an automorphism of the field F4 permuting a and a�1. This gives a bi-

jection from V to V sending a point a1x1 C a2x2 C a3x3 to the point
f .a1/x1 C f .a2/x2 C f .a3/x3. Since this bijection carries lines to lines and
planes to planes, it induces the automorphism f � of the projective plane P2.4/

given by the formula

f �. a1x1 C a2x2 C a3x3 / D f .a1/x1 C f .a2/x2 C f .a3/x3:

A group G is called a split extension of a groupH by a group F ifH � G and
G contains a subgroupF1 isomorphic toF such thatH \F1 D f1g andHF1 D G.
In this case we write G D H Ì F .

16.7 Lemma. Aut.P2.4// D PGL3.4/ Ì hf �i.
Proof. Let ˛ 2 Aut.P2.4//. We show how to replace ˛ by 1, by multiplying ˛
by elements of the group PGL3.4/ and by the element f �. Since PGL3.4/ acts
transitively on the set of points of P2.4/, we may assume that

1) ˛ fixes Nx1.

Let � be the set of five lines passing through Nx1 (Figure 2).
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��x1 C ax2 C a�1x3

ax2 C a�1x3 Nx2 x2 C x3

x1 C x2 C x3

Nx3 a�1x2 C ax3

x1 C a�1x2 C ax3

Nx1

Figure 2

The stabilizer of Nx1 in PGL3.4/ acts on� 2-transitively,6 f � permutes the lines
l. Nx1; a�1x2 C ax3/ and l. Nx1; ax2 C a�1x3/ and stabilizes the other three lines
of �. Let l1 and l2 be any two lines from �, and let g be an element of the group

6Hint. Look where the lines l. Nx1; Nx2/ and l. Nx1; Nx3/ are going on under the action of an element
.aij / from PGL3.4/ with a11 D 1, a21 D a31 D 0.
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PGL3.4/, which stabilizes Nx1 and carries l1 and l2 to the lines l. Nx1; a�1x2 C ax3/

and l. Nx1; ax2 C a�1x3/ respectively. Then the automorphism g�1f �g permutes
the lines l1 and l2 and stabilizes the other three lines from�. Since the permutation
group of the set � is generated by transpositions, we may assume that

2) ˛ stabilizes each line from �.

Let Qbc D
�

1 b c
0 1 0
0 0 1

�
. The group f xQbc j b; c 2 F4g fixes Nx1 and stabilizes

each line from �. Moreover, it acts transitively on the set of the remaining 16
lines of P2.4/. This follows from the fact that each such line intersects the lines
l. Nx1; Nx2/ and l. Nx1; Nx3/ in points of the form bx1 C x2 and cx1 C x3, and hence is
the xQbc-image of the line k D l. Nx2; Nx3/. Therefore we may assume that

3) ˛ stabilizes the line k.

Because of 2), ˛ fixes k pointwise. The element xA, where A D diag.a; 1; 1/,
also fixes k pointwise and fixes Nx1. Moreover, xA cyclically permutes three points
of the linem D l. Nx1; Nx2/, different from Nx1 and Nx2. Therefore, after multiplication
of ˛ by an appropriate power of xA, we may assume that

4) ˛ fixes the lines k and m pointwise.

Any line not passing through the point k \m is ˛-invariant, since it intersects
k [ m in two points. Now, take any point different from k \ m and take any two
lines containing this point and not passing through k \ m. Since these lines are
˛-invariant, this point is also ˛-invariant. Thus all points of P2.4/ are fixed by ˛
and hence ˛ D 1.

The subgroup PGL3.4/ is normal in the group Aut.P2.4//, since for every
element of xA 2 PGL3.4/ there holds f � xA.f �/�1 D xA�, where A� is the matrix
whose entries are the images of the entries of A under the automorphism f . �

16.8 Lemma. 1) StPSL3.4/.O/ D StPGL3.4/.O/ Š A6.
2) StAut.P2.4//.O/ Š S6.

Proof. We prove that StPSL3.4/.O/ Š A6. First notice that the group G D
StPSL3.4/.O/ acts faithfully on six points of the oval O: if an element xA 2 G

fixes the points Nx1, Nx2, Nx3 and x1 C x2 C x3, then the matrix A 2 SL3.4/ is scalar,
and hence xA D 1.

Consider the matrixes

A D
0@1 0 1

0 0 1

0 1 1

1A ; B D
0@1 0 a�1

0 0 1

0 1 a

1A ; C D
0@0 0 1

1 0 0

0 1 0

1A :
Easy computations show that xA; xB; xC 2 G. Moreover, xA and xB stabilize Nx1 and
act on the setO nf Nx1g as a 3-cycle and as a 5-cycle respectively. We denote byG Nx1
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the stabilizer of Nx1 in G. Since any 3-cycle and 5-cycle in the group S5 generate
the subgroup A5, it follows that G Nx1

> A5.
The element xC moves Nx1 into the domain of action of the 5-cycle. ThereforeG

acts transitively on O and hence jGj D jG Nx1
j � jOj > 360. This implies that G is

isomorphic to either S6 or a subgroup of index 2 in S6. In the first case, in G there
would exist an element fixing the points Nx1, Nx2, Nx3 andx1 C x2 C x3, and permuting
the points x1 C ax2 C a�1x3 and x1 C a�1x2 C ax3. But this is impossible in
view of the beginning of the proof. In the second case G Š A6 by Exercise 2.5.3
and Theorem 11.3.

Analogously one can prove that StPGL3.4/.O/ Š A6, and hence StPSL3.4/.O/ D
StPGL3.4/.O/. The second claim of the lemma follows from the first; here one uses
Lemma 16.7 and the fact that f � acts on O as a transposition permuting the last
two points of O . �

Complete the action of f � and PGL3.4/ on M by setting f �1 D 1 and
xA1 D 1 for any element xA 2 PGL3.4/. We note that the elements of PSL3.4/

and f � carry blocks to blocks. This obviously holds for elements of PSL3.4/. Also
it is obvious that f � carries standard blocks to standard blocks. The claim that f �
carries nonstandard blocks to nonstandard blocks follows from the fact that for any
xA 2 PSL3.4/ there holds f � xAO D f � xA.f �/�1 �f �O D f � xA.f �/�1O D xA�O

and xA� 2 PSL3.4/.

16.9 Lemma. Any three points of P2.4/ not lying on the same line belong to a
unique oval.

Proof. Let Nvi D a1ix1 C a2ix2 C a3ix3, i D 1, 2, 3, be three points not lying on
the same line. Dividing the entries of the last column of the matrix A D .aj i / by
det.A/, we may assume that xA 2 PSL3.4/ and Nvi D xA Nxi , i D 1, 2, 3. Therefore
it is sufficient to prove that the points Nx1, Nx2, Nx3 belong to the unique oval O .
Suppose that these points belong to an oval xBO . Since StPSL3.4/.O/ Š A6 and
the group A6 acts on O 4-transitively (see Example 6.6), there exists an element
xS 2 StPSL3.4/.O/ such that xS � xB Nxi D Nxi , i D 1, 2, 3. Then the matrix SB is
equal to a matrixD of the formD D diag.1; d; d�1/ up to a scalar multiple. Since
xDO D xSO D O , we get xBO D O . �

16.10 Lemma. StM22
.1/ D PSL3.4/.

Proof. The group StM22
.1/ consists of all even bijections of P2.4/ on itself, which

1) preserve blocks of M lying in P2.4/ (they are the PSL3.4/-images of the
oval O), and

2) preserve blocks ofM passing through 1, that is, preserve the lines of P2.4/.

From this and Lemma 16.7 it follows that

StM22
.1/ 6 Aut.P2.4// D PGL3.4/ Ì hf �i D PSL3.4/ Ì .h xA i Ì hf �i/;
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where A D diag.a; 1; 1/. It is easy to verify that h xA i Ì hf �i Š S3.
To compute StM22

.1/ precisely, we need to find in PSL3.4/ Ì .h xA i Ì hf �i/
those elements which induce even bijections on the set of points of M and satisfy
the condition 1). The condition 2) holds for these elements automatically.

Clearly the elements of PSL3.4/ satisfy the condition 1). Moreover, they induce
even bijections on the set of points ofM . Otherwise some element of PSL3.4/would
induce an odd permutation of points of P2.4/. Then PSL3.4/would have a subgroup
of index 2 (the intersection of PSL3.4/ and the group of even permutations), which
contradicts the simplicity of PSL3.4/.

The element xA does not satisfy the condition 1), since j xAO\Oj D 3, xAO ¤ O ,
and by Lemma 16.9 the set xAO is not an oval. Analogously one can prove that the
element . xA /2 does not satisfy the condition 1).

The element f � stabilizes 7 points of P2.4/ (namely, Nx1, Nx2, Nx3, x1 C x2,
x1 C x3, x2 C x3 and x1 C x2 C x3 ),7 and divides the remaining 14 points into 7
pairs, permuting the points in each pair. Therefore f � induces an odd permutation
on P2.4/ and so does not belong to M22. The remaining two elements of order 2
of the group h xA i Ì hf �i are conjugate to f � and hence they are also odd and do
not belong to M22.

Thus we have proved that StM22
.1/ D PSL3.4/. �

16.11 Lemma. There exists an element g 2 M22 permuting Nx1 and 1.

Proof. Every point Nz D a1x1 C a2x2 C a3x3 in P2.4/ can be uniquely represented
in a canonical way:

Nz D Nx1 if a2 D a3 D 0,

Nz D ux1 C x2 if a2 ¤ 0, a3 D 0,

Nz D ux1 C x3 if a2 D 0, a3 ¤ 0,

Nz D ux1 C vx2 C v�1x3 if a2 ¤ 0 and a3 ¤ 0.

We define a bijection ' W M 0 ! M 0 by the rule:

'. Nx1/ D 1; '.1/ D Nx1;

'. ux1 C x2 / D ux1 C x2; '. ux1 C x3 / D ux1 C x3;

'. ux1 C vx2 C v�1x3 / D .uC 1/x1 C vx2 C v�1x3

where u 2 F4, v 2 F4 n f0g.
Obviously '2 is the identity mapping. The standard blocks passing through Nx1

(see Figure 2) are '-invariant, and ' carries the standard block passing through Nx2

and Nx3 to the oval O . Therefore ' can be informally considered as an inversion in
M analogous to an inversion in the extended Euclidean plane.

7These seven points form the subplane P2.2/ of the projective plane P2.4/.
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Now we prove that ' is an automorphism of M , i.e., ' carries blocks of M to
blocks ofM . First we will verify that' carries the standard blocks which do not pass
through Nx1 to the nonstandard ones. There are 16 such blocks since there are 16 lines
in P2.4/ not passing through Nx1. Each such block is the xQbc-image of the block
l D l. Nx2; Nx3/[f1g for appropriate b; c 2 F4 (see the proof of Lemma 16.7). Direct
calculations show that the mappings xQbc and ' commute. Then for any standard
block l 0 not passing through Nx1, we get '.l 0/ D '. xQbc l/ D xQbc '.l/ D xQbcO

and hence '.l 0/ is a nonstandard block.
It remains to verify that ' maps an arbitrary oval P to some block. Set

H1 D
0@1 0 0

0 a 0

0 0 a�1

1A ; H2 D
0@1 0 0

0 0 1

0 1 0

1A :
The mappings xQbc , xH1 and xH2 commute with ', and they carry blocks to blocks.
Therefore at any point we may change P by an appropriate oval hP , where h 2
h xQbc ; xH1; xH2i. We will choose h such that hP passes through one of the following
pairs of points

f Nx2; Nx3g; f Nx2; x2 C x3g; fx2 C x3; ax2 C a�1x3g;

and then apply Exercise 16.12.
Let us fulfill this plan. There are 15 lines going through pairs of points of the

oval P . Take one of them which does not pass through the point Nx1. Changing
P by an appropriate oval xQbc P , we may assume that this line is k D l. Nx2; Nx3/.
The group H D h xH1; xH2i stabilizes k as a whole. Moreover, any pair of points
of k can be carried by an appropriate element h 2 H to one of the pairs f Nx2; Nx3g,
f Nx2; x2 C x3g, fx2 C x3; ax2 C a�1x3g. Changing P by the oval hP , we may
assume that k intersects P in one of these pairs of points. By Exercise 16.12, '
carries the oval P to some block.

Thus ' 2 Aut.M/. However, ' … M22 since ' is an odd permutation of the
points ofM : ' has order 2 and fixes 8 points of 22. The automorphism f �, as it was
mentioned above, is also odd. Therefore f �' 2 M22. Moreover, f �'. Nx1/ D 1
and f �'.1/ D Nx1. �

16.12 Exercise. Prove that through every pair of points of P2.4/ there pass exactly 4
ovals (use Lemma 16:9). Write down all the ovals passing through the pairs of points
f Nx2; Nx3g, f Nx2; x2 C x3g, fx2 C x3; ax2 C a�1x3g. Verify that' carries these ovals
to blocks.

16.13 Lemma. The group M22 acts 3-transitively on the set M 0 of points of the
systemM .
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Proof. It is easy to show that if a group G acts transitively on a set X and the
stabilizer Gx of an element x 2 X acts .k � 1/-transitively on the set X n fxg,
thenG acts k-transitively onX . Therefore, in view of Lemma 16.10, it is sufficient
to prove that M22 acts transitively on the set M 0. But this is evident since the
point 1 can be carried to the point Nx1 by the element f �', and Nx1 can be carried
to any point of P2.4/ by an element from PSL3.4/. �

16.14 Exercise. The group M22 acts transitively on the set M 1 of blocks of the
system M .

Hint. The subgroup PSL3.4/ of the groupM22 acts transitively on the set of stand-
ard blocks and on the set of nonstandard blocks (by Lemma 16.9), and the mapping
f �' 2 M22 carries the nonstandard blockO to the standard block l. Nx2; Nx3/[f1g.

16.15 Definition. A group N acts regularly on a set X , if N acts transitively on X
and the stabilizer in N of every element of X is trivial.

16.16 Lemma. Let a groupG act 2-transitively on a setX and letN be a nontrivial
finite normal subgroup of G. If N acts regularly on X , then jX j is a power of a
prime number.

Proof. Let x be an arbitrary element fromX and letGx be the stabilizer of x inG.
Since G acts 2-transitively on X , then Gx acts transitively on X n fxg. Therefore
for any two nontrivial elements n1; n2 2 N there exists an element g 2 Gx with
g.n1x/ D n2x and hence gn1g

�1x D n2x. Since N is normal and acts regularly
on X , we get gn1g

�1 D n2. In particular, all nontrivial elements of N have the
same order and hence N is a p-group for some prime number p. Since N acts on
X regularly, we have jX j D jN j, and the proof is complete. �

Proof of Theorem 16.6. Let N be a nontrivial normal subgroup of M22. In view
of Proposition 6.7 and Lemma 16.13, the group N acts transitively on the set M 0.
Therefore M22 D N � StM22

.1/. Since jM 0j D 22 is not a power of a prime
number, Lemma 16.16 implies that the group N acts non-regularly on M 0, that is,
StM22

.1/\N ¤ f1g. It remains to notice that StM22
.1/\N � StM22

.1/, and
that the group StM22

.1/ D PSL3.4/ is simple. Then StM22
.1/ 6 N , and hence

M22 D N . �

16.17 Exercise. jM22j D j PSL3.4/j � 22 D 27 � 32 � 5 � 7 � 11. The group M22 is
not isomorphic to An or to PSLn.q/ for any n and q.

17 The Mathieu groups, Steiner systems and coding theory

ASteiner systemS.v; k; t/ is a setX consisting ofv elements (calledpoints) together
with a set of k-element subsets (called blocks) such that each t -element subset of
X is contained in exactly one block.
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Any projective plane P2.q/ can be considered as a Steiner system of type
S.q2 C q C 1; q C 1; 2/ with projective lines as blocks.

An automorphism of a Steiner system is a permutation of its points inducing a
permutation of the blocks.

The Steiner system S D S.v; k; t/, t > 2, can be transformed to a Steiner
system zS D S.v � 1; k � 1; t � 1/ by deleting a point x from the set X and taking
as blocks only those .k � 1/-element subsets which can be obtained from blocks
of the system S.v; k; t/ by deleting x. In this situation the system S is called an
extension of the system zS . In Section 16 we have actually constructed an extension
M D S.22; 6; 3/ of the Steiner system P2.4/ D S.21; 5; 2/. It turns out that one
can extend these systems further:

S.21; 5; 2/ � S.22; 6; 3/ � S.23; 7; 4/ � S.24; 8; 5/:

Moreover these Steiner systems are well defined up to isomorphism and the system
S.24; 8; 5/ cannot be extended. The Mathieu groupsMv , where v D 22, 23 and 24,
are the groups of even automorphisms of the corresponding systems (for v D 23

and 24 all automorphisms are even automatically).
One can construct the system S.24; 8; 5/ using ovals, subplanes P2.2/ and sym-

metric differences of pairs of lines of the projective plane P2.4/. Below we describe
another construction of the system S.24; 8; 5/ using coding theory.

Let F n be a vector space of dimension n over the field F D f0; 1g. The vectors
from F n are called words. It is convenient to write them as sequences of length n
consisting of letters (or bits) 0 and 1. By 0 we denote the word consisting of n
zeros, and by 1 the word consisting of n ones.

For u and v in F n we denote by d.u; v/ the number of positions where the
letters of u and v are distinct. The number d.u; v/ is called the Hamming distance
between the words u and v. One can easily verify that the function d is a metric
on F n. This metric is called the Hamming metric. The number d.0; u/ is called
the weight of the word u. The support of u is the set of integers i such that the i -th
entry of u is 1.

17.1 Definition. An error correcting binary s-code is a nonempty subset C � F n

such that
d.u; v/ > 2s C 1 for u; v 2 C; u ¤ v:

For r 2 N and u 2 F n we set B.u; r/ D fv 2 F n j d.u; v/ 6 rg. Then the
condition in the definition can be written as

B.u; s/ \ B.v; s/ D ¿ for u; v 2 C; u ¤ v:

A binary s-code C is called perfect ifS
u2C

B.u; s/ D F n:
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Imagine that we send by the Internet a message encoded by words from C .
Faults on the line can lead to errors: in certain words some zeros may have been
replaced by ones and conversely. As a result the recipient may receive words not
fromC . However, if in each word there are not more than s errors, the recipient can
reconstruct the message correctly by replacing each received word Nu by the closest
(in the Hamming metric) word u from C .

One says that the code C corrects s errors. The aim of the coding theory is to
find the most efficient and compact codes correcting as much errors as possible.

17.2 Examples. 1) Every subspace C of the vector space F n is a binary s-code for

s D �
1
2

min
0¤u2C

�
d.0; u/ � 1�	:

Such code is called linear or an .n;m/-code, where m D dimC .
The automorphism group of a linear code C � F n is the group of all linear

transformations of the vector space F n permuting the standard8 basis vectors ei ,
i D 1; : : : ; n; and preserving the subspace C .

An extension of the linear code C � F n is a code of the form

xC D
n
.c0; c1; : : : ; cn/ j .c1; : : : ; cn/ 2 C;

nP
iD0

ci D 0
o

lying in F nC1.
2) Let k > 1, n D 2k � 1. A binary Hamming .n; n� k/-code is an .n; n� k/-

code C D fu 2 F n j uH D 0g, where H is a matrix of size n � k whose rows
are all nonzero vectors of the space F k written in some order. From this it follows
that the weight of any nonzero word from C is at least 3, and hence C is an 1-code.
Moreover, any binary Hamming code is a perfect 1-code since

jB.u; 1/j D 1C n D 2k; jC j D 2n�k and j S
u2C

B.u; 1/j D 2n D jF nj:

17.3 Exercise. The subspace C � F 7 spanned by the rows of the matrix0BB@
1 1 0 1 0 0 0

0 1 1 0 1 0 0

0 0 1 1 0 1 0

0 0 0 1 1 0 1

1CCA
is a Hamming .7; 4/-code.

This code is cyclic since together with each word .c1; c2; : : : ; c7/ it contains the
cyclic permutation .c2; : : : ; c7; c1/. Using this code, one can construct the Steiner

8As usual standard means that the i -th coordinate of the vector ei is equal to 1 and the other
coordinates are equal to zero.
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systemS.7; 3; 2/: the set of points of this system is f1; 2; : : : ; 7g and the set of blocks
is the set of supports of words of this code of weight 3. Notice that the Steiner system
S.7; 3; 2/ can be identified with the projective plane P2.2/. This implies (prove it!)
that the automorphism groups of three objects – the binary Hamming .7; 4/-code,
the Steiner system S.7; 3; 2/ and the projective plane P2.2/ – are all isomorphic to
the same simple group PSL3.2/ of order 168.

The extended Hamming .8; 4/-code is just the extension of the Hamming .7; 4/-
code. We denote it by xC .

17.4 Theorem. The set X D f1; 2; : : : ; 8g together with the supports of words of
weight 4 of the extended Hamming .8; 4/-code xC form the Steiner system S.8; 4; 3/.

Proof. Writing out the 16 words of this code, one can verify that it contains the
words 0, 1 and 14 words of weight 4. The supports of two distinct words u; v 2 xC
of weight 4 have no common subset of cardinality 3, otherwise xC would contain
the word uC v of weight 2. Therefore the supports of all words of weight 4 in xC
contain 4 � 14 D 56 subsets of X of cardinality 3. Since the set X contains exactly�

8
3

� D 56 subsets of cardinality 3, each of them is contained in exactly one support.
�

Let C be the code considered in Exercise 17.3 and let xC be its extension. Let
C 0 be the code obtained fromC by reversing the order of letters in each of its words
and let SC 0 be its extension. Now we define the binary linear code G24 � F 24 as
the span of all vectors .a; a; 0/, .0; b; b/, .x; x; x/, where a 2 xC , b 2 xC , x 2 SC 0.

A sketch of the proof of the following theorem can be found in [18].

17.5 Theorem. The minimum weight of a nonzero word of the code G24 is 8. The
set f1; : : : ; 24g and the supports of words of weight 8 of the code G24 form the
Steiner system S.24; 8; 5/.

The code G24 is called the extended binary Golay code. The perfect binary
Golay code, denoted G23, is the code which can be obtained from the code G24 by
leaving out the last bit in each of its words. This code, which was discovered by
Golay in 1949, is a perfect .23; 12/-code correcting 3 errors (see [18], [3]). The
minimum weight of its nonzero words is equal to 7. The set f1; : : : ; 23g and the
supports of words of weight 7 form the Steiner system S.23; 7; 4/. One can deduce
from this that the automorphism group of the binary Golay code is isomorphic to
the Mathieu group M23.

The extended binary Golay code was used for the transmission of pictures of
Jupiter and Saturn made by Voyager 1 and 2 spacecrafts in 1979 and 1980.

18 Extension theory

18.1 Definition. A group G is called an extension of a group H by a group F if
H � G and G=H Š F .
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The aim of extension theory is to describe all possible extensions of one given
group by another.

Let G be an extension of a group H by a group F . We will identify the
groups G=H and F using a fixed isomorphism. In each coset � 2 F we choose a
representative t .�/. In the identity coset we will always choose the trivial element,
that is, t .1/ D 1. Since the element t .�/ t.�/ lies in the coset �� , there exists an
element f .�; �/ 2 H such that

t .�/ t.�/ D f .�; �/ t.��/: (6)

To each element � 2 F we associate an automorphism T .�/ W H ! H such that

T .�/.h/ D t .�/ht.�/�1; h 2 H: (7)

Obviously, the following conditions hold:

T .1/ D id and f .�; 1/ D f .1; �/ D 1: (8)

It follows from (6) and (7) that

T .�/T .�/ D 2f .�; �/ T .��/; (9)

where 2f .�; �/ is the automorphism of the group H induced by conjugation by
f .�; �/.

18.2 Exercise. By applying the associative law to the product t .�/t.�/t.�/, deduce
the formula

f .�; �/ D T .�/.f .�; �// � f .�; ��/ � f .��; �/�1: (10)

18.3 Definition. A pair of functions f W F � F ! H and T W F ! Aut.H/ is
called a factor set for the groups H and F if the formulas .8/, .9/ and .10/ hold.

We have shown above that to every extension G of a group H by a group F
and every system of representatives ft .�/g�2F of cosets of H in G there corre-
sponds a factor set for H and F . The following theorem establishes the converse
correspondence.

18.4Theorem. Let .f; T / be a factor set for the groupsH andF . Then there exists
an extension G of H by F and a system of representatives ft .�/g�2F of cosets of
H in G, such that the factor set corresponding to them coincides with .f; T /.

Proof. We define a multiplication on the set H � F by the rule .x; �/ � .y; �/ D
.x � T .�/.y/ � f .�; �/; ��/. It is easy to verify that with this multiplicationH � F
is a group. Denote it by G and consider the homomorphism ' W G ! F given
by '.x; �/ D � . Its image coincides with F and its kernel coincides with the
subgroup f.h; 1/ j h 2 H g. Identifying this subgroup with H , we get G=H Š F .
One can easily verify thatG is the desired extension ofH by F and f.1; �/g�2F is
the desired system of representatives. �
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18.5 Definition. A group G is called a split extension of a group H by a group F
if H � G and G contains a subgroup F1 such that F1 Š F , H \ F1 D f1g and
HF1 D G. Alternatively one says that G is a semidirect product of H by F . The
notation is G D H Ì F .

Obviously, F Š G=H .

18.6 Examples. 1) Sn D An ÌZ2 for n > 2.
2) S4 D K Ì S3 (see Example 2.4).

18.7 Exercise. By Theorem 14:1 we have SL2.5/=f˙Eg Š A5, where E is the
identity matrix. Show that SL2.5/ is not a split extension of Z2 by A5.

Hint. If SL2.5/ were a split extension of Z2 by A5, we would have SL2.5/ Š
Z2 �A5 and so SL2.5/ would not contain an element of order 4, which is not true.

18.8 Proposition. LetG be an extension of a groupH by a group F and let .f; T /
be a factor set constructed by a system of representatives ft .�/g�2F . This extension
is split if and only if there exists a function h W F ! H such that h.1/ D 1 and

f .�; �/ D T .�/.h.�/�1/ � h.�/�1 � h.��/: (11)

Proof. Assume that this extension is split. Then there exists a system of represen-
tatives ft 0.�/g�2F which is a subgroup. Since the product t 0.�/ t 0.�/ lies in the
coset �� and also in this subgroup, it is equal to t 0.��/. In particular, t 0.1/ D 1.
We define now a function h with the help of equations t 0.�/ D h.�/t.�/; � 2 F .
Then

h.��/ t.��/ D h.�/ t.�/ � h.�/ t.�/ D h.�/ � T .�/.h.�// � f .�; �/ t.��/;
which implies the formula .11/. Since t .1/ D t 0.1/ D 1, we have h.1/ D 1.

Conversely, if there exists a function h W F ! H such that h.1/ D 1 and
the formula .11/ holds, then the system of representatives fh.�/t.�/g�2F forms a
subgroup, and hence this extension is split. �

19 Schur’s theorem

19.1 Lemma (Frattini). LetH be a normal subgroup of a finite groupG and let P
be a Sylow p-subgroup ofH . Then G D H �NG.P /.

Proof. Let g be an arbitrary element ofG. Then gPg�1 is contained inH and is a
Sylow p-subgroup ofH . By Sylow’s theorem, gPg�1 D hPh�1 for some h 2 H .
Therefore h�1g 2 NG.P / and g 2 H �NG.P /. �

19.2 Lemma. LetH be a finite abelian group and let F be a finite group such that
gcd.jH j; jF j/ D 1. Then every extension ofH by F splits.
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Proof. Let G be an extension of the group H by the group F and let .f; T / be a
factor set of this extension. By Proposition 18.8, it is sufficient to prove that there
exists a function h W F ! H such that the condition h.1/ D 1 and the formula .11/
hold. Since H is an abelian group, we will use the additive notation. We define a
function Qf W F ! H by the rule

Qf .�/ D
X
�2F

f .�; �/:

Summing the equations9

f .�; �/ D T .�/.f .�; �//C f .�; ��/ � f .��; �/
over all � 2 F , we obtain

jF j � f .�; �/ D T .�/. Qf .�//C Qf .�/ � Qf .��/:
Multiplying this equation by an integer n such that njF j � 1 .mod jH j/ gives

f .�; �/ D T .�/.n Qf .�//C n Qf .�/ � n Qf .��/:
Now it is clear that we can set h D �n Qf . �

19.3 Theorem (Schur). Let H and F be finite groups and let gcd.jH j; jF j/ D 1.
Then every extension ofH by F splits.

Proof. Set n D jF j, m D jH j. Let G be an arbitrary extension of H by F . It is
enough to prove thatG contains a subgroup of order n. We prove this by induction
on m. For m D 1 this is trivial, so let m > 1. We may assume that H is a proper
subgroup of G.

First consider the case whereH contains a proper nontrivial subgroupH1 normal
in G. Then .G=H1/=.H=H1/ Š F and by induction the group G=H1 contains a
subgroupN=H1 of order n. Again by induction,N contains a subgroup of order n.

Now consider the alternative case: H is a minimal nontrivial normal subgroup
of G. Let P be a Sylow p-subgroup of H . Then

F Š G=H D NG.P /H=H Š NG.P /=NG.P / \H D NG.P /=NH .P /:

If jNH .P /j < jH j, then by induction NG.P / contains a subgroup of order n.
If jNH .P /j D jH j, then jNG.P /j D jF j � jH j D jGj, that is, NG.P / D G. Thus
the subgroup P , and hence its center Z.P /, are normal in G. Since the center of a
finite p-group is nontrivial, it follows that Z.P / D H by minimality ofH . Hence
H is an abelian group. By Lemma 19.2 the extension G splits. �

9See the formula (10).
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20 The Higman–Sims group

Recall that we defined the Mathieu group M22 in Section 16 as the group of all
even automorphisms of the Steiner system M D S.22; 6; 3/. The set of points
M 0 of this system consists of 21 points of P2.4/ and an additional point 1;
thus jM 0j D 22. The set M 1 of its blocks consists of 21 standard blocks and
56 D jPSL3.4/j = j StPSL3.4/.O/j nonstandard blocks (i.e., ovals); therefore
jM 1j D 77.

We construct a graph	 with 100 D 1C22C77 vertices: 	0 D f�g[M 0 [M 1;
here the vertex � is connected to each vertex m 2 M 0, a vertex m 2 M 0 is
connected to a vertex B 2 M 1 if and only if m is a point of the block B , and a
vertex B 2 M 1 is connected to a vertex B1 2 M 1 if and only if the blocks B and
B1 are disjoint. There are no other edges.

The Higman–Sims group HS is defined to be the group of all automorphisms of
this graph which induce even permutations of its vertices: HS D AutC.	/. Every
automorphism of the systemM induces an automorphism of the graph 	 fixing the
vertex �. Therefore we may assume that the group M22 and the automorphisms
', f � of the system M defined in Section 16 lie in Aut.	/. Moreover we have
M22 6 AutC.	/, since the group M22 is simple and jAut.	/ W AutC.	/j 6 2.

Now we prove that the group HS is simple, using Lemmas 20.8 and 20.9, which
will be proven later.

20.1 Theorem. The Higman–Sims group HS is simple. Its order is equal to
jM22j � 100.
Proof. Let f1g ¤ N � AutC.	/. By Lemma 20.9, we have StAutC.�/.� / D M22.
Since M22N D NM22, it follows that M22.N�/ D NM22� D .N�/, and hence
the orbit .N�/ is the union of the orbits of the groupM22. Since the lengths of orbits
of the group M22 are 1, 22 and 77, and the lengths of N -orbits are all equal and
divide 100 (see Lemma 16.13, Exercise 16.14 and Proposition 6.8, Lemma 20.8)
the length of the orbit .N�/ is equal to 1 or 100. The length of everyN -orbit cannot
be equal to 1 sinceN acts faithfully on 	0. ThereforeN acts on 	0 transitively and
AutC.	/ D N StAutC.�/.�/ D NM22. SinceN \M22 � M22 andM22 is simple,
either N \ M22 D M22 or N \ M22 D f1g. In the first case AutC.	/ D N , in
the second jN j D 100. But any group of order 100 has a unique Sylow subgroup
of order 25. One can take it as N and obtains a contradiction. Thus the group HS
is simple. The claim about its order follows from Lemmas 20.8 and 20.9. �

Before we start to prove the main Lemmas 20.8 and 20.9, we prove several
auxiliary lemmas.

20.2 Lemma. The number of intersection points of a line with an oval in the
projective plane P2.4/ is equal to 0 or 2.
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Proof. Let l be a line andOi an oval in P2.4/. Suppose that the intersection l \Oi

contains a point Nx. There are 5 lines in P2.4/ passing through Nx, and they cover
the plane P2.4/. Therefore the oval Oi is contained in their union. Each of them
intersects the oval Oi in at most two points. Since Oi contains 6 points, each of
these lines (including l) intersects Oi in Nx and one other point. �

Given an oval Oi in the projective plane P2.4/, we denote by Li the set of all
lines l in P2.4/ such that Oi \ l D ¿.

20.3 Lemma. No three lines from Li have a common point.

Proof. Through any point of P2.4/ there pass exactly 5 lines. If some three lines
from Li had a common point, then the other two lines passing through this point
would contain the oval Oi , which is impossible. �

Let V be the vector space defined at the beginning of Section 16. We define a
scalar product on V by the rule:

.a1x1 C a2x2 C a3x3; b1x1 C b2x2 C b3x3/ D a1b1 C a2b2 C a3b3:

Consider the function defined on the set of all linear subspaces of V assigning
to each subspace its orthogonal complement. This function induces a mapping 

from the projective plane P2.4/ sending points to lines and lines to points. More
precisely, if Nv is a point and l is a line in P2.4/, then


. Nv/ D l ” .v; w/ D 0 for all Nw 2 l ” 
.l/ D Nv:
20.4 Exercise. 1) 
2. Nv/ D Nv, 
2.l/ D l .

2) Nv 2 l ” 
.l/ 2 
. Nv/.
3) 
 xB
�1 D .B>/�1 for every matrix B 2 SL3.4/.
(Recall that the image of a matrix A 2 SL3.4/ in PSL3.4/ is denoted by xA.)
The last statement follows from the formula .v; w/ D ..B>/�1 v; B w/.

Now we will define a mapping˛ from	0 to itself. Recall that the set	0 consists
of the point � , the points ofM (which are the points of P2.4/ together with the extra
point 1), and the standard and nonstandard blocks of M . The standard blocks of
M are the lines in P2.4/ completed by the point 1, while the nonstandard blocks
are the ovals in P2.4/. If l is a line of P2.4/, we denote by l1 the standard block
l [ f1g in M . We set

˛. Nv/ D .
. Nv//1 for points Nv of P2.4/,

˛.�/ D 1 and ˛.1/ D �;
˛.l1/ D 
.l/ for lines l in P2.4/,

and

˛.Oi / D P2.4/ n S
Nv2Oi


. Nv/

for ovals Oi in P2.4/.
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Our immediate aim is to prove that ˛ is an automorphism of the graph 	 .

20.5 Lemma. For any pair of ovals Oi , Oj and any line l in P2.4/ the following
assertions hold:

1) ˛.Oi / is an oval;

2) ˛2.Oi / D Oi ;

3) Oi \ l1 D ¿ ” ˛.l1/ 2 ˛.Oi /;

4) Oi \Oj D ¿ ” ˛.Oi / \ ˛.Oj / D ¿.

Proof. It is easy to compute that

˛.O/ D ˚
ax1 C x2 C x3; a�1x1 C x2 C x3; x1 C ax2 C x3;

x1 C a�1x2 C x3; x1 C x2 C ax3; x1 C x2 C a�1x3


 D xA �O;
where

A D
0@a 1 a

1 a a

1 1 a�1

1A :
1) Write Oi in the form Oi D xB �O , where xB 2 PSL3.4/. Then

˛.Oi / D P2.4/ n S
Nv2O

˛. xB Nv/

D P2.4/ n S
Nv2O

.B>/�1 � ˛. Nv/

D .B>/�1 � ˛.O/ D .B>/�1A �O;
that is, ˛.Oi / is an oval.

2) We have ˛2.Oi / D B.A>/�1A �O D xB �O D Oi since .A>/�1A �OD O ,
as can easily be proved.

3) Oi \ l1 D ¿ ” Nv … l for all Nv 2 Oi ” 
.l/ … 
. Nv/ for all Nv 2 Oi

” ˛.l1/ 2 ˛.Oi /.
4) Suppose that Oi \ Oj D ¿, but Nv 2 ˛.Oi / \ ˛.Oj /. By 3) we have

˛. Nv/ \ Oi D ¿ and ˛. Nv/ \ Oj D ¿. Since the ovals Oi , Oj and the line
l D ˛. Nv/ n f1g are pairwise disjoint, their complement in P2.4/ contains 4 points,
say y1, y2, y3, y4. By Exercise 20.6, there exists a point x 2 l such that the number
of lines connecting x to the points yk is at least 3.

Denote three of these lines by l1, l2, l3. Since l 2 Li , at most one of them
can lie in Li (by Lemma 20.3). Analogously at most one of them can lie in Lj .
Therefore one of them, say l1 D l.x; y1/, does not lie in Li [ Lj and hence it
intersects Oi and Oj . Then l1 contains 6 points: x, y1, two points from l1 \ Oi ,
and two from l1 \Oj (see Lemma 20.2), a contradiction. The converse implication
follows from 2). �
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20.6 Exercise. For any line l in P2.4/ and for any four points y1, y2, y3; y4 not
lying on l , there exists a point x 2 l such that the number of lines connecting x to
the points yk is at least 3.

20.7 Corollary. The mapping ˛ is an automorphism of the graph 	 with order 2.

Now we have three automorphisms of order 2, namely ˛, ', f �, and we can
easily prove Lemma 20.8. This lemma has a general mathematical meaning: it
removes a difference between a set (the vertex � can be identified with the setM 0),
its subsets (blocks) and its elements (points).

20.8 Lemma. The group AutC.	/ acts transitively on the set 	0.

Proof. By Lemma 16.13 and Exercise 16.14, the groupM22 has three orbits under
the action on 	0, namely f�g, M 0 and M 1. The group AutC.	/ acts transitively
on 	0 since the following holds: M22 6 AutC.	/, the automorphism .f �'˛/2
carries the point � to the ovalO , and the automorphism . f̨ �'/2 carries the point 1
to the oval˛.O/. These automorphisms are even since the square of any permutation
is even. �

20.9 Lemma. StAutC.�/.�/ D M22.

Proof. It is easy to see that the group StAut.�/.�/ can be identified with the group
Aut.M/. The group Aut.M/ contains the subgroup M22 of index 2 (see the
end of the proof of Lemma 16.11), and the group StAut.�/.�/ contains the sub-
group StAutC.�/.�/ of index 2 (see Lemma 20.10). Since M22 is simple we get
StAutC.�/.�/ D M22. �

20.10 Lemma. The automorphism ' induces an odd permutation of the vertices of
the graph 	 .

Proof. Let ˆ be the set of all '-invariant ovals. First we prove that jˆj is divisible
by 4. Since ' commutes with any element of the group xQ D f xQbc j b; c 2 F4g (see
Section 16), the group xQ acts on the set ˆ. It is sufficient to prove that the length
of any xQ-orbit in ˆ is divisible by 4. Since j xQj D 16 it is sufficient to prove that
the stabilizer of every oval in the group xQ has order 1, 2 or 4. By Lemma 16.8, the
stabilizer of an oval in the group PSL3.4/ is isomorphic to the group A6, in which
Sylow 2-subgroups are conjugate to the group h.12/.34/; .1234/.56/i of order 8.
Therefore the stabilizer of an oval in the group xQ cannot have order 16. Moreover,
since xQ does not contain elements of order 4, this stabilizer cannot have order 8.
Thus the stabilizer has order 1, 2 or 4. Hence jˆj is divisible by 4.

Let jˆj D 4n. The automorphism ' preserves exactly 5 standard blocks (they
pass through Nx1 since '.1/ D Nx1), and it preserves exactly 8 points of M 0 and
the vertex �. Therefore the total number of fixed vertices of the graph 	 under the
action of ' is equal to .14C 4n/. Since '2 D id, the automorphism ' acts on the
remaining .86 � 4n/ vertices as a product of .43 � 2n/ transpositions. Therefore
' is an odd automorphism of the graph 	 . �
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The sporadic simple groups

Group Order Discoverers

M11 24 � 32 � 5 � 11 Mathieu

M12 26 � 33 � 5 � 11 Mathieu

M22 27 � 32 � 5 � 7 � 11 Mathieu

M23 27 � 32 � 5 � 7 � 11 � 23 Mathieu

M24 210 � 33 � 5 � 7 � 11 � 23 Mathieu

J2 27 � 33 � 52 � 7 Janko; M. Hall, Wales

Suz 213 � 37 � 52 � 7 � 11 � 13 Suzuki

HS 29 � 32 � 53 � 7 � 11 Higman, Sims

McL 27 � 36 � 53 � 7 � 11 McLaughlin

Co3 210 � 37 � 53 � 7 � 11 � 23 Conway

Co2 218 � 36 � 53 � 7 � 11 � 23 Conway

Co1 221 � 39 � 54 � 72 � 11 � 13 � 23 Conway, Leech

He 210 � 33 � 52 � 73 � 17 Held; G. Higman, McKay

Fi22 217 � 39 � 52 � 7 � 11 � 13 Fischer

Fi23 218 � 313 � 52 � 7 � 11 � 13 � 17 � 23 Fischer

Fi24 221 � 316 � 52 � 73 � 11 � 13 � 17 � 23 � 29 Fischer

HN 214 � 36 � 56 � 7 � 11 � 19 Harada, Norton; Smith

Th 215 � 310 � 53 � 72 � 13 � 19 � 31 Thompson; Smith

B 241 � 313 � 56 � 72 � 11 � 13 � 17 � 19 � 23 � 31 � 47 Fischer; Leon, Sims

M 246 � 320 � 59 � 76 � 112 � 133 � 17 � 19 � 23 � 29 �
31 � 41 � 47 � 59 � 71

Fischer; Griess, Conway

J1 23 � 3 � 5 � 7 � 11 � 19 Janko

O’N 29 � 34 � 5 � 73 � 11 � 19 � 31 O’Nan; Sims

J3 27 � 35 � 5 � 17 � 19 Janko; Higman, McKay

Ly 28 � 37 � 56 � 7 � 11 � 31 � 37 � 67 Lyons; Sims

Ru 214 � 33 � 53 � 7 � 13 � 29 Rudvalis; Conway, Wales

J4 221 � 33 � 5 � 7 � 113 � 23 � 29 � 31 � 37 � 43 Janko; Norton, Parker, Ben-
son, Conway, Thackray



44 Chapter 1. Introduction to finite group theory

Below some relations between the sporadic simple groups are depicted. The
largest of the sporadic simple groups isM , the “Monster”, and 20 of the 26 sporadic
groups are involved in the Monster as subgroups or as quotients of subgroups. These
twenty are called the “Happy Family”. The other six groups, J1, J3, J4, O’N , Ru
and Ly, the so-called pariahs, are not involved in the Monster. A line means that
one group is a homomorphic image of a subgroup in the other.

J1 M11 M22 Ru J3

McL M12 M23 Fi22

M24 Fi23

HS

Co3 Co2 Suz HN

Co1 B Fi024
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Chapter 2

Introduction to combinatorial group theory

1 Graphs and Cayley’s graphs

For an understanding of the structure of a group it is useful to study an action of
the group on an appropriate geometric object. This idea will be developed in the
following sections. In this section we will recall some definitions from Chapter 1
and introduce some notions related to graphs and groups acting on them. The
difference of sets X and Y will be denoted by X � Y .

1.1 Definition. We say that a groupG acts on a setM on the left if for each g 2 G
and m 2 M , an element gm 2 M is defined such that g2.g1x/ D .g2g1/x and
1x D x for all m 2 M , g1; g2 2 G.

The action is transitive if for any two elements m, m0 of M there exists an
element g of G such that gm D m0. The action is faithful if for any nontrivial
element g of G there exists an element m of M such that gm ¤ m. The subgroup

fg 2 G j gm D m for all m 2 M g
is called the kernel of the action. Clearly, the action is faithful if its kernel is trivial.
The orbit of an elementm ofM is the set O.m/ D fgm j g 2 Gg. Two elementsm,
m0 of M are called G-equivalent if they lie in the same orbit. The stabilizer of an
element m of M is the subgroup StG.m/ D fg 2 G j gm D mg.

Sometimes we will use right actions.

1.2 Definition. We say that a group G acts on a set M on the right if for each
g 2 G andm 2 M , an elementmg 2 M is defined such that .mg1/g2 D m.g1g2/

and m1 D m for all m 2 M , g1; g2 2 G.

1.3 Remark. Given a left action of a group G on a set M , one can define a right
action of G on M (and conversely) by setting mg D g�1m.

1.4 Definition. A graph X is a tuple consisting of a nonempty set of vertices X0,
a set of edges X1 and three mappings ˛ W X1 ! X0, ! W X1 ! X0, � W X1 ! X1

(meaning the beginning, the end, and the inverse of an edge) such that NNe D e, Ne ¤ e

and ˛.e/ D !. Ne/ for every e 2 X1.

The vertices ˛.e/ and !.e/ are called the initial and the terminal vertices of the
edge e. A graph is called finite if the sets of its vertices and edges are finite. One
can define a subgraph of a graph in a natural way. The direct product of graphs X
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and Y , denoted X � Y , is the graph with the set of vertices X0 � Y 0 and the set
of edges X1 � Y 1 such that ˛..e; e0// D .˛.e/; ˛.e0//, !..e; e0// D .!.e/; !.e0//,
and .e; e0/ D . Ne; Ne0/ for any pair .e; e0/ 2 X1 � Y 1.

A morphism from the graphX to the graph Y is a map p from the set of vertices
and edges ofX to the set of vertices and edges ofY sending vertices to vertices, edges
to edges, and satisfying the conditions p.˛.e// D ˛.p.e//, p.!.e// D !.p.e//,
p. Ne/ D p.e/ . For brevity we write p W X ! Y . A bijective morphism is called
an isomorphism. An isomorphism of a graph to itself is called an automorphism.
If x is a distinguished vertex of the graph X , we write .X; x/. We also write
p W .X; x/ ! .Y; y/ if p W X ! Y is a morphism of graphs with p.x/ D y.

The star of a vertex x in a graph X is the set of all edges of X with the initial
vertex x. The valency of the vertex x is the cardinality of its star. A morphism
p W X ! Y is called locally injective if the restriction of p to the star of any vertex
of X is injective.

A graph X is called oriented if in each pair of its mutually inverse edges fe; Neg
one edge is chosen. This edge is called positively oriented and the other is called
negatively oriented. The set of all positively (negatively) oriented edges is denoted
by X1C (respectively X1�). The set X1C is called an orientation of the graph X .

Graphs can be drawn as objects consisting of points and lines which connect
some of these points. The lines correspond to pairs of inverse edges. Positively
oriented edges will be drawn as lines with arrows.

Define two types of graphs: Cn .n 2 Z, n > 1/ and C1. The vertices of
the graph Cn are the numbers 0; 1; : : : ; n � 1, the edges are the symbols ei , Nei

(0 6 i 6 n � 1), where ˛.ei / D i , !.ei / D i C 1 (the addition is modulo n). The
vertices of the graph C1 are integers, and the edges are the symbols ei , Nei (i 2 Z),
where ˛.ei / D i , !.ei / D i C 1 (Figure 3).

�

�
�
�

�
� � � �::: :::� � �� e0 e1e�1

e0

e1

en�1�
�

�
�

Figure 3

A sequence l D e1e2 : : : en of edges of a graph X is called a path of length n
in X if !.ei / D ˛.eiC1/, i D 1; : : : ; n� 1. We say that l is a path from the vertex
˛.e1/ to the vertex !.en/, and that ˛.e1/ and !.en/ are the beginning and the end
of l . We assume that any vertex v of X is a (degenerate) path of length 0 with the
beginning and the end at v. For a non-degenerate path l D e1e2 : : : en we denote
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by l�1 the path Nen : : : Ne2 Ne1. For a degenerate path l put l�1 D l . A path l is said
to be reduced if it is either degenerate or l D e1e2 : : : en, where eiC1 ¤ Nei for
i D 1; : : : ; n � 1. A path l is closed if its beginning and end coincide.

If the end of a path l D e1 : : : ek coincides with the beginning of a path
l 0 D e0

1 : : : e
0
n, then the product of these paths is defined to be the path l l 0 D

e1 : : : eke
0
1 : : : e

0
n.

A graph X is connected if for any two of its vertices u and v, there exists a
path in X from u to v. A circuit in a graph is a subgraph isomorphic to a graph Cn

for some n. A tree is a connected graph without circuits. Obviously, for any two
vertices u and v of a tree, there exists a unique reduced path from u to v.

1.5 Exercise. Let p W X ! T be a locally injective morphism from a connected
graph X to a tree T . Then p is injective and X is a tree.

1.6 Proposition. Let T be a maximal subtree (with respect to inclusion) of a con-
nected graph X . Then T contains all vertices of X .

Proof. Suppose that this is not true. Then, because of the connectivity of X , there
exists an edge y beginning in T and ending outside T . Adjoining to T the edges
y, Ny and the vertex !.y/, we get a larger tree, which contradicts to the maximality
of T . �

The following exercise is difficult, but one can easily solve it after reading
Sections 3 and 4.

1.7 Exercise. The cardinality of the set of edges of a connected graph X lying
outside some maximal subtree T does not depend on the choice of T . If X is
a finite connected graph with an orientation X1C, then the number of positively
oriented edges of X not belonging to T is equal to jX1Cj � jX0j C 1.

1.8 Definition. We say that a groupG acts on a graphX (on the left) if (left) actions
of G on the sets X0 and X1 are defined so that g˛.e/ D ˛.ge/ and g Ne D Sge for
all g 2 G and e 2 X1.

We say that G acts on X without inversion of edges if ge ¤ Ne for all e 2 X1

and g 2 G.
The action is called free if gv ¤ v for all v 2 X0 and all nontrivial g 2 G.

In the Bass–Serre theory described below, it is required that a group act on a
graph without inversion of edges. We show that this is not a serious restriction: if a
groupG acts on a graphX , thenG acts without inversion of edges on its barycentric
subdivision B.X/ and this action is closely related to the original one.

Informally, a barycentric subdivision of a graph X is a graph B.X/ which can
be obtained from X by a “subdivision” of each edge e into two edges e1 and e2,
and by adding a new vertex ve corresponding to the “middle” of the edge e. We
assume that . Ne/2 D Ne1, . Ne/1 D Ne2, ve D v Ne (Figure 4).
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We define an action of a group G on the graph B.X/ by setting ge1 D .ge/1,
ge2 D .ge/2, gve D vge and preserving the action of G on the vertices of the
graph B.X/, which are the vertices of X .
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Figure 4

1.9 Exercise. The action of G on the graph B.X/ is without inversion of edges.

Let G be a group acting on a graph X without inversion of edges. For x 2
X0 [ X1, we denote by O.x/ the orbit of x with respect to this action: O.x/ D
fgx j g 2 Gg. Define the factor graph G n X as the graph with vertices O.v/,
where v 2 X0, and edges O.e/, where e 2 X1, provided that:

1) O.v/ is the beginning of O.e/ if there exists g 2 G such that gv is the
beginning of e;

2) the inverse of the edge O.e/ is the edge O. Ne/.
The edges O.e/ and O. Ne/ do not coincide since G acts on X without inversion

of edges. The map p W X ! G nX given by the rule p.x/ D O.x/, x 2 X0 [X1,
is a morphism of graphs. We call it projection. Let y be a vertex or an edge of the
factor graph G nX . Any preimage of y with respect to p is called a lift of y in X .

1.10 Example. The graph on the left side of Figure 5 admits an action of the group
Z3 by rotations through multiples of 120ı. The corresponding factor graph is drawn
on the right side of Figure 5.

�
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Figure 5

1.11 Exercise. Let e be an edge of a factor graph G n X and v be a lift of ˛.e/.
Then there exists a lift of e with initial vertex v.

1.12 Proposition. LetG be a group acting on a connected graphX without inver-
sion of edges. For any subtree T 0 of the factor graph G n X there exists a subtree
T in X such that pjT W T ! T 0 is an isomorphism.
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Proof. Consider the set of all subtrees in X which project injectively into T 0. This
set is partially ordered by inclusion and any ascending chain of its elements has
an upper bound (namely, the union of the corresponding trees). By Zorn’s Lemma
this set has a maximal element T . It is sufficient to prove that p.T / D T 0. If
this is false, then there exists an edge e0 with initial point in p.T / and endpoint in
the complement T 0 � p.T /. Using Exercise 1.11, one can increase T and get a
contradiction. �

Any subtree T as in Proposition 1.12 is called a lift in X of the subtree T 0.

1.13 Definition. Let G be a group and S be a subset of G. Denote by 	.G; S/
the oriented graph with set of vertices G, set of positively oriented edges G � S ,
and functions ˛ and ! given by the rules ˛..g; s// D g and !..g; s// D gs, where
.g; s/ 2 G�S . The inverse of the edge .g; s/ is assumed to be the edge .gs; s�1/. In
this context we consider s�1 as a formal symbol, not as an element of the groupG.
Then .gs; s�1/ … G�S even in the case where the element s�1 lies in S . The label
of an edge .g; t/ is the element t .

The group G acts by left multiplication on 	.G; S/: an element g 2 G sends a
vertex g0 to the vertex gg0 and an edge .g0; t / to the edge .gg0; t /. Obviously, this
action is free and without inversion of edges.

1.14 Exercise. The graph 	.G; S/ is connected if and only if S is a generating set
of G.

1.15 Definition. Let G be a group and S be a generating set of G. The graph
	.G; S/ constructed above is called the Cayley graph of G with respect to S .

1.16 Examples. The graphs Cn and C1 are isomorphic to the Cayley graphs of
cyclic groups Zn and Z with respect to generating sets consisting of one element.

In Figure 6 are drawn the Cayley graph of the group Z6 D hxi with respect to
the generating set fx2; x3g and the Cayley graph of the group S3 with respect to
the generating set f.12/; .123/g.
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Figure 6

Let n > 1 be an integer or n D 1. The dihedral group Dn is the group of all
automorphisms of the graph Cn. Any such automorphism is completely determined
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by an image of the edge e0. Let a and b be automorphisms such that a.e0/ D Ne�1

and b.e0/ D e1 (for finite n we take the subscripts modulo n). Then the group Dn

consists of the automorphisms bk and bka, where 0 6 k 6 n � 1 for finite n
and k 2 Z for n D 1. The automorphisms bk can be thought as rotations (for
finite n) or as translations (for n D 1); the automorphisms bka can be thought as
reflections.

1.17 Exercise. 1) Prove that D3 Š S3.
2) Let n be an integer. Draw the Cayley graph of the group Dn with respect to

the generating set fa; bg.

In Figure 7 are drawn the Cayley graphs of the group D1 with respect to the
generating sets fa; bg and fa; cg, where c D ab, and the Cayley graph of the group
Z �Z with respect to an arbitrary generating set fx; yg.
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Figure 7

1.18 Exercise. The group of label preserving automorphisms of the Cayley graph
of a group G is isomorphic to G.

1.19 Exercise. Verify that the graph drawn on the cover of this book is the Cayley
graph of the alternating group A5.

2 Automorphisms of trees

In many interesting cases groups act on trees. Therefore we need to investigate the
automorphisms of trees.

Let X be a tree. A reduced path in X is called a geodesic in X . Obviously, for
any two disjoint subtrees X1 and X2 of the tree X , there exists a unique geodesic
with initial vertex in X1, terminal vertex in X2 and the edges outside X1 and X2.
Given two vertices u, v of X , the geodesic from u to v is denoted by u � v. Its
length is denoted by l.u; v/.
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Let � be an automorphism of a tree X . For any vertex (edge) v of X , denote
by v� the image of v with respect to � . Note that l.u; v/ D l.u� ; v� /. Set

j� j D min
v2X0

l.v; v� /:

The minimal subtree of the tree X containing all vertices u with the property
l.u; u� / D j� j is denoted by V� if j� j D 0 and by E� if j� j > 0. The following theorem
is illustrated by Figure 9.

2.1 Theorem. Let � be an automorphism of a tree X . The following claims are
valid.

1) If j� j D 0, then any vertex and any edge of the tree V� is fixed by � . Let P
be an arbitrary vertex of X and let Q be a vertex of V� closest to P . Then
P �Q and Q � P � are geodesics of equal length, and the product of these
geodesics is the geodesic connecting P and P � .

2) If j� j > 0 and � acts without inversion of edges, then the tree E� is isomorphic
to the tree C1. The automorphism � acts on E� by translations at distance j� j.
Let P be an arbitrary vertex of X and let Q be a vertex of E� closest to P .
Then the geodesic P � P � intersects the tree E� along the geodesic Q �Q�

and l.P; P � / D j� j C 2l.P;Q/.

Proof. We will prove only the claim 2), leaving the proof of the claim 1) to the
reader. Let A be an arbitrary vertex of X such that l.A;A� / D j� j. Then the last
edge of the geodesic A � A� is not the inverse of the first edge of the geodesic
A� � A�2

. Otherwise (see Figure 8), if j� j D 1 we would have an inversion of an
edge, and if j� j > 1 then, considering the vertex B of the geodesic A � A� with
l.A;B/ D 1, we would have l.B;B� / D l.A;A� / � 2 < j� j, which contradicts to
the definition of j� j.

� �

�

� �B� A�BA

A�2

Figure 8

Now it is clear that the infinite path T D � � � �A��1 �A�A� � � � � composed
of the geodesics A�n � A�nC1

.n 2 Z/ is isomorphic to the tree C1, and � acts
on it by translations at distance j� j. If P is an arbitrary vertex outside T and Q
is a vertex of T closest to P (see the right part of Figure 9), then l.P; P � / D
l.P;Q/ C l.Q;Q� / C l.Q� ; P � / D j� j C 2l.P;Q/ > j� j. Hence E� D T , and
claim 2) is proven. �
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In view of this theorem the following terminology is justified.

2.2 Definition. An automorphism � of a tree X acting on X without inversion of
edges is called a rotation if j� j D 0, and a translation if j� j > 0. For j� j > 0 the
subtree E� is called the axis of � .

2.3 Exercise. Let � and � be automorphisms of a tree X , n 2 Z. Then
1) j��1��j D j� j,
2) j�nj D jnj � j� j if � acts without inversion of edges.

2.4Exercise. LetT1; : : : ; Tn be a finite set of subtrees of a treeX and letTi \Tj ¤ ¿
for all i and j . Then

Tn
iD1 Ti ¤ ¿.

2.5 Proposition. Let �1; : : : ; �n be a finite set of automorphisms of a tree X . If �i

and �j �i are rotations for all i and j , then
Tn

iD1

ı
�i ¤ ¿.

Proof. We will prove that any two subtrees
ı
�i and

ı
�j have nonempty intersection.

The claim will then follow from Exercise 2.4. Recall that by definition of the
composition of two mappings, we have P �j �i D �j .�i .P //.

Suppose that there exist two disjoint subtrees
ı
�i and

ı
�j and let P � Q be a

geodesic connecting them. Since P �j �i D P �j , the geodesics P � P �j �i and

P � P �j coincide. By Theorem 2.1 the middle Q of this geodesic lies in
ı
�j �i

and
ı
�j . Therefore Q D Q�j D Q�j �i , and hence Q D Q�i and Q 2 ı

�i \ ı
�j , a

contradiction. �

2.6 Corollary. Let G be a finite automorphism group of a tree T , acting on T
without inversion of edges. Then there exists a vertex of T fixed by each element
of G.

3 Free groups

Free groups play a key role in combinatorial group theory. It is enough to say that
any group is a factor group of an appropriate free group (Theorem 3.14). In this
section we establish the existence of free groups with an arbitrary basis. In later
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sections we prove that only free groups can act freely and without inversion of edges
on trees.

For any subset X of a group let X�1 denote the subset fx�1 j x 2 Xg.

3.1 Definition. Let F be a group and let X be a linearly ordered subset of F such
that X \ X�1 D ¿. The group F is called a free group with the basis X if every
nontrivial element f can be uniquely represented as a product f D x1x2 : : : xn,
where xi 2 X [ X�1 and xixiC1 ¤ 1 for all i . Such an expression is called
reduced with respect toX . We assume that the trivial element is represented by the
empty reduced expression.

In particular, this definition implies that X generates F . Obviously, the infinite
cyclic group Z is free with a basis consisting of one element.

3.2 Theorem. For any set X there exists a free group with the basis X .

Before we give a proof of this theorem, we need to introduce some notions and
to prove the auxiliary Proposition 3.3.

LetX be an arbitrary set. SetX�1 D fx�1 j x 2 Xg, where x�1 denotes a new
symbol corresponding to the element x. We assume that X \ X�1 D ¿ and that
the expression .x�1/�1 denotes the element x. The set X˙ D X [ X�1 is called
an alphabet and its elements are called letters. A word is a finite sequence of letters
written in the form x1x2 : : : xn, n > 0, xi 2 X˙. For n D 0 we have the empty
word. Given a word f D x1x2 : : : xn, the number n is called the length of f and
is denoted jf j. A subword of the word is any subsequence of consecutive letters.

Let W be the set of all words in the alphabet X˙. Given two words f and g
of W , define their product by juxtaposition as the word fg. Obviously, W is not a
group if X ¤ ¿.

Now we will introduce an equivalence relation on W and define a product on
the set of equivalence classes, so as to yield a group. Two words u; v are called
equivalent if there exists a finite sequence of words u D f1, f2, … , fk D v such
that each fiC1 can be obtained from fi by insertion or deletion of subwords of the
form xx�1, where x 2 X˙. Such a sequence will be called a sequence connecting
the words u and v. Let ŒF � denote the set of equivalence classes of words of W .
The class containing a word f is denoted by Œf �. A word g is called reduced if it
does not contain subwords of the form xx�1, where x 2 X˙.

3.3 Proposition. Any class Œf � contains a unique reduced word.

Proof. The existence of a reduced word in the class Œf � is evident. We will prove
the uniqueness using the so called “pick reduction” method. Suppose that there
exist two different reduced words u, v in Œf �. Among all sequences connecting
u with v, we choose a sequence u D f1; f2; : : : ; fk D v with the minimal sumPk

iD1 jfi j. Since the words u, v are reduced and different, we have jf1j < jf2j and
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jfk�1j > jfkj. Therefore there exists i 2 f2; : : : ; k�1g such that jfi�1j < jfi j and
jfi j > jfiC1j. Hence fiC1 can be obtained from fi�1 in two steps: first insert a
subword xx�1 (and get fi ) and then delete a subword yy�1. If these subwords are
disjoint in fi , one can do it in another way: first delete yy�1 (and get a new word
f 0

i ) and then insert xx�1. Using this we can replace the triple fi�1, fi , fiC1 by the
triple fi�1, f 0

i , fiC1 and get a new sequence connecting u and v with smaller sum
of lengths, a contradiction. If the subwords xx�1 and yy�1 of fi have a nonempty
intersection, then fi�1 D fiC1, and we can delete the words fi ; fiC1 from the
connecting sequence. Again we get a contradiction to the minimality of the sum.

�

Proof of Theorem 3.2. We define a multiplication on the set ŒF � by Œf �Œg� D Œfg�

and prove that ŒF � is a free group with basis ŒX� D fŒx� j x 2 Xg. The associativity
of the multiplication is evident, the identity element is the class Œ¿� and the inverse
of the class Œf � D Œx1 : : : xn�, where xi 2 X [ X�1, is the class Œx�1

n : : : x�1
1 �.

Moreover, Œf � D Œx1� : : : Œxn� and this expression is reduced with respect to ŒX� if
and only if the word x1 : : : xn is reduced. The uniqueness of the reduced form of
elements of ŒF � with respect to ŒX� follows from the fact that each class contains
exactly one reduced word. It remains to note that the cardinality of ŒX� is equal to
the cardinality of X . �

3.4Exercise. An arbitrary free group with a basisX is isomorphic to the constructed
free group ŒF � with the basis ŒX�.

The free group with a basis X is denoted by F.X/. In practice, it is convenient
for us to consider the elements of the groupF.X/ as words in the alphabetX[X�1,
assuming that two words are equal if the corresponding reduced words are equal.

Now we give another, categorical, definition of a free group.

3.5 Definition. Let X be a subset of a group F . Then F is a free group with basis
X if for any groupG and any map ' W X ! G, there exists a unique extension of '
to a homomorphism '� W F ! G.

3.6 Theorem. Definitions 3:1 and 3:5 of a free group are equivalent.

Proof. LetF be a free group with basisX in the sense of Definition 3.1 and let ' be
a map from X to a group G. We extend ' to a homomorphism from F to G by the
following rule. Given an element f of F , we write it in the form f D x1 : : : xn,
where x1; : : : ; xn 2 X˙, and set '�.f / D '�.x1/ : : : '

�.xn/, where we assume
that '�.x�1/ D .'.x//�1 for x 2 X . This definition is correct, since from one
expression for f as a product of elements ofX˙ one can pass to another by a finite
number of insertions and deletions of words of the form xx�1, where x 2 X˙.
Obviously, this is the unique way to extend ' to a homomorphism from F to G.

Now let F be a free group with the basis X in the sense of Definition 3.5.
Then the identity embedding X ! hXi can be extended to a homomorphism
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F ! hXi and hence to a homomorphism F ! F with image hXi. The latter
homomorphism and the identity homomorphism F ! F both extend the identity
embedding X ! F . By uniqueness of extensions they must coincide, hence
F D hXi.

The uniqueness of the reduced form of elements of the group F with respect
to X follows from consideration of the homomorphism F ! ŒF �, extending the
mapping x 7! Œx�, x 2 X . �

3.7 Exercise. The free group with the basis fa; bg also has the basis fab; babg.

3.8 Theorem. All bases for a given free group F have the same cardinality.

Proof. Let X be a basis of the free group F . Let Z2 D f0; 1g be the group of
residues modulo 2, and let H be the additive group consisting of all functions
f W X ! Z2 which take the value 1 for only a finite number of elements of x 2 X .
The addition in this group is defined by the rule .f Cg/.x/ D f .x/Cg.x/, x 2 X .

With each element x 2 X we associate the function fx which takes the value 1
on x and 0 on the other elements ofX . The mapX ! H , x 7! fx , can be extended
to an epimorphism ' W F ! H . The subgroup ker ' consists of all words in F in
which for every x 2 X the total number of occurrences of x and x�1 is even. Now
we prove that ker ' D hw2 j w 2 F i. Obviously, the right side lies in the left. The
converse inclusion follows by induction on the length of a word from ker ' with
the help of the identities xuxv D .xu/2 � u�1v and x�1uxv D x�2.xu/2 � u�1v.
Thus H Š F=hw2 j w 2 F i, which implies that the cardinality of H does not
depend on the choice of X . On the other hand, it follows from the definition of
H that jH j D 2jX j if X is finite, and jH j D jX j if X is infinite. Therefore the
cardinality of X depends only on F . �

3.9 Definition. The rank of a free group F , denoted rk.F /, is the cardinality of
any basis of F .

3.10 Corollary. Two free groups are isomorphic if and only if their ranks coincide.

3.11 Corollary. If  W F.Y / ! F.X/ is an epimorphism, then jY j > jX j.
Proof. Let ' W F.X/ ! H be the epimorphism from the proof of Theorem 3.8.
The group H can be considered as a vector space over the field of cardinality 2,
with basis ffx j x 2 Xg. Since the set '. .Y // generates H , we have jY j > jX j.

�

3.12 Exercise. A free group of rank n > 2 contains free subgroups of all finite
ranks.

Hint. In the group F.a; b/ the subset fa; b�1ab; : : : ; b�rabrg generates a free
group of rank r C 1.
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3.13 Exercise. Let ' W G ! F.X/ be an epimorphism from the groupG to the free
group F.X/. For each element x 2 X we choose an element x0 in the preimage
'�1.x/. Set X 0 D fx0 j x 2 Xg. Prove that hX 0i is a free group isomorphic to the
group F.X/.

The following theorem enables us to study arbitrary groups with the help of free
groups and their subgroups. We will develop this approach in Section 5.

3.14Theorem. An arbitrary groupG is a factor group of an appropriate free group.

Proof. Let Y be an arbitrary set generating the group G. By Theorem 3.6, there
exists a homomorphism from the free group F.Y / to the group G extending the
identity mapping Y ! Y . Obviously, this homomorphism is an epimorphism.

�

3.15 Definition. The rank of an arbitrary group G is the minimal cardinal c such
that a free group of rank c maps homomorphically onto G. Equivalently the rank
of G is the minimal cardinal c such that a set of size c generates G.11

Let us prove that this minimum is achieved on some set generating G. This
is evident if at least one generating set is finite. If all generating sets are infinite,
their cardinalities coincide with the cardinality of the group G and this minimum
is equal to jGj. Indeed, let X be an infinite set generating G. Then each element
ofG is the product of a finite number of elements ofX [X�1. Since X is infinite,
the cardinality of the set of all finite sequences of elements of X is equal to jX j.
Therefore jGj D jX j.

The rank of the group G is denoted by rk.G/.

4 The fundamental group of a graph

LetX be a connected graph with a distinguished vertex x. Consider the setP.X; x/
of all paths in X which begin and end at x. For any two paths p D e1 : : : ek and
q D e0

1 : : : e
0
n from P.X; x/ their product pq D e1 : : : eke

0
1 : : : e

0
n also lies in

P.X; x/. We can consider the degenerate path x as the identity element, assuming
that it has the empty expression as a product of edges. However, ifX contains at least
one edge, the setP.X; x/ is not a group under this multiplication. The situation can
be improved if we consider the paths e1 : : : eie NeeiC1 : : : em and e1 : : : eieiC1 : : : em

as equal.
More precisely, we say that the paths p1; p2 2 P.X; x/ are homotopic if p2

can be obtained from p1 by a finite number of insertions and deletions of subpaths
of the form e Ne. The homotopy class of a path p 2 P.X; x/, denoted Œp�, is the
set of all paths homotopic to p. Thus the set P.X; x/ is partitioned into homotopy
classes. The product of two classes Œp�, Œq� is defined by Œp� � Œq� D Œpq�.

11By Corollary 3.11, this definition generalizes Definition 3.9.
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4.1 Exercise. Prove that
1) the product of two homotopy classes is well-defined, that is, does not depend

on the choice of representatives in them;
2) in each homotopy class there exists only one reduced path.

It is easy to verify that the set of homotopy classes of paths from P.X; x/

with respect to the above multiplication forms a group. This group is called the
fundamental group of the graph X with respect to the vertex x and is denoted by
�1.X; x/.

4.2 Remark. 1) Analogously, one can define the homotopy class Œp� of an arbitrary
(not necessarily closed) path p inX , the product of paths p, q inX and the product
of their homotopy classes Œp� and Œq� under assumption that the end of p coincides
with the beginning of q. The set of all homotopy classes of paths inX with respect
to such partial multiplication is called the fundamental groupoid of the graph X .

2) If x1 is another vertex of the graph X , then �1.X; x1/ Š �1.X; x/. The
isomorphism is given by Œp� 7! Œqpq�1�, where q is a fixed path from x to x1.

Now we will prove that the fundamental group of a connected graph X is free.
Choose a maximal subtree T in X . For any vertex v 2 X0 there exists a unique
reduced path in T from x to v. Denote this path by pv . With each edge e 2 X1 we
associate the path pe D p

˛.e/
ep�1

!.e/
. Notice that Œp Ne� D Œpe�

�1.

4.3 Theorem. Let X be a connected graph, let x 2 X0, and let T be a maximal
subtree inX . Then �1.X; x/ is a free group with basis S D fŒpe� j e 2 X1C �T 1g,
where X1C is an orientation of X .

Proof. If p D e1e2 : : : ek is a closed path in X beginning at x, then Œp� D
Œpe1

�Œpe2
� : : : Œpek

�. Since Œpe� D 1 for e 2 T 1, the group �1.X; x/ is gener-
ated by the set S . We shall prove that the reduced form of elements of �1.X; x/

with respect to S is unique.
Let Œp� D Œpe1

�Œpe2
� : : : Œpek

� be a reduced form of the element Œp�with respect
to the set S . Then ei 2 X1 � T 1 and eiC1 ¤ Nei for all i . Recall that the
path pei

goes first inside the tree T , then along the edge ei outside the tree and
finally again inside the tree. Therefore cancellations in the path pe1

pe2
: : : pek

do
not reach the edge ei of pei

. Hence the path p is homotopic to a reduced path
of the form t1e1t2e2 : : : ektkC1, where the paths ti are within the tree T . Since
each homotopy class contains only one reduced path, the sequence e1; e2; : : : ; ek

is uniquely determined by Œp�. Hence the reduced form of Œp� is unique. �

Let f W X ! Y be a morphism of graphs. For any path p D e1 : : : en in X , we
define the path f .p/ in Y by the formula f .p/ D f .e1/ : : : f .en/.

4.4 Exercise. Let X and Y be connected graphs and let f W .X; x/ ! .Y; y/ be
a morphism. Then the mapping f� W �1.X; x/ ! �1.Y; y/, given by f�.Œp�/ D
Œf .p/�, is a homomorphism.
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In Section 20 we will prove that for some special morphisms of graphs called
coverings, the corresponding homomorphisms are injective.

5 Presentation of groups by generators and relations

In this section we will explain how to present groups with the help of generators
and relations. It enables us not only to define groups concisely, but also to study
their properties and to construct groups with desired properties. Such presentations
arise naturally in group theory and topology.

5.1 Definition. LetR be a subset of a group F . The normal closure of the setR in
the group F is the smallest normal subgroup of F containing R.

We denote this normal closure by RF . Obviously, if R is nonempty, then

RF D
n kQ

iD1

f �1
i r

"i

i fi j fi 2 F; ri 2 R; "i D ˙1; k > 0
o
:

The following simple observation serves to shorten some proofs.

5.2 Remark. If r 2 RF , then

urv 2 RF ” uv 2 RF :

5.3. Let G be a group generated by a system A D faigi2I and let F be the free
group with basis X D fxigi2I . The map X ! A, given by xi 7! ai .i 2 I /, can
be extended to an epimorphism ' W F ! G. Then G Š F=N , where N D ker '.
If R a subset of F such that N D RF , then the expression hX j Ri determines
the group G up to an isomorphism and is called a presentation of G. This way of
expressing G is convenient, since often, even if N is not finitely generated,12 one
can find a finite set R with the property N D RF . The presentation hX j Ri is
called finite, if the sets X and R finite. There exist finitely generated groups which
have no finite presentation [47], [4], see also [41, Problem 47 for Section 4.2].

5.4 Example. The group S3 has the presentation hx; y j x2; y2; .xy/3i.
Indeed, we can define a homomorphism ' W F.x; y/ ! S3 by '.x/ D .12/,

'.y/ D .23/. Then ' is an epimorphism and its kernel contains the elements x2,
y2, .xy/3. Now we prove that ker ' coincides with the normal closure of this set
of elements. Let xk1yl1 : : : xksylsxksC1 2 ker ', where all exponents are nonzero
except perhaps the first and the last. Deleting the subwords x˙2 and y˙2, we may
assume that all nonzero exponents are equal to 1 (here we use Remark 5.2). Further,
deleting the subwords xyxyxy and yxyxyx, we get a word of length at most 5
with exponents of the letters x and y equal to 1. Among these words only the empty
word lies in ker ' (it is equal to 1). The claim is proven.

12By Theorem 22.5, if F .X/ is a free group of finite rank, then any nontrivial normal subgroup N
of infinite index in F .X/ is not finitely generated.
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In Section 7 we will find a presentation of the groupSn for anyn, using induction
on n and Theorems 5.7, 5.8.

Sometimes instead of words r 2 R in a presentation we write the identities
r D 1 or even u D v, if r has the form uv�1. Using the notations of Section 5.3,
we may conveniently identify the generating system A of the group G with the set
X from its presentation13. Then the set fr D 1 j r 2 Rg is called the set of defining
relations of the group G, and the expression hX j Ri is called a presentation of the
groupG by generators and defining relations. We writeG D hX j Ri and identify
the words in the alphabet X˙ with the elements of the group G.

If u, v are two words in the alphabet X˙ representing the same element of
the group G, then we say that u D v is a relation in the group G. An arbitrary
relation u D v in G is a consequence of the defining relations (i.e., is deducible
from them) in the sense that the word uv�1 in F.X/ is a product of conjugates of
words from R˙. In general, it is not easy to prove or to disprove that two given
words in the alphabetX˙ represent the same element ofG. This problem, called the
word problem, is algorithmically undecidable even in the class of finitely presented
groups [50], [14]. However, if the group is finitely presented and residually finite,
then the word problem is decidable (see Section 29).

5.5 Exercise. Let n be an integer different from �1, 0, 1. Then the subgroup G of
GL2.Q/ generated by the matrices

A D
�
1 0

0 n

�
; B D

�
1 1

0 1

�
has the presentation ha; b j a�1ba D bni.
Solution. The value of the word ak1bl1 : : : aksbls on the matrices A, B is defined
to be the image of this word in G under the map a 7! A, b 7! B . We will use the
alphabet fA;Bg˙, when we consider relations in G.

First, we note that the relation A�1BA D Bn holds. Second, we will prove
that any relation between the matrices A and B can be deduced from this relation.
Let w D ak1bl1 : : : aksbls be an arbitrary word with the property that its value on
the matrices A and B is equal to the identity matrix E. We rewrite this word as
.ap1bl1a�p1/.ap2bl2a�p2/ : : : .apsblsa�ps /aps , where pi D k1 C k2 C � � � C ki .
Note that for k > l the relation a�kbak D .a�lbal/n

.k�l/
is a consequence of the

relation a�1ba D bn. Using this we can transform the word w to a word w1 of the
form w1 D a�lbtal � aps . The value of the word w1 on the matrices A and B is
also equal to E. Easy matrix calculations show that t D ps D 0, whence w1 D 1.

5.6 Exercise. 1) Any finite dihedral group Dn has the presentation

ha; b j a2 D 1; bn D 1; a�1ba D b�1i:
13The system A may contain some element several times. Then to this element correspond several

letters from X .
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2) The infinite dihedral group D1 has the presentation

ha; b j a2 D 1; a�1ba D b�1i:
Let' W X ! G0 be a map from a setX to a groupG0. For any word r D x1 : : : xn

in the alphabet X˙ we set '.r/ D '.x1/ : : : '.xn/, assuming that '.x�1/ D
.'.x//�1 for x 2 X .

5.7 Theorem. Let G be a group presented by generators and defining relations
hX j Ri, and let G0 be another group. Every map ' W X ! G0 such that '.r/ D 1

for all r 2 R can be extended to a homomorphism G ! G0.

Proof. An arbitrary element g 2 G can be written (perhaps not uniquely) as
g D x1 : : : xk , where all xi lie in X˙. Therefore the desired homomorphism
must be defined by the rule g 7! '.x1/ : : : '.xk/. This definition makes sense,
since if x1 : : : xk D 1 in G, then '.x1/ : : : '.xk/ D 1 in G0. This follows from the
fact that ' maps all words from RF .X/ to 1. �

We reformulate this theorem in the following way.

5.8 Theorem. Let G and G0 be groups presented by generators and defining rela-
tions hX j Ri and hX 0 j R0i. Then every map ' W X ! X 0 with the property that
all the words '.r/ (r 2 R) lie in the normal closure of the set R0 in F.X 0/ can be
extended to a homomorphism G ! G0.

5.9 Exercise. LetG D U ÌV be a semidirect product, and let the subgroupsU and
V have presentations hX jRi and hY jSi respectively. ThenG has the presentation

hX [ Y j R [ S [ fy�1xy D wx;y j x 2 X; y 2 Y ˙gi;
where wx;y is a word in the alphabet X˙, representing the element y�1xy of U .

6 Tietze transformations

In this section we will prove that if a groupG has two finite presentations, then one
can pass from one to the other by a finite number of Tietze transformations.

In accordance with Section 5.3 we say that a presentation hX j Ri of a groupG
arises from an epimorphism ' W F.X/ ! G if ker ' D RF .X/. The epimorphism
' and the set R do not determine each other uniquely. For example, the presen-
tation hx j x3i of the group Z3 D f0; 1; 2g of residues modulo 3 arises from two
epimorphisms '1; '2 W F.x/ ! Z3 given by the rules '1.x/ D 1 and '2.x/ D 2,
respectively.

6.1 Exercise. Show that Z3 has the presentation hx; y j x�5y2; x6y�3i.
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Let hX j Ri be a presentation of a group G. Suppose that it arises from an
epimorphism '. We define Tietze transformations of types I, II, I0 and II0.

Type I. Let r be an arbitrary element in RF .X/. Then hX j R [ frgi is also a
presentation of the group G and it arises from '. We write this transformation as

hX j Ri I�! hX j R [ frgi:

Type II. Let y … X˙ be a new letter and let w be an arbitrary element from
F.X/. Then there is a transformation

hX j Ri II�! hX [ fyg j R [ fy�1wgi:

The last presentation is also a presentation of the group G. We show that it
arises from the epimorphism '0 W F.X [ fyg/ ! G given by '0.x/ D '.x/ for
x 2 X and '0.y/ D '.w/. Denote byN the normal closure of the setR[ fy�1wg
in the group F.X [fyg/. ClearlyN � ker '0. Let us prove the converse inclusion.
Let g be an arbitrary element in ker '0. By Remark 5.2, we have that uy˙1v 2 N
if and only if uw˙1v 2 N . Therefore we may assume that g does not contain the
letters y and y�1. Then g 2 ker ' � N .

The transformations I, II and their inverses I0, II0 are called Tietze transforma-
tions. We write hX1 j R1i ! hX2 j R2i if there exists a finite sequence of Tietze
transformations carrying hX1 j R1i to hX2 j R2i. Let W be an arbitrary set of
words and let x, y be a pair of letters. We denote by Wx 7!y the set obtained from
W by replacing the letters x and x�1 by the letters y and y�1 in each wordw 2 W .

6.2 Exercise. 1) LetR1,R2 be two finite subsets of a free group F.X/which have
the same normal closure. Then hX j R1i ! hX j R2i.

2) Let R be a finite subset of F.X/, let x 2 X and let y … X˙ be a new letter.
Then hX j Ri ! hXx 7!y j Rx 7!yi.

We show only how to deduce the second claim from the first. We have

hX j Ri II�! hX [ fyg j R [ fy�1xgi
�! hX [ fyg j Rx 7!y [ fx�1ygi II0

�! hXx 7!y j Rx 7!yi:

The second transformation is possible by claim 1). The corresponding normal clo-
sures are equal since any word of the form uxv can be written as uyv �v�1.y�1x/v.

6.3 Theorem (Tietze). Two finite presentations hX j R1i and hY j R2i define the
same group G if and only if the second presentation can be obtained from the first
by a finite number of Tietze transformations.
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Proof. Suppose that the presentations hX jR1i and hY jR2i define the same group
G and arise from epimorphisms '1 and '2. By Exercise 6.2 we may assume that
X \ Y D ¿. For each y 2 Y we choose wy 2 F.X/ such that '1.wy/ D '2.y/.
For each x 2 X we choose wx 2 F.Y / such that '1.x/ D '2.wx/. Then

hX j R1i II�! � � � II�! hX [ Y j R1 [ fy�1wy j y 2 Y gi I�! � � �
I�! hX [ Y j R1 [R2 [ fy�1wy j y 2 Y g [ fx�1wx j x 2 Xgi:

The middle presentation in this chain arises from the epimorphism'1['2. The final
transformations are possible because of the inclusionsR2 � ker '2 � ker.'1 ['2/

and x�1wx 2 ker.'1 [ '2/. Similarly, the presentation hY j R2i can be carried to
the same form. Therefore hX j R1i ! hY j R2i. The converse assertion of this
theorem is evident. �

Note that there is no algorithm to decide whether two presentations define the
same group [1], [53]. Moreover, to construct the corresponding chain of Tietze
transformations, if it exists, is a kind of art. To do this, one needs to learn how
to deduce the desired consequences from a given set of relations. In the following
examples we will raise relations to a power, multiply them and substitute one relation
into the other. In the last procedure if we have relations of the form w D upv and
p D q, we can substitute q for p and get the relation w D uqv.

6.4 Examples. 1) The fundamental group of the trefoil knot14 (Figure 10) has the
presentation hx; y j xyx D yxyi. We show that this group is represented as a
nontrivial amalgamated product.15

hx; y j xyx D yxyi ! hx; y; a; b j xyx D yxy; a D xy; b D xyxi
! hx; y; a; b j xyx D yxy; a3 D b2; a D xy; b D xyx; x D a�1b; y D b�1a2i
! hx; y; a; b j a3 D b2; x D a�1b; y D b�1a2i ! ha; b j a3 D b2i:

2) Now we show that the presentation

ha; b j ab2a�1 D b3; ba2b�1 D a3i
defines a trivial group. Introduce new generators and relations:

b1 D aba�1; b2 D ab1a
�1; b3 D ab2a

�1:

We deduce the consequences:

bb�1
2 D a; b3 D bb�1

2 � b2 � b2b
�1 D bb2b

�1;

b3 D b2
1 ; b3

1 D b2
2 ; b3

2 D b2
3 ;

b8
3 D b12

2 D b18
1 D b27; b8

2 D b12
1 D b18:

14A definition of the fundamental group of a knot can be found, for example, in the book [28].
15This construction will be discussed in details in Section 11.



7. A presentation of the group Sn 63

Figure 10

Since b3 D bb2b
�1 it follows that b27 D b18. Then 1 D b9 D b6

1 D b4
2 . Since

b2 D a2ba�2 we have b4 D 1. From b9 D 1 D b4 it follows that b D 1 and thus
a D 1.

6.5 Exercise. Deduce from Exercise 5:6 that
1) any finite dihedral group Dn has the presentation

ha; c j a2 D 1; c2 D 1; .ac/n D 1iI
2) the infinite dihedral groupD1 has the presentation ha; c j a2 D 1; c2 D 1i.

7 A presentation of the group Sn

7.1 Theorem. The group Sn has the presentation

ht1; : : : ; tn�1 j t2i D 1; ti tiC1ti D tiC1ti tiC1; ti tj D tj ti .ji � j j > 1/i:
Proof. We will proceed by induction on n. For n D 1; 2 this theorem is evident.
Now we do an inductive step from n � 1 to n. Let G be the group with the
given presentation. By Theorem 5.7 the mapping ti 7! .i; i C 1/ determines an
epimorphism ' W G ! Sn. It is sufficient to show that jGj 6 jSnj. Consider the
subgroup H D ht2; : : : ; tn�1i of the group G. By the inductive hypothesis Sn�1

has the presentation

hs1; : : : ; sn�2 j s2
i D 1; sisiC1si D siC1sisiC1; sisj D sj si .ji � j j > 1/i

and, by Theorem 5.8, there is a homomorphism Sn�1 ! H given by the rule
si 7! tiC1, 1 6 i 6 n � 2.

Therefore jH j 6 jSn�1j. We will get jGj 6 jSnj if we show that jG W H j 6 n.
Set H0 D H , Hi D Ht1t2 : : : ti (1 6 i 6 n � 1). Since t�1

i D ti it is enough to
prove that the setH0 [H1 [� � �[Hn�1 is closed with respect to right multiplication
by t1; : : : ; tn�1. We have Hi ti D Hi�1, Hi tiC1 D HiC1. Set ui D t1t2 : : : ti . For
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j > i C 2we haveHi tj D Hui tj D Htjui D Hui D Hi . For j 6 i�1we have
ui D uj �1tj tj C1v, where v commutes with tj . HenceHi tj D Huj �1tj tj C1vtj D
Huj �1.tj tj C1tj /v D Huj �1.tj C1tj tj C1/v D Htj C1uj �1tj tj C1v D Hi . �

7.2 Exercise. The group An has the presentation

hs3; : : : ; sn j s3
i D 1; .sisj /

2 D 1 .3 6 i ¤ j 6 n/i:

This presentation arises from the epimorphism F.s3; : : : ; sn/!An given by
the rule si 7! .12i/, where 3 6 i 6 n.

8 Trees and free groups

In this section we will prove the theorem of Nielsen–Schreier that any subgroup
of a free group is free. The proof uses actions on trees, which seems reasonable if
one inspects Figure 11, where a part of the Cayley graph of the free group F.x; y/
with respect to the generating set fx; yg is drawn. A development of this method
leads to the Bass–Serre theory of groups acting on trees. This theory describes
from a universal point of view the constructions of amalgamated product and HNN
extension, which play an important role in group theory and topology.
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Figure 11

For understanding of this section the reader should recall the definitions from
Section 1. All actions in this section are left.
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8.1 Proposition. Let 	.G; S/ be the graph defined by a group G and a subset S
of G (see Definition 1.13). Then 	.G; S/ is a tree if and only if G is a free group
with the basis S .

Proof. For an edge e D .g; t/ with t 2 S [ S�1 we define its label to be s.e/ D t .
Then !.e/ D ˛.e/s.e/ and !.en/ D ˛.e1/s.e1/ : : : s.en/ for any path e1 : : : en.

Let G be a free group with the basis S . By Exercise 1.14 the graph 	.G; S/
is connected. Suppose that in 	.G; S/ there exists a closed reduced path e1 : : : en.
Then !.en/ D ˛.e1/ and hence s.e1/ : : : s.en/ D 1. Since S is a basis of the
group G, there exists an index k such that s.ek/ D .s.ekC1//

�1. Then ek D ekC1,
a contradiction. Thus the graph	.G; S/ is a tree. We leave the proof of the converse
assertion to the reader. �

8.2 Corollary. Any free group acts freely and without inversion of edges on a tree.

Proof. LetG be a free group with a basis S . The groupG acts by left multiplication
on its Cayley graph 	.G; S/. This action is free and without inversion of edges,
and the graph 	.G; S/ is a tree. �

The converse claim is also true.

8.3 Theorem. Let G be a group acting freely and without inversion of edges on a
treeX . ThenG is free and its rank is equal to the cardinality of the set of positively
oriented edges of the factor graph G nX ( for any choice of its orientation) lying
outside some maximal tree.

In particular, if the factor graph G nX is finite, then

rk.G/ D j.G nX/1Cj � j.G nX/0j C 1:

Proof. Let p W X ! X 0 be the canonical projection of the tree X onto the factor
graph X 0 D G nX . Choose in X 0 a maximal subtree T 0 and lift it to some subtree
T in X . Notice that distinct vertices of T are not equivalent under the action of G
and each vertex of X is equivalent to some (uniquely defined) vertex of T . Orient
X 0 in an arbitrary way and lift this orientation to X , i.e., assume that an edge of X
is positively oriented if and only if its image in X 0 is positively oriented.

Let E 0 be the set of positively oriented edges of X 0 outside T 0. By Exer-
cise 1.11, for each edge e0 2 E 0 there exists a lift of e0 with initial vertex in T . Such
a lift is unique, since otherwise from some vertex of T would emanate two distinct
equivalent edges and then the element carrying one edge to the other would fix this
vertex, contradicting the freeness of the action.

Denote this lift by e and notice that the end of e lies outside T (otherwise e lies
in T and then e0 lies in T 0). Let E be the set of all positively oriented edges in X
with initial vertices in T and terminal vertices outside T . It is easy to show that p
maps E onto E 0 bijectively.
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The terminal vertex of each edge e 2 E is equivalent to a unique vertex from T ,
say v.e/. The element from G carrying v.e/ to the terminal vertex of e is also
unique by the freeness of the action of G on X . Denote it by ge .

We will prove thatG is a free group with basis S D fge j e 2 Eg. Subtrees gT ,
g 2 G, are disjoint and the set of their vertices coincides with the set of vertices of
the treeX . Let f be a positively oriented edge fromX which is outside the union of
these trees. Then f connects two of them, say g1T and g2T . Contract each subtree
gT onto one vertex and denote this vertex by .gT /. We obtain a new tree XT in
which the edge f connects the vertices .g1T / and .g2T /. By Proposition 8.1, it is
sufficient to show that XT Š 	.G; S/. We define the isomorphism on the vertices
of XT by the rule .gT / 7! g, and on the edges by the rule f 7! .g1; s/, where
s D g�1

1 g2 if f connects the vertices .g1T / and .g2T /. The element s belongs
to S , since the edge g�1

1 f connects the subtrees T and g�1
1 g2T .

The last claim of this theorem follows from Exercise 1.7. �

8.4 Corollary (The Nielsen–Schreier Theorem). Any subgroup of a free group is
free.

Proof. Let G be a free group with basis S . By Corollary 8.2, the group G acts
freely and without inversion of edges on the tree 	.G; S/. If H 6 G then H also
acts freely and without inversion of edges on this tree. By Theorem 8.3 the group
H is free. �

8.5 Corollary (Schreier’s formula). If G is a free group of a finite rank and H is
its subgroup of finite index n, then

rk.H/ � 1 D n.rk.G/ � 1/:
Proof. Let S be a basis of a groupG and letH nG be the set of right cosets ofH in
G. The groupH acts on vertices and positively oriented edges of the tree 	.G; S/

by the following rules: g
h7! hg, .g; s/

h7! .hg; s/. Here h 2 H , g 2 G, s 2 S .
Therefore the factor graph Y D H n	.G; S/ is given by the formulas Y 0 D H nG
and Y 1C D .H nG/�S , while the edge .Hg; s/ connects the verticesHg andHgs.
By Theorem 8.3 we get rk.H/ D n � rk.G/ � nC 1. �

Next we study the factor graph Y D H n	.G; S/ in detail. Using this graph and
the notion of a fundamental group, we will present another proof of Corollary 8.4.
The label of an edge e D .Hg; t/, where t 2 S [ S�1, is defined to be the element
s.e/ D t . The label of the path l D e1 : : : ek is the product s.l/ D s.e1/ : : : s.ek/.
The label of the degenerate path is the identity element. If the product of the paths
l1 and l2 is defined, then clearly s.l1l2/ D s.l1/s.l2/.

8.6 Remark. In the star of each vertex of the graph Y the labels of distinct edges
are distinct. The set of these labels coincides with S [ S�1.
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8.7 Proposition. The group H consists of the labels of all paths in the graph Y
with the initial and terminal vertexH .

Proof. Let l D e1 : : : ek be a path in Y with the initial and terminal vertex H . As
above we have!.ei / D ˛.ei /s.ei / and!.ek/ D ˛.e1/s.e1/ : : : s.ek/ D ˛.e1/s.l/.
Since !.ek/ D ˛.e1/ D H it follows that s.l/ 2 H .

Conversely, let h D s1 : : : sk 2 H , where si 2 S˙ for all i . Set e1 D .H; s1/

and ei D .Hs1 : : : si�1; si / for 2 6 i 6 k. Then l D e1 : : : ek is a path with initial
and terminal vertex H and with s.l/ D h. �

Our immediate aim is to show thatH is generated by the labels of some “simple”
paths in Y .

Choose a maximal subtree � in Y and denote the vertex H by y. For each
vertex v 2 Y 0 there exists a unique reduced path from y to v in �. Denote this
path by pv . For every edge e 2 Y 1 define the path pe D p˛.e/ep

�1
!.e/

.

8.8 Theorem. With the above notation H is a free group with basis fs.pe/ j e 2
Y 1C ��1g.
Proof. Define a map s W �1.Y; y/ ! G by the rule Œp� 7! s.p/. Since the labels of
homotopic paths are equal, the map s is well defined. By Proposition 8.7 this map
is a homomorphism ontoH . The map s is injective since any nontrivial homotopy
class contains a reduced path with a nontrivial label (by Remark 8.6). The theorem
now follows from Theorem 4.3. �

8.9 Definition. Let G be the free group with basis S and let H be a subgroup. A
(right) Schreier transversal for H in G is a set T of reduced words such that each
right coset of H in G contains a unique word of T (called a representative of this
class) and all initial segments of these words also lie in T .

In particular, 1 lies in T and represents the class H . For any g 2 G denote by
Ng the element of T with the property Hg D H Ng.

8.10 Theorem. 1) For any subgroupH of a free group G with basis S there exists
a Schreier transversal in G. Moreover, let � be an arbitrary maximal subtree in
the factor graph Y D H n 	.G; S/. Then the set

T .�/ D fs.pv/ j v 2 Y 0g
is a Schreier transversal forH in G.

2) The correspondence� 7! T .�/ gives a bijection from the set of all maximal
subtrees of Y to the set of all Schreier transversals forH in G.

3) Let T be an arbitrary Schreier transversal forH in G. ThenH has basis

fts.xts/�1 j t 2 T ; s 2 S and ts.xts/�1 ¤ 1g:
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Proof. 1) Since v runs through the set of all right cosets ofH inG and v D Hs.pv/,
T .�/ is a system of representatives of these classes. It remains to notice that for
the path pv D e1e2 : : : en in the tree � its label s.pv/ D s.e1/s.e2/ : : : s.en/ is a
reduced word and every initial segment of this word is the label of the corresponding
initial subpath of pv .

2) Let T be a Schreier transversal for H in G. To every element t D s1 : : : sk
of T we associate a path lt D e1 : : : ek in Y such that ˛.e1/ D H , s.ei / D si . Let
�.T / be the minimal subgraph in Y containing all the paths lt .t 2 T /. It is easy to
see that�.T / is a maximal subtree in Y and that the correspondences� 7! T .�/

and T 7! �.T / define mutually inverse maps.
3) The third claim follows from Theorem 8.8. Indeed, let � be the maximal

subtree in Y corresponding to the system T . For each path pe D p
˛.e/

ep�1
!.e/

we have s.pe/ D tst�1
1 , where t D s.p˛.e//, s D s.e/, t1 D s.p!.e//. By the

first claim we have t; t1 2 T , and by Proposition 8.7 we have tst�1
1 2 H , that is,

t1 D xts. It remains to observe that e 2 Y 1C if and only if s.e/ 2 S , and e 2 �1 if
and only if s.pe/ D 1, and apply Theorem 8.8. �

8.11 Examples. 1) The set fanbm j n;m 2 Zg is a Schreier transversal for the
commutator subgroup of the free group F.a; b/. Moreover, anbm � a D anC1bm

and anbm � b D anbmC1. Therefore this subgroup has the basis

fanbmab�ma�.nC1/ j n;m 2 Z; m ¤ 0g:
2) LetH be the subgroup of the free group F.a; b/ consisting of all words with

even sums of exponents for a and b. Clearly, the set f1; a; b; abg is a Schreier
transversal for H in the group F.a; b/. Let 	 be the Cayley graph of F.a; b/ with
respect to the basis fa; bg. The labelled factor graph H n 	 is drawn in Figure 12
on the left (for example, the vertices Hab and Hb are connected by an edge with
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the label a since Haba D Hb). Choose in it the maximal subtree � consisting of
the thick edges and their initial and terminal vertices. Then H has the basis

a2; b2; ab2a�1; abab�1; bab�1a�1:
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Notice thatH is the kernel of the homomorphism ' W F.a; b/ ! Z2 �Z2 mapping
a and b to the generators of the first and the second direct factors.

3) Let H be the kernel of the homomorphism ' W F.a; b/ ! S3 defined by
a 7! .12/, b 7! .13/.
The set f1; a; b; ab; ba; abag is a Schreier transversal forH in F.a; b/. The group
H has the basis

fa2; ab2a�1; aba2b�1a�1; ababa�1b�1; b2; ba2b�1; baba�1b�1a�1g:
8.12 Remark. The group of automorphisms of the graph H n 	 preserving the
labels of edges is isomorphic to the group Z2 � Z2 in the first example and to the
group S3 in the second.

The following exercise generalizes the last two examples.

8.13 Exercise. 1) Represent the dihedral group Dn as the factor group of F.a; c/
by the normal closure of the set fa2; c2; .ac/ng. LetH be the kernel of the canoni-
cal epimorphism ' W F.a; c/ ! Dn. Prove that the following sets are Schreier
transversals for H in F.a; c/:

i) the set of all initial segments of the words .ac/k and .ca/k�1c if n is even
and n D 2k;

ii) the set of all initial segments of words .ac/ka and .ca/k if n is odd and
n D 2k C 1.

Then find a basis of the group H .
2) Represent the infinite dihedral group D1 as the factor group of F.a; c/ by

the normal closure of the set fa2; c2g. Find a basis of the kernel of the canonical
epimorphism F.a; c/ ! D1.

9 The rewriting process of Reidemeister–Schreier

Let F be a free group with basis X , let H 6 F and let T be a Schreier transversal
for H in F . For t 2 T and x 2 X [ X�1 set 
.t; x/ D tx. xtx/�1. Nontrivial
elements 
.t; x/, where t 2 T , x 2 X , form a basis of the free groupH , which we
denote by Y . Let H� be the free group with basis Y � D fy� j y 2 Y g. The map
y 7! y� extends to the isomorphism � W H ! H�.

Forw 2 H the element �.w/ can be computed using the following remark. Let
w D x1 : : : xn 2 H , xi 2 X [X�1. Then

w D 
.1; x1/ � 
.x1; x2/ : : : 
.x1 : : : xi�1; xi / : : : 
.x1 : : : xn�1; xn/:

Taking into account 
.t; x�1/ D 
.tx�1; x/�1; one can write w as a word in the
basis Y and hence �.w/ as a word in the basis Y �. This process of rewriting of w
as a word in the basis Y is called the Reidemeister–Schreier rewriting process.
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9.1 Theorem. Let a group G have a presentation hX j Ri and let ' W F.X/ ! G

be the epimorphism corresponding to this presentation. Let G1 be a subgroup of
G and letH be its full preimage with respect to '. Then, in the above notation,G1

has the presentation hY � j R�i, where R� D f�.t rt�1/ j t 2 T; r 2 Rg.
Proof. LetN be the normal closure ofR inF.X/. ThenG1 Š H=N Š H�=�.N /.
The subgroup N consists of all finite products of elements of the form f r"f �1,
where f 2 F , r 2 R, " D ˙1. Let f D ht , where t 2 T , h 2 H . Then
�.f r"f �1/ D �.ht r"t�1h�1/ D �.h/.�.t rt�1//"�.h�1/, which proves the theo-
rem. �

9.2 Corollary. Any subgroup of finite index in a finitely presented ( finitely gener-
ated) group is finitely presented (respectively finitely generated).

9.3 Example. Let 
 be a homomorphism from the fundamental group of the trefoil
knotG D ha; b j a2 D b3i to the group S3 given by the rule a 7! .12/, b 7! .123/.
We will find a finite presentation of its kernel G1.

Let ' W F.a; b/ ! G be the canonical epimorphism andH be the full preimage
of G1 with respect to '. As Schreier representatives of the right cosets of H
inF.a; b/we choose 1, b, b2, a, ab, ab2. Then the following elements generateH :

1 � a � . Na/�1 D 1; 1 � b � . Nb/�1 D 1;

x D b � a � .ba/�1 D bab�2a�1; b � b � .b2/�1 D 1;

y D b2 � a � .b2a/�1 D b2ab�1a�1; w D b2 � b � .b3/�1 D b3;

z D a � a � .a2/�1 D a2; a � b � .ab/�1 D 1;

u D ab � a � .aba/�1 D abab�2; ab � b � .ab2/�1 D 1;

v D ab2 � a � .ab2a/�1 D ab2ab�1; s D ab2 � b � .ab3/�1 D ab3a�1:

We may assume that these elements generate G1. To find the defining relations
of G1, we need to rewrite the relations t rt�1, where t 2 f1; b; b2; a; ab; ab2g,
r D b3a�2, as words in generators x, y, z, u, v, w, s. We have

r D wz�1; brb�1 D wv�1x�1; b2rb�2 D wu�1y�1;

ara�1 D sz�1; .ab/r.ab/�1 D sy�1u�1; .ab2/r.ab2/�1 D sx�1v�1:

Now we eliminate generators w, v, u, s and replace them in all relations by the
words z, x�1z, y�1z, z. As a result we obtain the presentation hx; y; z j yz D zy;

xz D zxi of the group G1. It follows that G1 Š F.z/ � F.x; y/.
9.4 Exercise. Prove that the kernel of the homomorphism


 W hs; t j s3; t3; .st/3i ! Z3 D ha j a3i
mapping s and t to a is isomorphic to Z �Z.



10. Free products 71

One can prove this by considering the Cayley graph (Figure 13) constructed
from the presentation hs; t j s3; t3; .st/3i.
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Figure 13

9.5 Exercise. Find a presentation of the group An using the presentation of the
group Sn in Theorem 7.1.

10 Free products

In this section we define the free product of groupsA andB . By taking isomorphic
copies of these groups, we may assume that A \ B D f1g. A normal form is an
expression of the form g1g2 : : : gn, where n > 0, gi 2 .A[B/� f1g (1 6 i 6 n)
and the adjacent factors gi , giC1 do not lie in the same groupA orB . The number n
is called the length of this normal form. The normal form of zero length is identified
with the identity element. Define a multiplication on the set of all normal forms,
using induction on the sum of lengths of the forms: for every normal form x set
1 � x D x � 1 D xI for normal forms x D g1 : : : gn and y D h1 : : : hm with n > 1,
m > 1 put

x�y D

8̂<̂
:
g1 : : : gnh1 : : : hm if gn 2 A, h1 2 B or gn 2 B , h1 2 A,

g1 : : : gn�1zh2 : : : hm if gn; h1 2 A or gn; h1 2 B and z D gnh1 ¤ 1,

g1 : : : gn�1 � h2 : : : hm if gn; h1 2 A or gn; h1 2 B and gnh1 D 1.

10.1 Exercise. Prove that the set of normal forms with this multiplication is a group.

This group is called the free product of the groupsA andB and is denotedA�B .
The groups A and B are naturally embedded into the group A � B . The following
proposition is straightforward.
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10.2 Proposition. LetA andB be subgroups of a groupG such that any nontrivial
element g 2 G can be represented in a unique way as a product g D g1g2 : : : gn,
where gi 2 .A [ B/ � f1g (1 6 i 6 n) and the adjacent factors gi , giC1 do not
lie in the same group A or B . Then G Š A � B .

10.3 Theorem. Let A D hX j Ri, B D hY j Si and X \ Y D ¿. Then
A � B D hX [ Y j R [ Si.
Proof. Denote by hhRii, hhSii and hhR [ Sii the normal closures of the sets R, S
and R [ S in the groups F.X/, F.Y / and F.X [ Y /. Let ' W F.X/ ! A and
 W F.Y / ! B be homomorphisms with kernels hhRii and hhSii respectively. Let

 W F.X [Y / ! A�B be the homomorphism coinciding with ' onX and with  
on Y . It is sufficient to prove that ker 
 D hhR[Sii. Obviously, hhR[Sii � ker 
 .
We will prove the converse inclusion. Let g D g1g2 : : : gn 2 ker 
 , where gi 2
.F.X/[F.Y //�f1g and the adjacent factors gi , giC1 do not lie in the same group
F.X/ or F.Y /. Since 
.g1/
.g2/ : : : 
.gn/ D 1 in A � B , there exists i such that

.gi /D 1; hence gi 2 hhRii or gi 2 hhSii. Further, 
.g1 : : : gi�1giC1 : : : gn/ D 1;
therefore, by induction on n, we conclude that g1 : : : gi�1giC1 : : : gn 2 hhR [ Sii
and so g 2 hhR [ Sii. �

10.4 Example. D1 Š Z2 �Z2.
Although this follows from Exercise 6.5, we give another proof. After Exam-

ples 1.16 we defined the automorphisms a and b of the graph C1. Set c D ba.
Then a and c can be thought of as reflections of the graph C1 through the initial
and the middle points of the edge e0. In particular, a and c have order 2. For n > 0

the automorphisms .ca/n, .ca/nc, a.ca/nc, a.ca/n carry the edge e0 to the edges
en, Nen, e�.nC1/, e�.nC1/, respectively. Since every automorphism of the graph C1
is completely determined by the image of the edge e0, all these automorphisms are
distinct and they form the groupD1. By Proposition 10.2, we getD1 Š hai�hci.

11 Amalgamated free products

Let G and H be groups with distinguished isomorphic subgroups A 6 G and
B 6 H . Fix an isomorphism ' W A ! B . The free product of G and H with
amalgamation of A and B by the isomorphism ' is the factor group of G �H by
the normal closure of the set f'.a/a�1 j a 2 Ag. We will refer to this factor group
briefly as the amalgamated product and use the following notations:

hG �H j a D '.a/; a 2 Ai; G �ADB H; G �A H;

where in the last two forms the isomorphism ' must be specified.
One can interpret the amalgamated product F D G �ADB H as the result of

identifyingA andB in the free productG �H . Below we define anA-normal form
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and show that to every element of F there corresponds a unique A-normal form.
Using this we will show that G and H can be canonically embedded to F .

Let i W G � H ! F be the canonical homomorphism. Any element f 2 F

can be written as f D i .x0/i .x1/ : : : i .xn/, where xi 2 G [H . Simplifying the
notation, we will write this as f D x0x1 : : : xn.

Choose a system of representatives TA of right cosets of A in G and a system
of representatives TB of right cosets of B in H . We assume that 1 represents the
cosets A and B . Any x 2 G can be uniquely written in the form x D Qx Nx, where
Qx 2 A, Nx 2 TA.

11.1 Definition. An A-normal form is a sequence .x0; x1; : : : ; xn/ such that

1) x0 2 A,
2) xi 2 TA � f1g or xi 2 TB � f1g for i > 1, and the consecutive terms xi and
xiC1 lie in distinct systems of representatives.

Similarly, one can define a B-normal form.

11.2 Example. Let G D ha j a12 D 1i, H D hb j b15 D 1i, let A and B be
subgroups of order 3 inG and inH and let ' W A ! B be the isomorphism sending
a4 to b5. Then the free product of G and H with amalgamation of A and B by '
has the presentation ha; b j a12 D 1; b15 D 1; a4 D b5i. Let TA D f1; a; a2; a3g,
TB D f1; b; b2; b3; b4g. We write the element f D a3ba5 as a product of factors
which form an A-normal form. For this we rewrite this word from the right to
the left by forming coset representatives and replacing some elements in A by
corresponding elements in B , and conversely: thus

f D a3ba4 � a D a3b6 � a D a3b5 � ba D a3a4 � ba D a4a3ba:

Hence the A-normal form for f is .a4; a3; b; a/.

11.3 Theorem. Any element f 2 F D G �ADB H can be uniquely written in the
form f D x0x1 : : : xn; where .x0; x1; : : : ; xn/ is an A-normal form.

Proof. The existence of this form can be proven by induction on n, with the help
of successive extraction of coset representatives, as in the example above.

We will establish the uniqueness. Let WA be the set of all A-normal forms and
letWB be the set of all B-normal forms. Let '� W WA ! WB be the bijection given
by .x0; x1; : : : ; xn/ 7! .'.x0/; x1; : : : ; xn/. Define a left action of the group G on
the set WA: for g 2 G and � D .x0; x1; : : : ; xn/ 2 WA, where n > 1, we set

g � � D

8̂̂̂<̂
ˆ̂:
.gx0; x1; : : : ; xn/ if g 2 A,

.egx0; gx0; x1; : : : ; xn/ if g … A, x1 2 H ,

.gx0x1; x2; : : : ; xn/; if g … A, x1 2 G, gx0x1 2 A,

.Agx0x1; gx0x1; x2; : : : ; xn/ if g … A, x1 2 G, gx0x1 … A.
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Also we set

g � .x0/ D
(
.gx0/ if g 2 A;
.egx0; gx0 / if g … A.

Similarly, one can define an action of the group H on the set WB . We extend
this action to the setWA as follows: h � � D '�1� .h �'�.�//, � 2 WA, h 2 H . These
actions of the groups G and H on the set WA can be extended to the action of the
free product G �H on WA. Since the elements '.a/a�1, where a 2 A, lie in the
kernel of this action, there is a natural action of the group F on the set WA.

Let f 2 F and f D x0x1 : : : xn, where .x0; x1; : : : ; xn/ is an A-normal form.
Compute the image of the form .1/ 2 WA under the action of f . Write fi D
x0x1 : : : xi . Then

f � .1/ D fn�1 � .1; xn/

D fn�2 � .1; xn�1; xn/ D � � � D f0 � .1; x1; : : : ; xn�1; xn/

D .x0; x1; : : : ; xn�1; xn/:

Thus to the element f there corresponds a unique A-normal form. �

Sometimes the expressionx0x1 : : : xn is called thenormal formof the elementf .

11.4 Exercise. Show that the formulas for g � � and g � .x0/ in the proof of Theo-
rem 11.3 do indeed define an action of the group G on the set WA.

11.5 Corollary. Let F D G �ADB H . Then the canonical homomorphism
i W G � H ! F induces embeddings of groups G and H into the group F . The
subgroups i .G/ and i .H/ generate the groupF , their intersection is i .A/, or what
is the same, i .B/.

We will denote the groups G, H , A and B , and their canonical images in the
group F by the same letters.

11.6 Corollary. Let G D G1 �A G2. If g 2 G and g D g1g2 : : : gn, where n > 1,
and gi 2 G1 � A or gi 2 G2 � A depending on the parity of i , then g ¤ 1.

12 Trees and amalgamated free products

Let H be a subgroup of a group G. We denote by G=H the set of all left cosets of
H in G even if H is not normal.

A connected graph, consisting of two vertices and two mutually inverse edges
is called a segment: � �
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12.1 Theorem. Let G D G1 �A G2. Then there exists a tree X , on which G acts
without inversion of edges such that the factor graphG nX is a segment. Moreover
this segment can be lifted to a segment in X with the property that the stabilizers
in G of its vertices and edges are equal to G1, G2 and A respectively.

Proof. Let X0 D G=G1 [ G=G2 and X1C D G=A. Put ˛.gA/ D gG1, !.gA/ D
gG2, and let zT be the segment in X with the vertices G1, G2 and the positively
oriented edge A. The group G acts on X by left multiplication.

First we will prove that the graph X is connected. Without loss of generality, it
is sufficient to prove that any vertex gG1 is connected by a path to the vertex G1.
Write the element g in the form g1g2 : : : gn, with gi 2 G1 or gi 2 G2 depending
on the parity of i . Then the vertices g1 : : : gi�1G1 and g1 : : : giG1 coincide if
gi 2 G1, and are connected by edges to the vertex g1 : : : gi�1G2 (D g1 : : : giG2)
if gi 2 G2. Now the connectedness follows by induction on n.

Finally we will prove that the graphX has no a circuit. Suppose that there exists
a closed reduced path e1 : : : en in X . Applying an appropriate element of G, we
may assume without loss of generality that ˛.e1/ D G1. Since adjacent vertices are
cosets of different subgroups, we conclude that n is even and there exist elements
xi 2 G1 �A, yi 2 G2 �A such that ˛.e2/ D x1G2, ˛.e3/ D x1y1G1, … , ˛.en/ D
x1y1 : : : xn=2G2, !.en/ D x1y1 : : : xn=2yn=2G1. Since !.en/ D ˛.e1/ D G1, we
obtain a contradiction to the uniqueness of the normal form of an element in the
amalgamated product G1 �A G2. �

12.2 Remark. In the graph X constructed above, all edges with the initial vertex
gG1 have the form gg1A, where g1 runs over the set of representatives of the left
cosets of A in G1. The valency of the vertex gG1 is equal to the index jG1 W Aj.
The stabilizer of the vertex gG1 is equal to gG1g

�1. Analogous claims are valid
for any vertex of X of the form gG2.

12.3 Theorem. Let the group G act without inversion of edges on a tree X and
suppose that the factor graph G nX is a segment. Let zT be an arbitrary lift of this
segment in X . Denote its vertices by P , Q and the edge by e, and let GP , GQ

and Ge be the stabilizers of these vertices and the edge. Then the homomorphism
' W GP �Ge

GQ ! G which is the identity on GP and GQ is an isomorphism.

Proof. First we will prove thatG D hGP ; GQi. WriteG0 D hGP ; GQi and suppose
that G0 < G. The graphs G0 � zT and .G �G0/ � zT are disjoint. Indeed, the identity
g0P D gQ, where g0 2 G0, g 2 G �G0, is impossible, since the vertices P and
Q are not equivalent under the action of G. Analogously, the identity g0Q D gP

is impossible. The identity g0R D gR, where R 2 fP;Qg, is also impossible,
since it would imply that g 2 g0GR � G0. It remains to observe that X D G � zT
is a connected graph, and therefore it cannot be represented as the union of two
nonempty disjoint subgraphs. This is a contradiction.
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Now we prove that the homomorphism ' is injective. Let zG D GP �Ge
GQ

and let zX be the tree constructed from zG as in the proof of Theorem 12.1. Define a
morphism  W zX ! X by the rule gGr 7! '.g/ � r , where r 2 fP;Q; eg, g 2 zG.
This morphism is an isomorphism: the surjectivity follows from X D G � zT and
G D hGP ; GQi, while the injectivity follows from Exercise 1.5, Remark 12.2, and
the injectivity of the restrictions 'jGP

, 'jGQ
.

Let g 2 zG � GP . Then the vertices GP and gGP of the tree zX are distinct.
Therefore the verticesP and'.g/�P of the treeX are also distinct. Hence'.g/ ¤ 1

and the injectivity of ' is proven. �

We give another proof of the injectivity of '. It is sufficient to show that
gn : : : g2g1 ¤ 1 inG for n > 2, where gi 2 GP �Ge or gi 2 GQ �Ge depending
on the parity of i . Without loss of generality we may assume that g1 2 GP � Ge .
Then g1 fixes P but notQ. We have d.P; g1Q/ D d.g1P; g1Q/ D d.P;Q/ D 1

and in particular d.Q; g1Q/ D 2. Therefore we may regard g1 as acting on the
treeX as a rotation about the vertexP . This rotation sends any reduced path passing
through the vertices P andQ to a reduced path passing through the vertices P and
g1Q. Similarly, g2 acts on the treeX as a rotation about the vertexQ. Using these
remarks, one can prove by induction that d.Q; gi : : : g2g1Q/ equals i for even i
and i C 1 for odd i . Therefore gn : : : g2g1 ¤ 1.

12.4 Example. The group D1 acts without inversion of edges on the barycentric
subdivision of the graph C1 (see Section 1 and Figure 14).

� � � � � �: : : : : :

3=211=20�1=2�1

ca

 � 
 �

Figure 14

The corresponding factor graph is isomorphic to a segment. As a lift of this
segment we can take the segment with the vertices 0 and 1=2. The stabilizers of
these vertices are equal to hai and hci where c D ba. The stabilizer of the edge of
this lift is equal to f1g. Therefore D1 Š hai � hci.
12.5 Exercise. Let ' W G ! H be an epimorphism and letH D H1 �H3

H2. Then
G D G1 �G3

G2, where Gi D '�1.Hi /.

13 Action of the group SL2.Z/ on the hyperbolic plane

In what follows C denotes the field of complex numbers. Each complex number z
can be uniquely written in the form z D x C iy, where x; y 2 R, i2 D �1. The
numbers x, y and

p
x2 C y2 are denoted by Re.z/, Im.z/ and jzj, and are called

the real part, the imaginary part and the norm of z respectively.
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The hyperbolic plane H2 is the set fz 2 C j Im.z/ > 0g, which it is convenient
to identify with the open upper half-plane of the Euclidean plane. The elements of
this set will be called points.

A hyperbolic line is an open half-circle or an open half-line (in the Euclidean
sense) in H2 such that its closure meets the real axis at right angles (Figure 15).

Figure 15

13.1 Exercise. 1) Through any two points in H2 there passes a unique hyperbolic
line.

2) For any hyperbolic line l and any point z 2 H2 not on this line, there exist
infinitely many hyperbolic lines passing through z which do not intersect l .

A linear fractional transformation (or a Möbius transformation) of the plane
H2 is a map H2 ! H2 of the form z 7! azCb

czCd
, where a; b; c; d 2 R, ad �bc D 1.

The following exercise shows that the image of H2 under such map indeed lies
in H2.

13.2 Exercise. If a; b; c; d 2 R, ad � bc D 1 and Im.z/ > 0, then

Im

�
az C b

cz C d

�
D Im.z/

jcz C d j2 :

In particular, this number is positive.

The group SL2.R/ acts on H2 by the rule�
a b

c d

�
W z 7! az C b

cz C d
:

The kernel of this action is f˙Eg. Thus the group PSL2.R/ D SL2.R/=f˙Eg
can be identified with the group of all linear fractional transformations of the
plane H2. The group PSL2.Z/ can be considered as a subgroup of PSL2.R/.
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13.3 Exercise. Let z be a point of H2. The image of the half-line fz C i t j t > 0g
under the action of a matrix

�
a b
c d

�
from SL2.R/ is either a half-line (if c D 0) or

an arc of a circle (if c ¤ 0) whose closure contains the real point a=c.

13.4 Exercise. 1) The group PSL2.R/ acts transitively and faithfully on the set of
all hyperbolic lines.

2) The group PSL2.R/ is generated by the transformations z 7! zC b .b 2 R/,
z 7! az (a 2 R, a > 0), z 7! � 1

z
.

3) The group PSL2.Z/ is generated by the transformations  W z 7! z C 1 and
' W z 7! � 1

z
.

Let M denote the union of the interior of the infinite hyperbolic triangle XY1
together with the part of its boundary drawn in Figure 16 by a thick line. More
precisely,

M D fz j 1 < jzj; �1=2 < Re.z/ 6 1=2g [ fei˛ j �=3 6 ˛ 6 �=2g:

1 0 1_

i
X Y

Figure 16

13.5 Theorem. The set M is the fundamental region for the action of the group
PSL2.Z/ on H2, i.e., under this action each point of H2 is equivalent to a point of
M and distinct points of M are not equivalent.

Proof. 1) First we prove that any point z of H2 can be carried to a point of M by
an appropriate element of PSL2.Z/. Given a point z 2 H2, we consider all its
images under the action of the group PSL2.Z/ and choose among them an image
z0 with maximal imaginary part. This is possible, since if

�
a b
c d

� 2 SL2.Z/, then
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Im
�

azCb
czCd

� D Im.z/

jczCd j2 , and the inequality jcz C d j 6 1 is satisfied by only finitely
many pairs of integers .c; d/.

Since the transformation  preserves the imaginary part, we may assume that
�1=2 < Re.z0/ 6 1=2. The condition Im.z0/ > Im.'.z0// implies that jz0j > 1.
Thus the point z0 lies in the set M or on the arc fei˛ j �=2 < ˛ < 2�=3g. In the
last case one can apply the transformation z 7! � 1

z
to carry z0 into M.

2) We will prove that distinct points from M are inequivalent. Suppose that
z0 D azCb

czCd
, where z; z0 2 M,

�
a b
c d

� 2 SL2.Z/. If c D 0 then a D d D ˙1 and
hence b D 0, z D z0. Let c ¤ 0. Then we have

.cz0 � a/.cz C d/ D cz0.cz C d/ � a.cz C d/

D c.az C b/ � a.cz C d/ D cb � ad D �1:
Therefore jz0 � a=cj � jz C d=cj D 1=c2. Since the numbers a=c and d=c are real,
jz0 � a=cj > Im.z0 � a=c/ D Im.z0/ >

p
3=2. Analogously jz C d=cj >

p
3=2.

Hence jcj 6 2=
p
3. Since c is a non-zero integer, c D ˙1 and jz0 	aj � jz˙d j D 1.

For any w 2 M and n 2 Z we have jwC nj > 1; moreover the equality is possible
only for n D �1; 0. This gives a finite number of possibilities for a, b, c and d .
All of them lead to a contradiction if we assume that z ¤ z0. �

13.6 Exercise. If a matrix g 2 SL2.Z/ � f˙Eg fixes a point z 2 M, then one
of the following cases holds (where the matrices �E, A and B are defined as in
Theorem 13:7):

1) z D ei�=2 and g is a power of the matrix A;
2) z D ei�=3 and g is a power of the matrix B .

13.7 Theorem. The union of the images of the arc

T D fei˛ j �=3 6 ˛ 6 �=2g
under the action of the group SL2.Z/ is a tree.16 The group SL2.Z/ acts on this tree
without inversion of edges and so that distinct points of the arc T are inequivalent.
The stabilizer of this arc and the stabilizers of its endpoints ei�=2 and ei�=3 are
generated by the matrixes �E D � �1 0

0 �1

�
, A D �

0 1�1 0

�
and B D �

0 1�1 1

�
of orders

2, 4 and 6 respectively. In particular,

SL2.Z/ Š Z4 �Z2
Z6:

Proof. We will prove that the set X D SL2.Z/ � T is a tree. The connectedness
of X follows from the facts17 that SL2.Z/ D hA;Bi and the matrices A and B fix

16More precisely, a geometric realization of a tree since our definition of a tree is combinatorial.
17It is known that SL2.Z/ is generated by the transvections t12.1/ and t21.1/ which are equal to

B�1A and BA�1.
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the endpoints of the arc T (in a similar way we proved the connectedness of X in
Theorem 12.1). Two different images of T under the action of SL2.Z/ can intersect
each other only in the endpoints, as follows from Theorem 13.5 and Exercise 13.6.
Thus we can considerX as a graph. Suppose now that some images ofT , considered
as edges of this graph, form a circuit. Then these images bound some compact region
D in H2. Since the images of M cover H2, the interior of D contains a point w
lying in the interior of some translate gM. By Exercise 13.3, from w into the
interior of the region gM leads either a half-line or an arc converging to a point on
the real axis. This half-line or arc must intersect the boundary of D. We obtain
a contradiction to the fact that the interior points of M are not equivalent to the
boundary points. Thus X is a tree. The other claims of the theorem can be easily
verified, the last claim following from Theorem 12.3. �

13.8 Exercise. Let C D �
0 1
1 0

�
. Prove that h�E;C i Š D2, hA;C i Š D4 and

hB;C i Š D6. Deduce that GL2.Z/ Š D4 �D2
D6.

The amalgamated product G1 �G3
G2 is called nontrivial if G3 ¤ G1 and

G3 ¤ G2. We state the following four theorems without proofs.

13.9 Theorem (Serre [57]). For n > 3 the groups SLn.Z/ and GLn.Z/ cannot be
represented as nontrivial amalgamated products.

Let Fn be a free group with basis X D fx1; x2; : : : ; xng and let Aut.Fn/ be
the automorphism group of Fn. The group Aut.Fn/ is a classical object in group
theory, as is the group GLn.Z/. It is known (see [40] or Theorem 1.7 in Chapter 3
of this book) that there exists an epimorphism Aut.Fn/ ! GLn.Z/ given by the
following rule: the image of an element ˛ 2 Aut.Fn/ is the matrix N̨ whose entry
N̨ ij is equal to the sum of the exponents of the letter xj in the word ˛.xi /. Denote
by SAut.Fn/ the full preimage of the group SLn.Z/ under this epimorphism.

13.10Theorem (Bogopolski [11]). 1) For n > 3 the groups Aut.Fn/ and SAut.Fn/

cannot be represented as nontrivial amalgamated products.
2) The group Aut.F2/ can be represented as a nontrivial amalgamated product.

This representation is unique up to conjugation.

Notice that Theorem 13.9 follows from the first claim of Theorem 13.10 in view
of Exercise 12.5.

The proofs of the following theorems of Ihara and Nagao are contained in [57].
Let p be a prime number. We denote by ZŒ1=p� the subring of the ring Q

of rational numbers consisting of all numbers of the form n=pk , where n 2 Z,
k 2 f0; 1; : : : g.

13.11 Theorem (Ihara).

SL2.ZŒ1=p�/ Š SL2.Z/ ��0.p/ SL2.Z/;
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where 	0.p/ is the subgroup of the group SL2.Z/ consisting of all matrices of the
form

�
a b
c d

�
, where c � 0 .mod p/.

LetK be an arbitrary commutative and associative ring with the identity element.
Denote by B.K/ the subgroup of the group GL2.K/ consisting of all matrices of
the form

�
a b
0 d

�
.

13.12 Theorem (Nagao). Let kŒt � be the ring of polynomials in t over the field k.
Then

GL2.kŒt �/ D GL2.k/ �B.k/ B.kŒt �/:

13.13 Theorem. For any integer m > 2 the matrices

t12.m/ D
�
1 m

0 1

�
; t21.m/ D

�
1 0

m 1

�
generate in SL2.Z/ a free group of rank 2.

Proof. With the notation of Theorem 13.7, we have t12.m/ D .B�1A/m and
t21.m/ D .BA�1/m. It remains to note that any nonempty reduced product of
two words .B�1A/m and .BA�1/m has a nontrivial normal form in the amalga-
mated product in Theorem 13.7. �

Another proof of this theorem, using direct matrix computations, can be found
in [38].

14 HNN extensions

Let G be a group and let A and B be subgroups of G with ' W A ! B an isomor-
phism. Let hti be the infinite cyclic group, generated by a new element t . The HNN
extension of G relative to A, B and ' is the factor group G� of G � hti by the
normal closure of the set ft�1at.'.a//�1 j a 2 Ag. The groupG is called the base
of G�, t is the stable letter, and A and B are the associated subgroups. We use the
following notation for the group G�:

hG; t j t�1at D '.a/; a 2 Ai:
Below we will show that any element in the group G� has a unique normal

form. From this we will deduce that the groups G and hti can be canonically
embedded into G�. After identification of G and hti with their images in G� the
subgroups A and B will be conjugate in G� by t . Moreover the restriction on A of
this conjugation will coincide with the isomorphism '.

Let i W G � hti ! G� be the canonical homomorphism. Any element x 2 G�
can be written as x D i .g0/i .t/

"1i .g1/ : : : i .t/
"ni .gn/, where gi 2 G, "j D ˙1.

Simplifying the notation, we write this as x D g0t
"1g1 : : : t

"ngn.
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Choose systems of representatives TA of the right cosets of A in G and TB of
the right cosets of B in G. We shall assume that 1 represents the cosets A and B .
If g 2 G, then we denote by Ng the representative of the coset Ag and by Og the
representative of the coset Bg.

Further the letter g with a subscript will denote an element of the group G. By
" with a subscript we mean 1 or �1.

14.1 Definition. A normal form is a sequence .g0; t
"1 ; g1; : : : ; t

"n ; gn/ such that

1) g0 is an arbitrary element of G;
2) if "i D �1, then gi 2 TA;
3) if "i D 1, then gi 2 TB ;
4) there is no consecutive subsequence t", 1, t�".

Using the relations t�1a D '.a/t�1 and tb D '�1.b/t , where a 2 A, b 2 B ,
one can write any element ofG� in the form g0t

"1g1 : : : t
"ngn, where the sequence

.g0; t
"1 ; g1; : : : ; t

"n ; gn/ is a normal form.

14.2 Example. Consider the HNN extension G� D ha; b; t j t�1a2t D b3i, with
base G D F.a; b/ and associated subgroups A D ha2i and B D hb3i. As TA

we take the set of all reduced words in F.a; b/ which do not begin with a power
of a except possibly a1. As TB we take the set of all reduced words in F.a; b/
which do not begin with a power of b except possibly b1 and b2. We compute
the normal form of the element x D b2t�1a�4tb5abt�1a4b3a by rewriting this
word from the end. Since a4b3a D b3a and t�1a4 D b6t�1, we have x D
b2t�1a�4tb5ab7t�1b3a. Since 1b5ab7 D b2ab7 and tb3 D a2t , it follows that
x D b2t�1a�2tb2ab7t�1b3a D bab7t�1b3a. The sequence .bab7; t�1; b3a/ is
a normal form.

14.3 Theorem. Let G� D hG; t j t�1at D '.a/; a 2 Ai be an HNN extension of
the group G with associated subgroups A and B . Then the following statements
hold.

1) Every element x of G� has a unique representation xDg0t
"1g1 : : : t

"ngn,
where .g0; t

"1 ; g1; : : : ; t
"n ; gn/ is a normal form.18

2) The groupG is embedded inG� by themapg 7! g. Ifw D g0t
"1g1 : : : t

"ngn,
n > 1, and this expression does not contain subwords t�1gi t with gi 2 A,
or tgj t

�1 with gj 2 B , then w ¤ 1 in G�.

The statement on the embedding of G in G� was proven by G. Higman,
B. H. Neumann and H. Neumann (1949). Therefore this construction is called
an HNN extension. The last part of statement 2) was proved by J. L. Britton and is
called Britton’s lemma.

18Therefore the expression g0t"1 g1 : : : t"n gn is also called the normal form of the element x.
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Proof. The proof of the first statement is similar to the proof of Theorem 11.3.
To prove the existence of the desired representation of x one takes an arbitrary
expression for x as a word in elements of G and t , and rewrites it, moving from
right to left as in the example above. In this process two operations are used:
forming coset representatives and replacing t�1a by '.a/t�1 if a 2 A, and tb by
'�1.b/t if b 2 B .

Now we prove the uniqueness of such representation. To this end we define an
action of G� on the set W of all normal forms in such a way that the image of the
form .1/, consisting of 1, under the action of the element x will be equal to the
normal form of x.

Let � D .g0; t
"1 ; g1; : : : ; t

"n ; gn/ 2 W . We define the actions of the ele-
ments g 2 G, t and t�1 on � by the following formulas:

g � � D .gg0; t
"1 ; g1; : : : ; t

"n ; gn/I

t � � D
(
.'�1.g0/g1; t

"2 ; g2; : : : ; t
"n ; gn/ if "1 D �1, g0 2 B ,

.'�1.b/; t; yg0; t
"1 ; g1; : : : ; t

"n ; gn/ otherwise;

where b is the element of B such that g0 D b yg0;

t�1 � � D
(
.'.g0/g1; t

"2 ; g2; : : : ; t
"n ; gn/ if "1 D 1, g0 2 A,

.'.a/; t�1; Ng0; t
"1 ; g1; : : : ; t

"n ; gn/ otherwise;

where a is the element of A such that g0 D a Ng0.
The first formula defines an action ofG on the setW . The second and the third

formulas define the action of hti on W (Exercise 14.4). So G � hti acts on W in a
natural way. Let N be the normal closure of ft�1at'.a/�1 j a 2 Ag in G � hti.
The subgroup N acts trivially on W (Exercise 14.5). Therefore G \N D f1g and
hence G is embedded in G� D .G � hti/=N . Moreover, since N lies in the kernel
of the action of G onW , the group G� also acts onW . Now the uniqueness of the
normal form follows from Exercise 14.6.

Next we prove the last claim of statement 2). To do this we apply the process
of rewriting w in the normal form. Using the assumptions, one can show that this
normal form contains 2nC 1 > 3 terms. On the other hand, the normal form of the
identity element is .1/. Hence w ¤ 1 by the statement 1). �

14.4 Exercise. Prove that the composition of the actions of the elements t and t�1

on W is the trivial action.

14.5 Exercise. Prove that the actions of the elements t�1at and '.a/ onW coincide
for any a 2 A.

14.6 Exercise. Let x D g0t
"1g1 : : : t

"ngn 2 G�, where .g0; t
"1 ; g1; : : : ; t

"n ; gn/

is a normal form. Prove that the image of the normal form .1/ under the action of
the element x is equal to the form .g0; t

"1 ; g1; : : : ; t
"n ; gn/.
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14.7 Corollary. Let G� D hG; t j t�1at D '.a/; a 2 Ai be an HNN extension of
the group G with the associated subgroups A and B . Then the canonical homo-
morphism i W G � hti ! G� induces embeddings of the groups G and hti into
the group G�. Identify these groups with their images in G�. Then the subgroups
A and B are conjugate in G� by the element t . Moreover the restriction to A of
conjugation by t coincides with the isomorphism '.

15 Trees and HNN extensions

A graph consisting of one vertex and two mutually inverse edges is called a loop:




15.1 Theorem. Let G D hH; t j t�1at D '.a/; a 2 Ai be an HNN extension of
the groupH with the associated subgroupsA and '.A/. Then there exists a treeX
on which G acts without inversion of edges such that the factor graph G n X is a
loop. Moreover, there is a segment zY in X such that the stabilizers of its vertices
and edges in the group G are equal toH , tHt�1 and A respectively.

Proof. Set X0 D G=H , X1C D G=A (here all cosets are left), ˛.gA/ D gH ,
!.gA/ D gtH , and let zY be the segment inX with the verticesH , tH and positively
oriented edge A. Define the action ofG on the graphX by left multiplication. The
rest of the proof is similar to the proof of Theorem 12.1, and we leave it for the
reader. �

15.2 Theorem. Let a group G act without inversion of edges on a tree X and let
the factor graph Y D G n X be a loop. Let zY be an arbitrary segment in X ,
let P , Q and e, Ne be the vertices and the edges of this segment, and let GP , GQ

and Ge D G Ne be the stabilizers of these vertices and edges in the group G. Let
x 2 G be an arbitrary element such that Q D xP . Put G0

e D x�1Gex and let
' W Ge ! G0

e be an isomorphism induced by the conjugation by x. ThenG0
e 6 GP

and the homomorphism

hGP ; t j t�1at D '.a/; a 2 Gei ! G

which is the identity on GP and sends t to x is an isomorphism.

The proof is similar to the proof of Theorem 12.3.

16 Graphs of groups and their fundamental groups

In this section we define the fundamental group of a graph of groups, thereby
generalizing the definitions of amalgamated product and HNN extension.



16. Graphs of groups and their fundamental groups 85

16.1 Definition. A graph of groups .G; Y / consists of a connected graph Y , a
vertex group Gv for each vertex v 2 Y 0, an edge group Ge for each edge e 2 Y 1,
and monomorphisms f˛e W Ge ! G˛.e/ j e 2 Y 1g; we require in addition that
Ge D G Ne .

Sometimes we use the monomorphism !e W Ge ! G!.e/ defined by !e D ˛ Ne .
Denote by F.G; Y / the factor group of the free product of all groups Gv (v 2 Y 0)
and the free group with basis fte j e 2 Y 1g by the normal closure of the set of
elements t�1

e ˛e.g/te � .˛ Ne.g//�1 and tet Ne (e 2 Y 1, g 2 Ge).
We will define the fundamental group of a graph of groups .G; Y / with respect

to a vertex and also with respect to a maximal subtree of the graph Y . We will show
that these definitions yield isomorphic groups.

16.2 Definition. Let .G; Y / be a graph of groups and let P be a vertex of the
graph Y . The fundamental group �1.G; Y; P / of the graph of groups .G; Y / with
respect to the vertex P is the subgroup of the group F.G; Y / consisting of all
elements of the form g0te1

g1te2
: : : ten

gn, where e1e2 : : : en is a closed path in Y
with the initial vertex P , g0 2 GP , gi 2 G!.ei /, 1 6 i 6 n.

16.3 Definition. Let .G; Y / be a graph of groups and let T be a maximal subtree
of the graph Y . The fundamental group �1.G; Y; T / of the graph of groups .G; Y /
with respect to the subtree T is the factor group of the groupF.G; Y / by the normal
closure of the set of elements te (e 2 T 1).

16.4 Examples. 1) If Gv D f1g for all v 2 Y 0, then �1.G; Y; P / Š �1.Y; P /,
where�1.Y; P / is the fundamental group of the graphY with respect to the vertexP
(see Section 4).

2) If 
 
P Qe
Y D is a segment, then the group �1.G; Y; Y / is isomorphic

to the free product of the groups GP and GQ amalgamated over the subgroups
˛e.Ge/ and ˛ Ne.Ge/.

3) If 
Y D P e is a loop, then the group �1.G; Y; P / is isomorphic to

the HNN extension with the base GP and the associated subgroups ˛e.Ge/, and
˛ Ne.Ge/.

4) For an arbitrary graph of groups .G; Y /, the fundamental group �1.G; Y; T /
can be obtained from the fundamental group �1.G; T; T / by consecutive appli-
cations19 of HNN extensions. The group �1.G; T; T / can be obtained from the
fundamental group of a segment of groups (for jT 0j > 1) by successive applica-
tions of the construction of an amalgamated product.

19The number of applications is equal to the number of pairs of mutually inverse edges of the graph
Y not lying in the tree T .
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16.5 Theorem. Let .G; Y / be a graph of groups, let P be a vertex of Y and let
T be a maximal subtree of Y . The restriction p of the canonical homomorphism
F.G; Y / ! �1.G; Y; T / to the subgroup �1.G; Y; P / is an isomorphism onto
�1.G; Y; T /.

Proof. For any vertex v of the graphY distinct fromP , there exists a unique reduced
path e1e2 : : : ek in the tree T from P to v. The corresponding element te1

te2
: : : tek

of the group F.G; Y / is denoted by 
v . We set 
P D 1. Define a map q0 from the
set of generators of the group �1.G; Y; T / to the group �1.G; Y; P / by the rules
g 7! 
vg


�1
v for g 2 Gv , v 2 Y 0 and te 7! 


˛.e/
te


�1
!.e/

for e 2 Y 1. The theorem
now follows from the next exercise. �

16.6 Exercise. 1) Show that the map q0 can be extended to a homomorphism
q W �1.G; Y; T / ! �1.G; Y; P /.

2) Verify that the homomorphisms q B p and p B q are the identities.

16.7 Corollary. The fundamental groups �1.G; Y; P / and �1.G; Y; T / are iso-
morphic for any choice of the vertex P and any choice of the maximal subtree T in
the graph Y .

The isomorphism class of these groups is denoted by �1.G; Y /.

16.8 Reduced expressions. Let .G; Y / be a graph of groups with a fixed maximal
subtreeT inY . Letg 2 Gv andg0 2 Gu, whereu; v 2 Y 0. We say that the elements
g and g0 are equivalent (with respect to T ) if g0 D !ek

˛�1
ek
: : : !e1

˛�1
e1
.g/, where

e1 : : : ek is a path in the tree T from v to u. We assume also that g is equivalent
to g.

Fix an orientation Y 1C of the graph Y . Then any element x 2 �1.G; Y; T / can
be written as g1g2 : : : gn, where each gi belongs to a vertex group or is equal to
t˙1
e for e 2 Y 1C � T 1. Such an expression is called reduced if

1) the adjacent elements gi , giC1 are not equivalent to elements of the same
vertex group (in particular the adjacent elements do not lie in the same vertex
group);

2) it does not contain subwords of the type tet
�1
e and t�1

e te;
3) it does not contain subwords of the type t�1

e gte , where g is an element of a
vertex group equivalent to an element from ˛e.Ge/;

4) it does not contain subwords of the form tegt
�1
e , where g is an element of a

vertex group equivalent to an element from !e.Ge/.

Observe that if the expression g1g2 : : : gn is not reduced, one can shorten it
using the relations of the group �1.G;Y ;T /. This proves the existence of a reduced
expression for any element x 2 �1.G; Y; T /. The following example shows that
an element can have several reduced expressions.
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16.9 Example. Let Y be a graph with vertices u, v and the edges e1, Ne1, e2, Ne2

such that ˛.e1/ D ˛.e2/ D u, !.e1/ D !.e2/ D v. Put Gu D ha j a12 D 1i,
Gv D hb j b18 D 1i, Ge1

D hc j c2 D 1i, Ge2
D hd j d3 D 1i; ˛e1

.c/ D a6,
!e1

.c/ D b9, ˛e2
.d/ D a4, !e2

.d/ D b6. Let T be the maximal subtree of Y
containing the vertices u, v and the edges e1, Ne1. Then

�1.G; Y; T / D ha; b; t j a12 D 1; b18 D 1; a6 D b9; t�1a4t D b6i:
The element bt�1a3ta6b3t�1 has reduced expressions bt�1a�1 and b�5t�1a3.

16.10 Theorem. If an element g of the fundamental group �1.G; Y; T / has a
reduced expression different from 1, then g ¤ 1. In particular the groups Gv ,
v 2 Y 0, can be canonically embedded in the group �1.G; Y; T /.

Proof. The proof proceeds by induction on the number of edges of the graph Y with
the help of the statements in 16.4. The base of induction is valid by Corollaries 11.5,
11.6 and Theorem 14.3. �

17 Therelationshipbetweenamalgamatedproducts andHNN
extensions

Let G D hH; t j t�1at D '.a/; a 2 Ai be an HNN extension. We will prove that
the kernel of the epimorphism 
 W G ! hti given by the rule t 7! t , h 7! 1, h 2 H ,
is an amalgamated product.

Let C1 be the graph introduced in Section 1. Recall that the vertices of the graph
C1 are the integers, the edges are the symbols en, Nen (n 2 Z), while ˛.en/ D n,
!.en/ D n C 1. To each vertex n we associate the group Hn D fhn j h 2 H g,
which is the nth copy of the group H . To each edge we associate the group A.
Define the embeddings of the groupA, corresponding to an edge en, into the vertex
groups Hn and HnC1 by the rules a 7! .'.a//n and a 7! anC1.

� � � �������	
H�2

�������	
H�1

�������	
H0

�������	
H1

�������	
H2A A A A � � �

Figure 17

The fundamental group F of the defined graph of groups (Figure 17) has the
presentation

h�i2ZHi j anC1 D .'.a//n; a 2 A; n 2 Zi:
Let hti be the infinite cyclic group generated by a new element t . Define the semi-
direct product F Ì hti by setting t�1hi t D hiC1, hi 2 Hi , i 2 Z.

17.1 Theorem. F Ì hti Š G.



88 Chapter 2. Introduction to combinatorial group theory

Proof. The proof follows from the fact that the group F Ì hti is generated by the
subgroup H0 and the element t , and that all its relations follow from the relations
of the group H0 and the relations t�1a0t D .'.a//0, a 2 A. �

17.2 Exercise. Let A 6 C , B 6 D and let ' W A ! B be an isomorphism. The
homomorphism from the amalgamated product G D hC �D j a D '.a/; a 2 Ai
to the HNN extension F D hC �D; t j t�1at D '.a/; a 2 Ai given by the rule
c 7! t�1ct , d 7! d , c 2 C , d 2 D, is an embedding.

Hint. This homomorphism carries a nontrivial reduced expression from G to a
nontrivial reduced expression from F .

17.3 Exercise. Deduce Corollary 11:6 from Theorem 14:3 and Exercise 17:2.

18 The structure of a group acting on a tree

18.1 Definition. Let p W X ! Y be a morphism from a treeX to a connected graph
Y and let T be a maximal subtree in Y . A pair . zT ; zY / of subtrees in X is called a
lift of the pair of graphs .T; Y / if zT � zY and

1) each edge from zY 1 � zT 1 has the initial or the terminal vertex in zT ;
2) p maps zT isomorphically onto T and p maps zY 1 � zT 1 bijectively onto
Y 1 � T 1.

For any vertex v 2 Y 0 (D T 0) let Qv denote its preimage in zT 0 and for any edge
e 2 Y 1 let Qe denote its preimage in zY 1 (see Figure 18).

By Theorem 16.10 we may identify the vertex groups of the graph of groups
.G; Y / with their canonical images in the fundamental group �1.G; Y; T /.

18.2 Theorem. Let G D �1.G; Y; T / be the fundamental group of a graph of
groups .G; Y / with respect to a maximal subtree T . Then the groupG acts without
inversion of edges on a treeX such that the factor graphG nX is isomorphic to the
graph Y and the stabilizers of the vertices and edges of the tree X are conjugate
to the canonical images in G of the groups Gv , v 2 Y 0, and ˛e.Ge/, e 2 Y 1,
respectively.

Moreover, for the projection p W X ! Y corresponding to this action, there
exists a lift . zT ; zY / of the pair .T; Y / such that

1) the stabilizer of any vertex Qv 2 zT 0 (any edge Qe 2 zY 1 with the initial point
in zT 0) in the group G is equal to the group Gv (respectively to the group
˛e.Ge/);

2) if the terminal vertex of an edge Qe 2 zY 1 does not lie in zT 0, then the element
t�1
e carries this vertex into zT 0.
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Proof. The proof is similar to the proof of Theorems 12.1 and 15.1. Therefore we
only define the graphs X , zT , zY and the action of the group G on X .

Choose an arbitrary orientation of the graph Y . For any vertex v 2 Y 0 we
identify the group Gv with its canonical image in the group G. For any edge
e 2 Y 1C we identify the groupGe with the canonical image of the subgroup ˛e.Ge/

in the group G. Recall that te D 1 in G if and only if e 2 T 1.
We define the graphX in the following way (all unions are disjoint and all cosets

are left):
X0 D S

v2Y 0

G=Gv; X1C D S
e2Y 1

C

G=Ge;

˛.gGe/ D gG˛.e/; !.gGe/ D gteG!.e/; g 2 G; e 2 Y 1C:

The group G acts on the graph X by left multiplication.
The valency of the vertex gGv is equal to

P jGv W ˛e.Ge/j, where the sum is
taken over all edges e 2 Y 1 with initial vertex v.

The lift zT of the tree T is defined in a natural way:

zT 0 D S
v2T 0

fGvg; zT 1C D S
e2T 1

C

fGeg:

The graph zY consists of the vertices and edges of the graph zT , and of the vertices
teG!.e/ and edges Ge , e 2 Y 1C � T 1C, together with their inverses. �

18.3 Corollary. Any finite subgroup of the fundamental group �1.G; Y; T / is con-
jugate to a subgroup of its vertex group.

Proof. The result follows from Theorem 18.2 and Corollary 2.6. �

18.4. LetG be a group acting on a treeX without inversion of edges. LetY D GnX
be a factor graph, p W X ! Y the canonical projection, T a maximal subtree of Y
and . zT ; zY / a lift of the pair .T; Y /.
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We define a graph of groups .G; Y / in the following way. For each vertex (each
edge) y of the graph Y we setGy equal to the stabilizer StG. Qy/ of the corresponding
lift Qy. For each edge e 2 Y 1 � T 1 with !. Qe/ … zT 0, choose an arbitrary element
te 2 G such that !. Qe/ D te e!.e/ (recall that e!.e/ 2 zT 0). Put t Ne D t�1

e .
For each e 2 Y 1 define an embedding !e W Ge ! G!.e/ in the following way:

!e.g/ D
(
g if !. Qe/ 2 zT 0,

t�1
e gte if !. Qe/ 2 zY 0 � zT 0.

18.5 Theorem. Let a group G act without inversion of edges on a tree X . Then
there exists a canonical isomorphism fromG onto the group�1.G; Y; T /, defined in
Section 18.4. This isomorphism extends the identity isomorphisms StG. Qv/ ! Gv ,
v 2 Y 0, and carries te to te , e 2 Y 1 � T 1.

Proof. The proof is analogous to the proof of Theorem 12.3 (see also Theorem 15.2).
�

18.6 Remark. Let .G; Y / be a graph of groups and let X be the tree constructed
from this graph of groups as in the proof of Theorem 18.2. Any subgroup H of
the fundamental group �1.G; Y; T / acts on X , and by Theorem 18.5 the subgroup
H itself is the fundamental group of a graph of groups. We will not describe the
structure ofH in the general case precisely. Instead we consider only Example 18.7
and prove Kurosh’s theorem for a special type of graph of groups.

18.7 Example. Let' be a homomorphism from the fundamental group of the trefoil
knotG D ha; b j a2 D b3i to the group S3 given by the rule a 7! .12/, b 7! .123/.
We find a presentation of its kernelH in the form of fundamental group of a graph
of groups.

The groupG is the fundamental group of the segment of groups �������	
hbi

�������	
haihb3iDha2i

.
A part of the corresponding treeX is drawn in Figure 19 on the left. The vertices of
this tree are the left cosets of subgroups hai and hbi inG, and the positively oriented
edges are the left cosets of the subgroup ha2i (D hb3i) in G. The vertices ghbi
and ghai are connected by the positively oriented edge gha2i. The group H acts
on the tree X by left multiplication. The corresponding factor graph Y is drawn in
Figure 19 on the right.

Indeed, since f1; b; b2; a; ba; b2ag is a system of representatives of left cosets
of H in G, any vertex of the form ghai is H -equivalent to one of the vertices
hai, bhai or b2hai, and these three vertices are not H -equivalent. Similarly, since
f1; b; b2; a; ab; ab2g is also a system of representatives of left cosets of H in G,
any vertex of the form ghbi is H -equivalent to one of the vertices hbi or ahbi, and
these two vertices are not H -equivalent. Therefore we have 5 equivalence classes
A, D, E, B , C of the vertices of the tree X . Their representatives are the vertices
hai, bhai, b2hai, hbi, ahbi.
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Figure 19

It is easy to see that there are exactly 6 equivalence classes of positively ori-
ented edges of the tree X . Their representatives are positively oriented edges from
the minimal subtree zY containing the vertices bhai, b2hai, abhai, ab2hai. The
vertices bhai and ab2hai areH -equivalent, since ab2a�1b�1 � bhai D ab2hai and
ab2a�1b�1 2 H . Therefore they are projected to the same vertex D. Similarly,
the vertices b2hai and abhai are projected to the same vertex E.

Let T be the maximal subtree of the graph Y which contains all vertices and
edges of this graph except the edges CD, CE and their inverses. As its lift zT in the
tree X , we take the minimal subtree containing the vertices bhai, b2hai and ahbi.
Then . zT ; zY / is a lift of the pair .T; Y /. It is easy to show that the stabilizers of all
vertices of the tree zT and all edges of the tree zY in the group H are equal to ha2i.
Therefore to each vertex and to each edge of the graph Y we assign the group ha2i.
All embeddings of edge groups into the corresponding vertex groups are identities,
since ha2i is the center of the group G.

Thus, we have constructed the graph of groups .H; Y /whose fundamental group
with respect to the maximal subtree T is isomorphic to H . From this we deduce
that H has the presentation

hx; t1; t2 j t�1
1 xt1 D x; t�1

2 xt2 D xi;

in which the letters x, t1, t2 correspond to the elements a2, ab2a�1b�1, aba�1b�2.
The element ab2a�1b�1 carries the vertex bhai of the tree zT to the vertex ab2hai
of the tree zY . The element aba�1b�2 carries the vertex b2hai of the tree zT to the
vertex abhai of the tree zY .
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19 Kurosh’s theorem

Kurosh’s theorem is the special case of the following theorem for A D f1g.

19.1Theorem. LetH be a free product of the groupsHi , i 2 I , amalgamated over
a common subgroupA.20 Let G be a subgroup of H such that G \ xAx�1 D f1g
for all x 2 H . Then there exists a free group F and a system of representatives Xi

of double cosets G nH=Hi such that G is the free product of the group F and the
groups G \ xHix

�1 for i 2 I , x 2 Xi .

Proof. LetX be a tree on which the fundamental groupH acts as described in Theo-
rem 18.2. From the proof of that theorem we haveX0 D H=A[.Si2I H=Hi / and
X1C D S

i2I .H=A � fig/. The initial and the terminal vertices of an edge .hA; i/
are hA and hHi . The group G acts on X by left multiplication. To understand the
structure of G, we will use definitions from Section 18.4 and Theorem 18.5.

� ���
��

� �
����� �H2

H1

H3

A
A

A

A

:::

Figure 20

Let Y D G n X be the factor graph, p W X ! Y the canonical projection, T a
maximal subtree of Y , and . zT ; zY / a lift of the pair .T; Y / in the tree X .

The set of vertices of the tree zT is a maximal set of left cosets of the form xA

and xHi , i 2 I , with the property that these cosets are not G-equivalent. Thus,
there exist systems of representatives XA and Xi of double cosets G n H=A and
G nH=Hi such that zT 0 D fxA j x 2 XAg [ S

i2I fxHi j x 2 Xig.
The stabilizer inG of a vertex of the form xA is equal toG\xAx�1 D f1g. The

stabilizer in G of a vertex of the form xHi is equal to G \ xHix
�1. The stabilizer

in G of any edge of the graph X is trivial, since the edges have the form xA. The
theorem now follows from definitions in Section 18.4 and Theorem 18.5.

For each edge Qe 2 zY 1 with terminal vertex outside zT 0, choose an element
t�1
e 2 G carrying this vertex into zT 0. Then F has a basis consisting of all such

elements te . �

19.2 Exercise. Consider the homomorphism SL2.Z/ D Z4 �Z2
Z6 ! Z12 given

by the natural embeddings of the factors in the group Z12. Prove that its kernel is
a free group of rank 2.

20In other words, H is the fundamental group of the graph of groups drawn in Figure 20. Every edge
group A embeds into the vertex group A identically.
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19.3 Remark. With the help of the ends of groups, Stallings proved the following
theorem: a group G is the fundamental group of a finite graph of finite groups21 if
and only if G has a subgroup of finite index which is free of finite rank (see [60]).

20 Coverings of graphs

20.1 Definition. A morphism of graphs f W X ! Y is called a covering map if f
maps the set of vertices and the set of edges of the graph X onto the set of vertices
and the set of edges of the graph Y in such a way that the star of every vertex v 2 X0

is bijectively mapped to the star of the vertex f .v/.
Let f W X ! Y be a covering map. The fiber over a vertex u 2 Y 0 is the full

preimage of u under the map f . Similarly one defines the fiber over an edge of Y 1.

20.2 Examples. 1) For any integer n > 1 there exists a covering map from the
graph C1 onto the graph Cn (see the definitions of these graphs in Section 1).

2) There are covering maps from the graphs drawn in Figures 12, 22 and 38
onto the graph drawn in Figure 21.

��
	

��
	
�a b

� �

Figure 21

3) Let 	.G; S/ be the Cayley graph of a group G with respect to a generating
set S . Any subgroup H of the group G acts by left multiplication on 	.G; S/.
The canonical projection 	.G; S/ ! H n 	.G; S/ is a covering. The graph
f1g n 	.G; S/ coincides with 	.G; S/, while the graph R.S/ D G n 	.G; S/ has
one vertex and jS j pairs of mutually inverse edges.

Let f W X ! Y be a covering and let p be a path in Y . A lift of the path p is
any path l in X such that f .l/ D p.

20.3 Exercise. Let f W X ! Y be a covering. Then the following hold.

1) For any path p in the graph Y and for any lift v of its initial vertex, there
exists a unique lift of p starting at v.

2) If two paths l1 and l2 in X are homotopic, then their projections f .l1/ and
f .l2/ are homotopic. Conversely, if the paths p1 and p2 in Y are homotopic,
then their lifts inX which start at the same vertex are homotopic. In particular,
these lifts have the same terminal vertex.

21This means that the graph is finite and the vertex groups are also finite.



94 Chapter 2. Introduction to combinatorial group theory

Let X and Y be connected graphs and let f W .X; x/ ! .Y; y/ be a morphism.
By Exercise 4.4, the map f� W �1.X; x/ ! �1.Y; y/ defined by the rule f�.Œl�/ D
Œf .l/� is a homomorphism.

20.4 Exercise. Let X and Y be connected graphs and let f W .X; x/ ! .Y; y/ be a
covering. Ifp is a closed path inY such that its homotopy class lies inf�.�1.X; x//,
then its lift l with initial vertex x is closed.

We say that a covering f W .X; x/ ! .Y; y/ corresponds to the subgroup H of
the group �1.Y; y/ if f�.�1.X; x// D H .

20.5 Theorem. In the following claims we assume that all graphs are connected.

1) Iff W .X; x/ ! .Y; y/ is a covering, then thehomomorphismf� W �1.X; x/ !
�1.Y; y/ is an embedding.

2) For each subgroupH 6 �1.Y; y/ there exists a covering f W .X; x/ ! .Y; y/

such that f�.�1.X; x// D H .

3) Let f1 W .X1; x1/ ! .Y; y/ and f2 W .X2; x2/ ! .Y; y/ be coverings such
that f1�.�1.X1; x1// D f2�.�1.X2; x2// D H . Then there exists an iso-
morphism p W .X1; x1/ ! .X2; x2/ such that f1 D f2p.

30) Let f1 W .X1; x1/ ! .Y; y/ and f2 W .X2; x2/ ! .Y; y/ be coverings such
that f1�.�1.X1; x1// 6 f2�.�1.X2; x2//. Then there exists a covering
p W .X1; x1/ ! .X2; x2/ with f1 D f2p.

4) Let f W .X; x/ ! .Y; y/ be a covering. The graph X is a tree if and only if
f�.�1.X; x// D f1g. If X is a tree, then the group �1.Y; y/ acts on it freely
and the factor graph is isomorphic to the graph Y .

5) LetH beanormal subgroupof the group�1.Y; y/and letf W .X; x/ ! .Y; y/

be the covering corresponding toH . Then the factor group �1.Y; y/=H acts
on X freely and the factor graph by this action is isomorphic to Y .

Proof. 1) Denote by 1x and 1y the degenerate paths in X and Y with the initial
verticesx andy. Let Œl � 2 �1.X; x/ and suppose thatf�.Œl�/ D Œ1y �. Then the paths
f .l/ and 1y are homotopic. By Exercise 20.3 their lifts l and 1x are homotopic,
hence Œl � D 1.

2) Choose a maximal subtree T in Y . For any vertex v of the graph Y there
exists a unique reduced path going from y to v in the tree T . Denote this path
by pv . For any edge e 2 Y 1 we define the path pe D p

˛.e/
ep�1

!.e/
. In Section 4 it

was shown that �1.Y; y/ is a free group with basis fŒpe� j e 2 Y 1C � T 1g, where
Y 1C is an arbitrary orientation of the graph Y .

Let fti j i 2 I g be a system of representatives of the right cosets of H in
�1.Y; y/ such that the representative of H is equal to t1 where t1 D 1. Set X0 D
f.v; i/ j v 2 Y 0; i 2 I g, X1 D f.e; i/ j e 2 Y 1; i 2 I g, ˛..e; i// D .˛.e/; i/,
and !..e; i// D .!.e/; j /, where j is a subscript such that Htj D Hti Œpe�. Put
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.e; i/ D . Ne; j /. We distinguish the vertex x D .y; 1/ in the graph X and define
a map f W X ! Y by the rule f ..v; i// D v, f ..e; i// D e, v 2 X0, e 2 X1.
Obviously, f is a covering.

We prove that the graph X is connected. For each i 2 I let Ti be the subgraph
of the graph X with the set of vertices f.v; i/ j v 2 T 0g and the set of edges
f.e; i/ j e 2 T 1g. Clearly, the graph Ti is isomorphic to T and hence is connected.
Clearly,

S
i2I T

0
i D X0. Therefore it is sufficient to prove that for any i; j 2 I the

graphs Ti and Tj are connected by a path inX . Let g D e1 : : : es be a path in Y with
initial and terminal vertex y such that Hti Œg� D Htj . Then Œg� D Œpe1

� : : : Œpes
�.

Define a sequence .i1; i2; : : : ; isC1/ by the rules i1 D i , HtikC1
D Htik Œpek

�,
1 6 k 6 s. Then isC1 D j and the path .e1; i1/ : : : .es; is/ connects the vertices
.y; i/ 2 Ti and .y; j / 2 Tj . Thus the graphX is connected and the mapf W X ! Y

is a covering.
Notice that an arbitrary path .e1; 1/.e2; i2/ : : : .es; is/ in X with initial vertex

x D .y; 1/ is closed if and only if the path g D e1e2 : : : es in Y with initial
vertex y is closed and H � 1 � Œpe1

� : : : Œpes
� D H � 1, that is, Œg� 2 H . Therefore

f�.�1.X; x// D H .
3) Define a map p W X1 ! X2 in the following way. Let x be an arbitrary vertex

(edge) of the graph X1. Choose an arbitrary path l1 in X1 with initial vertex x1

and terminal vertex (edge) x. By Exercise 20.3.1, there exists a unique path l2 in
X2 with initial vertex x2 such that f1.l1/ D f2.l2/. Set p.x/ equal to the terminal
vertex (edge) of the path l2.

We prove that this definition does not depend on the choice of the path l1. It is
sufficient to consider the case when x is a vertex. Let l 01 be another path inX1 with
initial vertex x1 and terminal vertex x. Let l 02 be a path in X2 with initial vertex x2

such that f1.l
0
1/ D f2.l

0
2/.

We say that paths a and b differ by a path c if the path ca is homotopic to the
path b. Since l1 and l 01 differ by a closed path, f1.l1/ and f1.l

0
1/ differ by a path

whose homotopy class lies inH . By Exercise 20.4 the lifts l2 and l 02 of these paths
in X2 also differ by a closed path. In particular, the terminal vertices of the paths
l2 and l 02 coincide.

By definition of p we have that p W X1 ! X2 is a morphism and f1 D f2p.
Similarly one can define a morphism q W X2 ! X1 with the property f2 D f1q.
Since qp D id jX1

and pq D id jX2
, we see that p is an isomorphism.

Claim 30) can be proved in a similar way.
4) Since f� is an embedding, the condition f�.�1.X; x// D f1g is equivalent to

the condition �1.X; x/ D f1g. This means that X has no circuites. The remaining
statement follows from claim 5).

5) By claim 3), we may assume that the graph X is defined as in the proof of
claim 2). Then the left action of the group �1.Y; y/=H on X can be defined in the
following way. Let .u; i/ be a vertex or an edge of the graph X , and let Hg be a
coset of H in �1.Y; y/. We say that Hg carries .u; i/ to .u; j / if Htj D Hgti .
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The proof that this action has the required properties is not difficult and we leave it
to the reader. �

20.6 Corollary. Let X and Y be connected graphs and let f W X ! Y be a
covering. Then the cardinality of the preimage of any vertex or edge of Y is equal
to the index of the subgroup f�.�1.X; x// in the group �1.Y; f .x//.

This cardinality is called the multiplicity of the covering f .

Proof. The proof follows from the construction of the covering in the proof of
claim 2), with the help of claims 1) and 3) of Theorem 20.5. �

Using coverings, one can easily prove the Nielsen–Schreier theorem on sub-
groups of free groups.

20.7 Theorem. Any subgroup of a free group is a free group itself. If G is a free
group of finite rank andH is a subgroup of finite index n in G, then

rk.H/ � 1 D n.rk.G/ � 1/:
Proof. LetH be a subgroup of the free groupG. IdentifyGwith the group�1.Y; y/,
where Y is a graph with the single vertex y and rk.G/ positively oriented edges.
By Theorem 20.5, there is a covering f W .X; x/ ! .Y; y/ such that the embedding
f� identifies the group �1.X; x/ with the group H . By Theorem 4.3, the group
�1.X; x/ is free.

If jG W H j D n, then the multiplicity of the covering f is equal to n; hence
jX0j D n and jX1Cj D n � rk.G/. From Theorem 4.3 and Exercise 1.7 (under the
condition of finiteness of rk.G/ and n), it follows that �1.X; x/ is a free group of
rank n � rk.G/ � nC 1. �

21 S -graphs and subgroups of free groups

Let S be a fixed set and let F.S/ be the free group with basis S . Let X be a
connected graph.

A labelling of the edges of the graph X is a map s W X1 ! S [ S�1 such
that s. Ne/ D .s.e//�1 for e 2 X1. The label of a path l D e1 : : : ek in X is
the product s.l/ D s.e1/ : : : s.ek/ in F.S/. The label of a degenerate path is
the identity element. Notice that if the product of the paths l1 and l2 is defined,
then s.l1l2/ D s.l1/s.l2/. Since the labels of homotopic paths coincide, the map
s W �1.X; x/ ! F.S/ given by the rule Œp� 7! s.p/ is a well-defined homomor-
phism. Here p is an arbitrary path in X with initial and terminal vertices x and
Œp� is the homotopy class of p. The group s.�1.X; x// is called the s-fundamental
group of the graph X (relative to the labelling s).

Our immediate aim is to determine a class of labelled graphs for which the
homomorphism s is injective.
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21.1 Definition. A connected graphX with a distinguished vertex x and a labelling
s W X1 ! S [S�1 is called an S -graph if this labelling maps the star of any vertex
of X bijectively onto S [ S�1.

A simple example of an S -graph is the graph R.S/ consisting of a single vertex
v and jS j pairs of mutually inverse edges with a fixed bijective labelling R.S/1 !
S [ S�1. Obviously its s-fundamental group coincides with F.S/.

Other examples of S -graphs can be obtained from coverings. Let f W .X; x/ !
.R.S/; v/ be a covering, where X is a connected graph. We label each edge of X
by the same letter as its f -image. Then .X; x/ is an S -graph. It is easy to show
that any S -graph can be obtained in this way.

21.2 Proposition. Let X be an S -graph with a distinguished vertex x and a la-
belling s. Then the homomorphism s W �1.X; x/ ! F.S/ defined by the rule
Œp� 7! s.p/ is injective.

Proof. Any nontrivial homotopy class from �1.X; x/ contains a nondegenerate
reduced path and the label of this path is reduced and nontrivial. �

Thus, the s-fundamental group of the S -graph .X; x/ is free and has the basis
fs.pe/ j e 2 X1C � T 1g by Theorem 4.3.

We say that two S -graphs are S -isomorphic if there is an isomorphism from
one graph to the other carrying one distinguished vertex to the other and preserv-
ing the labels of edges. Theorem 20.5 and Corollary 20.6 imply the following
proposition.

21.3 Proposition. 1) For each subgroupH of the group F.S/ there exists a unique
S -graph,22 up to S -isomorphism, with s-fundamental groupH .

2) The index ofH in F.S/ equals the number of vertices of the S -graph corre-
sponding toH .

21.4 Theorem (M. Hall). The number of subgroups of finite index n in a finitely
generated group G is finite.

Proof. Since the group G is finitely generated, there exists an epimorphism

 W F.S/ ! G, where F.S/ is the free group with a finite basis S . The full
preimages of different subgroups of index n inG with respect to 
 are different and
have index n in F.S/. But the number of subgroups of index n in F.S/ is equal
to the number of classes of S -isomorphic S -graphs with n vertices and hence is
finite. �

21.5 Example. In the group F.a; b/ there are exactly three subgroups of index 2:

hb2; a2; abi; ha; b2; bab�1i; hb; a2; aba�1i:
These correspond to the S -graphs drawn in Figure 22.

22Such S -graph is called corresponding to the subgroup H .
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Figure 22

21.6 Exercise. Find bases for all 13 subgroups of index 3 in the group F.a; b/.

22 Foldings

Let F.S/ be the free group with basis S and let h1, … , hn be words in the alphabet
S [S�1. We describe how to construct the S -graph corresponding to the subgroup
H D hh1; : : : ; hni (see Proposition 21.3).

Let 	0 be a graph with one vertex x and n loops. We divide the i -th loop
into ln segments, where ln is the length of the word hi (i D 1; : : : ; n). We orient
each segment and label it by a letter of S [ S�1 so that the word reading along
the i -th loop is equal to hi . Thus we get the graph 	1 with the labelling whose
s-fundamental group with respect to x is equal to H . However, the graph 	1 will
not be an S -graph if two of its edges have the same initial vertex and the same
label. If this happens for some pair of edges, we identify them (and their terminal
vertices) and give the resulting edge the same label. This operation is called folding.
A folding does not change the s-fundamental group of a graph, but it decreases the
number of edges. Let 	2 be the graph obtained from the graph 	1 by repeated
foldings, as long as possible. The graph 	2 will still not be the S -graph if for some
vertex v the labels of edges emanating from v miss some letter of S [ S�1. In this
case we glue to this vertex an appropriate infinite subtree from the Cayley graph
	.S/ (see Example 22.1). Such a gluing does not change the s-fundamental group.
Performing all such gluings (their number is finite if the set S is finite), we end up
with the S -graph corresponding to the subgroup H .

22.1 Example. In Figure 23 are displayed all the steps needed to construct the
S -graph corresponding to the subgroup ha2; aba�1i of the group F.a; b/.

22.2 Lemma. Let N be a normal subgroup of the free group F.S/ and let .X; x/
be the S -graph corresponding toN . Then the automorphism group of the graphX
preserving the labels of edges acts transitively on the set of its vertices. This group
is isomorphic to the group F.S/=N .

Proof. Let f W .X; x/ ! .R.S/; v/ be the covering corresponding to the subgroup
N of the group F.S/ and preserving the labels of edges. By claim 5) of Theo-
rem 20.5 the factor group F.S/=N acts on X freely and the factor graph by this
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Figure 23

action is isomorphic to R.S/. Since the graph R.S/ has only one vertex, this action
is transitive on X0. Moreover, it preserves the labels of edges of X . The last claim
of the lemma follows from the fact that every automorphism of theS -graphX which
preserves the labels of its edges and fixes a vertex is the identity automorphism. �

We give another proof of the transitivity, not using Theorem 20.5. Let v be an
arbitrary vertex of the graph X and let l be a path from x to v. We will construct
an automorphism ' of the graph X preserving the labels of its edges and carrying
x to v.

Let w be an arbitrary vertex of the graph X . Choose an arbitrary path g from
x to w. Since X is an S -graph, there is a unique path g0 with initial vertex v and
label equal to the label of the path g. Set '.w/ equal to the terminal vertex of the
path g0. We prove that this definition does not depend on the choice of the path g.
Let g1 be another path from x to w. Denote by g0

1 the path with initial point v and
label equal to the label of the path g1. Then

s.lg0/ D s.l/s.g/ D s.l/ � s.gg�1
1 / � s.l/�1 � s.l/s.g1/:

�	 �

��'.w/ w

xv

g0 g0
1

g g1

l

� � � �

Figure 24

Since s.gg�1
1 / 2 N and N � F.S/, we have s.l/ � s.gg�1

1 / � s.l/�1 D s.n/ for
some closed path n with initial vertex x. Then s.lg0/ D s.n/s.l/s.g0

1/ D s.nlg0
1/.

Since the labels of the paths lg0 and nlg0
1 and their initial vertices coincide, the
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terminal vertices of these paths also coincide. Therefore the terminal vertices of
the paths g0 and g0

1 coincide.
If e is an edge of the graph X , set '.e/ equal to the edge with initial vertex

'.˛.e// and label equal to the label of the edge e. It is not difficult to show that '
is an automorphism of the graph X and '.x/ D v.

22.3 Definition. The core of a connected graph X with respect to a vertex x of X
is the subgraph containing all reduced paths from x to x.

Denote this core by C.X; x/. Obviously, the identity embedding of C.X; x/
in X induces an isomorphism of the groups �1.C.X; x/; x/ and �1.X; x/. The
following exercise shows that to get the core of a graph, one needs to leave out
some “hanging” subtrees of X .

22.4 Exercise. The core C.X; x/ coincides with the smallest subgraph C of X
containing x for which there exists a set fTi j i 2 I g of disjoint subtrees such that
X D C [ .Si2I Ti / and C \ Ti is a vertex depending on i .

22.5 Theorem. Let F.S/ be a free group of a finite rank and N be a nontrivial
normal subgroup of F.S/. Then the index of N in F.S/ is finite if and only if the
group N is finitely generated.

Proof. The necessity follows from Corollary 9.2. We prove the sufficiency.
Suppose that f1g ¤ N � F.S/ and thatN is finitely generated. Let .X; x/ be an

S -graph corresponding to the groupN . SinceN is finitely generated and nontrivial,
the core C.X; x/ of this graph is finite and contains a circuit. By Lemma 22.2 the
trees from Exercise 22.4 are absent and hence X D C.X; x/. The index of the
subgroupN in the groupF.S/ is equal to the number of vertices of the graphX . �

We say that a subgroup H of a group L is a free factor of L if there exists a
subgroup M in L such that H �M D L.

22.6 Definition. A group G is said to have the M. Hall property if every finitely
generated subgroupH ofG is a free factor of some subgroupL of finite index inG.

22.7 Theorem. A free group of a finite rank has the M. Hall property.

Proof. Let F be a free group with finite basis S , let H be a finitely generated
subgroup ofF and let .X; x/ be the S -graph corresponding to the subgroupH . The
core C D C.X; x/ of this graph is finite, since the group H is finitely generated.
We show that the graph C can be embedded in some finite S -graph .C1; x/ in such
a way that the labels of the edges are preserved.

An edge with the label s will be called an s-edge. For each s-edge e1 with initial
vertex outsideC and with terminal vertex inC , there exists a unique path e1e2 : : : ek

such that e2; : : : ; ek�1 2 C 1, the terminal vertex of the edge ek lies outside C and
the labels of all edges ei are equal to s. Indeed, “coming into” some vertex of the
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graphC , one can “go out” along only one s-edge. There are no cycles in such a path
(i.e., the vertices ˛.e1/; ˛.e2/, … are different), since in each vertex comes only one
s-edge. Since C is finite, after finitely many steps we will leave C . Analogously,
one can show that the paths corresponding to different initial edges have no common
edges. Moreover, to the edge Nek there corresponds the path Nek Nek�1 : : : Ne1. Now
“close” all the constructed paths (see Figure 25). Formally, we replace each pair of
corresponding edges e1, ek by one edge e such that ˛.e/ D ˛.ek/, !.e/ D !.e1/,
and label this edge by s. We assume that the pair Nek , Ne1 is replaced by the edge Ne.
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Figure 25

As a result we obtain a finite S -graph .C1; x/ containing the core .C; x/. Then
asLwe can take the group s.�1.C1; x//. Indeed, any maximal subtree of the graph
C is a maximal subtree of the graph C1. By Theorem 4.3 this means that some
basis of the group H D s.�1.C; x// can be included into an appropriate basis of
the group s.�1.C1; x//. The group s.�1.C1; x// has a finite index in F.S/ by
Proposition 21.3. �

22.8 Exercise. Find a basis of a subgroup of finite index in F.a; b/ which has the
subgroup ha2; aba�1i as a free factor.

22.9 Exercise. Deduce Theorem 22.5 from Theorem 22.7.

The following theorem characterizes finitely generated groups with the M. Hall
property. The first part of this theorem follows from the paper of Dunwoody [30,
Theorem 3.5] and the theory of ends of groups by Stallings [60]; see also [17]. The
second part is proven by Bogopolski in [12].

22.10 Theorem. 1) A finitely generated group with the M. Hall property is isomor-
phic to the fundamental group of a finite graph of finite groups.

2) The fundamental group G of a finite graph of finite groups has the M. Hall
property if and only if every subgroup of each vertex group is a free factor of a
subgroup of finite index in G. The last property can be algorithmically verified.

23 The intersection of two subgroups of a free group

In this section we will show how to find a basis of the intersection of two subgroups
of a free group if we know bases of these subgroups.
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23.1Theorem. LetG andH be two subgroups of a free groupF.S/, and let .X; x/
and .Y; y/ be two S -graphs with s-fundamental groups G and H respectively.
Define a new labelled graph .Z; z/ by the rules:

Z0 D X0 � Y 0, z D .x; y/,

Z1 D f.e; e0/ j .e; e0/ 2 X1 � Y 1; s.e/ D s.e0/g,
˛..e; e0// D .˛.e/; ˛.e0//,
!..e; e0// D .!.e/; !.e0//,
.e; e0/ D . Ne; xe0/,
s..e; e0// D s.e/ for .e; e0/ 2 Z1.

Let zZ be a connected component of the graph Z containing the vertex z. Then
. zZ; z/ is an S -graph with s-fundamental group G \H .

Proof. Obviously, . zZ; z/ is an S -graph. Let p D .e1; e
0
1/.e2; e

0
2/ : : : .ek; e

0
k
/ be an

arbitrary closed path in the graph zZ beginning at the vertex z. Then e1e2 : : : ek and
e0

1e
0
2 : : : e

0
k

are closed paths in the graphs X and Y with the initial vertices x and y
respectively. Their labels are equal to s.p/. Therefore s.p/ 2 G \H . Conversely,
if g is an arbitrary element from G \H , then there exists a closed path p in the
graph zZ with initial vertex z and label g. The theorem is proven. �

23.2 Example. The intersection of the subgroups G D hb2; a2; abi and H D
ha; b2; bab�1i of the free group F.a; b/ has basis fa2; b2; ab2a�1; abab; babag.
As S -graphs corresponding to the groupsG andH , one can take the first two graphs
in Figure 22. Denote their vertices from left to right by the letters x, x0, y, y0. The
S -graph corresponding to the group G \H is drawn in Figure 26.

� �

�
	

��� �

	

� �
�

b

b

b

b

aa a a

.x; y/ .x0; y0/

.x; y0/.x0; y/

Figure 26

23.3 Exercise. 1) Find a basis of the intersection of all subgroups of index 2 in
F.a; b/.

2) Find the factor group of F.a; b/ by this intersection.

By definition, a groupG has the Howson property if the intersection of any two
finitely generated subgroups in G is finitely generated.



23. The intersection of two subgroups of a free group 103

23.4 Theorem. Any free group has the Howson property.

Proof. Let F be a free group with a basis S and let G, H be two finitely gen-
erated subgroups of F . We may assume that S is finite by taking the group
hG;H i instead of F . Notice that a subgroup of the group F is finitely gener-
ated if and only if the core of the corresponding S -graph is finite. Therefore,
using the notation of Theorem 23.1, it is sufficient to prove that C. zZ; z/ is a sub-
graph of the graph C.X; x/ � C.Y; y/. This follows from the next considera-
tion. Let .e1; e

0
1/ : : : .ek; e

0
k
/ be a reduced path in the graph zZ from z to z. Then

s..ei ; e
0
i // ¤ s..eiC1; e

0
iC1// for i D 1; : : : ; k � 1. Therefore s.ei / ¤ s.eiC1/ and

s.e0
i / ¤ s.e0

iC1/, and hence e1 : : : ek and e0
1 : : : e

0
k

are reduced paths from x to x
and from y to y in the graphs X and Y respectively. �

Without a proof we state the following theorem.

23.5Theorem (Hanna Neumann [48], [49]). LetG andH be two finitely generated
subgroups of a free group. Then

rk.G \H/ � 1 6 2.rk.G/ � 1/.rk.H/ � 1/:
The following problem of Hanna Neumann is still open at the time of writing:

does the above inequality hold without the factor 2? This and many other problems
of combinatorial and geometric group theory are discussed in [65].

Not all finitely generated groups possess the Howson property. An easy example
is the group A �A0DB0 B , where A and B are free groups of rank 2 and A0 and B 0
are their commutator subgroups. But even in the class of groups with one defining
relation there are groups which do not have the Howson property.

23.6 Proposition. The groupG D ha; b j a�1b2a D b2i does not have theHowson
property.

Proof. PutH D ha; b�1abi. From the normal form of the elements of the groupG,
considered as an HNN extension with the base hbi, it follows that any nonempty
reduced word in the elements a, b�1ab and their inverses is nontrivial. ThereforeH
is a free group of rank 2. Moreover, H � G because bab�1 D b�1.b2ab�2/b D
b�1ab. Similarly L D hba; abi is a free group of rank 2 and L � G. Therefore
the subgroup H \ L is normal in H and nontrivial (since a�1b�1ab 2 H \ L)
and has infinite index inH (since under the epimorphismG ! Z given by a 7! 1,
b 7! �1 the image of H is equal to Z, and the image of L is equal to f0g). By
Theorem 22.5, the group H \ L is not finitely generated. �

23.7 Exercise. Prove that the groupH\L is the normal closure inH of the element
a�1b�1ab. Deduce from this thatH \L coincides with the commutator subgroup
of G.
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23.8 Exercise. Prove the following statements.
1) The group G D ha; b j a�1b2a D b3i contains a subgroup isomorphic to

hc; b j c2 D b3i.
2) The groupH D hc; b j c2 D b3i contains a subgroup isomorphic to F2 � Z,

where F2 is the free group of rank 2.
3) The group F2 � Z does not have the Howson property.
4) The group G D ha; b j a�1b2a D b3i does not have the Howson property.

24 Complexes

The terms graph and 1-dimensional complex are synonyms. A cyclic path in a
graph is any cyclically ordered sequence of its edges e1e2 : : : en such that
!.ei / D ˛.eiC1/, 1 6 i 6 n � 1, and !.en/ D ˛.e1/. By this definition the
cyclic paths e1e2 : : : en and e2e3 : : : ene1 are equal. We say that a vertex v lies
on this cyclic path if v is the initial point of an edge of the path. The number of
such edges is called the number of occurrences of v in this path. By definition, the
inverse of the cyclic path e1e2 : : : en is the cyclic path Nen Nen�1 : : : Ne1.

24.1 Definition. The 2-dimensional complex K consists of a 1-dimensional com-
plex K.1/, a set K2 of 2-cells, and two maps @ and � defined on K2. The map @
associates to every 2-cell D a cyclic path @D in K.1/ called the boundary of the
cell D. The map � associates to every 2-cell D a 2-cell xD with the property that
the cyclic path @. xD/ is the inverse of the cyclic path @D. Moreover, it is required
that xxD D D and xD ¤ D. The 2-cell xD is said to be inverse to the 2-cell D.

We denote by K0, K1, K2 the sets of vertices, edges and 2-cells of the com-
plexK. The notions subcomplex and morphism between complexes can be defined
in the natural way. By definition, a path in K is a path in K.1/. The complex K is
connected if its subcomplex K.1/ is connected.

Let D be a 2-cell. A path p in K is called a contour path of D if its edges in
cyclic order form the boundary of D.

Two paths p and q in K are called elementary homotopic if for some edge e
and some paths s, t we have p D se Net , q D st or p D st , q D se Net or p D sr1t ,
q D sr2t , where r1r�1

2 is a contour path of a 2-cell.
Two pathsp and q inK are called homotopic inK if there exists a finite sequence

of paths p1; p2; : : : ; ps in which p D p1, q D ps and the adjacent paths pi , piC1

are elementary homotopic. The class of paths homotopic to p in K is denoted by�
p

�
. Recall that the class of paths homotopic to the path p in the graph K.1/ is

denoted by Œp�. Obviously, Œp� � �
p

�
.

Let nowK be a connected 2-complex and x a distinguished vertex ofK. Denote
by P.K; x/ the set of all closed paths in K with the initial vertex x. Define the
product of classes of paths of P.K; x/ by the formula

�
p

� � �
q
� D �

pq
�
.
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24.2 Exercise. Prove that this product is well defined, that is, it does not depend
on the choice of representatives in the classes.

It is easy to verify that the set of classes of paths in P.K; x/ with respect to this
multiplication forms a group. This group is called the fundamental group of the
complex K with respect to the vertex x and is denoted by �1.K; x/.

24.3 Remark. The fundamental group of a subcomplex need not be embeddable
into the fundamental group of the complex. An example is the complexL consisting
of one vertex x, two edges e, Ne and two 2-cells D, xD such that @D D e. Clearly,
�1.L

.1/; x/ D Z and �1.L; x/ D f1g.

Now we will describe a presentation of the group�1.K; x/. There is a canonical
epimorphism ' W �1.K

.1/; x/ ! �1.K; x/ defined by the rule Œp� 7! �
p

�
. Since

the group �1.K
.1/; x/ is free (by Theorem 4.3), we need to study ker '.

First we introduce some notation. Choose a maximal subtree T and an orienta-
tionK1C inK.1/. For every vertex v of the complexK there exists a unique reduced
path from x to v in T . Denote this path by pv . Then for any edge e 2 K1 the path
pe D p

˛.e/
ep�1

!.e/
is defined. Note that Œp Ne� D Œpe�

�1. For any 2-cellD we choose

a vertex v on its boundary and choose23 a contour path @v.D/ forD with the initial
vertex v. Set ŒpD� D Œpv@v.D/p

�1
v �. We may assume that Œp ND� D ŒpD�

�1. Recall
that the group �1.K

.1/; x/ is free and the elements Œpe�, e 2 K1C � T 1, form its
basis. Therefore the class ŒpD� can be expressed as a word in these elements and
their inverses, ŒpD� D Œpc1

� : : : Œpcs
�, where c1; : : : ; cs are the edges which remain

in @v.D/ after deleting the edges occurring in T 1. Denote this word by rD .

24.4 Theorem. LetK be a connected complex with a distinguished vertex x, let T
be a maximal subtree inK.1/ and letK1C be an orientation of the graphK.1/. Then
the group �1.K; x/ has a presentation with generators fŒpe� j e 2 K1C � T 1g and
defining relations frD j D 2 K2g.
Proof. It is sufficient to prove that ker ' coincides with the normal closure N of
the set fŒpD� j D 2 K2g in the group �1.K

.1/; x/. The inclusion N � ker ' is
obvious. Now we prove the converse, i.e. ker ' � N . It is sufficient to verify
that if two paths p and q of P.K; x/ are elementary homotopic in K, then Œp�
differs from Œq� by an element of N . If p D se Net and q D st , then Œp� D Œq�.
Let p D sr1t , q D sr2t , where r1r

�1
2 is a contour path of a cell D. Let v

be the distinguished vertex on the boundary of this cell, let @v.D/ D e1e2 : : : en

and suppose that r1r
�1
2 D ek : : : ene1 : : : ek�1. Set f D e1e2 : : : ek�1. Then

Œp�Œq��1 D Œsr1r
�1
2 s�1� D Œsf �1p�1

v � pv@v.D/p
�1
v � pvf s

�1�, i.e., the element
Œp�Œq��1 is conjugate to ŒpD� and hence lies in N . �

23There can be several such paths if @D goes through v several times.
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24.5 Theorem. For every group G there exists a 2-dimensional complex K whose
fundamental group is isomorphic to G.

Proof. We construct the complex K from a presentation G D hS j Ri of the
group G. The complex K has a single vertex x, edges es , s 2 S [ S�1, and
2-cells Dr and SDr , r 2 R. We assume that Nes D es�1 . If r D s1s2 : : : sn,
where si 2 S [ S�1, then we set @Dr D es1

es2
: : : esn

. From Theorem 24.4 (or
directly from the definition of the fundamental group of a complex) it follows that
�1.K; x/ Š G. �

Given a presentation G , the complex constructed from G as in the proof of this
theorem will be denoted by K.G /.

25 Coverings of complexes

LetK be a 2-dimensional complex and let v be a vertex ofK. A star of the vertex v
is the system consisting of all edges ofK beginning at v and all 2-cells containing v
on its boundary; moreover, each 2-cell is counted with the multiplicity equal to the
number of occurrences of v in the boundary of this 2-cell.

25.1Definition. LetX andY be2-dimensional complexes. A morphismf WX ! Y

is called a covering if f maps the set of vertices, edges and 2-cells of the complexX
onto the set of vertices, edges and 2-cells of the complex Y so that the star of any
vertex v 2 X0 is mapped bijectively onto the star of the vertex f .v/.

25.2 Remark. Claims 1), 2), 3), 30) and 5) of Theorem 20.5 remain valid if one
replaces the word graph by the word complex. The proofs require only minor
changes and additions. For example, in the proof of the claim 2) one needs to set
X2 D f.D; i/ j D 2 Y 2; i 2 I g. For each 2-cell D 2 Y 2, we choose a contour
path lD . Then we define the contour of the 2-cell .D; i/ to be the lift of the path
lD starting at the vertex .˛.lD/; i/. The symbols [ , ] have to be replaced by the
symbols

�
;

�
.

The following generalization of Corollary 20.6 is also valid.

25.3 Corollary. LetX and Y be connected complexes and let f W .X; x/ ! .Y; y/

be a covering. Then the cardinality of the preimage of an arbitrary vertex, edge
or 2-cell of Y is equal to the index of the subgroup f�.�1.X; x// in the group
�1.Y; y/.

The cardinality n is called the multiplicity of the covering f , and f itself is
called n-fold covering.

In the examples below, in saying that a complex consists of certain edges and
cells, we assume that it also contains the inverses of these edges and cells. Also we
identify a group with its presentation.
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25.4 Examples. 1) Let A D ha j a2 D 1i and B D hb j b3 D 1i be cyclic
groups of orders 2 and 3. In Figure 27 we see the coverings f W AK.A/ ! K.A/ and

g W AK.B/ ! K.B/ corresponding to the identity subgroups of these groups. These
coverings have multiplicities 2 and 3 respectively. The complex AK.A/ has two pairs
of mutually inverse2-cells, drawn as the upper and lower hemispheres. The complex
AK.B/ contains additionally the pair of mutually inverse 2-cells corresponding to
the horizontal cut of this sphere.

���

�



�
�
�

�

��

�



�
�
�

�

�

� ��
a

a

a

b b

b

b

� �

Figure 27

2) Consider the free product A � B D ha; b j a2 D 1; b3 D 1i. Connect the
unique vertices of the complexesK.A/ andK.B/ by an oriented edge t and denote
the resulting complex by Y . Obviously, �1.Y; y/ Š A � B , where y is the vertex
of K.A/. In Figure 28 we see the complex X in the covering h W .X; x/ ! .Y; y/

corresponding to the trivial subgroup of the group�1.Y; y/. The complexX consists
of infinitely many subcomplexes isomorphic to the complexes AK.A/ and AK.B/,
connected by lifts of t . It has a treelike structure.
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3) Consider the amalgamated free product G D ha; b j a2 D b3i. Let Y be the
complex obtained from the graph 	 (see the right side of Figure 29) by attaching
the 2-cell D (see the left side of Figure 29).
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This means that the boundary of the 2-cellD is identified with a cyclic path in 	
respecting the labels of edges. Obviously, �1.Y; y/ Š G. Denote by H the kernel
of a homomorphism ' W G ! S3 defined by the rule a 7! .12/, b 7! .123/. In
Figure 30 we see the covering space X in the covering f W .X; x/ ! .Y; y/ which
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corresponds to the subgroup H . This covering has multiplicity 6. The complex X
consists of three copies of the 2-fold (since a2 2 ker ' and a … ker ') covering
of the a-loop of the graph 	 and of two copies of the 3-fold (since b3 2 ker '
and b … ker ') covering of the b-loop of the graph 	 , connected by six lifts of the
edge t , and also of six copies of the cell D, glued along the cyclic paths with the
label a2tb�3t�1.

We recommend that the reader formally constructs the complex X , using the
method from the proof of the claim 2) of Theorem 20.5 and using Remark 25.2.

Next we compute a presentation of the fundamental group of the complex X
with the distinguished vertex x. In Figure 30 we have distinguished a maximal
subtree T in X with thick lines. The oriented a-edges, not lying in T , are denoted
by a1, a2, a3. The oriented b-edges not lying in T are denoted by b1, b2, b3, b4. For
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brevity we will identify an edge e with the element Œpe� of the fundamental group.
Then the group �1.X; x/ is generated by the elements a1, a2, a3, b1, b2, b3, b4.
The defining relations are the words obtained from the contour paths of 2-cells by
deleting all edges lying in T . For example, if the contour path of a cell starts at the
vertex x and has the label a2tb�3t�1, then the relation a1b

�1
1 appears. Considering

six contour paths, with the label a2tb�3t�1, we get the following defining relations:

a1b
�1
1 ; a1b

�1
2 b�1

4 b�1
3 ;

a2b
�1
1 ; a2b

�1
4 b�1

3 b�1
2 ;

a3b
�1
1 ; a3b

�1
3 b�1

2 b�1
4 :

Applying Tietze transformations, we deduce the following presentation of the
group �1.X; x/:

hb1; b3; b4 j b�1
1 b�1

3 b1b3 D 1; b�1
1 b�1

4 b1b4 D 1i:
The group H has the same presentation and is generated by words obtained from
the labels of the paths pb1

, pb3
, pb4

by deleting the letters t and t�1. Thus the
group H is generated by the elements b3, a�1bab�2, b2a�1bab�1.

25.5 Exercise. Express these generators of the groupH in terms of the generators
found in Example 18.7.

25.6. Using coverings one can easily deduce Theorem 19.1. To illustrate the idea,
we consider only the case where the groupH is the free product of groupsHi , i 2 I .
We want to describe the structure of an arbitrary subgroupG ofH . First we construct
a complex with fundamental group isomorphic to H . As building blocks we will
use the complexes .Ki ; xi / corresponding to presentations of groupsHi . Now take
a new vertex x and connect it with each vertex xi by an oriented edge ti . Obviously,
�1.K; x/ Š H . Let f W . zK; Qx/ ! .K; x/ be the covering corresponding to the
subgroup G. The complex zK consists of different coverings of complexes Ki

(which we call blocks), connected with lifts of the vertex x by lifts of the edges ti .
Let xK be the graph obtained from zK by “collapsing the blocks into points”. If xK
is a tree, then G is the free product of certain conjugates of subgroups of the Hi .
The conjugating elements correspond to some paths in zK from Qx to distinguished
vertices of the blocks. If xK is not a tree, then an additional free factor F appears.
We leave to the reader to reconstruct the details of this proof.

26 Surfaces

In this section we give a combinatorial description of a surface, which is differ-
ent from the characterization in differential geometry. Therefore we use the term
finiteness instead of compactness.
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26.1 Definition. A 2-dimensional complex consisting of a finite number of vertices,
edges and 2-cells is called finite. The Euler characteristic of a finite 2-dimensional
complex K is the integer

�.K/ D jK0j � j �

K1j C j �

K2j;

where jK0j is the number of vertices, j �

K1j is the number of pairs of mutually inverse
edges and j �

K2j is the number of mutually inverse 2-cells of the complex K.

The following transformations of the complex K are called elementary trans-
formations.

(1) Subdivision of an edge. Let an edge e go from the vertex v1 to the vertex v2.
Remove fromK the edges e, Ne and add new edges e1, e2 and Ne1, Ne2, and also add a
new vertex v such that in the resulting complex the edge e1 goes from v1 to v and
the edge e2 goes from v to v2. In the boundaries of 2-cells we replace the edge e
by the product e1e2 and the edge Ne by the product Ne2 Ne1.

� �� �� �� �v1 v2
e

v1 v2
v

e1 e2�

Figure 31

(2) Subdivision of 2-cells. Let D be a 2-cell with the contour p1p2, where p1,
p2 are paths. Remove from K the 2-cells D, xD and add new edges e, Ne such that
e goes from the beginning of the path p2 to the beginning of the path p1. Also add
new 2-cells D1, D2 with contour paths p1e, Nep2, and add inverses of the 2-cells.
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Figure 32

(3) Pasting edges and pasting 2-cells are transformations inverse to the trans-
formations (1) and (2).

Two complexes K1 and K2 are said to be equivalent if K1 can be transformed
into K2 by a finite number of elementary transformations.

26.2 Exercise. The fundamental groups of equivalent connected complexes are
isomorphic. The Euler characteristics of finite equivalent complexes are equal.
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Two edges e1 and e2 of a complex K are said to be adjacent if they have the
same initial vertex and e2 follows Ne1 in the boundary of some 2-cell.

26.3 Definition. A surface is a 2-dimensional complex K with a nonempty set of
2-cells, satisfying the following properties.

1) K is connected.
2) Each edge of K is contained in the boundary of some 2-cell.
3) Each edge of K occurs in the boundary of at most two cells and the total

number of these occurrences24 is at most 2.
4) The star of any vertex v is finite and for some numbering of its edges e1,
e2, … , en the edges ei and eiC1 are adjacent, 1 6 i 6 n � 1.

A boundary edge is an edge which occurs once in the boundary of only one
2-cell. The vertices of the boundary edges are called the boundary vertices. The
boundary of a surface is the subcomplex of this surface consisting of its boundary
edges and vertices. The edges and vertices which do not lie on the boundary are
called inner.

26.4 Exercise. Here we use the notation of condition 4) in Definition 26.3.
1) A vertex v of a surface is a boundary vertex if and only if the edges e1 and

en are the boundary edges. If these edges are not on the boundary, then they are
adjacent.

2) Each connected component of the boundary of a finite surface is isomorphic
to the graph Cn for some n (see Definition 1.4). The connected components of the
boundary of an infinite surface can be isomorphic to C1.

26.5 Definition. A surface is called orientable if in each pair of mutually inverse
2-cells one can choose a representative so that every inner edge occurs only once
in the boundary of some representative and it does not occur in the boundaries of
the other representatives.

26.6 Exercise. Elementary transformations carry any finite (orientable) surface to
a finite (orientable) surface and preserve the Euler characteristic and the number of
connected components of the boundary.

26.7 Examples. 1) Let S be a surface consisting of two vertices v1, v2, two pairs
of edges e1, Ne1 and e2, Ne2, and two pairs of 2-cells D1, xD1 and D2, xD2 such that
˛.e1/ D v1, !.e1/ D v2, ˛.e2/ D v2, !.e2/ D v1, @.D1/ D e1e2, @.D2/ D Ne1 Ne2.
Any surface equivalent to the surface S is called a sphere (see the left side of
Figure 33).

24If the boundaries of two 2-cells coincide, we count the occurrences in each of them. It can happen
that an edge occurs twice in the boundary of some 2-cell, but then it cannot occur in the boundary of
another 2-cell.
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Let P be a surface consisting of one vertex v, one pair of edges e, Ne and one
pair of 2-cells D, xD such that @D D ee. Any surface equivalent to the surface P
is called a projective plane.

Obviously, there is a covering f W S ! P of multiplicity 2. Moreover, the
surface S is orientable, but the surface P is not.

2) Let M be a surface consisting of one inner vertex v, one boundary vertex u,
three pairs of edges � , N� , �, N�, 
 , N
 , and one pair of 2-cells D, xD such that � goes
from v to u, � goes from u to u, 
 goes from v to v, and @D D �� N�
2.

�
�
�
�
��� v

u

�

�� e1

e2

Figure 33

The surface M is not orientable. Any surface equivalent to the surface M is
called a Möbius strip (see the right side of Figure 33).

Now we describe informally one way to construct finite surfaces. Let A be
a finite alphabet. Take an n-gon D on a plane, orient its edges and label them
by letters of A so that each letter appears at most twice. Then the surface can be
obtained by gluing edges which are labelled by the same letters (see Figure 34).
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The following theorem shows that up to elementary transformations any finite
surface can be obtained in such a way. For loops ˛ and ˇ with the same initial point
we use the notation Œ˛; ˇ� D ˛ˇ N̨ Ň.

26.8 Theorem. Any finite surface other than a sphere can be carried by elementary
transformations to a surface K such that:

1) K has only one inner vertex, denoted v;
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2) K has a finite number of boundary components @1K; : : : ; @rK, each com-
ponent @iK consists of one vertex vi and one pair of mutually inverse edges
�i ; N�i ;

3) for each boundary vertex vi , there is only one edge �i from v to vi ;

4) all edges of K other than �i , N�i , �i , N�i are loops at v, that is, they start and
terminate at v;

5) K has only one pair of mutually inverse 2-cells D, xD, and the 2-cell D has
the contour

rY
iD1

�i�i N�i

gY
j D1


2
j ; g > 0; (�)

or
rY

iD1

�i�i N�i

gY
j D1

Œ j̨ ; ǰ �; .r; g/ ¤ .0; 0/; (C)

where 
1; : : : ; 
g , respectively ˛1; ˇ1; : : : ; ˛g ; ˇg , are loops at v.

The proof of this theorem can be found for example in the books [43] and [64].
Note that in the case .�/ the surface is nonorientable and �.K/ D .1 C r/ �
.r C r C g/C 1 D 2 � r � g, while in the case .C/ the surface is orientable and
�.K/ D .1C r/ � .r C r C 2g/C 1 D 2 � r � 2g.

The number g is called genus of the surface. The sphere has genus 0. From this
and from Exercise 26.6 one can deduce the following theorem.

26.9 Theorem. The orientability, the number of boundary components and the
genus define a finite surface up to equivalence. The fundamental group of a finite
nonorientable surface of genus g with r boundary components has the presentationD

s1; : : : ; sr ; c1; : : : ; cg j
rQ

iD1

si
gQ

j D1

c2
j

E
; g > 0:

The fundamental group of a finite orientable surface of genus g with r boundary
components has the presentationD

s1; : : : ; sr ; a1; b1; : : : ; ag ; bg j
rQ

iD1

si
gQ

j D1

Œaj ; bj �
E
:

26.10 Theorem. If K is a connected complex, S is a surface and f W K ! S is a
covering, then K is also a surface. Moreover, K is a surface without boundary if
and only if S is a surface without boundary. If the surfacesK and S are finite and
n is the multiplicity of the covering f , then �.K/ D n � �.S/.
Proof. The proof follows immediately from the definitions. �
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Further let Tg denote the finite orientable surface of genus g without boundary.
The following theorem is analogous to Theorem 20.7 and can be deduced from
Theorem 26.10.

26.11Theorem. Any subgroup of the fundamental group of a surface is isomorphic
to the fundamental group of another surface. IfH is a subgroup of a finite index n
in the group �1.Tg ; x/, thenH Š�1.Tg1

; x1/, where g1 � 1 D n.g � 1/.
Finally we give nontrivial examples of coverings of surfaces. In Figure 35 we

see two different coveringsT3 ! T2 of multiplicity 2. These coverings are obtained
by “thickening” the covering maps from the graphs in Figure 22 onto the graph in
Figure 21.
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26.12 Exercise. Find all subgroups of index 2 in the group

�1.T2; x/ D ha1; b1; a2; b2 j Œa1; b1�Œa2; b2�i:
The fundamental groups of surfaces possess many properties of free groups.

This is not a coincidence: the free group of rank n is isomorphic (for example) to
the fundamental group of the sphere with nC 1 holes; moreover, the fundamental
group of any surface with a nonempty boundary is isomorphic to a free group.

In Chapter 3 we will study automorphisms of free groups with the help of train
tracks. This technique was developed first to study the homeomorphisms of surfaces
(see [9], [10] and [20]).
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We note another parallel. Free groups act freely on trees, while the groups
�1.Tg ; x/ act freely on planes. The last assertion follows from the fact that if
f W P ! Tg is the covering corresponding to the trivial subgroup of�1.Tg ; x/, then
the surface P is the plane (see [64]). Even more surprising, the groups �1.Tg ; x/

act freely on R-trees, which naturally generalize the simplicial trees introduced in
Section 1 (see [22], [31]).

27 The theorem of Seifert and van Kampen

27.1 Theorem. LetK be a complex which is the union of connected subcomplexes
Ki , i 2 I , such that the following conditions are satisfied.

1) Ks \Kt D T
i2I Ki for any s ¤ t .

2) The intersection
T

i2I Ki is a connected subcomplex.

3) The inclusion of
T

i2I Ki inKj induces an embedding of the corresponding
fundamental groups for each j 2 I .

Letx be an arbitrary vertex of the complex
T

i2I Ki . Then the group�1.K; x/ is
isomorphic to the free product of groups�1.Ki ; x/ amalgamated over the subgroup
�1.

T
i2I Ki ; x/.

Proof. We deduce this theorem from Theorem 24.4. Write K0 D T
i2I Ki and

assume that 0 … I . Choose an orientationK1
0C inK.1/

0 and extend it to an orientation

K1
iC in each K.1/

i . Also choose a maximal subtree T0 in K.1/
0 and extend it to a

maximal subtree Ti in eachK.1/
i . The union of these subtrees is a maximal subtree

in K.1/. Similarly, the union of bases fŒpe� j e 2 K1
iC � T 1

i g of all the free groups

�1.K
.1/
i ; x/ is a basis of the free group �1.K

.1/; x/ (see Theorem 4.3). Set

Xi D fŒpe� j e 2 K1
iC � T 1

i g; Ri D frD j D 2 K2
i g:

By Theorem 24.4 we have �1.Ki ; x/ D hXi j Ri i and �1.K; x/ D hSi2I Xi jS
i2I Ri i. It remains to notice that Xi \ Xj D X0 for i ¤ j (in view of condi-

tion 1)), and that the subgroup generated by X0 in each �1.Ki ; x/ is canonically
isomorphic to the group �1.K0; x/ (in view of condition 3)). �

27.2 Exercise. With the help of Figure 35 prove that �1.T2; x/ Š A �C B , where
each of the groups A, B , C is isomorphic to the free group of rank 3.

28 Grushko’s Theorem

28.1Theorem. Let W F ! �i2IGi bean epimorphism fromafinitely generated 25

free group F onto the free product of free groups Gi , i 2 I . Then there exists a

25This theorem is valid without the assumption that the free group F is finitely generated.
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decomposition of the group F into a free product �i2IFi such that  .Fi / D Gi

for each i .

Proof. Let S be a basis of F and let R be the graph with a single vertex x and posi-
tively oriented edges corresponding bijectively to the elements ofS . For each s 2 S ,
we express the element  .s/ in the normal form for the free product G D �i2IGi .
If  .s/ D g1g2 : : : gt is this expression, we subdivide the edge e corresponding
to s into t edges e D e1e2 : : : et and label the edge ei by the element gi . De-
note the resulting graph by K. Define the label '.p/ of any path p in K as the
product of the labels of edges of this path. This labelling induces a homomorphism
'� W �1.K; x/ ! G.

Furthermore we add to the complexK new edges with labels 1 and new 2-cells.
After each step we denote the resulting complex again by K. For each i 2 I , we
define a subcomplex Ki in K by the following rule: K0

i D K0, K1
i D fe 2 K1 j

'.e/ 2 Gig and K2
i D fD 2 K2 j @D � K1

i g.
For the initial complex K the following properties hold.

1) The groups �1.K; x/ and F can be identified so that '� is identified with  .
2)

S
i2I Ki D K.

3) Ks \Kt D T
i2I Ki for s ¤ t .

4)
T

i2I Ki is a disjoint union of trees.

We will modify this complex so that each new complex K will have these
properties too and in the final complex the intersection

T
i2I Ki will be a tree.

Suppose that the intersection
T

i2I Ki is not connected. A binding tie is defined
to be a path p in someKj connecting vertices in different components of

T
i2I Ki

and such that '.p/ D 1. By Lemma 28.2 (see below) there exists a binding tie p.
We add to K a new edge e with the same initial and terminal vertices as p, and
add a new 2-cell with the boundary p Ne. We extend ' by setting '.e/ D 1. The
new complexK has the properties 1)–4) and the new intersection

T
i2I Ki has one

connected component fewer than the old one.
Therefore in a finite number of steps we will arrive at a complex K for whichT

i2I Ki is connected and hence is a tree by property 4). SinceK0 � T
i2I Ki , the

complex Ki is connected for each i 2 I . By the theorem of Seifert–van Kampen,
we have �1.K; x/ D �i2I �1.Ki ; x/. Set Fi D �1.Ki ; x/. Then F D �i2IFi and
 .Fi / � Gi . Since  maps F onto G, we obtain  .Fi / D Gi . �

28.2 Lemma. If
T

i2I Ki is not connected, then a binding tie exists.

Proof. Let v be a vertex lying in a connected component of
T

i2I Ki different from
that containing x. Choose in K a path p from x to v. Since  is an epimorphism,
there exists a closed path q starting at x such that '.p/ D '.q/. Then the path
r D q�1p goes fromx tov and'.r/ D 1. Since

S
i2I Ki D K, we can express r in

the form r D r1r2 : : : rk , where each path rj lies in someKi.j / and the consecutive
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paths rj , rj C1 do not lie in the same Ki . Since '.r/ D 1 and '.rj / 2 Gi.j /, it
follows from the normal form of an element in the free product that '.rs/ D 1 for
some rs . If˛.rs/ and!.rs/ lie in different connected components of the intersectionT

i2I Ki , then rs is a binding tie. Suppose that ˛.rs/ and !.rs/ lie in the same
connected component. Choose a path r 0

s in this component from ˛.rs/ to !.rs/.
Since '.r 0

s/ 2 T
i2I Gi D f1g, one can replace rs by r 0

s in r , preserving the property
'.r/ D 1. Since the path r 0

s goes inside
T

i2I Ki , one can decrease the number of
factors k by adjoining r 0

s to a neighboring factor. Thus in a finite number of steps
we can find a binding tie. �

28.3 Corollary. If G D �n
iD1Gi , then rk.G/ D Pn

iD1 rk.Gi /.

Proof. Let F be a free group with the rank equal to the rank of the group G
and let  W F ! G be an epimorphism. By Grushko’s theorem there exists a
decomposition F D F1 � � � � � Fn such that  .Fi / D Gi for all i . Then the
corollary follows from the inequalities

nX
iD1

rk.Gi / > rk.G/ D rk.F / D
nX

iD1

rk.Fi / >
nX

iD1

rk.Gi /: �

29 Hopfian groups and residually finite groups

A group G is called Hopfian if any epimorphism 
 W G ! G is an isomorpshism.
The problem of whether finitely presented non-Hopfian groups exist first appeared
in topology (H. Hopf, 1931). The simplest examples of such groups are given in
the following theorem of Baumslag and Solitar [5].

29.1 Theorem. Letm, n be a pair of coprime integers different from 0, 1, �1. Then
the group G D hb; t j t�1bmt D bni is non-Hopfian.

Proof. Define a homomorphism 
 W G ! G by the rule 
.t/ D t , 
.b/ D bm.
Since application of 
 to the defining relation t�1bmt D bn is equivalent to raising
both sides of this relation to the power m, the homomorphism 
 is well defined.
Since t and bm lie in the image of 
 , the element bn also lies in the image of 
 .
Since n andm are coprime, b lies in the image of 
 and hence 
 is an epimorphism.
We have


.Œt�1bt; b�/ D Œt�1bmt; bm� D Œbn; bm� D 1

and

Œt�1bt; b� D t�1btbt�1b�1tb�1 ¤ 1

by Britton’s lemma. Therefore the kernel of the epimorphism 
 is nontrivial. �
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Below we will prove that the groupG D hb; t j t�1bt D bni is Hopfian for any
integer n. A part of the Cayley graph of this group for n D 2 is drawn in Figure 36.
From the “front” this graph looks like a plane and from the “side” as a regular tree
with vertices of valency 3.
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29.2 Definition. A group G is said to be residually finite if for each nontrivial
element g from G there exists a finite group K and a homomorphism ' W G ! K

such that '.g/ ¤ 1.

29.3 Exercise. 1) A groupG is residually finite if and only if the intersection of all
its normal subgroups of finite index is equal to f1g.

2) Any subgroup of a residually finite group is itself residually finite.

Residual finiteness can be applied to solve certain algorithmic problems.

29.4 Theorem. The word problem in any finitely presented residually finite group
G is solvable.

Proof. Let hX j Ri be a finite presentation of the groupG, let g be an arbitrary word
in the alphabet X [ X�1 and let Ng be its image under the canonical epimorphism
from F.X/ to G. We want to decide whether the element Ng is equal to the identity
element inG. For this purpose we run simultaneously the following two processes.

The first process enumerates all words equal to 1 in the group G (for this we
need to enumerate the words from the normal closure of R in F.X/); the second
process computes the images of the given word g under all homomorphisms fromG

into all finite groups. If Ng D 1 then we will know this in a finite number of steps in
the first process; if Ng ¤ 1 then we will recognise this from the second process. �
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29.5 Theorem. The group GLn.Z/ is residually finite.

Proof. For any natural number m there exists a homomorphism 'm W GLn.Z/ !
GLn.Zm/ under which the elements in any matrix are replaced by the corresponding
residues modulom. Clearly the image of any nontrivial matrix A 2 GLn.Z/ under
'm is nontrivial for m > max jAij j. �

The following general theorem was proven by A. I. Mal’cev [42].

29.6 Theorem. Any finitely generated matrix group over a field is residually finite.

29.7 Theorem. Any free group is residually finite.

Proof. Let F.X/ be a free group with basis X and let g be an arbitrary nontrivial
element fromF.X/. The element g can be expressed as a product of a finite number
of elements of X and their inverses. Let X1 be the set of these elements. Consider
the homomorphism ' W F.X/ ! F.X1/ such that '.x/ D x for x 2 X1 and
'.x/ D 1 for x 2 X � X1. Then '.g/ ¤ 1. Therefore it is sufficient to consider
the case where the basis X is finite. By Exercise 3.12, free groups of finite rank
can be embedded in the free group F.a; b/. Therefore it is sufficient to prove that
the group F.a; b/ is residually finite. But this group is residually finite, since it
is embeddable into the group SL2.Z/, as follows from Theorem 13.13 or from
Exercise 19.2. �

We give the original proof of Schreier, which illustrates the thesis that many
genial ideas are simple. Let g D x1x2 : : : xn be a nonempty reduced word in
the alphabet X [ X�1. Define a homomorphism ' W F.X/ ! SnC1 for which
'.g/ ¤ 1. We map the generators from X not occurring in g and in g�1 to the
identity permutation and we map xi to a permutation which sends i C 1 to i . This
condition defines permutations non-uniquely, but it is consistent, since the elements
xi and xiC1 are not mutually inverse. It now follows immediately that x1x2 : : : xn

sends the symbol nC 1 to 1. Therefore '.g/ ¤ 1.

A similar proof follows from the fact that the labelled graph in Figure 37 can be
always extended by edges to anX -graph (see example in Figure 38 forX D fa; bg
and g D ab2a�1b�2).

� � � � ��� �x1 x2 xn: : :v � � � � �� � � 	 �	 �	a
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b b a b b
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a a
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! ! "

# $
v
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!

�b

Figure 37 Figure 38

The subgroup H of F.X/ corresponding to this X -graph has index nC 1 and
g … H , since the path starting at v and corresponding to the word g is not closed.
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29.8 Problem (see [46, Problem 15.35]). Let F be a free group with finite basisX .
Does there exist a constantC (depending only on jX j) such that any element fromF
of length k > 2 with respect to X lies outside a subgroup of F which has index at
most C ln k?

29.9 Theorem. A finitely generated residually finite group G is Hopfian.

We will prove this theorem with the help of the following theorem of M. Hall.

29.10 Theorem. The number of subgroups of a finite index n in a finitely generated
group G is finite.

Proof. 26 Let H be a subgroup of index n in G. We label the left cosets of H in G
by integers from 1 to n, so that the cosetH has the number 1. The groupG acts on
this set by left multiplication and this action gives a homomorphism 
H W G ! Sn.
The permutation 
H .h/ fixes 1 only for h 2 H . Therefore the homomorphisms
corresponding to different subgroups of index n are all different. It remains to note
that the number of homomorphisms from a finitely generated group to a given finite
group is finite. �

Proof of Theorem 29.9. Let 
 W G ! G be an epimorphism with kernelK and let n
be an arbitrary natural number. Since the groupG is finitely generated, it contains a
finite number of subgroupsM1; : : : ;Mk.n/ of index n. Let Li D 
�1.Mi /. All the
subgroups Li are different and have index n in G. Therefore the set of subgroups
Li coincides with the set of subgroupsMi . ThusK is contained in all theMi . Since
n is an arbitrary natural number,K is contained in the intersection of all subgroups
of finite index in G. But G is residually finite, so this intersection is equal to f1g,
and hence K D f1g. �

29.11 Corollary (Mal’cev [42]). Any finitely generated matrix group over a field
is Hopfian.

Proof. The proof follows immediately from Theorems 29.6 and 29.9. �

29.12 Corollary. For each integer n the group ha; b j a�1ba D bni is Hopfian.

Proof. The proof follows from Exercise 5.5 and Corollary 29.11. �

26See Theorem 21.4 for another proof.



Chapter 3

Automorphisms of free groups and train tracks

As the planets turn around the sun,
all in group theory turns around matrices.

Ju. I. Merzljakov

In this chapter we study the dynamics of automorphisms of free groups. Let Fn be
the free group with the free generators y1; : : : ; yn. We will consider the elements of
Fn as reduced words in these generators and denote the length of a word w by jwj.

Let ˛ be an automorphism of Fn. If we want to compute ˛2.yi /, we should
take the word ˛.yi /, replace there each letter yj by the word ˛.yj / and perform
cancellations to get a reduced word. A perfect situation is the one where we never
have to perform cancellations in computing˛2.yi /, ˛3.yi /, … . Then we can control
the lengths (and perhaps the forms) of ˛k.yi /.

However this situation occurs seldom. Consider for example the automorphism
˛ of F2 given by the rule

˛ W
(
y1 7! y2;

y2 7! y1y2:

Then the images of y1 under positive powers of ˛ can be computed without per-
forming any cancellations:

y1 7! y2 7! y1y2 7! y2y1y2 7! y1y2y2y1y2 7! y2y1y2y1y2y2y1y2 7! � � � :
We observe that the length of ˛k.y1/ for k > 0 is equal to FkC1, the .k C 1/-th
Fibonacci number.28 It is known that FkC1 is the closest integer to �kC1p

5
, where

� D 1Cp
5

2
. In particular

lim
k!1

j˛kC1.y1/j
j˛k.y1/j D �:

Note also that � is the Perron–Frobenius eigenvalue (see Appendix, Definition A.6)
of the matrix �

0 1

1 1

�
:

28The definition of Fibonacci numbers is inductive: F1 ´ F2 ´ 1, FkC1 ´ Fk�1 C Fk for
k > 2.
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Now consider the automorphism of F3 given by the rule

 W

8̂<̂
:
y1 7! y2;

y2 7! y3;

y3 7! y3y
�1
1 :

Then under successive applications of  we obtain

y3 7! y3y
�1
1 7! y3y

�1
1 y�1

2 7! y3y
�1
1 y�1

2 y�1
3

7! y3y
�1
1 y�1

2 y�1
3 y1y

�1
3

7! y3y
�1
1 y�1

2 y�1
3 y1y

�1
3 y2y1y

�1
3

7! y3y
�1
1 y�1

2 y�1
3 y1y

�1
3 y2y1y

�1
3 � y3y2y1y

�1
3 :

We see that the first cancellation occurs in  6.y3/. Subsequently more cancel-
lations appear and we cannot control the lengths of the  k.y3/ as easily as in the
first example.

In the seminal paper [9], M. Bestvina and M. Handel introduced a large class of
outer automorphisms29 of Fn, the so-called irreducible outer automorphisms. They
showed that for any irreducible outer automorphism O of Fn one can construct
algorithmically a connected graphG and define a mapf W G ! Gwhich adequately
describes O and has the nice property that for any edge e of G all the paths f k.e/

for k > 1 are reduced. Bestvina and Handel call the map f a train track map
representing O.

The exact formulation of the theorem of Bestvina and Handel is given in The-
orem 6.3. In Sections 1–8 we give all necessary definitions30 and prepare for the
proof of this theorem. The proof will be given in Section 9. It uses the Perron–
Frobenius theorem on matrices (see Appendix, Theorem A.5). In Section 10 we
consider two examples, one of them shows how to construct the train track map
corresponding to the above outer automorphism  .

Note that in the paper [9] the case of a general outer automorphism is also
considered. The technique was refined in [6], [7], [8] to prove several difficult
conjectures on automorphisms of free groups. Our purpose here is to explain the
initial steps of this theory.

In Section 11 we give two applications of train tracks. As a corollary we will
deduce that

lim
n!1

k nC1.y3/k
k n.y3/k D �0;

where �0 D 1:16730 : : : is the Perron–Frobenius eigenvalue of the train track map
corresponding to  , and k � k denotes the cyclic word length (see Section 11.2 and
Exercise 11.3).

29See Definition 1.6 below.
30We slightly change the original definitions of valence-one and valence-two homotopies.
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1 Nielsen’s method and generators of Aut.Fn/

Let F be a free group with a finite basis X . We identify the elements of F with
reduced words in the alphabet X [ X�1. For any element w 2 F , we denote by
jwj the length of w with respect to X .

We define three types of transformation on an arbitrary finite tuple of elements
U D .u1; : : : ; um/ of F :

(T1) replace some ui by u�1
i ;

(T2) replace some ui by uiuj where i ¤ j ;
(T3) delete some ui if ui D 1.

In all three cases it is understood that the uk for k ¤ i remain unchanged. These
transformations are called elementary Nielsen transformations.

1.1 Exercise. Let V be a tuple, obtained from the tuple U by a permutation of its
elements. Show that V can be obtained from U by a finite number of elementary
Nielsen transformations.

A tupleU D .u1; : : : ; um/ of elements of F is called Nielsen reduced if for any
three elements v1, v2, v3 of the form u˙1

i , where ui 2 U , the following conditions
hold:

(N1) v1 ¤ 1;
(N2) if v1v2 ¤ 1, then jv1v2j > jv1j, jv2j;
(N3) if v1v2 ¤ 1 and v2v3 ¤ 1, then jv1v2v3j > jv1j � jv2j C jv3j.

The condition (N2) means that in the product v1v2 not more than half of each
factor cancels. The condition (N3) means that in the product v1v2v3 at least one
letter of v2 remains uncancelled.

Now we will introduce some notation. Suppose that the set X [ X�1 is well
ordered. This ordering induces a graded lexicographical ordering 4 on the set of
all reduced words in the alphabet X [X�1 by the following rule.

Let u and v be two reduced words in the alphabetX [X�1. Denote by w their
maximal common initial segment. We write u 4 v if either juj < jvj or juj D jvj
and the letter of u following w (if it exists) occurs earlier in the ordering than the
letter of v following w.

We write u � v if u 4 v and u ¤ v. Note that u � v implies that uw � vw for
any w 2 F , provided that the words uw and vw are reduced. For any w 2 F , let
�.w/denote the cardinality of the set fz j z 4 wg. Thenu � v ” �.u/ < �.v/

and �.u/ < �.v/ () �.uw/ < �.vw/, provided that the words uw and vw are
reduced.

Let v 2 F be a reduced word. By L.v/ we denote the initial segment of v
of length Œ.jvj C 1/=2�. The weight W.v/ of the word v is defined to be W.v/ D
�.L.v//C �.L.v�1//. Obviously, W.v/ D W.v�1/ and there exists only a finite
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number of words with weight not exceeding a given real number. The weight of a
finite tuple is defined to be the sum of weights of its elements.

1.2 Theorem. Any finite tuple U D .u1; : : : ; um/ of elements of a free group
F can be carried into a Nielsen reduced tuple V by a finite number of Nielsen
transformations.

Proof. If the condition (N1) is not satisfied, we can decrease the number of elements
of U by using the transformation (T3). Suppose that the condition (N2) is not
satisfied. Using (T1), we may assume that v1; v2 2 U . If, say jv1v2j < jv1j, then
using (T2), we can replace v1 by v1v2. Then the sum of the lengths of elements of
U decreases. Thus we may assume that the conditions (N1), (N2) are satisfied.

Suppose that the condition (N3) is not satisfied. Let v1 D ap�1 and v2 D pb,
where p is the maximal initial segment of v2 cancelling in the product v1v2. Simi-
larly, we write v2 D cq�1 and v3 D qd , where q�1 is the maximal terminal
segment of the word v2 cancelling in the product v2v3. By condition (N2), we have
jpj; jqj 6 jv2j=2. Then v2 D prq�1 for some r . Assuming that r ¤ 1 we would
have

jv1v2v3j D jv1j � jv2j C jv3j C 2jr j;
a contradiction to the assumption that (N3) is not satisfied. Therefore, r D 1,
v2 D pq�1 and jpj D jqj D jv2j=2. Since v2 ¤ 1, we obtain p ¤ q.

Case 1. Suppose that �.p/ < �.q/. Applying the transformation (T1), we
may assume that v2; v3 2 U . Now we replace v3 D qd by v2v3 D pd , using the
transformation (T2). Clearly the weight of the resulting tuple is smaller than the
weight of U .

Case 2. Suppose that �.q/ < �.p/. Applying the transformation (T1), we may
assume that v1; v2 2 U . Now we replace v1 D ap�1 by v1v2 D aq�1. Clearly
the weight of the resulting tuple is smaller than the weight of U .

Since the number of elements, the sum of the lengths of the elements and the sum
of the weights of the elements in a tuple cannot decrease indefinitely, the process
will stop and we will get a Nielsen reduced tuple. �

1.3 Corollary. Let V D .v1; : : : ; vm/ be a Nielsen reduced tuple of elements of a
free group F . Then for any element w D w1 : : : wk where k > 0, wi 2 V [ V �1

and wiwiC1 ¤ 1, the inequality jwj > k holds.

Let Fn be a free group with basisX D .x1; : : : ; xn/. Any homomorphism from
Fn into itself is completely determined by the images of the basis elements. For any
xi 2 X let ni be the automorphism sending xi to x�1

i and leaving other elements
ofX unchanged. For any different xi ; xj 2 X let nij be the automorphism sending
xi to xixj and leaving other elements of X unchanged.

Notice that the automorphisms ni and nij act on the tuple .x1; : : : ; xn/ as ele-
mentary Nielsen transformations. For this reason these automorphisms are called
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Nielsen automorphisms. An automorphism ˛ of Fn is called monomial if there
exists a permutation � of 1; : : : ; n and �i 2 f�1; 1g such that ˛.xi / D x

�i

i� for
i D 1; : : : ; n.

1.4 Exercise. Any monomial automorphism of the group Fn is a composition of
Nielsen automorphisms.

Given an automorphism ˛ of Fn and an element w 2 Fn, we denote by w˛ the
image ofw under ˛. For any tuple of elements U D .u1; : : : ; um/ of the group Fn,
we define U˛ D .u1˛; : : : ; um˛/.

1.5 Theorem. The group Aut.Fn/ is generated by the set of all Nielsen automor-
phisms ni and nij .

Proof. Let ˛ be an arbitrary automorphism of the group Fn. By Theorem 1.2, the
tuple U D X˛ D .u1; : : : ; un/ can be carried by elementary Nielsen transforma-
tions into a Nielsen reduced tuple V . If one replaces the i -th entry of U by u�1

i or
by uiuj for i ¤ j , then the new tupleU 0 has the formU 0 D Xni˛ orU 0 D Xnij˛.
By induction we get that V D Xˇ1 : : : ˇs˛, where ˇ1; : : : ; ˇs are Nielsen auto-
morphisms. Thus V is an automorphic image of X and hence V generates Fn. In
particular, any element x 2 X can be expressed in the form x D w1 : : : wk where
wi 2 V [ V �1 and wiwiC1 ¤ 1. By Corollary 1.3 we obtain jxj > k. Therefore
k D 1 and hence x 2 V [ V �1. This implies that V D Xˇ0, where ˇ0 is a
monomial automorphism. Then ˇ1 : : : ˇs˛ D ˇ0, which, in view of Exercise 1.4,
completes the proof of the theorem. �

1.6 Definition. Let G be a group. For any element g 2 G, we define the inner
automorphism ig of G by ig.x/ D gxg�1 for each x 2 G. The set fig j g 2 Gg
is a subgroup of Aut.G/. This is called the subgroup of inner automorphisms of
G and it is denoted by Inn.G/. Clearly, Inn.G/ is isomorphic to the factor group
of G by its center. For example, if G is a noncyclic free group, then Inn.G/ Š G.
Clearly Inn.G/ � Aut.G/. The group Out.G/ D Aut.G/=Inn.G/ is called the
outer automorphism group ofG. The image of an automorphism� 2 Aut.G/ in the
group Out.G/ is denoted by Œ�� and is called the outer automorphism corresponding
to �.

1.7 Theorem. Let Fn be a free group with basis X D fx1; x2; : : : ; xng. Let
‰ W Aut.Fn/ ! GLn.Z/ be the map defined by the following rule: for any
˛ 2 Aut.Fn/ the .i; j /-th entry of the matrix‰.˛/ is equal to the sum of exponents
of the letter xj in the word ˛.xi /. Then the map ‰ is an epimorphism.31

Proof. Easy calculations show that‰ is a homomorphism. This homomorphism is
surjective since the images of the Nielsen automorphisms nij and ni are transvec-
tions and diagonal matrices respectively, and they generate the group GLn.Z/. �

31The kernel of ‰ coincides with Inn.Fn/ for n D 2 and is strictly larger than Inn.Fn/ for n > 3
(see [40]).
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Clearly the kernel of ‰ contains all inner automorphisms of Fn. Therefore ‰
induces a homomorphism x‰ W Out.Fn/ ! GLn.Z/. For any O 2 Out.Fn/ the
matrix x‰.O/ is called the abelianization matrix of O.

2 Maps of graphs. Tightening, collapsing and expanding

2.1 Graphs. LetG be a connected graph32. The sets of vertices and edges ofG are
denoted by V.G/ and E.G/. For any edge e 2 E.G/ the inverse edge is denoted
by Ne. For any subset S � E.G/ disjoint from the set S� D fNe j e 2 Sg we write
S˙ D S [ S�.

A path in G is either a vertex of G (in this case the path is called trivial) or
a nonempty sequence of edges e1e2 : : : ek , where the end of ei coincides with the
beginning of eiC1 for 1 6 i 6 k � 1. The initial vertex of a path p is denoted by
˛.p/, the terminal by!.p/, the inverse path to p is denoted by Np. A path is reduced
if it does not contain a subpath of the form e Ne where e 2 E.G/.

The definitions of homotopic paths and the fundamental group �1.G; v/ are
given in Section 4 of Chapter 2. The homotopy class of a path p is denoted by Œp�.
The set of all paths in G is denoted by P.G/.

2.2 Maps between graphs. A map from a graph G1 to a graph G2 is a map
f W V.G1/ [ E.G1/ ! V.G2/ [ P.G2/ which sends V.G1/ to V.G2/, E.G1/

to P.G2/ and preserves the relations of incidence and inverse. We write
f W G1 ! G2 for ease. If v1 is a distinguished vertex of G1 and v2 D f .v1/,
we write f W .G1; v1/ ! .G2; v2/. The map f can be extended naturally to paths
inG1: f .e1e2 : : : ek/ D f .e1/f .e2/ : : : f .ek/. Note that the f -image of a reduced
path (even an edge) may be not reduced.

2.3 Induced homomorphisms and outer automorphisms. Let G1, G2 be con-
nected graphs and let f W .G1; v1/ ! .G2; v2/ be a map. Then f induces a homo-
morphism f� W �1.G1; v1/ ! �1.G2; v2/ given by the rule Œp� 7! Œf .p/�. Now
we consider the situation where G D G1 D G2.

Let f W .G; v/ ! .G; f .v// be a map. With each path x from v to f .v/we asso-
ciate the homomorphism �x W �1.G; v/ ! �1.G; v/ given by Œp� 7! Œxf .p/x�1�.
If x and y are two paths from v to f .v/, then clearly �y D iŒyx�1� B �x , where iŒq�

is the inner automorphism of �1.G; v/ given by the rule: Œl � 7! Œqlq�1�.
Therefore, if �x is an automorphism of �1.G; v/, then �y is one too. Moreover,

the images of �x and �y in Out.�1.G; x// coincide. We denote this common image
by f~ and say that the map f determines (or induces) the outer automorphism f~
of �1.G; v/.

2.4 Tightening, collapsing and expanding of maps. A map f W G ! G is said
to be tight if for each edge e 2 E.G/ the path f .e/ is reduced. To any map

32See Definition 1.4 in Chapter 2.
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f 0 W G ! G there corresponds a unique tight map f W G ! G such that for each
e 2 E.G/ the path f .e/ is reduced and homotopic to f 0.e/. We also say that f is
obtained from f 0 by tightening.

A graph is called a forest if each of its connected components is a tree.

Let f W G ! G be an arbitrary map and let G0 be a forest in the graph G. Let
G=G0 be the graph obtained from G by collapsing each connected component of
the forest G0 to a point. Below we give the formal definitions of the graph G=G0,
the collapsing map col W G ! G=G0, the expanding map exp W G=G0 ! G and
the induced map Nf W G=G0 ! G=G0 provided G0 is f -invariant.

First we define the graph G=G0. Let fT1; : : : ; Tkg be the set of connected
components of the forest G0. We choose a vertex vi in each Ti and set

V.G=G0/ D fQv j v 2 V.G/ n V.G0/g [ f Qv1; : : : ; Qvkg;
E.G=G0/ D fQe j e 2 E.G/ nE.G0/g:

The initial vertex of Qe is e˛.e/ if ˛.e/ 2 V.G/nV.G0/, and is Qvi if ˛.e/ 2 V.Ti /.
The terminal vertex of Qe is defined similarly.

Define the collapsing map col W G ! G=G0 by the rule:

col.v/ D
(

Qv if v 2 V.G/ n V.G0/,

Qvi if v 2 V.Ti /;

col.e/ D
(

Qe if e 2 E.G/ nE.G0/,

Qvi if e 2 E.Ti /.

Next we define the expandingmap exp W G=G0 ! G. For each vertexv 2 V.Ti /

let pv be the reduced path in Ti from vi to v. For each vertex v 2 V.G/ n V.G0/

we put pv D v. Now we set

exp. Qv/ D v for Qv 2 V.G=G0/,

exp. Qe/ D p˛.e/e Np!.e/ for Qe 2 E.G=G0/.

Clearly col B exp D id, but exp B col might not be the identity.
Finally, we assume that the forestG0 is f -invariant and define the induced map

Nf W G=G0 ! G=G0 by the rule:

Nf D col Bf B exp :

We say that the map Nf is obtained from the map f by collapsing the f -invariant
subforest G0.

2.5 Exercise. Prove the following statements.
1) If a map f W G ! G is tight, then the induced map Nf W G=G0 ! G=G0 is

also tight.
2) If G0 is a maximal f -invariant forest in G, then the graph G=G0 does not

contain Nf -invariant forests different from sets of vertices.
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3 Homotopy equivalences

Let G, G1, G2 be connected graphs.

3.1 Definition. A map f W G1 ! G2 is called a homotopy equivalence if for
some (and hence for any) vertex v1 2 V.G1/ the induced homomorphism
f� W �1.G1; v1/ ! �1.G2; f .v1// is an isomorphism.

Let � W �1.G1; v1/ ! �1.G2; v2/ be an arbitrary isomorphism. We say that �
is realized by a homotopy equivalence f W .G1; v1/ ! .G2; v2/ if � D f�.

3.2 Example. The collapsing map col W G ! G=G0 and the expanding map
exp W G=G0 ! G as defined in the previous section are homotopy equivalences.

3.3 Definition. The rose with n petals, denoted Rn, is the graph with one vertex �
and n oriented edges e1; : : : ; en. Its fundamental group is freely generated by the
classes of petals Œe1�; : : : ; Œen� and thus can be identified with the free group Fn.

3.4 Example. Any isomorphism � W �1.Rn;�/ ! �1.G; v/ can be realized by a
homotopy equivalence f W .Rn;�/ ! .G; v/ given by the rule f .ei / D pi where
pi is a path such that �.Œei �/ D Œpi �, i D 1; : : : ; n.

3.5Proposition. 1)Any isomorphism� W �1.G1; v1/ ! �1.G2; v2/ can be realized
by a homotopy equivalence f W .G1; v1/ ! .G2; v2/.

2) For each homotopy equivalence � W .G1; v1/ ! .G2; v2/, there exists a ho-
motopy equivalence � W .G2; v2/ ! .G1; v1/ with the following property: the map
� B � induces the identity automorphism of the group �1.G1; v1/; the map � B �
induces the identity automorphism of the group �1.G2; v2/.

Proof. LetT be a maximal subtree inG1. Then the graphG1=T is isomorphic to the
rose Rn. The collapsing map col W .G1; v1/ ! .Rn;�/ is a homotopy equivalence.
Therefore it is enough to prove that any isomorphism  W �1.Rn;�/ ! �1.G2; v2/

can be realized by a homotopy equivalence. This is true by Example 3.4. The
statement 2) follows immediately from the statement 1). �

3.6 Definition. A homotopy equivalence � W G2 ! G1 is called Out-inverse to
a homotopy equivalence � W G1 ! G2 if for some (and hence for any) vertices
v1 2 V.G1/ and v2 2 V.G2/ the maps � B � and � B � induce the identity outer
automorphisms of the groups �1.G1; v1/ and �1.G2; v2/ respectively.

Because of Proposition 3.5, for each homotopy equivalence � W G1 ! G2 there
exists a homotopy equivalence � W G2 ! G1 which is Out-inverse to � .

3.7 Definition. Two homotopy equivalences f1 W G1 ! G1 and f2 W G2 ! G2

are said to be similar if there exist mutually Out-inverse homotopy equivalences
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� W G1 ! G2 and � W G2 ! G1 such that the maps f1 and � ı f2 ı � induce the
same outer automorphisms of the group �1.G1; v/.

G2
f2 �� G2

�

��
G1

�

��

f1 �� G1

3.8 Example. Let f W G ! G be a homotopy equivalence and let f1 W G1 ! G1

be the homotopy equivalence obtained from f by tightening or collapsing an
f -invariant forest. Then f is similar to f1.

4 Topological representatives

Let Rn be the rose with one vertex v and n oriented edges e1; : : : ; en. Let Fn be
the free group with free generators x1; : : : ; xn. We identify the group Fn with the
fundamental group �1.Rn; v/ by the rule xi 7! Œei �.

4.1 Definition. A marked graph is a pair .G; �/whereG is a graph and � W Rn ! G

is a homotopy equivalence. The map � is called marking.

Let .G; �/ be a marked graph and let � W G ! Rn be an arbitrary homotopy
equivalence Out-inverse to � . Then every homotopy equivalence f W G ! G

determines the outer automorphism .� B f B �/~ of the group �1.Rn; v/ D Fn.
This outer automorphism does not depend on the choice of � .

G
f �� G

�

��
Rn

�

��

����� Rn

If f1 W G1 ! G1 is a homotopy equivalence similar to f W G ! G, then f1

determines the same outer automorphism of Fn, but with respect to the marking
�1 B � W Rn ! G1:

G1
f1 �� G1

�1

��
G

�1

��

f �� G

�

��
Rn

�

��

����� Rn.
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4.2 Definition. Let O be an outer automorphism of the group Fn. A homotopy
equivalence f W G ! G is called a topological representative of O with respect to
a marking � W Rn ! G if f determines O (as explained in 4.1), f is tight and f .e/
is not a vertex for any edge e 2 E.G/.

Now we define a standard topological representative for O. Let � be an arbitrary
automorphism from the class O and let �.xi / D wi .x1; : : : xn/ be the image of xi

written in reduced form, i D 1; : : : ; n. The standard topological representative of
O (with respect to the identity marking id W Rn ! Rn) is the map f W Rn ! Rn

given by the rule f .ei / D wi .e1; : : : ; en/, i D 1; : : : ; n.
Such a representative is not always good since, for example, the image of an

edge of Rn under a power of f may be not reduced. Below we will define irre-
ducible outer automorphisms ofFn and show how to construct for them topological
representatives with good properties, the so-called train tracks.

5 The transition matrix. Irreducible maps
and automorphisms

5.1 Definition. Let f W G ! G be a (not necessarily tight) map. From each
pair of mutually inverse edges of the graph G we choose one edge. Let
E.G/C D fe1; : : : ; emg be the set of chosen edges. The transition matrix of the
map f W G ! G is the matrixM.f / of sizem�m such that its entryMij is equal
to the total number of occurrences of the edges ei and Nei in the (not necessarily
reduced) path f .ej /.

A subgraph ofG is called nontrivial if at least one of its connected components
is not a vertex. A tight map f W G ! G is called irreducible if G does not
contain proper nontrivial f -invariant subgraphs. An equivalent condition is that the
matrix M.f / is irreducible.33 An outer automorphism O of the group Fn is called
irreducible if every topological representative f W G ! G of O for which G has
no valence-one vertices and no proper nontrivial f -invariant forests is irreducible.
The outer automorphism O is reducible if it is not irreducible.

The following proposition gives an algebraic criterion for reducibility of an outer
automorphism. Its proof is given in Remark 1.3 and Lemma 1.16 of the paper [9].

5.2 Proposition. An outer automorphism Œ�� of the groupFn is reducible if and only
if there exist subgroupsH1; : : : ;Hk , k > 1, andL ofFn such that 1 6 rk.H1/ < n,
Fn D H1 � � � � �Hk �L, and '.Hi / is conjugate toHiC1, i D 1; : : : ; k (addition
modulo k; the subgroup L may be trivial ).

Let k > 1 be an integer. Denote by Pk the permutation matrix of size k � k
with entries 1 at the positions .1; 2/; .2; 3/; : : : ; .k � 1; k/; .k; 1/. A square matrix

33See Definition A.1 in Appendix.
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is called a PB-matrix if it can be obtained from some permutation matrix Pk by
replacing each entry by a square matrix (a block) of the same size, so that each zero
entry is replaced by the zero block.

5.3 Corollary. If an outer automorphism O of the group Fn is reducible, then its
abelianization matrix x‰.O/ is similar to an integer reducible matrix34 or to an
integer PB-matrix.

The two cases in the conclusion of this corollary correspond to the cases L ¤ 1

and L D 1 from Proposition 5.2.

5.30 Corollary. If an outer automorphism O of the group Fn is reducible, then the
characteristic polynomial of its abelianization matrix x‰.O/ is reducible over Z or
the trace of this matrix is zero.

5.4 Example. 1) Let � be the automorphism of the group F2 D F.y1; y2/ given
by the rule

� W
(
y1 7! y�1

2 ;

y2 7! y1y
�1
2 :

The outer automorphism Œ�� is irreducible.
2) Let  be the automorphism of the group F3 D F.y1; y2; y3/ given by the

rule

 W

8̂<̂
:
y1 7! y2;

y2 7! y3;

y3 7! y3y
�1
1 :

The outer automorphism Œ � is irreducible.
3) Let 
 be the automorphism of the group F2 D F.y1; y2/ given by the rule


 W
(
y1 7! y1;

y2 7! y1y2:

The outer automorphism Œ
 � is reducible.

5.5 Definition. Let f W G ! G be a (not necessarily tight) map with irreducible
transition matrix M.f /. By Theorem A.5 in Appendix, M.f / has a Perron–
Frobenius eigenvalue � (see Definition A.6). We say that the map f has the
Perron–Frobenius eigenvalue � and denote it by PF.f /.

34See Definition A.1 in Appendix.
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6 Train tracks

6.1 Definition. Let G be a connected graph. A turn in G is an unordered pair of
edges ofG originating at a common vertex. A turn is non-degenerate if these edges
are distinct and it is degenerate otherwise.

Let f W G ! G be a map which does not send edges of G to vertices. Then
f induces a map Df W E.G/ ! E.G/ which sends each edge e 2 E.G/ to the
first edge of the path f .e/. This induces a map Tf on turns in G by the rule
Tf .e1; e2/ D .Df .e1/;Df .e2//. A turn .e1; e2/ is legal if the turns .Tf /n.e1; e2/

are non-degenerate for all n > 0; a turn is illegal if it is not legal. A path p D
e1e2 : : : ek in G is legal if all its turns f Nei ; eiC1g are legal. Clearly, a legal path is
reduced.

A map f W G ! G is called a train track map if the path f .e/ is nontrivial and
legal for each edge e 2 E.G/. In particular, a train track map is tight.

6.2 Exercise. Given a map f W G ! G, how can we determine whether f is a
train track map or not?

6.3 Theorem (Bestvina and Handel [9]). Every irreducible outer automorphism
O of Fn can be topologically represented by an irreducible train track map. Such
a map can be constructed algorithmically. In fact, any irreducible topological
representative f W G ! G of O whose Perron–Frobenius eigenvalue � is minimal
.i.e., less than or equal to the Perron–Frobenius eigenvalue of any other irreducible
topological representative of O/ is a train track map. If � D 1, then f is a finite
order isomorphism.

In Section 7 we will introduce some transformations on maps that will allow us
to prove this theorem in Section 9.

7 Transformations of maps

We introduce six types of transformations of maps f W G ! G: tightening, col-
lapsing, subdivision, folding, valence-one and valence-two homotopies. We will
investigate how these transformations affect the Perron–Frobenius eigenvalue of
the transition matrix of f , assuming its irreducibility. We assume in the sequel that
the graph G is connected, but is not a tree.

Tightening and collapsing

These transformations were introduced in Section 2.4.

7.1 Proposition. Let f W G ! G be a map which is not tight and let f1 W G ! G

be the corresponding tight map. If the transition matrices of the maps f and f1

are irreducible, then PF.f1/ < PF.f /.
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7.2 Proposition. Let f W G ! G be a map and let f1 W G1 ! G1 be the map
obtained from f by collapsing a nontrivial f -invariant forest inG. If the transition
matrices of the maps f and f1 are irreducible, then PF.f1/ < PF.f /.

The proofs follow from Corollary A.9, see Appendix.

Subdivision

Let f W G ! G be a map. Let e be an edge of G and let f .e/ D p0p00 be a
subdivision of the path f .e/ into two nontrivial subpaths. Thus w.p0/ D ˛.p00/ is
a vertex of G.

We subdivide the edge e by a new vertex w into two new edges e0; e00. Thus we
get a graphG1 withV.G1/ D V.G/[fwg andE.G1/ D .E.G/nfeg˙/[fe0; e00g˙.
For an arbitrary path p in G, we denote by Qp the path in G1 obtained from p by
replacing each occurrence of e by e0e00 and each occurrence of Ne by e0e00. Define a
map f1 W G1 ! G1 by the rule:

f1.v/ D f .v/ for v 2 V.G/, f1.w/ D ˛.p00/;

f1.l/ D �f .l/ for l 2 E.G/ n feg˙, f1.e
0/ D zp0; f1.e

00/ D zp00:

We say that the map f1 W G1 ! G1 is obtained from the map f W G ! G with
the help of subdivision of the edge e in accordance with the subdivision of the path
f .e/ D p0p00.

7.3 Proposition. Let f W G ! G be a map, let E.G/ D fe1; : : : ; emg˙ and let
f1 W G1 ! G1 be a map obtained from f W G ! G by a subdivision of the edge em.
LetM andM1 be the transitionmatrices off andf1. Then the following statements
hold.

1) The last two rows ofM1 coincide and, without the last two entries, are equal
to the last row ofM without the last entry.

2) The sum of the last two columns of the matrix M1 without the last entries is
equal to the last column of the matrixM .

3) Mij D .M1/ij for 1 6 i 6 m � 1, 1 6 j 6 m � 1.
Proof. The first statement follows from the fact that in any path f1.l/, where l 2
E.G1/, the edges e0

m, e00
m appear simultaneously and the subpaths e0

me
00
m correspond

to e. The second statement follows from the fact that for any l 2 E.G/ the total
number of occurrences of the edges l , Nl in the path f .em/ is equal to the sum of
the analogous numbers for the paths f1.e

0
m/ and f1.e

00
m/. The third statement is

obvious. �

7.4 Corollary. Let f W G ! G be a map and let f1 W G1 ! G1 be a map obtained
from f by subdivision. If the transition matrix of the map f is irreducible, then the
transition matrix of f1 is also irreducible. Moreover, PF.f / D PF.f1/.
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Proof. Let M and M1 be the transition matrices of f and f1. Suppose that M is
irreducible. By Exercise A.3 in Appendix the graph 	.M/ is strongly connected.
Then the graph 	.M1/ is strongly connected and hence M1 is irreducible.

Now we prove that PF.f / D PF.f1/. Assume thatE.G/ D fe1; : : : ; emg˙ and
that f1 is obtained from f by a subdivision of em.

It follows from the first statement of Theorem A.5 that there exists a column
vector v D .v1; : : : ; vm/

T > 0 such that Mv D �v where � D PF.M/. We set
Qv D .v1; : : : ; vm; vm/

T . Then Qv > 0 and M1 Qv D � Qv by Proposition 7.3. Again by
statement 1) of Theorem A.5 it follows that � D PF.M1/. �

Folding

Let f W G ! G be a map and E.G/ D fe1; : : : ; emg˙.
First we define an elementary folding. Suppose that two edges ei , ej in G

originating at a common vertex have the same images under f . We construct a
new graph G1 by identifying these edges and their terminal vertices in G. Thus
E.G1/ D E.G/ n fei ; ej g˙ [ fzg˙, where z is an edge obtained by identifying
ei and ej . We define a map f1 W G1 ! G1 by the rule: if e 2 E.G1/nfzg˙, then
f1.e/ is the path obtained from the path f .e/ by replacing the occurrences of ei̇

and ej̇ by z˙; if e D z, then f1.e/ is the path obtained from the path f .ei / by the
same procedure. We will say that the map f1 W G1 ! G1 is obtained from the map
f W G ! G by elementary folding of edges ei and ej .

Next we define a folding. Suppose that ei , ej are two edges in G with a com-
mon initial vertex and that the paths f .ei / and f .ej / have a nontrivial common
initial subpath. Denote the longest such subpath by p. Let f .ei / D pp1 and
f .ej / D pp2.

Case 1. Suppose that both paths p1 and p2 are nontrivial. We perform sub-
divisions of edges ei D e0

ie
00
i and ej D e0

j e
00
j according to subdivisions of paths

f .ei / D pp1 and f .ej / D pp2, and then perform the elementary folding of edges
e0

i and e0
j .

Case 2. Suppose that one of the paths p1, p2 is trivial and the other, say p1, is
nontrivial. Then we perform the subdivision ei D e0

ie
00
i according to the subdivision

of the path f .ei / D pp1 and after that we perform the elementary folding of edges
e0

i and ej .
Case 3. Suppose that both paths p1 and p2 are trivial. Then we perform the

elementary folding of edges ei and ej .
In all three cases we will say that the resulting map f1 W G1 ! G1 is obtained

from the map f W G ! G by folding ei and ej . In Case 1 the folding is said to be
partial.

7.5 Proposition. Let f W G ! G be a map, let E.G/ D fe1; : : : ; emg˙ and let
f1 W G1 ! G1 be the map obtained from f W G ! G by elementary folding of
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edges em�1 and em. Let M and M1 be the transition matrices of the maps f and
f1 respectively. Then the following statements hold.

1) The last two columns of the matrix M coincide and, without the last two
entries, are equal to the last column ofM1 without the last entry.

2) The sum of the last two rows of the matrixM without the last entries is equal
to the last row of the matrixM1.

3) Mij D .M1/ij for 1 6 i 6 m � 2, 1 6 j 6 m � 2.
Proof. The first statement follows from f .em�1/ D f .em/. Let z be the edge
of G1 obtained by identification of edges em�1 and em, and let e be an arbitrary
edge of G1. Then the second statement follows from the fact that the total number
of occurrences of the edges z, Nz in the path f1.e/ is equal to the total number of
occurrences of the edges em�1, Nem�1, em, Nem in the path f .e/. The third statement
is obvious. �

7.6 Corollary. Let f W G ! G be a map and let f1 W G1 ! G1 be a map obtained
fromf by folding a pair of edges. If the transitionmatrix of themapf is irreducible,
then the transition matrix of f1 is also irreducible. Moreover, PF.f / D PF.f1/.

Proof. Using Corollary 7.4, we may assume that this folding is elementary. Let
M and M1 be the transition matrices of f and f1. Suppose that M is irreducible.
By Exercise A.3 the graph 	.M/ is strongly connected. Then the graph 	.M1/ is
strongly connected and hence M1 is irreducible.

Next we prove that PF.f / D PF.f1/. Assume thatE.G/ D fe1; : : : ; emg˙ and
that we fold the edges em�1 and em.

Write � D PF.M/ and let v D .v1; : : : ; vm/
T > 0 be a column vector such

that Mv D �v. From Proposition 7.5, it follows that M1v
0 D �v0, where v0 D

.v1; : : : ; vm�2; vm�1 C vm/
T . Since v0 > 0, we have � D PF.M1/ by statement 1)

of Theorem A.5. �

Valence-one homotopy

Let f W G ! G be a map. Suppose that G contains a valence-one vertex v and an
edge e originating at v and ending at some vertex u. We will call such an edge a
hanging edge.

Let G1 be a subgraph of G obtained by removing v and the edges e, Ne. Let
� W G ! G1 be the map sending the vertex v and the edges e, Ne to the vertex u,
and sending other vertices and edges of G to themselves. This map can be thought
of as a contraction of the edge e into the vertex u and the identity on the rest of G.
The map � can be naturally extended to nontrivial paths: if p is a path consisting
only of edges e, Ne, we set �.p/ D u; in the other cases �.p/ is obtained from p by
deleting all occurrences of e and Ne.
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Define a map f1 W G1 ! G1 by the rule f1 D � B f jG1
. We say that the map

f1 is obtained from the map f by a valence-one homotopy.

7.7Proposition. Letf W G ! G be amap and letf2 W G2 ! G2 be amap obtained
from f by a finite number of valence-one homotopies, followed by tightening and
collapsing a maximal invariant subforest. If the transition matrices of the maps f
and f2 are irreducible, then PF.f2/ < PF.f /.

Proof. The inequality PF.f2/ < PF.f / follows from Corollary A.9 and the fact
that the transition matrix of the map f2 is dominated by the transition matrix of the
map f (see Definition A.7). �

Valence-two homotopy

Let f W G ! G be a map, where E.G/ D fe1; : : : ; emg˙, m > 2. Suppose that G
has a valence-two vertex v. By renumbering and reorienting the edges e1; : : : ; em

if necessary, we may assume that v is the terminal vertex of em�1 and the initial
vertex of em. Let u be the terminal vertex of em.

Let G1 be the graph obtained from G by deleting v and “unifying” the edges
em�1, em into one edge e. Let � W G ! G1 be the map such that �.v/ D �.em/ D
u, �.em�1/ D e and � sends the vertices from V.G/ n fvg and the edges from
E.G/nfem�1; emg˙ into themselves. One can think of� as stretching the edge em�1

across em and collapsing em to the vertex u. Clearly � is a homotopy equivalence.
The map � can be extended to nontrivial paths in G: if p is such a path, then

the path �.p/ is obtained from p by removing all occurrences of em and Nem, and
replacing each occurrence of em�1 and Nem�1 by e and Ne respectively. If all edges
disappear, we set �.p/ D u.

Let � W G1 ! G be the map which sends the edge e˙ to the path .em�1em/
˙ and

sends the other vertices and edges of G1 into themselves. Clearly � is a homotopy
equivalence which is Out-inverse to � .

Define a map f1 W G1 ! G1 by the rule f1 D � B f B � . Thus for l contained
in E.G1/ n fe; Neg we have f1.l/ D �.f .l// and for l D e we have f .e/ D
�.f .em�1/f .em//. We say that the map f1 is obtained from the map f by a
valence-two homotopy stretching em�1 across em.

7.8 Proposition. Let f W G ! G be a map, let E.G/ D fe1; : : : ; emg˙ and let
f2 W G2 ! G2 be the map obtained from f by a valence-two homotopy stretch-
ing em�1 across em, followed by tightening and collapsing a maximal invariant
subforest. If the transition matrices of the maps f and f2 are irreducible and
wm�1 6 wm, where w is a Perron–Frobenius right eigenvector of the transition
matrix of f , then PF.f2/ 6 PF.f /.

Proof. Let M , M1, M2 be the transition matrices of the maps f , f1, f2, where
f1 is as in the definition of the valence-two homotopy. Suppose the matrices M
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and M2 are irreducible. The matrix M1 can be obtained from the matrix M in two
steps:

1. add the m-th column of M to the .m � 1/-th column;
2. remove from the resulting matrix the last column and the last row.

We have Mw D �w, where � D PF.M/. Let w0 be the vector obtained
fromw by removing the last entrywm. Then .M1w

0/i D �w0
i �Mim.wm �wm�1/

for 1 6 i 6 m � 1. By assumption, wm > wm�1 and hence M1w
0 6 �w0.

Since M1 dominates the irreducible matrix M2, we obtain that PF.M2/ 6 � by
Theorem A.8. �

7.9 Remark. Let O be an irreducible outer automorphism ofFn and let f W G ! G

be an arbitrary homotopy equivalence which determines O.
Let f1 W G1 ! G1 be a new map obtained from f by valence-one homotopies

(to delete all hanging edges), followed by tightening and collapsing a maximal
invariant subforest. Then f1 is an irreducible topological representative of O. This
follows from Exercise 2.5 and the definition of irreducibility, see Definition 5.1. In
particular, the standard topological representative ofO (see Section 4) is irreducible.

8 The metric induced on a graph by an irreducible map

Letf W G ! G be an irreducible map. We define a metric onG in the following way.
Let M be the transition matrix of f corresponding to some numeration of edges
E.G/ D fe1; : : : ; emg˙. Let vM D �v, where � D PF.M/ and v D .v1; : : : ; vm/

is the left eigenvector corresponding to � such that
Pm

iD1 vi D 1. Such a vector is
unique.

We define a metric onG by identifying every edge ei with an interval of lengthvi .
Note that such a metrization does not depend on the numeration of edges. From the
definition of M it follows that the length of the path f .ej / is equal to .vM/j , i.e.,
it equals �vj . Thus the map f expands each edge by the factor �. If the map f
is a train track, then every path f .ej /, f 2.ej /, … is reduced. Moreover, for each
k > 0 the length of the path f kC1.ej / is equal to the length of the path f k.ej /

multiplied by �.
A path in the metric graph G is a point (i.e., a degenerate path), a segment

inside some edge, or a sequence ac1c2 : : : ckb where c1; : : : ; ck 2 E.G/, a is a
terminal segment of some edge c0, b is an initial segment of some edge ckC1, and
˛.ciC1/ D !.ci / for i D 0; : : : ; k. The beginning of a path p is denoted by ˛.p/,
the end by!.p/. The length ofp is denoted byLG.p/. For a pointX onp we write
X 2 p to indicate a certain occurrence of X in p. For any two points U; V 2 p

one can naturally define the distance from U to V along p. Denote this distance
by dp.U; V /.
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8.1 Definition. Let f W G ! G be an irreducible map and � the Perron–Frobenius
eigenvalue of its transition matrix. Let p be a path in the metric graph G. A
preimage in p of a point Y 2 f .p/ is the point X 2 p such that

� � dp.˛.p/;X/ D df .p/.˛.f .p//; Y /:

In a similar way one can define the preimage in p of a subpath r � f .p/.

The following exercise shows that the metric behaves well with respect to sub-
divisions of edges.

8.2 Exercise. Let f W G ! G be an irreducible map and let f1 W G1 ! G1 be the
map obtained from f by subdivision of an edge e D e0e00 2 E.G/ in accordance
with a subdivision of the path f .e/ D p0p00. Prove the following formulas.

1) LG1
.l/ D LG.l/ for l 2 E.G1/ n fe0; e00g˙;

2) LG1
.e0/C LG1

.e00/ D LG.e/;
3) LG1

.e0/=LG1
.e00/ D LG.p

0/=LG.p
00/.

9 Proof of the main theorem

For any graph G with E.G/ D fe1; : : : ; emg˙ we write E.G/C D fe1; : : : ; emg.

9.1 Lemma. Let G be a finite connected graph with the fundamental group of
rank n and without vertices of valency 0, 1 and 2. Then jE.G/Cj 6 3n � 3.
Proof. Let T be a maximal subtree inG. According to Theorem 4.3 from Chapter 2,
we have n D jE.G/Cj � jE.T /Cj. Further,

jE.G/Cj D 1
2

X
v2V.G/

deg.v/ > 3
2

jV.G/j;

jE.T /Cj D jV.G/j � 1:

Hence jE.T /Cj 6 2
3

jE.G/Cj � 1 and

n D jE.G/Cj � jE.T /Cj > 1
3

jE.G/Cj C 1: �

9.2 Theorem (Bestvina and Handel [9]). Every irreducible outer automorphism O

of Fn can be topologically represented by an irreducible train track map. Such
a map can be constructed algorithmically. In fact, any irreducible topological
representative f W G ! G of O whose Perron–Frobenius eigenvalue � is minimal
.i.e., less than or equal to the Perron–Frobenius eigenvalue of any other irreducible
topological representative of O/ is a train track map. If � D 1, then f is a finite
order isomorphism.



9. Proof of the main theorem 139

Proof. The theorem is obvious forn D 1, so we assume thatn > 2. Letf W G ! G

be an arbitrary irreducible topological representative of O (for example, the stan-
dard one given on a rose – see Section 4). We may assume thatG has no valence-one
or valence-two vertices (for this it is enough to apply valence-one or valence-two
homotopies, followed by tightening and collapsing a maximal invariant subforest;
because of Propositions 7.7 and 7.8, the Perron–Frobenius eigenvalue will not in-
crease). Then jE.G/Cj 6 3n � 3 by Lemma 9.1. By Theorem A.10 the entries of
the transition matrix M.f / do not exceed �3n�3, where � D PF.f /.

If f is not a train track map, we will find algorithmically another irreducible
topological representative f 0 W G0 ! G0 of O such that G0 has no valence-one or
valence-two vertices and �0 < �. Similarly, we get jE.G0/Cj 6 3n � 3, and the
entries of the transition matrix M.f 0/ do not exceed .�0/3n�3. Notice that there
are only finitely many nonnegative integer matrices of bounded size whose entries
do not exceed a given value. Therefore, after applying the algorithm several times
(in fact not more than

P3n�3
iD1 Œ�

i C 1�i
2

times), we get a train track map.
Now we describe the algorithm for constructing f 0. By Theorem A.10 we have

� > 1. Moreover, if � D 1 then M.f / is a permutation matrix. In this case it is
evident that f is an automorphism of the graphG permuting its edges; in particular
f is a train track. Therefore we may assume that � > 1. We consider the graph G
as a metric space, as described in Section 8, and extend the map f linearly to the
interiors of edges of G.

Claim. In any neighborhoodU of a point ofG, there is a pointxwithf l.x/ 2 V.G/
for some l > 0.

Proof. The map f enlarges the distances � > 1 times. Hence for some l the length
of f l.U / will exceed the maximum of the lengths of edges of G. For this l we get
f l.U / \ V.G/ ¤ ;. �

Suppose that f W G ! G is not a train track map. Then there exists an edge
e 2 E.G/ such that for some k > 1 the path f kC1.e/ contains a subpath of the
form Ncc, where c is an edge.

An informal description of the algorithm

First we will find a special subpath NakC1bkC1 in f kC1.e/ such that NakC1bkC1 � Ncc
and akC1 D bkC1. Then we will define its consecutive preimages Naibi � f i .e/,
i D k, k � 1, … , 0.

By subdivision we can assume that the endpoints of all paths Nai , bi are vertices.
After that we will perform foldings of edges in the paths Nakbk , Nak�1bk�1, … , Na0b0

(see Figure 39).
We choose the subpath NakC1bkC1 so that the first k foldings are outside the path

Na0b0. Then, after the last folding in the path Na0b0, we will get a hanging edge.
We remove this edge by a valence-one homotopy and, after some improvement,

we obtain an irreducible map with a smaller Perron–Frobenius eigenvalue (see
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Proposition 7.7). Note that the decrease in the Perron–Frobenius eigenvalue may
happen in an earlier step. Sometimes we will improve the maps using tightening,
collapsing a maximal invariant forest, and valence-one or valence-two homotopies.

A detailed description of the algorithm
Let e be an edge such that for some k > 1 the path f kC1.e/ is not reduced, i.e., it
contains a subpath of the form Ncc, where c is an edge. Let PkC1 2 f kC1.e/ be the
initial vertex of the edge c and let P0 be its preimage in e with respect to the map
f kC1. Observe that P0 lies in the interior of the edge e. If P1 D f .P0/ also lies
in the interior of some edge e1, then we can replace e by e1 and decrease k. Thus
we assume that the following condition is satisfied:

I. P1 2 V.G/.
Next we will show how to find a subpath NakC1bkC1 of the path f kC1.e/ with

the following properties.

II. NakC1bkC1 � Ncc, where akC1 D bkC1.

III. The initial (D the terminal) point of the path NakC1bkC1 is mapped to a vertex
of G under a nonnegative power of f .

IV. P0 … Naibi for i D 1; : : : ; k.
Here Naj bj is the preimage in f j .e/ of the path Naj C1bj C1 � f j C1.e/, where
j D 0; : : : ; k.

By the Claim on page139, here for any " > 0 we can choose a path NakC1bkC1

of length less than " for which conditions II and III are fulfilled. We show that for
sufficiently small " condition IV will be fulfilled too.

Suppose thatLG. NakC1bkC1/ < ". ThenLG. Naibi / D �i�.kC1/LG. NakC1bkC1/

< " for i D 1; : : : ; k. By condition I the paths a1, b1, and hence all the paths ai ,
bi for i > 1, originate at vertices of G. Therefore the paths Naibi for i > 1 lie
in an open "-neighborhood of the set V.G/. Recall that P0 lies in the interior of
the edge e. If we set " equal to the distance from P0 to the closest vertex, then
condition IV will be satisfied.

The next step is the preparation of a series of foldings. Perform a subdivision at
point P0. This subdivision is possible since P1 D f .P0/ is a vertex by condition I.
LetAkC1 be the initial (D the terminal) point of the path NakC1bkC1. By condition III
the point f l.AkC1/ is a vertex for some l > 0. Perform subsequent subdivisions
at points f l�1.AkC1/; : : : ; AkC1. Subdividing further, we may assume that the
endpoints of all the paths Naibi are vertices.

Now we would like to perform consecutive foldings in the paths Nakbk ,
Nak�1bk�1, … , Na0b0. Note that ai , bi may be paths with several edges since we
have performed subdivisions. We will fold35 the first edges of the paths ai and bi .

If we perform all these foldings, we will get a hanging edge, since P0 is a

35These folds can be partial, which will lead to new subdivisions.
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valence-two vertex (see Figure 39). However, in practice we will perform these
foldings up to the moment where for the new map Qf W zG ! zG one of the following
is satisfied:

• the map Qf W zG ! zG is not tight;
• the graph zG contains a non-trivial Qf -invariant subforest;
• the graph zG contains a hanging edge.

Note that up to this point we have used only subdivisions and foldings. There-
fore, by Corollaries 7.4 and 7.6, all constructed maps, including Qf , have irreducible
transition matrices and the same Perron–Frobenius eigenvalue� as at the beginning.
As soon as we get the map Qf , we perform valence-one homotopies (to delete all
hanging edges), followed by tightening and collapsing a maximal invariant subfor-
est. By Remark 7.9, the resulting map Of W yG ! yG is an irreducible topological
representative of O. Therefore the transition matrix of Of is irreducible. By Propo-
sition 7.7, applied to Qf and Of , we get PF. Of / < PF. Qf / D �.

If yG does not contain valence-two vertices, we can put f 0 D Of . Otherwise, we
perform valence-two homotopies (to delete all valence-two vertices), followed by
tightening and collapsing a maximal invariant subforest. As a result we obtain an
irreducible topological representative f 0 W G0 ! G0 with the vertices of valence at
least 3. By Proposition 7.8 we have PF.f 0/ 6 PF. Of / < �. �

�� �� ��

�� �� ��

� � � ����
�
�
�
�

�
� �P0

b0

a0

P1

b1

a1

P2

b2

a2

Pk

bk

ak

PkC1

bkC1

akC1

� � � � �f f f f f: : :

�
��

�
��

�
��

�
��

�
��

�
��

� � � �� � �� �
Qf Qf QfQf Qf: : : �

Figure 39

10 Examples of the construction of train tracks

First we introduce some useful notation. Let G be a metric graph, f W G ! G a
map and p a path in G. We set pi D f i .p/ for i > 0. Let P be a point in some
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path pj and let s, t be natural numbers such that s 6 j 6 t . The trajectory of P in
the sequence of paths ps; psC1; : : : ; pt is the sequence of points Ps; PsC1; : : : ; Pt

such that

(i) Pj D P ;
(ii) Pj �1; : : : ; Ps are consecutive preimages of the point P in the paths

pj �1; : : : ; ps;
(iii) Pj C1; : : : ; Pt are consecutive images of the pointP in the pathspj C1; : : : ; pt .

In this section we will use a metric on G which differs from the one defined in
Section 8 by a scalar factor.

10.1 Example. Let � be the automorphism of F2 D F.y1; y2/ defined by the rule

� W
(
y1 7! y�1

2 ;

y2 7! y1y
�1
2 :

Let f W R2 ! R2 be the standard topological representative for Œ�� defined on
the rose R2 by the rule

f W
(
e1 7! Ne2;

e2 7! e1 Ne2:

For the map Df we have:

Df W

Ne1

e2

��
���

��
�e1�� Ne2

� �� e2
� ��

We see that the pair of edges f Ne1; Ne2g is an illegal turn.
Write down the f -images of the edge e2:

e2 7! e1 � Ne2 7! Ne2 � e2 Ne1:

Since f .e2/ contains an illegal turn, f is not a train track map.
A degenerate turn appears first in the path x2 D f 2.e2/. Let P2 be the vertex

of this turn and let T .P2/ D .P0; P1; P2/ be the trajectory of the point P2 in the
paths x0, x1, x2, where xi D f i .e2/. One can see that P1, P2 are vertices and P0

is a point in the interior of the edge e2 of the metric graph R2:

e2 7! e1 � Ne2 7! Ne2 � e2 Ne1:
P0 P1 P2

Let us compute the distances from P0 to the initial and terminal vertices of e2

in the metric graph R2. The transition matrix of the map f W R2 ! R2 is�
0 1

1 1

�
:
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This matrix is irreducible; it has the Perron–Frobenius eigenvalue � D 1Cp
5

2
,

one of the left Perron–Frobenius eigenvectors being .1; �/. Thus we define the
lengths of edges by the rule L.e1/ D 1, L.e2/ D �. As f increases the distances
by the factor � (see Section 8), we have

de2
.˛.e2/; P0/ D 1

�
de1 Ne2

.˛.e1 Ne2/; P1/ D 1

�
L.e1/ D 1

�
: (1)

Therefore

de2
.P0; !.e2// D L.e2/ � de2

.˛.e2/; P0/ D � � 1

�
D 1: (2)

We set Ncc equal to the subpath Ne2e2 of the path Ne2 � e2 Ne1. Next we choose a
subpath Na2b2 D ŒA2; P2�ŒP2; B2� in Ncc so that the conditions II–IV of the algorithm
from Section 9 are satisfied for k D 1.

We set A2, B2 equal to the occurrences of P0 in the subpaths Ne2; e2 of the path
Ncc. Obviously conditions II and III are satisfied.

Now we check the condition IV: P0 … Na1b1. Recall that according to the
definition Naibi D ŒAi ; Pi �ŒPi ; Bi � where Ai , Pi , Bi are preimages of A2, P2, B2

in xi , i D 0; 1.
In Figure 40 the paths xi and the points Ai , Pi , Bi are drawn. The vertices are

indicated by filled circles, while the occurrences of the point P0 are indicated by
small circles. The edges connect filled circles.

� �
� ��
� �� �

�
�

� �

x0 W

x1 W

x2 W

e2

e1 Ne2

Ne2 e2 Ne1

A0 P0 B0

A1 P1 B1

A2 P2 B2

Figure 40

Let us compute the distances from the points Ai , Bi , i D 1; 2 to the vertex of
the rose along the edges containing them (we use equation (1)):

d Ne2
.A2; !. Ne2// D 1

�
D de2

.˛.e2/; B2/;

de1
.A1; !.e1// D 1

�2
D d Ne2

.˛. Ne2/; B1/:



144 Chapter 3. Automorphisms of free groups and train tracks

According to equations (1) and (2), the distance from P0 to the vertex of R2

is equal to 1
�

, which is larger than 1
�2 . Therefore P0 … Na1b1 and condition IV is

satisfied. Moreover one can verify that Na0b0 \ Na1b1 D ¿.

Thus the conditions I–IV of the algorithm are satisfied and we can perform all
necessary subdivisions and foldings.

Step 1. Subdivide the graph R2 at the point P0. Then P0, and hence the points
A2, B2 (they coincide with P0), become vertices:

� �� � �
� ��B0 P0
A0

B1 A1

e2 e1

In subsequent figures vertices are indicated by filled circles and points by circles.
The edges join filled circles. We use Figure 40 to compute images of edges.

Step 2. Subdivide at points A1, B1 and fold.

a 7! dc

b 7! Nc Nb
c 7! Na
d 7! Nc Nb

�
�

�
��

�� �� %
� ��

B1 A1

B0

A0P0

a

b c d

Step 3. Subdivide at points A0; B0 and fold.

e 7! d

f 7! c

g 7! Ngf
c 7! Nf Ne
d 7! Nc Ngf

�
�

�
��

��%
� ��

B1 A1

B0
A0

P0

e

g c d

f
&
�

As a result we obtain a graph with a valence-one vertex.
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Step 4. Remove this vertex and the incident edge by the valence-one homotopy.

e 7! d

g 7! Ng
c 7! Ne
d 7! Nc Ng

�
�

�
��

��%
� ��

B1 A1

B0
A0

e

g c d

Step 5. Collapse the maximal invariant subforest determined by the edge g.

e 7! d

c 7! Ne
d 7! Nc

�
�

�
��

�
� ��

B1 A1

B0 A0

e c d

This map is irreducible; the Perron–Frobenius eigenvalue of its transition matrix0@0 1 0

0 0 1

1 0 0

1A
is equal to 1, which is smaller than �. Obviously this map is a train track map
representing the outer automorphism Œ��. According to Theorem 9.2, this is a finite
order automorphism. In fact �3 D 1 in Aut.F2/.

10.2 Example. Let  be the automorphism of the group F3 D F.y1; y2; y3/

defined by the rule

 W

8̂<̂
:
y1 7! y2;

y2 7! y3;

y3 7! y3y
�1
1 :

Let f W R3 ! R3 be the standard topological representative of Œ � defined on
the rose R3 by the rule

f W

8̂<̂
:
e1 7! e2;

e2 7! e3;

e3 7! e3 Ne1:

Write down the map Df :

Df W Ne1 7! Ne2 7! Ne3 7! e1 7! e2 7! e3 � :
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We see that the map .Df /5 carries each edge to the edge e3. Therefore any pair
of edges forms an illegal turn. Since f .e3/ contains a pair of edges, f is not a train
track. Write down the f -images of the edge e3:

e3 7! e3 � Ne1 7! e3 Ne1 � Ne2 7! e3 Ne1 Ne2 � Ne3 7! e3 Ne1 Ne2 Ne3 � e1 Ne3

7! e3 Ne1 Ne2 Ne3e1 Ne3 � e2e1 Ne3 7! e3 Ne1 Ne2 Ne3e1 Ne3e2e1 Ne3 � e3e2e1 Ne3:

A degenerate turn appears first in the path x6 D f 6.e3/. LetP6 be the vertex of
this turn and let T .P6/ D .P0; P1; : : : ; P6/ be the trajectory of the point P6 in the
paths x0; x1; : : : ; x6, where xi D f i .e3/. One can see that P1; : : : ; P6 are vertices
and P0 is a point in the interior of the edge e3 of the metric graph R3:

e3 7! e3 � Ne1 7! e3 Ne1 � Ne2 7! e3 Ne1 Ne2 � Ne3 7! e3 Ne1 Ne2 Ne3 � e1 Ne3

P0 P1 P2 P3 P4

7! e3 Ne1 Ne2 Ne3e1 Ne3 � e2e1 Ne3 7! e3 Ne1 Ne2 Ne3e1 Ne3e2e1 Ne3 � e3e2e1 Ne3:
P5 P6

Let us compute the distances from P0 to the initial and terminal vertices of e3

in the metric graph R3. The transition matrix of the map f W R3 ! R3 is0@0 0 1

1 0 0

0 1 1

1A :
This matrix is irreducible. Its characteristic polynomial is z3 � z2 � 1, the

Perron–Frobenius eigenvalue is � D 1:46557 : : : , one of the left Perron–Frobenius
eigenvectors being .1; �; �2/. Thus we define the lengths of edges by the rule
L.e1/ D 1, L.e2/ D �, L.e3/ D �2. As f increases distances by the factor �, we
have

de3
.˛.e3/; P0/ D 1

�
de3 Ne1

.˛.e3 Ne1/; P1/ D 1

�
L.e3/ D �: (3)

Therefore

de3
.P0; !.e3// D L.e3/ � de3

.˛.e3/; P0/ D �2 � � D 1

�
: (4)

We set Ncc equal to the subpath Ne3e3 of the path x6 D e3 Ne1 Ne2 Ne3e1 Ne3e2e1 Ne3 �
e3e2e1 Ne3. Now we choose a subpath Na6b6 D ŒA6; P6�ŒP6; B6� in Ncc, so that the
conditions II–IV of the algorithm from Section 9 are satisfied for k D 5.

We set A6, B6 equal to the occurrences of P0 in the respective subpaths Ne3, e3

of the path Ncc. Obviously conditions II and III are satisfied.
Now we check the condition IV: P0 … Naibi for i D 1; : : : ; 5. Recall that,

according to the definition, Naibi D ŒAi ; Pi �ŒPi ; Bi �, whereAi ,Pi ,Bi are preimages
of A6, P6, B6 in xi , i D 0; 1; : : : ; 5.
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In Figure 41 the paths xi and the points Ai , Pi , Bi are shown. The vertices are
indicated by filled circles, the occurrences of the point P0 by small circles. The
edges connect filled circles.

�
� �
� �
� �
� �
� �
� �

� �
�� �
�� � � �

� � �� �� �

'
'

'
''

�

x0 W

x1 W

x2 W

x3 W

x4 W

x5 W

x6 W

e3

e3 Ne1

e3 Ne1 Ne2

e3 Ne1 Ne2 Ne3

e3 Ne1 Ne2 Ne3 e1 Ne3

e3 Ne1 Ne2 Ne3 e1 Ne3 e2 e1 Ne3

�

�

�
�
�
�
�

�
� � �

�

A0 P0 B0

P1A1 B1

A2 P2 B2

A3 P3 B3

A4 P4 B4

A5 P5 B5

A6 P6 B6

� � � �e1 Ne3 e3� �: : : : : :

Figure 41

Compute the distances from the points Ai , Bi , i D 1; : : : ; 6, to the vertex of
the rose along the edges containing them. In the first computation we use the
formula .3/ and the fact that A6 D B6 D P0. In the next computations we use the
fact that f increases the distances by the factor �.

d Ne3
.A6; !. Ne3// D � D de3

.˛.e3/; B6/;

d Ne3
.A5; !. Ne3// D 1 D de2

.˛.e2/; B5/;

d Ne3
.A4; !. Ne3// D ��1 D de1

.˛.e1/; B4/;

d Ne2
.A3; !. Ne2// D ��2 D d Ne3

.˛. Ne3/; B3/;
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d Ne1
.A2; !. Ne1// D ��3 D d Ne2

.˛. Ne2/; B2/;

de3
.A1; !.e3// D ��4 D d Ne1

.˛. Ne1/; B1/:

Comparing this with equations (3) and (4), we conclude that P0 … Naibi for
i D 1; : : : ; 5 and hence condition IV is satisfied.

Thus conditions I–IV of the algorithm are satisfied and we can perform all the
necessary subdivisions and foldings.

Step 1. Subdivide the graph R3 at the point P0. Then P0, and hence the points
A6, B6 (which coincide with P0) become vertices.

�
�

� �

��
� � �
��

�

��P0

B0

A0

A5

A4

B3

A1

A3

B5

B2

B1A2

B4

(
)

�

e3
e2

e1

Step 2. Subdivide at points A5, B5 and fold.

a 7! ab

b 7! c

c 7! Nd
d 7! ae

e 7! c � � �P0

A5

A4

c

a

d
�B4

e

�

)

4

B5

b

�

�

5
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Step 3. Subdivide at points A4, B4 and fold.

f 7! fg

g 7! b

b 7! c

c 7! Nh Nf
e 7! c

h 7! e

�
� �
�
�
�4




&

P0

A5

B5 A4

B4 A3

B3

e

f

c

b
g

h

3

677

Step 4. Subdivide at points A3, B3 and fold.

i 7! ij

j 7! g

g 7! b

b 7! kNi
k 7! Nh
e 7! kNi
h 7! e

� �
�
�

� �
P0

A5

B5

A4

B4 A3

B3

k

b g
j

i

h e

0 	
�

68

4
#

�B2
A2

Step 5. Subdivide at points A2, B2 and fold.

l 7! lm

m 7! j

j 7! g

g 7! b

b 7! k Nm Nl
k 7! Nh
h 7! n Nl
n 7! k

� �
�� �

P0

A5

B5

A4

B4 A3

B3

B2

k

n

b g
j

0 	
�

8 � �
A2

A1 B1

h

8

9




�
6m

l
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Step 6. Subdivide at points A1, B1 and fold.

o 7! oq

q 7! m

m 7! j

j 7! g

g 7! b

b 7! k xm Nq No
k 7! o Np
n 7! k

p 7! n

� �
�� �

P0

A5

B5

A4

B4 A3

B3

B2

k

n

b g
j

0 	
�

8 �
A2

B1

A1

8

9
�

6m

o

)

6
q

p

As a result we obtain a graph with a valence-one vertex.

Step 7. Remove this vertex and incident edge by a valence-one homotopy:

q 7! m

m 7! j

j 7! g

g 7! b

b 7! k xm Nq
k 7! Np
n 7! k

p 7! n

� �
�� �

P0

A5

B5

A4

B4 A3

B3

B2

A2

k

n

b g
j

0 	
�

8 �B1

A1

8

6m

)

6
q

p

Step 8. Collapse the maximal invariant forest determined by the edges k, n, p.

q 7! m

m 7! j

j 7! g

g 7! b

b 7! xm Nq � �
�

A5

B5
B4

A4

A3

B3

P0

b

m

g
j�

8

8

:

0q
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This map f 0 W G0 ! G0 is irreducible and the Perron–Frobenius eigenvalue of
its transition matrix 0BBBB@

0 0 0 0 1

1 0 0 0 1

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

1CCCCA
is equal to �0 D 1:16730 : : : , which is smaller than � D 1:46557 : : : . Now we
check that f 0 is a train track map. For this purpose we compute the induced map

Df 0 W
Nq

Nm
����
�� Nj� �� Ng� �� Nb� ��

��
q�� m

� �� j� �� g� �� b
� �� Nm� ��

We see that fb; Nqg is the unique non-degenerate illegal turn. The paths f 0.e/, where
e 2 E.G0/, do not contain this turn. Thus f 0 is a train track map representing the
outer automorphism Œ �.

11 Two applications of train tracks

We formulate here two results, which can be proven with the help of train tracks.

11.1. For any automorphism ˛ W Fn ! Fn let Fix.˛/ be the fixed subgroup of ˛:

Fix.˛/ D fx 2 Fn j ˛.x/ D xg:
Then rk.Fix.˛// 6 n, and if ˛ lies in an irreducible outer automorphism class, then
rk.Fix.˛// 6 1 (see Theorems 9.1 and 6.1 in [9]).

11.2. Let X be a fixed basis of Fn. A cyclic word of length m is a cyclically
ordered set ofm letters xi 2 X˙ indexed by elements of Zm. We shall understand
a cyclic word to be reduced in the sense that xixiC1 ¤ 1 for all i (indices taken
modulom). Clearly, cyclic words are in one-to-one correspondence with conjugacy
classes in Fn. We denote the length of a cyclic word w by kwk.

For any cyclic word w in Fn and any outer automorphism O the growth rate of
w with respect to O is defined as

GRO.w/ D lim sup
n!1

n
p

kOn.w/k:

Suppose now that O is irreducible. Then either O acts periodically on w (in
this case GRO.w/ D 1) or GRO.w/ D � > 1, where � is the Perron–Frobenius
eigenvalue of an irreducible train track map f W G ! G topologically representing
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O (see Remark 1.8 in [9] ). In particular, all irreducible train track representatives
of O have the same Perron–Frobenius eigenvalue. Moreover, one can prove that
either O acts periodically on w or

lim
n!1

kOnC1.w/k
kOn.w/k D �:

11.3 Example. For the automorphism  defined in the introduction to Chapter 3
we have

lim
n!1

k nC1.y3/k
k n.y3/k D �0;

where �0 D 1; 16730::: is the unique real root of the polynomial x5 � x � 1.

Proof. The outer automorphism Œ � does not act periodically on y3, otherwise it
acts periodically on y1 D  �2.y3/ and on y2 D  �1.y3/, and so it has a finite
order. But the abelianization matrix of Œ �,0@ 0 1 0

0 0 1

�1 0 1

1A ;
has infinite order, since the real root of its characteristic polynomial z3 � z2 C 1 is
different from ˙1. Thus the assumption on periodicity is impossible.

Therefore the above limit equals to the Perron–Frobenius eigenvalue of an irre-
ducible train track representative of Œ �. This eigenvalue �0 was computed at the
end of Section 10. �



Appendix. The Perron–Frobenius Theorem

A.1 Definitions. A real matrix A is called non-negative (we write A > 0) if all its
entries are non-negative. AlsoA is called positive (we writeA > 0) if all its entries
are positive.

A permutation matrix is a square matrix in which each row and column consists
entirely of zeros except for a single entry 1.

A reducible matrix is a square matrix A for which there exists a permutation
matrix P such that

P�1AP D
�
X Y

0 Z

�
;

where X , Z are square matrices.
If a square matrix is not reducible, then it is said to be irreducible. Note that all

1� 1matrices are irreducible; in particular the 1� 1 zero matrix is irreducible; this
will be called the zero irreducible matrix.

For x D .x1; : : : ; xn/ 2 Rn we define jxj D Pn
iD1 jxi j.

A.2 Exercise. If a matrix A is irreducible, then the matrix AT is also irreducible.

To every non-negative matrix A of size n � n we associate an oriented graph
	.A/; the vertices of this graph are the numbers 1; : : : ; n and for every pair of its
vertices i , j there is an oriented edge from i to j if and only if Aij > 0. A path p
in this graph is called oriented if each edge of p is oriented.

A.3 Exercise. Let A be a non-negative matrix of size n � n. Then the following
statements are equivalent.

1) A is irreducible.
2) The set f1; : : : ; ng cannot be divided into two nonempty subsets I and J with

the property: Aij D 0 if i 2 I and j 2 J .
3) The graph 	.A/ is strongly connected, that is, for any two different vertices
i , j of 	.A/, there exists in 	.A/ an oriented path from i to j .

A.4 Lemma. Let A be a non-negative non-zero irreducible matrix of size n � n.
Then the matrix B D Pn�1

iD0 A
i is positive. In particular, if x 2 Rn, x > 0 and

x ¤ 0, then Bx > 0.

Proof. Obviously, Bi i > 0. We prove that Bij > 0 for i ¤ j . By Exercise A.3,
there exists a sequence of vertices i D i0, i1, … , ik.i;j / D j in the graph 	.A/
such that there is an oriented edge from is to isC1 for each 0 6 s < k.i; j /. We
may assume that all these vertices are different, so that k D k.i; j / 6 n � 1.
By definition of the graph 	.A/, we have Ai0i1Ai1i2 : : : Aik�1ik > 0. Therefore
.Ak/ij > 0, and hence Bij > 0. �
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A.5 Theorem (Perron–Frobenius). Let A be a non-negative, non-zero, irreducible,
real matrix. Then

1) A has a positive, real, right eigenvector, unique up to multiplication by a
positive real number; the associated eigenvalue PF.A/ is positive;

2) PF.A/ D PF.AT /;

3) for every eigenvalue � of the matrix A, it holds j� j 6 PF.A/;
4) to the eigenvalue PF.A/ there corresponds a unique, up to multiplication by

a real number, right real eigenvector.

Moreover, let w be a non-negative, non-zero, real column vector and let ˛ be a
non-negative real number. Then the following hold.

5) If Aw 6 PF.A/w, then Aw D PF.A/w.

6) If Aw 6 ˛w, then PF.A/ 6 ˛.

Proof. 36 1) and 2) First we prove that there exists a column vector y > 0 and a
number � > 0 such that Ay D �y.

Say A is an n � n matrix. Let u be the row vector of size n with each entry
equal to 1. Set � D fx 2 Rn j x > 0; jxj D 1g. We claim that

supf� j there exists x 2 � such that Ax > �xg
is a finite number. Indeed, if Ax > �x for some x 2 �, then

uAuT > uAx > �ux D �:

Denote the above supremum by �. Using the compactness of�, one can prove that
there exists y 2 � such thatAy > �y. Suppose thatAy ¤ �y. ThenBAy > �By,
whereB is the positive matrix from LemmaA.4. SinceAB D BA, we getAx > �x
for x D By=jByj 2 �, which contradicts the maximality of �.

Thus Ay D �y where y 2 �. This implies that By D Pn�1
iD0 �

iy, and since
By > 0 by Lemma A.4, we obtain y > 0. Again from Ay D �y it follows that
� > 0.

By symmetry there is a row vector z > 0 and a number � > 0 such that
zA D �z. Then �zy D zAy D �zy and zy > 0, from which it follows that
� D �.

Now let y0 be an arbitrary positive right eigenvector of A and let �0 be the
associated eigenvalue. As above we get � D �0 and hence �0 D �. Suppose that
y0 is not a scalar multiple of y. Then the points y0=jy0j and y=jyj lie in � and are
different. Therefore the line containing them intersects the boundary of � at some
point v. Since v is an eigenvector for A, and hence for B , we conclude that Bv is
a scalar multiple of v. Then one of the coordinates of the vector Bv is 0, which
contradicts Lemma A.4.

36The proof follows the line suggested by H. Wielandt in [63].
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Thus y0 is a scalar multiple of y and 1) is proven. The above identity � D �

proves the statement 2).
3) Let Au D �u, where � 2 C and u 2 Cn, with u ¤ 0. Set u0 D

.ju1j; : : : ; junj/T . ThenAu0 > j� ju0. Let z > 0 be a row vector such that zA D �z,
where � D PF.A/. Then �zu0 D zAu0 > j� jzu0 and zu0 > 0, so that � > j� j.

4) Let u be a positive and v an arbitrary real right eigenvector with eigenvalue
PF.A/. Then for a large enough number r > 0 the vector v C ru is also a positive
right eigenvector with the eigenvalue PF.A/. By 1) this vector, and hence the vector
v, is a scalar multiple of the vector u.

5) Suppose that Aw 6 �w and Aw ¤ �w, where � D PF.A/. Let z > 0 be a
row vector such that zA D �z. Then �zw D zAw < �zw, a contradiction.

6) follows from 5). �

A.6 Definition. Let A be a non-negative, non-zero, irreducible matrix. The eigen-
value PF.A/ from Theorem A.5 is called the Perron–Frobenius eigenvalue of the
matrix A. If A is the zero 1 � 1 irreducible matrix, we set PF.A/ D 0. A positive
column vector v withAv D PF.A/v is called a Perron–Frobenius right eigenvector
of A.

A.7 Definition. Let N and M be real matrices. We write N 6 M to mean that N
andM have the same size andNij 6 Mij for all possible i , j . We also say that the
matrix N is dominated by the matrix M if N 6 A, where A is a submatrix of the
matrix M .

A.8 Theorem. Let M1 and M be real, non-negative square matrices and let M1

be irreducible and dominated by M . Suppose that Mw 6 �w for some number
� > 0 and vector w > 0. Then either PF.M1/ < � or PF.M1/ D � and, up to
conjugation by a permutation matrix,

M D
�
M1 0

C D

�
:

Proof. Without loss of generality we may assume that

M D
�
A B

C D

�
and M1 6 A. Write w in the form . u

v /, where the size of the vector u corresponds
to the size of A. Then

�

�
u

v

�
> M

�
u

v

�
D

�
AuC Bv

CuCDv

�
;

whence
M1u 6 Au 6 AuC Bv 6 �u;
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and by statement 6) of Theorem A.5 we have PF.M1/ 6 �. If PF.M1/ D �, then
statement 5) of Theorem A.5 yields M1u D �u. Hence Bv D 0. Since v > 0, it
follows that B D 0. �

A.9 Corollary. Let M1 and M be irreducible, non-negative, real square matrices
and letM1 be dominated byM andM1 ¤ M . Then PF.M1/ < PF.M/.

A.10Theorem. LetA be a non-negative, non-zero, irreducible, n�n integer matrix
with Perron–Frobenius eigenvalue �. Then the following hold.

1) � > 1.

2) If � D 1, then A is a permutation matrix.

3) Aj i 6 �n for all i; j 2 f1; : : : ; ng.
Proof. By the Perron–Frobenius Theorem there exists a column vector v > 0 such
that Av D �v. Let u be the row vector of size n with each entry equal to 1.

1) and 2) Computing uAv in two ways, we have

� nX
j D1

Aj1

�
v1 C � � � C

� nX
j D1

Ajn

�
vn D uAv D �uv D �v1 C � � � C �vn:

For each i the sum
Pn

j D1Aj i is at least 1, since the matrix A is non-negative,
non-zero, integral and irreducible. Therefore � > 1.

If � D 1 then each of these sums is equal to 1. Hence each column ofA consists
entirely of zeros except for a single entry which equals 1. Since A does not contain
a zero row, A is a permutation matrix.

3) Fix i; j 2 f1; : : : ; ng. In the proof of Lemma A.4 we have shown that there
exists a natural number k D k.i; j / such that .Ak/ij > 0; moreover 0 6 k < n.
Since the matrix A is integral, it follows that .Ak/ij > 1. From Akv D �kv we
have

vj 6 .Ak/ij vj 6 �kvi :

Further, from Av D �v we deduce that

Aj ivi 6 �vj 6 �kC1vi 6 �nvi ;

which proves 3). �

A.11 Corollary. Let r be a real number and n a natural number. Then there
exist only a finite number of non-negative, irreducible n � n integer matrices with
Perron–Frobenius eigenvalue not exceeding r .
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Exercises of Chapter 1

1.9. 1)There are only two automorphisms of Z: the identityn 7! n and the automor-
phism n 7! �n, which sends each number to its inverse. Therefore Aut.Z/ Š Z2.

2) (a) Clearly Z.S1/ D f1g and Z.S2/ D S2. We will prove that Z.Sn/ D 1

for all n > 3. Let � be an arbitrary element of Z.Sn/. Then .ij / � � D � � .ij / for
every transposition .ij / 2 Sn. Hence

.ij / D � � .ij / � ��1 D .�.i/�.j //:

Take k 2 f1; 2; : : : ; ng n fi; j g. Then

.ik/ D � � .ik/ � ��1 D .�.i/�.k//:

Hence �.i/ D i for each i . Thus, � D id.

(b) We prove that .Sn/
0 D An for all n > 1. The commutator of two permuta-

tions in Sn is even, therefore S 0
n � An. Conversely, any permutation in An is the

product of an even number of transpositions from Sn, and the product of any two
of them lies in S 0

n:

.ij /.jk/ D Œ.ij /; .ik/�;

.ij /.kl/ D Œ.ijk/; .ij l/�:

Therefore An � S 0
n.

(c) The conjugacy classes of S3 are

fidg; f.12/; .23/; .13/g; f.123/; .132/g:
3) Each permutation from Sn is a product of transpositions .ij /. If i; j are

different from 1, then .ij / D .1i/.1j /.1i/. Therefore Sn D h.12/; .13/; : : : ; .1n/i.
4) Suppose that Q is generated by a finite number of rational numbers, i.e.,

Q D hp1

q1
; : : : ; pr

qr
i. Then each rational number can be expressed in the form

n1
p1

q1
C � � � C nr

pr

qr
for some integers n1; : : : ; nr . This latter sum can be written as

m
q1:::qr

for some integer m. But the rational number 1
2q1:::qr

cannot be expressed in
this form, a contradiction.

2.5. 1) The normality of the center follows immediately from the definition. The
normality of the commutator subgroup follows g�1Œa; b�g D Œg�1ag; g�1bg�. Let
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us show that G=G0 is an abelian group, that is, .xG0/.yG0/ D .yG0/.xG0/ for any
x; y 2 G. This is equivalent to xyG0 D yxG0, i.e., to y�1x�1yx 2 G0. The latter
is valid.

2) Let fHxi j i 2 I g be the set of right cosets of H in G, and fH1yj j j 2 J g
be the set of right cosets of H1 in H . Then fH1yjxi j i 2 I; j 2 J g is the set of
right cosets of H1 in G. Thus,

jG W H1j D jI j � jJ j D jG W H j � jH W H1j:
3) Let x 2 G n H . Then the right cosets H and Hx are distinct. Since

jG W H j D 2, we have G D H [Hx. Analogously the left cosets H and xH are
distinct and G D H [ xH . Therefore Hx D xH for any x 2 G nH . Obviously
Hx D xH for any x 2 H . Hence H is normal in G.

4) (a) Consider the subgroups H1 D fid; .12/g and H2 D fid; .13/g of the
permutation group S3. Then H1H2 has order 4 and, by the theorem of Lagrange,
cannot be a subgroup of S3.

(b) Let H be a subset of a group G. Denote H�1 D fh�1 j h 2 H g. Then H
is a subgroup of G if and only if HH � H and H�1 D H .

Now let H1 6 G and H2 � G. Then H1H2 D H2H1 by definition of
normality. We verify that H1H2 is a subgroup of G:

.H1H2/ � .H1H2/ D .H1H1/ � .H2H2/ D H1H2

and
.H1H2/

�1 D H�1
2 H�1

1 D H2H1 D H1H2:

(c) IfH1 � G andH2 � G, then for any g 2 G there holds gH1H2 D H1g1H2 D
H1H2g, hence H1H2 � G.

5) Each element ofAB has the form ab, where a 2 A, b 2 B . Let us analyze in
how many ways the element ab can be written as a1b1 for some a1 2 A; b1 2 B .
We have

ab D a1b1 ” a�1a1 D bb�1
1

” a�1a1 D bb�1
1 D c for some c 2 A \ B

” a1 D ac; b1 D c�1b for some c 2 A \ B:
Thus any element of AB can be written as a1b1, where a1 2 A, b1 2 B , in

exactly jA \ Bj ways. This implies the required formula

jABj D jAj � jBj
jA \ Bj :
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6.5. LetG be the rotation group of the cube. ThenG acts on the set of its colorings.
The number of different colorings is equal to the number of orbits, which is

1

jGj
X
g2G

jFix.g/j

by Burnside’s theorem.
In the following table, the first row shows all possible angles of rotations in G

(see Example 6.3.2). The subscripts F, E, V mean that the corresponding rotation
preserves a pair of opposite faces, edges or vertices. The second row shows the
number of rotations in G through a given angle. The third row shows how many
colorings are fixed by a given rotation.

Possible angles 90ı
F 180ı

F 270ı
F 180ı

E 120ı
V 240ı

V 0ı D id

Number of rotations 3 3 3 6 4 4 1

jFix.g/j 33 34 33 33 32 32 36

Thus we have

1

jGj
X
g2G

jFix.g/j D 1

24
.3 �33 C3 �34 C3 �33 C6 �33 C4 �32 C4 �32 C1 �36/ D 57:

8.5. Let H be a Sylow p-subgroup of G. Take a nontrivial element h 2 H . Then
jhj D ps for some s > 1, and hence jhps�1 j D p.

9.3. The elements .1; 0/ and .0; 1/ of Zn � Zm commute and have coprime orders
n and m. By Exercise 1.2.2 the order of their sum .1; 1/ is nm. Therefore .1; 1/
generates Zn � Zm, and so Zn � Zm Š Znm.

11.2. If ˇ D .i1i2 : : : ik/, then ˛ˇ˛�1 D .˛.i1/˛.i2/ : : : ˛.ik//. Indeed,

˛.ij /
˛�1

�! ij
ˇ�! ij C1

˛�! ˛.ij C1/;

where the subscripts are considered modulo k. The general case similar.

14.2. We will show that PSL2.3/ Š A4, following the line of the proof of Theo-
rem 14.1.

Let V be the vector space consisting of all columns of size 2 over the field
F3 D f0; 1; 2g: Each nonzero vector of V is a scalar multiple of one of the following
vectors �

0

1

�
;

�
1

0

�
;

�
1

1

�
;

�
1

2

�
;
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and no two of them are scalar multiples of each other. Therefore V contains exactly
four one-dimensional subspaces (lines). The group PSL2.3/ acts faithfully on the
set of these lines. This gives an embedding ' W PSL2.3/ ! S4.

Consider the elements xA and xB of PSL2.3/which are the images of the matrices
A D �

1 1
0 1

�
and B D �

1 0
1 1

�
: It is easy to verify that for an appropriate numeration

of lines, the element xA acts on them as the permutation (134), and the element xB
acts as the permutation (234). Therefore h.134/; .234/i 6 im '.

It is easy to show that h.134/; .234/i D A4. Since jPSL2.3/j D 12 D jA4j, we
have PSL2.3/ Š A4.

Similarly one shows that PSL2.2/ Š S3.

17.3. According to the definition of a binary Hamming .n; n � k/-code given in
Example 17.2, we must show that C D fu 2 F 7 j uH D 0g, where H is a 7 � 3
matrix with rows consisting of nonzero vectors in F 3 written in some order. In our
case we can take

H D

0BBBBBBBBBBBBB@

1 1 0

0 1 1

1 1 1

1 0 1

1 0 0

0 1 0

0 0 1

1CCCCCCCCCCCCCA
:

Exercises of Chapter 2

5.6. By the definition following Examples 1.16, the groupDn is the automorphism
group of the graph Cn. Clearly Dn consists of n reflections and n rotations and so
is generated by a, b, where a is a reflection and b is a rotation of order n. It is easy
to verify that a�1ba D b�1. Now let us see that Dn has the presentation

ha; b j a2 D 1; bn D 1; a�1ba D b�1i:
We must show that any word w.a; b/ which is equal to 1 in G can be carried to

the trivial one using the above relations. First of all, using the relations a2 D 1 and
ba D ab�1 we can move all a˙ in w to the left and obtain a word of the form abk

or bk . Using bn D 1, we may assume that 0 6 k < n. Since the resulting word is
also equal to 1 in Dn, it has the form bk with k D 0, that is, it is trivial.

5.9. Let w be an arbitrary word in the alphabet .X [ Y /˙ representing the identity
element in G. Using the relations y�1xy D wx;y (x 2 X , y 2 Y ˙), we can
transform w into uv, where u is a word in the alphabet X˙ and v is a word in
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the alphabet Y ˙. Since U \ V D f1g, the words u and v represent the identity
elements in U and V respectively. Therefore these words can be reduced to the
trivial word using only relations from R [ S .

6.1. From the presentation hx; y j x5 D y2; x6 D y3i we deduce y D y3y�2 D
x6x�5 D x. Therefore the presentation hx; y j x5 D y2; x6 D y3; x D yi
determines the same group. Eliminating y with the help of a Tietze transformation,
we get the presentation hx j x5 D x2; x6 D x3 i, which simplifies to hx j x3 D 1i.
6.5. 1) From Exercise 5.6 we deduce that Dn has the presentation

ha; b j a2 D 1; bn D 1; .ab/2 D 1i:
Now we introduce the new generator c and the new relation c D ab:

ha; b; c j a2 D 1; bn D 1; .ab/2 D 1; c D abi:
Then we eliminate the generator b using b D a�1c:

ha; c j a2 D 1; .a�1c/n D 1; c2 D 1i:
Finally, using the relation a D a�1, we get the presentation

ha; c j a2 D 1; .ac/n D 1; c2 D 1i:
2) This can be deduced similarly.

7.2. For n D 3 the statement is evident. Now we perform the inductive step from
n � 1 to n. By the inductive hypothesis, An�1 has the presentation

hs3; : : : ; sn�1 j s3
i D 1; .sisj /

2 D 1 .3 6 i ¤ j 6 n � 1/i:
Let G be a group with the presentation

hs3; : : : ; sn j s3
i D 1; .sisj /

2 D 1 .3 6 i ¤ j 6 n/i;
and let H be the subgroup of G generated by s3; : : : ; sn�1. Since these gener-
ators satisfy the relations of the presentation of An�1, there is an epimorphism
An�1 ! H . Also there is an epimorphismG ! An (given by the rule si 7! .12i/,
3 6 i 6 n). In particular, jGj > jAnj D njAn�1j > njH j. If we show that
jG W H j 6 n, this will imply that jGj D jAnj and hence G Š An.

Consider the following cosets of H in G:

H; Hsn; Hs
2
n; Hsns

2
3 ; Hsns

2
4 ; : : : ;Hsns

2
n�1:

It is enough to show that the union of these cosets is closed with respect to right
multiplication by s3; : : : ; sn. Then this union coincides with the whole group G
and hence jG W H j 6 n.
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For i 2 f3; : : : ; n � 1g we have

Hsi D H;

Hsnsi D Hs�1
i s�1

n D Hs�1
n D Hs2

n;

Hs2
nsi D Hsns

2
i ;

Hsns
2
i sn D Hs�1

i s�1
n sisn D Hs�1

n sisn D Hs�1
n s�1

n s�1
i D Hsns

2
i ;

Hsns
2
i si D HsnI

and for i; j 2 f3; : : : ; n � 1g with i ¤ j we have

Hsns
2
i sj D Hsnsis

�1
j s�1

i D Hs�1
i s�1

n s�1
j s�1

i D Hs�1
n s�1

j s�1
i

D Hsj sns
�1
i D Hsns

2
i :

9.4. Denote G D hs; t j s3; t3; .st/3i and G1 D ker 
 . Let ' W F.s; t/ ! G be
the canonical epimorphism and letH be the full preimage of G1 with respect to '.
As Schreier representatives of right cosets ofH in F.s; t/we choose 1, s, s2. Then
the following elements generate H :

1 � s � .Ns/�1 D 1; x D 1 � t � .Nt /�1 D ts�1;

s � s � . xs2/�1 D 1; y D s � t � . xst/�1 D sts�2;

u D s2 � s � . xs3/�1 D s3; z D s2 � t � .s2t /�1 D s2t:

We may assume that these elements generateG1. To find the defining relations of
G1, we need to rewrite the relationsprp�1, wherep 2 f1; s; s2g, r 2 fs3; t3; .st/3g,
as words in the generators x, y, z, u. We have

1 � s3 � 1�1 D s3 D u;

1 � t3 � 1�1 D xyz;

1 � .st/3 � 1�1 D yuxz;

s � s3 � s�1 D s3 D u;

s � t3 � s�1 D yzx;

s � .st/3 � s�1 D zyux;

s2 � s3 � s�2 D s3 D u;

s2 � t3 � s�2 D zxy;

s2.st/3s�2 D uxzy:

Now eliminate the generators u, z and replace them in all relations by the words
1, y�1x�1. As a result we obtain the following presentation of the group G1:
hx; y j x�1y�1xyi. Hence G1 Š Z �Z.
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12.5. By Theorem 12.1, the group H D H1 �H3
H2 acts on a tree X without

inversions of edges such that

1) H nX is a segment,

2) for some lift e of this segment there holds StH .˛.e// D H1, StH .!.e// D H2

and StH .e/ D H3.

Since ' W G ! H is an epimorphism, we can define an action of G on X by
the formula: g � x D '.g/ � x, where x is a vertex or an edge of X . This action is
clearly without inversion of edges. Moreover,G nX is a segment, and for the lift e
of this segment there holds StG.˛.e// D G1, StG.!.e// D G2 and StG.e/ D G3,
where Gi D '�1.Hi /. By Theorem 12.3 we get G D G1 �G3

G2.

13.8. Let us verify, for example, the isomorphism hB;C i Š D6. First we note
that jBj D 6; jC j D 2 and C�1BC D B�1. Therefore hB;C i Š hBi Ì hC i
and, by Exercise 5.9, the group hB;C i has the presentation hB;C jB6 D 1;

C 2 D 1, C�1BC D B�1i. This is a presentation of D6 by Exercise 5.6.

Now we prove that

GL2.Z/ Š D4 �D2
D6:

First we note that GL2.Z/ D SL2.Z/ Ì hC i. By Theorem 13.7, SL2.Z/ has the
presentation hA;B jA4 D 1; B6 D 1; A2 D B3i. Again by Exercise 5.9 the group
GL2.Z/ has the presentation

hA;B;C j A4 D 1; B6 D 1; A2 D B3;

C 2 D 1; C�1AC D A�1; C�1BC D B�1i:

Using Tietze transformations, we get another presentation of GL2.Z/:

hA;B;C1; C2 j A4 D 1; C 2
1 D 1; C�1

1 AC1 D A�1;

B6 D 1; C 2
2 D 1; C�1

2 BC2 D B�1;

A2 D B3; C1 D C2i;

which is clearly a presentation of D4 �D2
D6.

19.2. Let a; b; c be generators of Z4, Z6, Z12, respectively. Define a homomor-
phism ' W Z4 �Z2

Z6 ! Z12 by the rule a 7! c3, b 7! c2. Clearly ' is an
epimorphism which embeds the factors Z4 and Z6 into Z12.

We will prove that ker ' is a free group, which is freely generated by the elements
x D Œa; b� D aba�1b�1 and y D Œa; b2� D ab2a�1b�2.

Obviously x; y 2 ker '. First we show that the subgroup hx; yi is normal in
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G D Z4 �Z2
Z6. We use the fact that a2 D b3 lies in the center of G:

axa�1 D a2ba�1b�1a�1 D bab�1a�1 D x�1;

aya�1 D a2b2a�1b�2a�1 D b2ab�2a�1 D y�1;

bxb�1 D baba�1b�2 D x�1y;

byb�1 D bab2a�1b�3 D bab�1a�1 D x�1:

Secondly, we show that hx; yi D ker '. It is enough to verify that the group
G=hx; yi has order at most 12. This group has the presentation

ha; b j a4 D b6 D 1; a2 D b3; Œa; b� D 1; Œa; b2� D 1i:
Take an arbitrary word in a, b. Using the relation Œa; b� D 1, we can reduce it to
a word of the form akbl . Using a4 D b6 D 1 and a2 D b3 we may assume that
0 6 k 6 1, 0 6 l 6 5.

It remains to show that x; y freely generate ker '. Take an arbitrary nontrivial
reduced word w.x; y/. We need to verify that w.aba�1b�1; ab2a�1b�2/ ¤ 1

in G.
We analyze which cancellations can occur in subwords of length 2 of w.x; y/

if we replace x by aba�1b�1 and y by ab2a�1b�2. In each of the words xx, yy,
xy, yx, xy�1 and in their inverses at most one pair of letters a, a�1, b, b�1 can be
cancelled. In the words x�1y, y�1x two pairs of such letters cancel.

One can show that after performing replacements and cancellations in w, in
the resulting word the exponents of a lie in f�1; 1g and the exponents of b lie in
f�2;�1; 1; 2g. By Corollary 11.6 we conclude that w ¤ 1 in G.

21.6. Below are drawn all fa; bg-graphs with 3 vertices. There are 7 types of such
graphs if we forget about the distinguished vertex. And there are 13 such graphs if
we remember the distinguished vertex. Their s-fundamental groups are exactly the
subgroups of index 3 in F.a; b/.
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a

a a

b b

b
� �
�

1

1: ha; bab�1; b2ab�2; b3i
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2

2: hb; aba�1; a2ba�2; a3i
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a

b b

b

�

	

a

a

� �
�

3 5

43: hbab�1; b2a; b3; b2a�1i
4: ha; bab; b3; ba�1bi
5: hb�1ab; ab2; b3; a�1b2i

�

+ ,

	

b

a a

a

�

	

b

b

� �
�

6 8

76: haba�1; a2b; a3; a2b�1i
7: hb; aba; a3; ab�1ai
8: ha�1ba; ba2; a3; b�1a2i

+ ,

	

b b

b

+ ,

	

a a

a

� �
�

9

9. hab�1; bab�2; b2a; b3i
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+ ,

	

b b

b

�
-

�

a a

a

� �
�

10

10: ha�1b�1; ba�1b�2; b2a�1; b3i

� � �� �

	 	�
�

b a

b a

a b
11 12 13

11: ha; b2; b�1a2b; b�1a�1babi
12: hb2; bab�1; a2; a�1bai
13: hb; a2; ab2a�1; abab�1a�1i

22.8. Example 21.5 shows that the elements a2, aba�1 and b freely generate a
subgroup of index 2 in F.a; b/. Therefore ha2; aba�1i is a free factor of this
subgroup.

23.3. 1) fa2; b2; ab2a�1; abab; babag.
2) Z2 � Z2.

23.7. Recall that G D ha; b j a�1b2a D b2i, H D ha; b�1abi and L D hba; abi.
Denote by N the normal closure of a�1b�1ab in H .

First we note that H D S
i2Z a

iN . Indeed, modulo N , any word in a, b�1ab

can be carried to the form ai .
Secondly, ai … L for any i ¤ 0. Indeed, consider the homomorphism G ! Z

given by the rule a 7! 1, b 7! �1. Clearly L lies in its kernel, but ai is not
contained in the kernel for any i ¤ 0.

a) We show that N D H \ L. Obviously a�1b�1ab 2 H \ L. Since L � G,
we have H \ L � H and hence N 6 H \ L. Now take an arbitrary element
g 2 H \ L. Then g 2 aiN for some i 2 Z, and hence ai 2 L. By the above
claim we have i D 0, and so g 2 N . Therefore H \ L 6 N .

b) We show thatN D G0. TriviallyN 6 G0. In the proof of Proposition 23.6 it
was shown that H � G and L � G. Since G=H and G=L are abelian groups we
have G0 6 H \ L. But H \ L D N by a).

23.8. 1) In the amalgamated productH D hc; b j c2 D b3i the elements c andb gen-
erate subgroups isomorphic to Z. Therefore we can construct the HNN extension
ha; c; b j c2 D b3; a�1ba D ci with the base H and the stable letter a. Eliminat-
ing c from this presentation, we get the presentation G D ha; b j a�1b2a D b3i.
Thus, G is an HNN extension with the base H . Therefore H embeds into G.

2) Let x D .cb/3, y D .cb2/2. We will show that x, y generate the free group
of rank 2 in H . Take an arbitrary nontrivial reduced word w.x; y/. We need to
verify that w..cb/3; .cb2/2/ ¤ 1 in H .
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First we analyze which cancellations can occur in subwords of length 2 of
w.x; y/ if we replace x by .cb/3 and y by .cb2/2. In each of the words x2, y2,
y"x	 and x"y	, where "; � 2 f�1; 1g, at most two pairs of letters c, c�1, b, b�1

can be cancelled.
Using this one can show that after performing the above replacements and

cancellations in w, we get a nonempty word with exponents of c from f�1; 1g
and with exponents of b from f�2;�1; 1; 2g. By Corollary 11.6 we conclude that
w ¤ 1 in H . Thus, hx; yi Š F2.

Moreover, this corollary yields that w … hc2i. Since c2 generates the center
of H , which is infinite, we obtain that hx; y; c2i Š F2 � Z.

3) Let F2 have the basis fx; yg and let Z be generated by t . Consider the
subgroups L D hx; yi and M D hx; yti of F2 � Z. We show that L \ M D
hyixy�i j i 2 Zi and hence L \M cannot be finitely generated.

Clearly, yixy�i D .yt/ix.yt/�i 2 L\M . Conversely, let g 2 L\M . Then
g can be written in the form xk1.yt/l1 : : : xkn.yt/ln . Since t lies in the center, we
have g D xk1yl1 : : : xknyln t l , where l D l1 C � � � C ln. Since g 2 L we have
l D 0. This implies g D Qn

iD1 y
sixkiy�si , where s1 D 0 and si D l1 C � � � C li�1

for i D 2; : : : ; n.
4) This follows immediately from 1)–3).

26.12. The subgroups of index 2 of an arbitrary group G are in one-to-one corre-
spondence with the epimorphisms G ! Z2. For the group

G D ha; b; c; d j aba�1b�1cdc�1d�1 D 1i
there are 15 such epimorphisms. Consider, for example, the epimorphism ' given
on the generators by the rule

a 7! 1;

b 7! 0;

c 7! 1;

d 7! 1:

Clearly jG W ker 'j D 2. As representatives of cosets of ker ' in G we take the
elements 1 and a. Then, using the method of Reidemeister–Schreier, we obtain the
following generators of ker ':

1 � a � . Na/�1 D 1; a � a � .Sa2/�1 D a2;

1 � b � . Nb/�1 D b; a � b � .Sab/�1 D aba�1;

1 � c � . Nc/�1 D ca�1; a � c � .Sac/�1 D ac;

1 � d � . Nd/�1 D da�1; a � d � . Sad/�1 D ad:
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27.2.

�� ���� ��
�
�

�
�

1

2

3

4

Cutting the surface T2 along the circles 1, 2, 3, 4, we get three pieces. Denote
by K1 the union of the left and the middle pieces, and by K2 the union of the right
and the middle pieces. Let x be a point in the middle piece. By the Seifert–van
Kampen theorem,

�1.T2; x/ Š �1.K1; x/�1.K1 \K2; x/ ��1.K1\K2;x/ �1.K2; x/:

Each of the surfaces K1; K2 is orientable, has genus 1 and has two boundary
components. According to Theorem 26.9 we have

�1.K1; x/ Š �1.K2; x/ Š hs1s2; a; b j s1s2aba�1b�1i:
Eliminating s1 from this presentation with the help of the Tietze transformation, we
get the presentation hs2; a; b j i, which is the presentation of F3.

The surface K1 \K2 is orientable, has genus 0 and has four boundary compo-
nents. According to Theorem 26.9 we have

�1.K1 \K2; x/ Š hs1; s2; s3; s4 j s1s2s3s4i;
which is again a presentation of F3.



Bibliography

[1] S. I. Adyan, Unsolvability of some algorithmic problems in the theory of groups. Trudy
Moskov. Mat. Obshch. 6 (1957), 231–298 (in Russian). 62

[2] S. I.Adyan and G. S. Makanin, Investigations on algorithmic questions of algebra.Trudy
Mat. Inst. Steklov. 168 (1984), 197–217; English transl. Proc. Steklov Inst. Math. 168
(1986), 207–226.

[3] M. Aschbacher, Sporadic groups. Cambridge Tracts in Math. 104, Cambridge Univer-
sity Press, Cambridge 1994. 17, 35

[4] G. Baumslag, Multiplicators and metabelian groups. J. Austral. Math. Soc. Ser. A 22
(1976), 305–312. 58

[5] G. Baumslag and D. Solitar, Some two-generator one-relator non-Hopfian groups. Bull.
Amer. Math. Soc. 68 (1962), 199–201. 117

[6] M. Bestvina, M. Feighn, and M. Handel, The Tits alternative for Out.Fn/ I:
Dynamics of exponentially-growing automorphisms. Ann. of Math. 151 (2000),
517–623. 122

[7] M. Bestvina, M. Feighn, and M. Handel, Solvable subgroups of Out.Fn/ are virtually
abelian. Geom. Dedicata 104 (2004), 71–96. 122

[8] M. Bestvina, M. Feighn, and M. Handel, The Tits alternative for Out.Fn/ II: A Kolchin
type theorem. Ann. of Math. (2) 161 (2005), 1–59. 122

[9] M. Bestvina and M. Handel, Train tracks and automorphisms of free groups. Ann. of
Math. (2) 135 (1992), 1–51. v, 114, 122, 130, 132, 138, 151, 152

[10] M. Bestvina and M. Handel, Train tracks for surface homeomorphisms. Topology 34
(1995), 109–140. 114

[11] O.V. Bogopol’skii, Treelike decomposability of automorphism groups of free groups.
Algebra i Logika 26 (1987), 131–149; English transl. Algebra and Logic 26 (1987),
79–91. 80

[12] O.V. Bogopol’skii, Finitely generated groups with M. Hall property. Algebra i Logika
31 (1992), 227–275; English transl. Algebra and Logic 31 (1992), 141–169. 101

[13] O.V. Bogopol’skii, Introduction to group theory. Institute of Computer Science,
Moscow–Izevsk 2002 (in Russian).

[14] W. W. Boone, The word problem. Ann. of Math. (2) 70 (1959), 207–265. 59

[15] V.V. Borisov, Simple examples of groups with unsolvable word problem. Mat. Zametki
6 (1969), 521–532; English transl. Math. Notes 6 (1969), 768–775.

[16] M. R. Bridson and A. Haefliger, Metric spaces of non-positive curvature. Grundlehren
Math. Wiss. 319, Springer-Verlag, Berlin 1999.

[17] A. M. Brunner and R. G. Burns, Groups in which every finitely generated subgroup is
almost a free factor. Canad. J. Math. 31 (1979), 1329–1338; Corrigenda: “Groups in
which every finitely generated subgroup is almost a free factor”. Ibid. 32 (1980), 766.
101



170 Bibliography

[18] P. J. Cameron and J. H. van Lint, Graph theory, coding theory andblock designs. London
Math. Soc. Lecture Note Ser. 19, Cambridge University Press, Cambridge 1975. 35

[19] R. W. Carter, Simple groups of Lie type. Wiley Classics Library, John Wiley & Sons,
New York 1989. 17, 24

[20] A. J. Casson and S.A. Bleiler, Automorphisms of surfaces after Nielsen and Thurston.
London Math. Soc. Stud. Texts 9, Cambridge University Press, Cambridge 1975. 114

[21] B. Chandler and W. Magnus, The history of combinatorial group theory. Stud. Hist.
Math. Phys. Sci. 9, Springer-Verlag, New York 1982.

[22] I. Chiswell, Introduction to ƒ-trees. World Scientific, Singapore 2001. 115

[23] P. M. Cohn, Algebra, Vol. 1–3. Second ed. John Wiley & Sons, Chichester 1982–1991.
v

[24] D. J. Collins, R. I. Grigorchuk, P. F. Kurchanov, and H. Zieschang, Combinatorial group
theory and applications to geometry. Springer-Verlag, Berlin 1993.

[25] J. H. Conway, R. T. Curtis, S. P. Norton, R.A. Parker, and R.A. Wilson, Atlas of finite
groups. Clarendon Press, Oxford 1985. 17, 24

[26] J. H. Conway and N. J.A. Sloane, Sphere packing, lattices and groups. Grundlehren
Math. Wiss. 290, Springer-Verlag, New York 1988.

[27] H. S. M. Coxeter and W. O. J. Moser, Generators and relations for discrete groups.
Fourth ed., Ergeb. Math. Grenzgeb. 14. Berlin–New York: Springer-Verlag, Berlin
1980.

[28] R. H. Crowell and R. H. Fox, Introduction to knot theory. Graduate Texts in Math. 57,
Springer-Verlag, New York 1977. 62

[29] W. Dicks and E. Ventura, The group fixed by a family of injective endomorphisms of a
free group. Contemporary Math. 195, Amer. Math. Soc., Providence, RI, 1996. v

[30] M. J. Dunwoody, Folding sequences. In The Epstein Birthday Schrift . Geom. Topol.
Monogr. 1, University of Warwick, Institute of Mathematics, Warwick 1998, 139–158.
101

[31] D. Gaboriau, G. Levitt, and F. Paulin, Pseudogroups of isometries of R and Rips’
theorem on free actions on R-trees. Israel J. Math. 87 (1994), 403–428. 115

[32] R. Geoghegan, Topological methods in group theory. Grad. Texts in Math. 243,
Springer-Verlag, New York 2008.

[33] D. Gorenstein, Finite simple groups. Plenum Press, New York 1982. 17

[34] M. Gromov, Hyperbolic groups. In Essays in group theory, Math Sci. Res. Inst. Publ.
8. Springer, New York 1987, 75–263.

[35] D. G. Higman, C. Sims, A simple group of order 44; 352; 000. Math. Z. 105 (1968),
110–113.

[36] B. Huppert, Angewandte Lineare Algebra (in German). Walter de Gruyter, Berlin 1990.

[37] I. Kapovich and A. Myasnikov, Stallings foldings and subgroups of free groups. J. Al-
gebra. 248 (2002), 608–668.



Bibliography 171

[38] M. I. Kargapolov and Ju. I. Merzljakov, Fundamentals of the theory of groups. Graduate
Texts in Math. 62, Springer-Verlag, New York 1979. vi, 16, 81

[39] A. I. Kostrikin, Introduction to algebra. Universitext, Springer-Verlag, NewYork 1982.
v, vi, 2

[40] R. C. Lyndon and P. E. Schupp, Combinatorial group theory. Classics Math., Springer-
Verlag, Berlin 2001. 80, 125

[41] W. Magnus, A. Karrass and D. Solitar, Combinatorial group theory. Dover Publ. Inc.,
New York 1976.

[42] A.I. Mal’cev, On the faithful representation of infinite groups by matrices. Mat. Sb. 8
(1940), 405-422; English transl. Amer. Math. Soc. Transl. (2) 45, Amer. Math. Soc.,
Providence, RI, 1965, 1–18. 119, 120

[43] W. S. Massey, Algebraic topology: An introduction. Graduate Texts in Math. 56,
Springer-Verlag, New York 1977. 113

[44] É. Mathieu, Mémoire sur l’étude des fonctions de plusieurs quantités, sur la manière
de les former et sur les substitutions qui les laissent invariables. J. Math. Pures Appl.
(2) 6 (1861), 241–323.

[45] É. Mathieu, Sur la fonction cinq fois transitive de 24 quantités. J. Math. Pures Appl.
(2) 18 (1873), 25–46.

[46] V. D. Mazurov and E. I. Khukhro (ed.), The Kourovka notebook. Unsolved problems in
group theory. Including archive of solved problems. 16th ed., Institute of Mathematics,
Novosibirsk 2006. 120

(See http://www.cardiff.ac.uk/maths/people/khukhro_kourovka_notebook.html)

[47] B. H. Neumann, Some remarks on infinite groups. J. London Math. Soc. 12 (1937),
120–127. 58

[48] H. Neumann, On the intersection of finitely generated free groups. Publ. Math. Debre-
cen 4 (1956), 186–189. 103

[49] H. Neumann, On the intersection of finitely generated free groups. Addendum. Publ.
Math. Debrecen 5 (1957), 128. 103

[50] P. S. Novikov, On the algorithmic insolvability of the word problem in group theory.
Trudy Mat. Inst. Steklov. 44 (1955), 3–143; English transl. Amer. Math. Soc. Transl.
(2) 9, Amer. Math. Soc., Providence, RI, 1958, 1–122. 59

[51] A.Yu. Ol’shanskii, Geometry of defining relations in groups. Math. Appl. 70, Kluwer,
Dordrecht 1991.

[52] A.Yu. Ol’shanskij and A. L. Shmel’kin, Infinite groups. In Algebra IV, Encyclopaedia
Math. Sci. 37, Springer, Berlin 1993, 1–95.

[53] M. O. Rabin, Recursive unsolvability of group theoretic problems. Ann. of Math. (2)
67 (1958), 172–194. 62

[54] D. J. S. Robinson, A course in the theory of groups. Second ed., Grad. Texts in Math.
80, Springer-Verlag, New York 1996. 16

[55] D. J. S. Robinson, An introduction to abstract algebra. Walter de Gruyter, Berlin 2003.
v, 2



172 Bibliography

[56] M. Ronan, Symmetry and the monster. Oxford University Press, Oxford 2006. 17

[57] J.-P. Serre, Trees. Corrected 2nd printing, Springer-Verlag, Berlin 2003. 80
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abelian group, 1
abelianization matrix of an

automorphism, 126
alternating group, 2
amalgamated product, 72
associated subgroups of an HNN exten-

sion, 81
associative operation, 1
automorphism, 4

of a graph, 46
of a projective plane, 26
of a Steiner system, 33

automorphism group of a
linear code, 34

barycentric subdivision, 47
base of an HNN extension, 81
basis of a free group, 53
Baumslag–Solitar Theorem, 117
Bestvina–Handel Theorem, 132, 138
binary operation, 1
binary s-code, 33
Bogopolski’s Theorem, 80, 101
boundary edge, 111
boundary of a cell, 104
boundary of a surface, 111
boundary vertex, 111
Britton’s lemma, 82
Burnside’s Theorem, 11

Cayley graph, 49
Cayley’s Theorem, 8
center of a group, 4
centralizer of an element, 12
Chebychev’s Theorem, 18
circuit, 47
closed path, 47

collapsing an invariant forest, 127
collapsing map, 127
commutative group, 1
commutator, 4
commutator subgroup, 4
conjugacy class, 4
conjugate elements, 4
conjugate subgroups, 4
connected complex, 104
connected graph, 47
contour path of a cell, 104
core of a graph, 100
covering corresponding

to a subgroup, 94
covering map, 93
covering of a complex, 106
covering of a graph, 93
cyclic code, 34
cyclic group, 3
cyclic path, 104
cyclic word, 151

degenerate path, 46
degenerate turn, 132
derived subgroup, 4
dihedral group, 49
direct product of graphs, 45
direct product of groups, 15
double coset, 9

edge group, 85
elementary folding, 134
elementary Nielsen transformations, 123
elementary transformations

of a complex, 110
embedding, 7
empty word, 53
epimorphism, 7
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equivalent complexes , 110
Euler characteristic, 110
expanding map, 127
extended binary Golay code, 35
extended Hamming .8; 4/-code, 35
extension

of a group, 35
of a linear code, 34
of a Steiner system, 33

factor graph, 48
factor group, 5
factor set, 36
faithful group action, 11
fiber over a vertex, 93
fiber over an edge, 93
finite complex, 109
finite presentation of a group, 58
finitely generated group, 3
finite p-group, 1
fixed subgroup of an automorphism, 151
folding, 134
folding of a graph, 98
forest, 127
Frattini’s Lemma, 37
free factor, 100
free group, 53
free product, 71
free product with amalgamation, 72
fundamental group

of a complex, 105
of a graph, 57
of a graph of groups with respect

to a tree, 85
of a graph of groups with respect

to a vertex, 85

general linear group, 2
geodesic, 50
G-equivalent elements, 45
graph, 45
graph of groups, 85

group, 1
group action, 10
group action on a graph, 47
group action on a graph

without inversion of edges, 47
group extension, 35
growth rate of a word with respect to an

outer automorphism, 151
Grushko’s Theorem, 115

Hamming code, 34
Hamming distance, 33
Hamming metric, 33
Hamming .7; 4/-code, 34
Hanna Neumann’s problem, 103
Hanna Neumann’s Theorem, 103
Higman–Sims group, 39
HNN extension, 81
homomorphism, 6
homotopic paths in a complex, 104
homotopic paths in a graph, 56
homotopy class of a path, 56
homotopy equivalence, 128
Hopfian group, 117
Howson property, 102
hyperbolic line, 77
hyperbolic plane H2, 77

identity element, 1
Ihara’s Theorem, 80
illegal turn, 132
image of a homomorphism, 6
index of a subgroup, 5
induced map, 127
inner automorphism, 125
inner edge, 111
inner vertex, 111
inverse cell, 104
inverse element, 1
irreducible map, 130
irreducible matrix, 153
irreducible outer automorphism, 130
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isometry, 2
isomorphic groups, 1
isomorphism of graphs, 46
isomorphism of groups, 1

Jordan–Dickson Theorem, 23

kernel of a group action, 45
kernel of a homomorphism, 6
Klein group, 17
k-transitive action, 11
Kurosh’s Theorem, 92

label of a path, 96
label of an edge, 65
labelling of a graph, 96
Lagrange’s Theorem, 5
left cosets, 4
left regular representation, 8
legal path, 132
legal turn, 132
length of a word, 53
length of an orbit, 10
lift of a pair of graphs, 88
lift of a path, 93
lift of a tree, 49
lift of a vertex, 48
lift of an edge, 48
linear code, 34
linear fractional transformation, 77
locally injective morphism, 46

Mal’cev’s Theorem, 119, 120
map between graphs, 126
marked graph, 129
marking, 129
Mathieu group M22, 27
matrix, dominated by, 155
M. Hall’s property, 100
M. Hall’s Theorem, 97
Möbius transformation, 77
monomial automorphism, 125
monomorphism, 7

morphism of graphs, 46
multiplicative group of a field, 6
multiplicity of a covering, 96, 106

Nagao’s Theorem, 81
n-fold covering, 106
Nielsen automorphisms, 125
Nielsen reduced tuple, 123
Nielsen–Schreier Theorem, 66
.n;m/-code, 34
non-degenerate turn, 132
non-negative matrix, 153
nonstandard block, 26
nontrivial amalgamated product, 80
nontrivial subgraph, 130
normal closure, 58
normal form in a free product, 71
normal form in an amalgamated product,

74
normal form in an HNN extension, 82
normal subgroup, 5
normalizer, 12

1-dimensional complex, 104
orbit of an element, 10
order of a group, 1
order of a group element, 1
orientable surface, 111
orientation of a graph, 46
oriented graph, 46
oriented path, 153
Out-inverse homotopy equivalence, 128
outer automorphism, 125
outer automorphism group, 125
oval, 26

path, 46
path in a metric graph, 137
PB-matrix, 131
perfect binary Golay code, 35
perfect binary s-code, 33
permutation matrix, 153
Perron–Frobenius eigenvalue, 155
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Perron–Frobenius eigenvalue of a map,
131

Perron–Frobenius right
eigenvector, 155

Perron–Frobenius Theorem, 154
Poincaré’s Theorem, 8
positive matrix, 153
presentation of a group, 58

by generators and defining
relations, 59

primary cyclic group, 16
product of paths, 47
product of words, 53
projective line, 25
projective plane, 25
projective point, 25
projective special linear group, 22
proper subgroup, 2

quotient group, 5

rank of a free group, 55
rank of a group, 56
reduced path, 47
reduced word, 53
reducible matrix, 153
reducible outer automorphism, 130
regular group action, 32
Reidemeister–Schreier rewriting process,

69
relation in a group, 59
residually finite group, 118
right cosets, 4
rose, 128
rotation group, 2

of a regular icosahedron, 19
of the cube, 11

Schreier transversal, 67
Schreier’s formula, 66
Schur’s Theorem, 38
segment, 74
Seifert–van Kampen Theorem, 115

semidirect product, 37
Serre’s Theorem, 80
s-fundamental group of a graph, 96
S -graph, 97
similar homotopy equivalences, 128
simple group, 16
S -isomorphism of graphs, 97
special linear group, 2
split extension, 27, 37
sporadic simple groups, 43
stabilizer of an element, 10
stable letter of an HNN extension, 81
standard block, 26
standard topological representative, 130
star of a vertex in a complex, 106
star of a vertex in a graph, 46
Steiner system, 32
strongly connected oriented graph, 153
subdivision, 133
subgroup, 2
subgroup generated by a set, 3
subword, 53
support of a word, 33
surface, 111
Sylow p-subgroup, 13
Sylow’s Theorem, 14
symmetric group, 2
symmetry group, 2

Tietze transformations, 61
Tietze’s Theorem, 61
tight map, 126
tightening, 127
topological representative, 130
train track map, 132
trajectory of a point, 142
transition matrix, 130
transitive action, 10
tree, 47
trivial group, 1
trivial path, 126
turn, 132
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2-dimensional complex, 104

unitriangular group, 2

valence of a vertex, 46
valence-one homotopy, 136
valence-two homotopy, 136

vertex group, 85

weight of a word, 33
word, 53
word problem, 59

zero irreducible matrix, 153
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