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Introduction to the Second Edition 

During the two decades since the publication of the first edition of our book, 
queueing theory has developed substantially. A large number of new service 
systems have been studied by the traditional methods of Markov processes 
and embedded Markov chains. Priority systems have been investigated inten­
sively (mainly in connection with the problems of modern computational tech­
nology, teletraffic systems, systems of inventory control, and transportation 
and operations research). Along with Markovian methods, powerful ergodic 
methods have been developed and a stability theory of service systems has been 
worked out. The method of statistical simulation has become one of the most 
widespread computational tools for solving problems of queueing theory. 

All of these developments necessitated substantial revision of the book. A 
new chapter (Chapter 6) dealing with statistical simulation was incorporated. 
Material on new qualitative methods-for example, the method of Borovkov's 
innovation moments, the method of marked point processes, and the method 
of consolidation of states of random processes-were added. However, the 
basic mathematical models adopted in this book remain at the level of Markov 
chains and processes. Thus, this book remains accessible to an engineer with 
a good mathematical background. In the framework of Markov models proofs 
of the theorems are given with sufficient mathematical rigor. 

Selection of the material and references were influenced to some extent by 
our own scientific interests as well as those of our colleagues. 

The authors of this book have always carried out their investigations in 
queueing theory and related areas in close cooperation with specialists in vari­
ous fields of applications. The vivid interest of these specialists in queueing 
theory together with the attention received from our colleagues-mathemati­
cians and cyberneticists-provided us with the resolve to complete this edition. 

Substantial comments that resulted in improvements in this book were 
made at different times by G.P. Basharin, Yu. K. Belyaev, A.D. Solov'yev, V.V. 
Rykov, V.A. Ivnitskiy, and N. Yu. Kuznetsov. It is the authors' pleasant duty 
to express their sincere gratitude to all of them. 

B.V. Gnedenko 
IN. Kovalenko 



Introduction to the First Edition 

At the beginning of the 20th century, the practical requirements of teletraffic, 
physics, and rational organization of "mass service" (theatre agencies, stores, 
automatic machines, etc.) gave rise to interesting, new mathematical problems. 
These problems dealt primarily with questions of priority service to telephone 
subscribers, regulation of inventory in stores to ensure an uninterrupted 
supply to customers, and determination of an adequate number of sales­
persons and cash registers in stores. The impetus to development ofthis theory 
was given by the well-known Danish scientist A.K. Erlang (1878-1929), for 
many years an employee of the Copenhagen Telephone Company. His basic 
research in the field dates from the period 1908-1922. From then on, interest 
in the models proposed by Erlang increased rapidly. Increasing numbers 
of mathematicians, engineers, and economists became interested in similar 
models and developed them. It turned out that models arising from teletraffic 
are also relevant in various other fields such as the natural sciences, engi­
neering, economics, transportation, military problems, and organization of 
production. 

Practical demands originated many new formulations of problems in 
queueing theory. Investigation of these problems is necessary if they are to be 
applied in practice and the real physical conditions are to be approximated. 
Moreover, these investigations are instructive for developing research 
methods and creating a systematic theory that would provide an immediate 
solution to particular problems. Among the most important tools of queueing 
theory are the theory of stochastic processes, especially Markov processes, 
and their various generalizations. 

Before presenting a systematic account of the subject matter of this book, 
we shall consider briefly a few new fields of application. 

Assume that calls arrive at a telephone exchange in random order. If a free 
line is available when a call arrives, the subscriber is connected, the conversa­
tion begins, and lasts as long as necessary. However, if all the lines are busy, 
various systems of service to the subscribers are possible. At present two 
systems have been investigated extensively: the system with waiting and the 
system with losses. In the first system, a call arriving at the exchange and 
finding all lines busy, joins a queue and waits until all earlier calls have been 
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terminated. In the second system, if a call arrives when all the lines are busy, 
it is refused (the customer is lost) and the service continues as if the lost call 
had not arrived. 

We note that the systems described above differ not only in their technical 
features but also in the nature of the problems involved in their investigation. 
Indeed, in estimating the quality of the service provided by a system with 
waiting, the mean waiting time until the service begins is of the greatest 
importance. In systems with losses, the waiting time is of neither technical nor 
mathematical interest. Here a different characteristic is important: the proba­
bility of refusal (loss of a customer). While the probability of refusal provides 
a complete picture of the functioning of the second system, the situation is 
more complicated in the first. The mean waiting time, although important, 
does not fully characterize the functioning of the system; the deviations of the 
actual waiting times from their mean playa very essential role. The mean 
queue length and its distribution, as well as the load on the servers, are also 
of in terest. 

It is obvious that the situation arisng at a theatre box-office, for example, 
is reminiscent of the description of the telephone service systems presented 
previously. While the original formulation refers to telephone lines, we are 
now interested in the box-office attendant's busy period. The desire to serve 
the customers, rationally leads us to investigate the regularities of the queue 
formation. This is necessary, in particular, to help determine an adequate 
number of cash registers in train stations or stores. The maintenance of each 
register involves a certain expense; on the other hand, refusal of customers 
also results in losses. Therefore, the problem is to find an optimal arrangement. 
The manner in which tools are issued to workers in large factories may be of 
even greater importance from an economical point of view. If only one 
distribution point is available, the workers may lose much time while waiting 
to receive their equipment, and while they wait, their machines are idle. On 
the other hand, if there are too many distribution points, the workers al­
locating the tools may not have enough work. It is evident that such problems 
are of general interest, and arise in planning the capacity of airports, approach 
roads, sluices, harbor quays, hospitals, and other installations. 

Since the 1930s, because of automation in heavy industry, one worker may 
be assigned to a number of machines. For various reasons, the machines break 
down at random times and require the worker's attention. The length of a 
repair operation is, in general, a random variable. Thus, one is interested in 
the probability that at a particular instant of time (under specified operating 
conditions of machine and worker) a given number of machines will be in need 
of servicing. Other natural problems of practical importance are, for instance: 
what is the mean idle time of the machines allotted to the work? Under 
specified working conditions, how many machines should be allotted to one 
work? Is it better to assign n machines to one worker or ns machines to s 
workers? We shall not continue enumerating the additional problems that 
arise in a deeper analysis of servicing with several machines. 

Geiger-Muller counters are used in many fields of modern science, in 
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particular, in nuclear physics. A special feature of this device is that a particle 
entering it causes a discharge. For a first approximation, it may be assumed 
that this discharge has a definite duration r, during which additional particles 
entering the counter are not recorded. Thus, the counter provides a slightly 
distorted picture of the phenomemon and the readings of the device require 
correction. First and foremost, one must calculate the probability of loss of a 
certain number of particles in a given time t. Another important problem in 
many specific applications is to reconstruct the actual particle flow entering 
the counter, based on the readings of the counter. 

In many real-world problems encountered in science, industry, and econo­
mics, problems arise in which service times or waiting times are not unlimited. 
In fact, we often forego service if the waiting time is too long. If we see that 
there are more than, say, five customers in a queue at a store, we may depart 
and postpone the purchase. When ordering a long distance call, we often have 
a limited amount of time, and request the operator to cancel the call if it is 
not put through within a certain time. A somewhat different situation is when 
duration in a system is limited. This happens when perishable goods are sold; 
no more than a time r may elapse from production to consumption, otherwise 
the goods lose their valuable properties and may even be harmful to the 
consumer's health. 

Another real-world illustration of this formulation is treatment of casualties 
in a traffic accident. The total "holding" time of a casualty in the "service 
system" is limited by a random variable r, since his or her ability to wait until 
the end of the service depends on the shock he or she has suffered and on his 
or her physical condition. Here the term "holding time in the service system" 
should be understood as the time from the accident to the recovery (waiting 
for the ambulance, transportation, doctor's examination, operation, and con­
valescence). Of course, not all casualties can wait for the completion of the 
"service"; some cannot even wait for its beginning. 

The following formulations of similar problems are thus quite natural and 
comprise a large number of related problems. (1) Arriving customers join the 
queue if the number of earlier arrivals awaiting service does not exceed a given 
number k; otherwise, the customer is lost. (2) A customer remains in the system 
for a time no longer than r, even if service has already begun. (3) Waiting time 
is limited by a random variable r; but, if service begins before this time, it is 
completed. In all three cases the mean number of losses during a given time 
interval, the mean waiting time until service begins, and the time lost in waiting 
are of interest. In the second formulation the mean number of losses of 
customers whose service begins but is not completed should be noted. 

In the previously described problems we have assumed that the servers are 
totally reliable and never break down; of course, such an assumption is an 
idealization. Therefore, a natural and important problem is to take into 
account the influence ofthe failure of the servers on the efficiency of the system. 
In this connection, there are innumerable problems of practical interest. For 
example, after each flight, airplanes undergo preventive inspection; they are 



Introduction to the First Edition 5 

either sent for repair with probability ex or returned to service with probability 
1 - ex. 

A related class of problems deals with so-called priority service; here, not 
one, but several streams of customers arrive at the serving system. The stream 
with the lowest serial number has claim to priority service; these customers 
are served out of turn in relation to customers with a higher serial number 
who arrived earlier. Here again, we consider two formulations: customers of 
higher rank mayor may not interrupt service of customers of lower rank. In 
the first situation there are two possibilities: when a displaced customer 
returns to the serving system, the part of the service rendered before, either is 
lost and begins again from scratch, or it is taken into account. Both situations 
are relevant to the operation of computers, for instance. We may view a 
breakdown or malfunction of a computer as a priority customer. Then there 
are two possibilities: either the failure led to no errors in the previous run of 
the computer and the computation may be resumed, or the failure causes 
errors and the computation must begin anew. This example also shows that 
priority service may include failure of servers as a special case. 

Problems of priority service arise constantly; a maintenance crew first deals 
with the emergency and then resumes its current repairs; dentists' patients 
with acute toothaches are treated out of turn; and so on. 

Many more real-world problems can be treated by the mathematical 
methods of queueing theory. There is, however, no need for detailed enumera­
tion, since no mathematical theory can claim to list all the practical problems 
(even the most important ones) to which it applies. The theory deals with 
general methods that are applicable not only to the solution of those specific 
problems which stimulate its elaboration, but also to other problems whose 
formulation may be very different from the initial ones. 

Various aspects of queueing theory are discussed in numerous books. First, 
we shall mention the book by Khinchin (1963); next the books of Takacs 
(1967), Syski (1960), Saaty (1961), Riordan (1962), Benes (1963), and Le Gall 
(1952). The books by Syski, Saaty, and Le Gall present a most comprehensive 
treatment of the subject matter. Khinchin's, Takacs', Benes', and Le Gall's 
book are notable for their deep mathematical treatment. Among the mono­
graphs of a general nature published during the last 10-15 years, we mention 
books by Cohen (1969); Kingman (1966); Konig, Matthes, and Navrotzky 
(1967); Konig, Schmidt, and Stoyan (1976); Franken, Konig, Arnat, and 
Schmidt (1984); Gross and Harris (1974); and Cooper (1981). Newell's (1971) 
monograph is devoted to applications of queueing theory. Books by Syski 
(1960), Saaty (1961), and that of Bharucha-Reid (1960) contain comprehensive 
bibliographies for their time period. More current surveys are given in 
Gnedenko and Konig (1983/4) and in Cooper (1981). 

Among Soviet works in queueing theory we note Klimov's (1966) mono­
graph and Ivchenko, Kashtanov, and Kovalenko's (1982) textbook. The well­
known textbook by Ventzel, Theory of Probability, the books by Ovcharenko, 
Applied Problems of Queueing Theory, and Rosenberg and Prokhorov's What 
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is Queueing Theory, in which foundations of queueing theory are presented, 
substantially contributed to the development of the applications of queueing 
theory to operations research. 

Many generalizing works directed toward specific problems have appeared 
in world and Soviet literature. We note the books by Kleinrock (1975); 
Artamonov and O.M. Brekhov (1979) dealing with models of computer opera­
tion; Barlow and Proschan (1981); Gnedenko, Belyayev, and Solov'yev (1965) 
on reliability theory; and Gnedenko et al. (1973) on priority systems. It should 
be mentioned that problem-oriented investigations, in addition to their main 
purpose, constitute a substantial contribution to the theory. Thus, teletraffic 
problems require the development of computational methods of solving sys­
tems oflinear equations oflarge dimensions based on approximate consolida­
tion of the states of a Markov process (Basharin, Kharkovich, and Shneps 
(1966). Problems of calculating highly reliable systems stimulated the develop­
ment of an asymptotic method of analysis of the distribution of the moment 
of occurrence of a rare event in the model of a regenerative process (Solov'yev 
(1971». Optimization methods of queueing theory were developed. We shall 
mention an application to the optimization of technical servicing of systems 
(Barzilovich, Belyayev, Kashtanov, and others (1983». 

In connection with the problems of queueing theory, a large number of 
classes of random processes of various generality was developed. Gikhman 
and Skorokhod (1971) developed the theory of jump Markov processes in 
an arbitrary measurable space of states. Along with Markov chains, semi­
Markov, regenerative processes, renewal processes, and line Markov pro­
cesses that have achieved a solid position as mathematical tools in queueing 
theory, there are, in the literature, many other classes of random processes 
that are interesting for this theory; <;inlar, Pyke, Shaffel, Sevast'yanov, 
Korolyuk, Ezhov, Turbin, Tomko, Franken, Konig, Brodi, Zakharin, and 
Shpak made substantial contributions to the development of the theory of 
these classes of processes. They serve as models for service processes with 
various special features. They are usually constructively defined and thus can 
be translated efficiently into the language of statistical simulation. 

In recent years, general probabilistic and analytic methods were developed 
in queueing theory that allow us to carry out conclusions of an aggregate 
nature. Borovkov's (1972, 1980) monographs, which combine deep analytic 
results with a variety of probabilistic approaches and interpretations, are 
examples of such investigations. Systems that can be handled using Borovkov's 
method are far beyond the bounds of the classical "Markov" models; they 
are described by general transformations of stationary random sequences. 
Franken et al.'s (1984) monograph summarizes the results achieved in an 
important field-that of the theory of marked point processes. Utilization 
of this theory allows us to take a unifying view of the large number of 
ergodic relations between the characteristics of systems and achieve a natural 
maximal generality. We also note Shurenkov's (1981) monograph, which con-
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tains interesting ergodic theorems on queueing theory for strictly stationary 
processes. 

One of the main foundations of queueing theory is the random walk theory. 
Classical results in this theory are due to Pollaczek (1957, 1961) and Spitzer; 
Borovkov, Korolyuk, Rogozin, Presman, Ezhov, Gusak, Narisova, and other 
scientists extended further the classical methods and originated a theory of 
analytic representation of the characteristics of random walks that are inter­
preted in terms of service systems. 

We note that the investigation of stable service systems represents an 
important aspect of queueing theory. This problem was developed substan­
tially in the works of Borovkov, Prokhorov, Zolotarev, Stoyan, Kalashnikov, 
and others. 

One cannot imagine utilizing queueing theory in practice without an ap­
propriate level of development of numerical methods. First and foremost 
among these is the statistical simulation of systems for which theoretical 
foundations as well as powerful software were developed (SIMUL, GPSS, 
SIMSCRIPT, NEDIS, and other systems). We mention as an important 
problem the development of special software for calculations associated with 
rare events in service systems. 



1 
Problems of Queueing Theory under 
the Simplest Assumptions 

1.1. Simple Streams 

1.1.1. Historical Remarks 

The first task facing any serious study of the theory of queueing processes or 
its specific applications is the investigation of the stream of customers arriving 
at a queueing system. Thus, in order to calculate particle loss in a counter, we 
must know how the particles enter the counters. Similarly, when the operation 
of a telephone exchange is implemented, we must take into account the special 
features of the stream of subscriber-to-exchange calls. 

Most of the literature of queueing theory, both what served as the founda­
tion for the theory and current literature, deals with the simple case of streams. 
Here the probability that k customers arrive in a time interval of length t is 
given by 

where A. > 0 is a constant whose menaing will be studied subsequently. Here 
the incoming stream is assumed to possess the following property: Given any 
finite group of nonoverlapping time intervals, the numbers of customers 
arriving during each interval are mutually independent random variables. 

Attempts to state sufficiently general conditions under which such a stream 
actually occurs were made a long time ago. Thus, in Sections 81 and 82 of 
Fry's well-known book (1965) the concepts of randomness in the individual 
and collective sense ofthe term were presented. Fry has shown that when these 
conditions are simultaneously satisfied the queue must have a Poisson input 
of the type indicated above. Fry's arguments cannot be considered exhaustive; 
nevertheless they provided practitioners with conditions broad enough to 
indicate when a simple stream is the only possibility. Somewhat different 
conditions had been considered earlier by Smoluchowski and Einstein (1936) 
in their papers dealing with the theory of Brownian motion. Khinchin, in his 
monograph (1963) reduced the number ofthese conditions to three: the stream 
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must be stationary, without aftereffects, and orderly. A fourth condition (see 
p. 11), often given in textbooks on probability theory, was shown by Khinchin 
to be a corollary of the above three conditions. This approach will be con­
sidered in this section. A Poisson stream is not only confirmed statistically in 
the course of observing numerous real-world streams, but it also appears as 
a limiting case in various probabilistic models. 

1.1.2. The Notion of a Stream of Homogeneous Events 

Definition. A finite or countable sequence {Tn} of random variables defined on 
the same probability space under the condition that in any fixed time interval 
(a, b) with probability 1 a finite number of these variables falls in it is called a 
stream of homogeneous events. 

If the given t coincides with r elements of the sequence {Tn} we say that, at 
time t, r events of the stream occur. If the Tn are ordered so that 

then Tn +; is called the arrival time of the ith event of a stream of homogeneous 
events in the half-interval [a, b). Chapter 2 is devoted to the study of properties 
of streams of homogeneous events. We shall only note one property that will 
be required in this section. 

Lemma. The number v(a, b) of events of a stream in the half-interval [a, b) is a 
random variable. 

PROOF. We have 

{v(a,b) ~ k} = U 
"1 < ... <nk 

and we observe that a finite or countable union of random events is a random 
event. D 

1.1.3. Qualitative Assumptions and Their Analysis 

We shall define the properties of stationarity, absence of aftereffects, and 
orderliness of a stream of homogeneous events. 

Stationarity of a stream means that the probability that kl' k2' ... , kn 

customers, respectively, will arrive in each interval of any finite group of n 
nonoverlapping time intervals depends only on the k; (i = 1, ... , n) and on the 
lengths of the time intervals, but not on their positions on the time axis. In 
particular, the probability that k customers will arrive in a time interval 
(T, T + t) is independent of T and is a function of the variables k and t only. 

The absence of aftereffects means that the probability of k customers ar­
riving during a time interval (T, T + t) does not depend on the number and 
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type of customers arriving before T. Thus, the conditional probability of k 
customers arriving during a time interval (T, T + t), under any assumption 
about the customers arriving prior to T, is equal to the unconditional prob­
ability of this event. In particular, the absence of aftereffects expresses the 
mutual independence of various numbers of customers arriving at the service 
system during nonoverlapping time intervals. 

The orderliness of the stream expresses the practical impossibility that two 
or more customers will arrive at the same instant of time. This condition is 
expressed more precisely as follows: Let us denote the probability of two or 
more customers arriving in a time intervl oflength h by P> 1 (h). The condition 
for orderliness is that 

P>l(h) -+0 
h ' 

as h -+ 0, or, as we shall write in what follows, 

P>l(h) = o(h). 

A stream of homogeneous events satisfying these three conditions is called 
a simple stream. We now proceed to a brief analysis of the three conditions 
mentioned previously, paying special attention to their intuitive, physical 
meaning. Such an analysis is essential, especially if we consider the im­
portance of the theoretical conclusions and practical applications that serve 
as the basis for these assumptions. 

Experimental verification in various fields-physics, teletraffic, reliability 
theory (failure of elements of a system), transportation, commerce, and so 
forth-have shown that simple streams occur less frequently than was originally 
supposed. It is obvious that such a conclusion was to be expected even before 
experimental investigation. Indeed, the assumption of stationarity in specific 
situations is a rather severe abstraction. In fact, it is invalid for many different 
reasons. During radioactive decay we must take into account that the de­
caying mass decreases with time, so that a stationary state does not exist in 
the strict sense of the term. A stream of calls entering a telephone exchange 
cannot be considered completely stationary, since in the course of 24 hours the 
operating conditions of the exchange vary substantially. The stream of calls 
to a first aid station also varies considerably over a full 24 hours. However, if 
we consider these phenomena over comparatively short time intervals, the 
stationarity assumption is satisfactory as a first approximation. 

Neither is the hypothesis of absence of aftereffects justified in many cases. 
In numerous cases, one event leads to others. Thus, one telephone call may 
result in a large number of calls to other subscribers. Radioactive decay is 
another example: If a large amount of undecayed matter is present, the 
disintegration of one atom may lead to the disintegration of others, resulting 
in a chain reaction. However, if only a small amount of matter is present, the 
hypothesis of absence of aftereffects is sufficiently justified. A chain reaction 
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of telephone calls affects the operation ofthe exchange only negligibly, because 
there are many other subscribers. 

The assumption of orderliness is also far from being rigorously satisfied in 
numerous cases. It is well known that batches of customers appear suddenly 
at stores, ticket booths, etc. Not only individual barges appear at a river 
harbor for unloading, but convoys of barges are also brought in by tugboats. 
Besides a single ship, a tugboat with barges also arrives at a sluice. Similar 
group (batch) arrivals may be observed in numerous physical phenomena. 

Regardless of the fact that the three conditions discussed previously, are 
not strictly fulfilled, they serve as a good starting point for the study of 
real-world queueing streams. We shall subsequently clarify the influence of 
each one of these conditions on the nature of the stream. 

1.1.4. Derivation of Equations for Simple Streams 

We denote by Pk(t) the probability that customers will arrive for servicing in 
a time interval of length t. Since the stream is simple, this probability depends 
neither on the choice of the time origin nor on the previous history of the 
stream. The conditions defining the simple stream enable us to find a simple 
formula for Pk(t), uniquely determined up to a parameter. 

To simplify the argument we shall assume an additional property that 

Pi (h) = A.h + o(h), (1) 

where A. is a constant. Later we shall prove that this assumption follows from 
the previous three conditions. 

First we shall determine the probability that during a time interval oflength 
t + h exactly k customers arrive. This event may occur in k + 1 different ways, 
corresponding to the following disjoint possibilities: 

1. During the time interval t, all k customers arrive, and in interval h, no 
customer arrives. 

2. During the time interval t, k - 1 customers arrive, and during h, one 
customer arrives. 

k + 1. During the time time interval t, no customer arrives, and during h, all 
k customers arrive. 

We shall use the total probability formula; since there are no aftereffects, 
we have 

k 

Pk(t + h) = I J>.i(t)Pk-ih). 
j=O 

We introduce the notation 
k-2 

Rk = I J>.i(t)Pk-ih) 
j=O 
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and estimate this sum, observing that the probability Pk(t) never exceeds unity. 
Thus, 

k-2 k 

Rk ::;; L Pk-j(h) = L Ps(h). 
j=O .=2 

Extending the summation ofthe right-hand side to infinity only strengthens 
the inequality: 

00 

Rk ::;; L P.(h) = P> 1 (h) . 
• =2 

Since the stream is orderly, 

We thus obtain 

(2) 

In this equality we can substitute An + o(h) for Pi (h) in view ofthe additional 
condition (1), which we shall discard later. 

Moreover, it is clear that 
00 00 

Po(h) = 1 - L P.(h) = 1 - Pi (h) - L Ps(h) . 
• =1 .=2 

Hence 

Po(h) = 1 - Ah + o(h). 

Now (2) may be rewritten as 

Pk(t + h) = Pk(t)(1 - Ah) + Pk- 1 (t)Ah + o(h), 

so that 

Now let h -+ O. Since the right-hand side tends to a limit, so does the left-hand 
side. Thus, passing to the limit, we arrive at 

(3) 

In deriving this equation, we have assumed that k ~ 1. Letting k take all 
possible values, we obtain an infinite number of system equations for the 
infinite number of unknown probabilities Pk(t). Thus, Eq. (3) is actually an 
infinite system of differential-difference equations. We need one more equa­
tion, satisfied by the function Po(t). In view of the conditions defining the 
simple stream, we have 
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Based on the preceding arguments, this equation may be replaced by the 
following equivalent one: 

Po(t + h) = Po(t) [1 - Ah + o(h)]. 

Approaching the limit, we obtain the equation for Po(t): 

dPo(t) _ -A () 
dt - Po t. 

1.1.5. Solution of the Equations 

As is easily seen, the last equation has the solution 

Po(t) = Ce- At. 

In order to determine the constant C we use (1), which implies that 

Po(O) = 1, 

while according to (5), 

Po(O) = C. 

Comparison of the last two equalities yields 

Po(t) = e-).t. 

Substitution of Po(t) into the equation for Pl (tJ results in 

Pl (t) = Ate-).t. 

(4) 

(5) 

(6) 

By successive substitution of the previously determined probabilities into 
(3) we obtain the probabilities Pk(t) for arbitrary k. A simple calculation shows 
that for any k ;:,: 0 

Po (t) = (At)k e-).t 
k k! . 

The numerical solution of our system of equations is simplified if we set 

Pk(t) = e-Mvk(t). 

In terms of the functions vk(t), Eqs. (3) and (4) become 

v~(t) = AVk-l (t), k = 1, 2, ... , 

and 

V~(t) = O. 

The initial conditions are 

(7) 
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Vo(O) = Po(O) = 1, 

Vk(O) = Pk(O) = 0, k = 1, 2, .... 

Taking into account the initial conditions for Vk(t), we obtain 

Vo(t) = 1, Vi (t) = At, 

and, in general, for arbitrary k ~ 0, 

(At)k 
vk(t) = k!' 

A return to functions Pk(t) yields (7). 

(At)2 
v2(t) = 21' 

1.1.6. Derivation of the Additional Assumption from the 
Other Three Assumptions 

In deriving equations describing the general form of a simple stream, we have 
temporarily used condition (1). Our immediate task is to derive this condition 
from the other three. To do this we consider a time interval of unit length and 
denote the probability that no customer arrives during this period by (). Thus, 

() = Po(1)· 

Subdivide the time interval under consideration into n equal parts. In order 
that no customer arrives in the whole time interval it is necessary and sufficient 
that none arrive in any of these n subintervals. Using this fact, the stationarity 
of the stream, and the absence of aftereffects in it, we obtain 

Hence 

Po G) = (}l/n. 

Thus, the probability of the absence of customers in a time interval oflength 
kin is 

Let t be a nonnegative number. For any t there exists an integer k such that 
for a given n the following inequalities hold: 

k-1 k 
--~t<-. 

n n 

Since Po(t) is a nonincreasing function of time, 



1.1. Simple Streams 15 

Thus, Po(t) satisfies the inequalities 

(J(k-l)/n ~ Po(t) ~ (Jk/n. 

Now let n tend to infinity; then 

I. k I' k - 1 
1m - = 1m --= t 

n-OJ n n-oo n 

and thus from the preceding discussion 

Po(t) = (Jt. 

Since Po(t), as a probability, satisfies the inequality 

° ~ Po(t) ~ 1, 

there are three possibilities: (1) (J = 0, (2) (J = 1, (3) ° < (J < 1. The first two 
cases are not interesting. In the first case we have Po(t) = ° for any t, and this 
means that the probability that at least one customer will arrive is equal to 1. 
In other words, infinitely many customers arrive with probability 1 in a time 
interval of arbitrary length. In the second case, Po(t) = 1 for any t > 0, and 
hence there is no stream of customers. Only the third case is of interest for· 
theoretical and practical purposes. Here we put (J = e-\ where A is a positive 
number. 

Using stationarity and the absence of aftereffects we have thus obtained 

Po(t) = e-).t. (8) 

Note that in deriving this formula we did not assume that the stream is 
orderly. 

Equation (8) is interpreted as follows: The probability that the interarrival 
time in a stationary stream without aftereffects exceeds 1, and is given bye-At. 
Hence, the distribution function of the interarrival times is 

(9) 

Since in any time interval t some number of customers will arrive, we have 

Po(t) + P1(t) + P>l(t) = 1. 

For small t it follows from the orderliness and from (8) that 

Po(t) = 1 - At + o(t). 

This equality and the orderliness condition give 

PI (t) = At + o(t), (9') 

that is, we deduce the condition (1), which is what we wished to demonstrate. 
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1.1.7. Distribution of Time of Events of a Stream 

Consider the subintervals 

Al = [0,t 1 - h1 ), Bl = [t 1 - h1 ,t1 + k1 ), 

A2 = [tl + k 1 ,t2 - h2), B2 = [t2 - h2,t2 + k2), 

An = [tn- 1 + kn- 1 , tn - hn), Bn = [tn - hn, tn + kn)· 

The quantities hi and ki are viewed as arbitrarily small. In view of the 
preceding equations, the probability that no events of the stream occur in the 
intervals A l' ... , An' and that exactly one event occurs in each one of the 
intervals B1 , ... , Bn is equal to 

e-).(t 1-h d[A.(h 1 + k 1 ) + O(hl + kd]e-).(t2-h2-tl-kl)[A.(h2 + k2) 

+ 0(h2 + k2)] .. · e-Wn-hn-tn-l-kn)[A.(hn + kn) + o(hn + kn)] 

n 

= f1 [e-).(t;-t;-dA.(hi + kJ + o(hi + ki)]' 
i~l 

where to = 0. This is also the probability that 

tl - hl ~!1 < tl + k1 , ... , tn - hn ~!n < tn + kn 

(the!i are the arrival times of events). Hence, the random vector (!l'''',!n) 
has a density of the form 

n 
A. ne-).(tn-to) = f1 [A.e-).(t;-t;-d]. 

i~l 

This means that !1'!2 - !1, ""!n - !n-l are independent random variables 
exponentially distributed with parameter A.. 

In this discussion we can assume that! l' ! 2, ... , are times of successive 
events of a simple stream starting from any fixed time to, if the time origin is 
located at to. 

As a corollary we shall prove the property that Fry ((1965), p. 172) called 
randomness in the individual sense. 

Theorem. Under the condition that the number of events of a simple stream in 
the interval (a, b) equals n, the times of these events are independent and uni­
formly distributed on the interval (a, b). 

PROOF. First, assume that the times of events are located in increasing order. 
In accordance with the above 

P{~(a, b) = n; ti ~ !i < ti + dti, 1 ~ i ~ n} 

= P{ti ~ !i < ti + dti, 1 ~ i ~ n; !n+l > b}, 
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where 'i is the ith time of the events of the stream starting with time a. This 
probability equals A ne-).(b-o) dt1 ... dtn: The probability of the event associated 
with '1' ... , 'n is multiplied by the probability e-).(b-In-dln) '" e-).(b-In) of the 
absence of an event in the interval (tn + dtn, b). We see that the random vector 
(, 1, ... , 'n) is uniformly distributed in the region {a < t1 < ... < tn < b}. If 
nothing is known about the mutual disposition of the times of events and 
it is assumed that any system of inequalities 'i , < 'i2 < ... < 'in has the 
probability (n!fl, we then obtain a uniform distribution in the hypercube 
{a::::; 'i ::::; b, 1 ::::; i ::::; n}, which is the required property. 0 

1.1.8. The Intensity and Parameter of a Stream 

We now perform some simple calculations. First, it is easy to calculate that 
for a simple stream the mean number of customers arriving in a time interval 
tis 

Here p(t) is the actual number of customers arriving during a time interval of 
length t. 

The mathematical expectation of the number of customers arriving in unit 
time is called the intensity of the stream. We shall denote the intensity by p. 
For a simple queue 

p = A. 

A is called the parameter of the stream. 
The last equation shows that in a simple stream the intensity and the 

parameter of the stream are equal. 
We denote by 7r1 (t) the probability that at least one customer arrives in a 

time interval t, that is, set 
00 

7r1 (t) = L Pk(t) = 1 - Po(t)· 
k=l 

For a simple stream the following is valid: 

lim 7r 1(t) = A. 
1-0 t 

This will be regarded as the definition of the parameter of a stream. 
The inequality 

p-;::'A 

holds for any stationary stream provided the limit (10) exists. 
Indeed, for a stationary stream 

00 00 

Mp(t) = pt = L kPk(t) -;::. L Pk(t) = 7r1 (t). 
k=l k=l 

(10) 
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Thus, for any t we have 

Clearly this inequality proves our assertion. 

1.2. Service with Waiting 

1.2.1. Statement of the Problem 

We shall consider the classical problem of queueing theory here as considered 
and solved by Erlang. A simple stream of customers of intensity A. arrives at 
m "uniform" servers. If at the instant a customer arrives at least one server is 
free, it immediately serves a customer. On the other hand, if all the servers are 
busy, a newly arriving customer must wait in the queue behind all earlier 
arrivals who have not yet been served. Any server who becomes free proceeds 
immediately to serve the next customer, provided there is a queue. Each 
customer is served by one server only and, at anyone time, each server is 
servicing only one customer. The service time is a random variable with a 
well-defined probability distribution F(x). We shall assume that for x ~ 0 

F(x) = 1 - e-P.x, (1) 

where p. > 0 is a constant. 
The problem just described is of considerable practical interest and the 

results to be presented here are widely used in practice. Subsequently we shall 
consider a schematic example of this type. There is no need to emphasize here 
that similar problems arise in many specific situations. As already mentioned 
in the Introduction, Erlang solved this problem with the questions ofteletraffic 
in mind. 

Our choice of distribution (1) for describing the service time is not arbitrary. 
The point is that under this assumption there is a simple solution that 
describes the process with a precision adequate for practical purposes. As we 
shall see, distribution (1) plays a very crucial role in queueing theory. This is 
due to the following property of the distribution: 

Let the service time be an exponential distribution, and consider the time 
required at some instant to complete the service; then the distribution of this 
time is independent of the past duration of the service. 

Indeed, let h(t) denote the probability that the service which was in progress 
for a time a is prolonged at least by t. Assuming that the service time is 
exponentially distributed, fo(t) = e-p.t. It is thus clear that 

fo(a) = e-p'a and fo(a + t) = e-p.(a+t). 

And since we always have 

fo(a + t) = fo(a)h(t), 
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it follows that 

and consequently, 

QED. 
It is evident that in specific situations exponential service time is, as a rule, 

only a crude approximation to reality. Thus, service time often cannot be less 
than some definite value. One assumption implicit in (1) is that a large 
proportion of the customers require only a short service time, close to zero. 
One of our subsequent problems will be to get rid of the excessive restrictions 
imposed by (1). This problem was already evident to Erlang, who, in a number 
of papers, tried to find another distribution suitable for the service time. In 
particular, he proposed the so-called Erlang distribution, whose density is 

qJk(t) = {O (/It)k-l -Ill 

/l(k _ I)! e 

where /l > ° and k is a positive integer. 

for t ~ 0, 

for t > 0, 

The Erlang distribution is the distribution of the sum of k independent 
random variables, each one of which has distribution (1). 

We denote by rJ the time for servicing one customer when the distribution 
is (1). Then the mean service time is 

f OO foo 1 
MrJ= xdF(x)=/l xe- Ilx dx=-. 

o 0 /l 

This equality allows us to evaluate the parameter /l based on experimental 
data. It is easy to see that the variance of the service time is equal to 

1 
DrJ = MrJ2 - (MrJ)2 = 2. 

/l 

1.2.2. The Servicing Process as a Markov Process 

Under the foregoing assumptions on the stream of customers and the service 
time, the problems of queueing theory acquire certain features that facilitate 
their study. We have already noted their computational simplicity. Now we 
shall mention a more basic consideration as applied to our problem. 

At each instant the system under consideration can be in one of the fol­
lowing states: at the instant t, k customers (k = 0, 1,2, ... ) are in the system. If 
k ~ m, k customers are in the system and being served, while m - k servers 
are idle. If k > m, m customers are being served and k - m customers are 
waiting their turn. Let Ek denote the state when k customers are in the system. 
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Thus, the system may be in states Eo, E 1 , E2 , •••• Denote by Ps(t) the 
probability that the system is in state Es at time t. 

We shall now state the special features of our problems under the given 
assumptions. Let the system be in state Ei at time to. We shall prove that the 
subsequent course of the servicing process is independent (in the probability­
theoretic sense) of its previous history. Indeed, the subsequent course of the 
process is completely determined by the following three factors: 

1. The times oftermination of the individual services that are being performed 
at the instant to. 

2. The arrival times of new customers. 
3. The service times for customers arriving after to. 

Owing to the exponential distribution, the service not yet performed does 
not depend on its course prior to the instant to. Since the stream of customers 
is simple, the past has no effect on the number of customers arriving after to. 
Finally, the service time for customers appearing after to does not depend on 
what and how the customers have been serviced prior to to. 

As is well known, stochastic processes, whose future development depends 
only on the state arrived at at the given instant and not on their past history, 
are called Markov processes or processes without aftereffects. We have thus 
proved that a system with waiting, in the case of a simple stream and ex­
ponential service time, is a Markov process. This will facilitate our further 
arguments. 

1.2.3. Construction of Equations 

The problem now is to find the equations satisfied by the probabilities Pk(t). 
One of the equations is obvious and holds for all t: 

(2) 

First we find the probability that at the time t + h all the servers are free. This 
may occur in the following ways: 

At time t all the servers are free and no new customers arrive during the time 
h. 

At time t one server is busy and all the others are free; during the time h the 
service of the customer is completed and no new customers arrive. 

It is easily seen that the probability of the remaining possibilities-such as 
that two or three servers are busy and their service is completed during the 
time h-is o(h). 

The probability of the first of the preceding events is 

Po(t)e-.lh = Po(t) [1 - )'h + o(h)], 

while that of the second is 
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Thus, 

Hence, in an obvious manner we arrive at the equation 

(3) 

We now proceed to set up the equation for Pk(t) when k ~ 1. We must 
consider two different cases: 1 ~ k < m and k ~ m. First let 1 ~ k < m. We 
shall enumerate only the essential situations leading to the state Ek at the time 
t + h. These are: 

At time t the system is in the state Ek ; during the time h no new customers 
arrive and no server completes its service. The probability of this event is 

Pk(t)e-;'h(e-/lh)k = Pk(t) [1 - )"h - kp,h + o(h)]. 

At time t the system is in the state E k- 1 ; during the time h a new customer 
arrives, but the service of no earlier customer is completed. The probability 
of this event is 

At time t the system is in the state Ek+l; during the time h no new customers 
arrive, but one customer is served. The probability of this event is 

Pk+l (t)e-;'hCl+1 (e-/lh)k(1 - e-/lh) = Pk+l (t)(k + 1)p,h + o(h). 

The probability of all other conceivable possibilities is o(h). Combining 
these probabilities we obtain 

Pk(t + h) = Pk (t)(1 - )"h - kp,h) + ).,hPk- 1 (t) + (k + 1)p,hPk+l (t) + o(h). 

A simple transformation of this equality leads to 

for 1 ~ k < m. 
Analogous arguments for k ~ m yield 

P~(t) = -(2 + mp,)Pk(t) + )"Pk- 1 (t) + mp,Pk+l (t). (5) 

We have thus obtained an infinite system of differential equations [(2)-(5)] 
for the probabilitis Pk(t). Clearly the solution involves substantial technical 
difficulties. 

1.2.4. Determination of the Stationary Solution 

In queueing theory usually only the stationary solution for t -. 00 is con­
sidered. The existence of such solutions is established by so-called ergodic 
theorems, some of which we shall prove later. It turns out that these limiting 
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probabilities (or stationary probabilities, as they are usually called) do exist 
in our case. We shall denote them by Pk • Additionally, we state (although we 
shall not prove this now) that P~(t) --+ 0 as t --+ 00. The preceding implies 
that (3), (4), and (5) become for the stationary probabilities: 

(6) 

for 1,,:; k < m, 

(7) 

and for k ~ m, 

,lPk - 1 - (,l + nll)Pk + mllPk+l = O. (8) 

The normalizing condition 

(9) 

is added to these equations. 
In order to solve the infinite algebraic system obtained, we introduce the 

notation: for 1 ,,:; k < m 

and for k ~ m 
Zk = ,lPk - 1 - mllPk • 

Using this notation the system (6)-(8) becomes 

Z 1 = 0, Zk - Zk+l = 0 for k ~ 1. 

Hence for all k ~ 1 

that is, for 1 ,,:; k < m 

and for k ~ m 

mllPk = ,lPk - 1 • 

For convenience we introduce the notation 

p = ,llll· 

Equation (10) yields for 1 ,,:; k < m 

For k ~ m we obtain from (11) 

(10) 

(11) 

(12) 
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and, consequently, for k ~ m 

(13) 

It remains for us to determine Po. To this end we substitute the expressions 
for Pk from (12) and (13) in (9). The result is 

[ 
m pk mm 00 (p)kJ Po L - + - L - = 1. 

k=O k! m! k=m+l m 

Since the infinite sum in square brackets converges only for 

p<m, 

assuming that this is true, we obtain 

m pk pm+! 
POl = L -+ . 

k=O k! m!(m - p) 

(14) 

(15) 

If(14) is not satisfied, that is, if p ~ m, the series in square brackets diverges; 
this means that Po must be zero. But it follows from Eqs. (12) and (13) that for 
all k ~ 1, Pk = 0 also. The methods of the theory of Markov chains allow us 
to conclude that whenever p ~ m, the queue tends to 00 in probability as the 
time increases. 

This result will be illustrated by some specific examples. These examples 
show that in practice, calculations based on purely arithmetic considerations, 
without allowing for the specifics of the random fluctuations in the arrival of 
customers, may lead to serious errors. 

Suppose a physician can satisfactorily examine a patient and fill in his case 
history in 15 min. The planning administrators usually come to the conclusion 
that the physician should receive 16 patients in a four hour working session. 
However, the patients arrive at random times. Thus, if this calculation of the 
physician's capacity is used, a queue will accumulate, since here p is assumed 
to be 1. The same conclusions apply to the planning of the number of beds in 
a hospital, the number of cash registers in a store, the number of waiters in a 
restaurant, etc. Unfortunately, some economists make the same error when 
designing unloading equipment in mines, assigning the number of service 
personnel in elevators, the number of moorings in sea ports, and so on. 

In what follows, we shall always assume that (14) holds. 

1.2.5. Some Preliminary Results 

We have already stated in the Introduction that in the problem with waiting 
the main characteristic of the quality of service is the waiting time until the 
commencement of service. The waiting time (in a queue) is a random variable, 
which will be denoted by y. For the time being, we shall consider only the 
problem of determining the probability distribution of the waiting time in a 
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stationary serving process. We further denote by P {y > t} the probability that 
the waiting time exceeds t, and by Pk{Y > t} the conditional probability of this 
inequality under the condition that the customer to whom the waiting time 
refers will find k customers ahead of him or her in the queue. By the total 
probability formula we have 

00 

pry > t} = L PkPk{Y> t}. (16) 
k=m 

Before transforming this expression into a form suitable for applications, 
we need some preliminary results. First we shall find simple formulas for Po 
when m = 1 and m = 2. These formulas are easy to derive: for m = 1 

and for m = 2 

Po = 1 - p, 

2-p 
Po = 2 + p' 

(17) 

(18) 

Now we shall calculate the probability that all the servers are busy at an 
arbitrary, randomly selected time. Clearly this probability is 

00 mm 00 (p)k pmpo 
1t = L Pk = - L - Po = . 

k=m m! k=m m (m - 1)!(m - p) 

For m = 1 this formula is very simple: 

and for m = 2 

1t = p, 

p2 
1t=2+p' 

(19) 

(20) 

(21) 

Recall that in (19) p can take any value from 0 to m (exclusively). Thus, in 
(20) p < 1 and in (21) p < 2. 

1.2.6. The Distribution Function of the Waiting Time 

If at the instant a customer arrives there are already k - m customers in the 
queue, that customer must wait until k - m + 1 customers are served, since 
the customers are served according to their order of arrival. Let qs(t) be the 
probability that in a time interval of length t after the arrival of a specific 
customer the service of exactly s customers is completed. It is evident that for 
k ~ m the equality 

k-m 
Pk{Y> t} = L qs(t) 

s=o 

is valid. 



1.2. Service with Waiting 25 

Since we have assumed the distribution of the service time is exponential 
and independent of the number of customers in the queue or the service time 
for other customers, the probability that during the time t the service of no 
customer will be completed (i.e., the probability that not a single server is 
freed) is equal to 

qo(t) = e-mill. 

If all servers are busy and there is still a sufficiently long queue of customers, 
the stream of customers departing after service will be simple. Indeed, in this 
case all three conditions (stationarity, absence of aftereffects, and orderliness) 
are satisfied. The probability that exactly s servers will be freed in the time 
interval t is (as is easily shown) 

(t) = -mill (mil)' 
qs e " s. 

Thus, 

and hence 

But the probabilities Pk are known: 

and therefore 

00 (p)k-m k-m (mil)' 
pry > t} = Pme-mlll Jm;;:; s~o ~. 

The right-hand side becomes, after obvious transformations, 

It follows from (13) and (19) that 
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therefore, for t > 0 

pry > t} = ne-(ml'-).)t. (22) 

Clearly, for t < 0 

pry > t} = 1. 

The function P {y > t} has a discontinuity at t = 0; the jump is equal to the 
probability of finding all the servers occupied. 

1.2.7. The Mean Waiting Time 
Using (22) we can determine all the required numerical characteristics of the 
waiting time. In particular, the mathematical expectation of the waiting time 
(usually called the mean waiting time) is equal to 

a = My = - LX) tdP{y > t} = n LOO t(mJi- A)e-(mr).)tdt. 

Simple integration yields 

n 
a= . 

Ji(m - p) 
(23) 

The variance of the variable y is equal to 

2 2 n(2 - n) 
Dy = My - (My) = 2( )2" 

Ji m - p 

Formula (23) gives the mean waiting time for one customer. We shall now 
calculate the mean loss of time for the customers arriving at the service system 
during a time interval of length T. In a time interval T an average of AT 
customers arrive in the system: the (mean) total loss oftime for these customers 
is equal to 

aAT = nAT npT 
Ji(m - p) m - p 

(24) 

Some simple arithmetical calculations will demonstrate how rapidly the 
total time loss increases as p changes. We shall confine ourselves to the case 
T = 1 and consider only small values of m: m = 1 and m = 2. For m = 1 
we obtain from (20) 

p2 
aA =-1-. 

-p 

For p = 0.1,0.3,0.5, and 0.9 the values of aA are approximately equal to 0.011, 
0.267,0.500, 1.633, and 8.100, respectively. 



For m = 2 we have, in view of (21), 

p3 
aA.=4~· -p 

1.2. Service with Waiting 27 

For p = 0.1, 1.0, 1.5, and 1.9 the values of aA. are approximately 0.0003, 0.333, 
1.350, and 17.587, respectively. 

These values clearly illustrate a well-known phenomenon: a high sensiti­
vity to an increase in the load of a service system that is already substantially 
loaded. A customer is immediately aware of the considerable increase in the 
waiting time. This fact must definitely be taken into account when designing 
the load on equipment in queueing systems. 

1.2.8. Example 

We shall now present an application of our results in a small example. This 
example is theoretical in nature, but there is no difficulty in applying it to 
real-world situations. 

When a sea port is being planned there are several possibilities: (1) con­
structing two harbors and installing one quay in each, assigning an equal 
number of ships to each harbor; (2) constructing one harbor with two quays; 
and, finally, (3) constructing one harbor with one quay and concentrating all 
loading and unloading installations in it. Which one of the above possibilities 
is optimal with respect to minimization of time loss due to waiting for loading 
and unloading? 

Processing actual data from several ports has shown that both assumptions­
that the ships arrive at the harbor in a simple stream and that the loading 
and unloading time are exponentially distributed-are valid in the first ap­
proximation with sufficient accuracy (Gnedenko and Zubkov (1964)). 

Let the intensity of the whole queue of ships be 2A.. In the first plan streams 
of intensity A. arrive at each of the two harbors; in the other two, streams of 
intensity 2A. enter the harbors. If the parameter characterizing the unloading 
rate for the first and second plans equals Jl, it is 2Jl for the third plan. 

Table 1 presents the results of the calculations. The ratio p = A./Jl was used 
as a parameter. Versions 1-3 are shown in the corresponding rows of the 
table, which indicate the average time loss for all ships arriving in a unit time. 

TABLE 1 

p 

Version 0.1 0.5 0.6 0.7 0.8 0.9 

1 0.0222 1.0000 1.8000 3.2660 6.4000 16.2000 
2 0.0020 0.3333 0.6750 1.3451 2.8444 7.6737 
3 0.0111 0.5000 0.9000 1.6330 3.2000 8.1000 
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Comparison shows that the first version is the worst and the second the 
best. Comparison of the second and third versions must be continued, since 
building costs must be taken into account. 

1.3. Birth and Death Processes 

1.3.1. Definition 

All the problems considered in the previous sections of this book result in 
strikingly similar systems of differential equations, and the methods of deriva­
tion of these equations are almost identical. It is therefore natural to suspect 
that we have considered two special cases of one general theory. Indeed, 
probability theory studies a class of Markov processes that include the prob­
lems just studied, as well as many others. This class of processes was first 
studied in connection with the biological formulations of problems of popula­
tion size, spreading of epidemic diseases, etc. Thus, they were called "birth and 
death processes." Since the mathematical model used in their investigation is 
of sufficiently general character, birth and death processes have found wide 
application in many applied problems outside the field of biology. In particu­
lar, numerous problems of reliability theory, for example, redundancy theory, 
are often considered from the point of view of these processes. 

Assume that, at any instant of time, the system under consideration can be 
in one of finitely or denumerably many states Eo, E1, E2 , •••• For various 
reasons the state ofthe system changes with time, and during the time interval 
h the system in state En at the instant t passes into state En+! with probability 
Anh + o(h) and into En- 1 with probability J1.nh + o(h). The probability that the 
system will pass into state En+k or En- k (for k > 1) during the time interval 
(t, t + h) is infinitely small compared to h. Hence, the probability that the 
system will remain in state En during the same time interval is 1 - Anh -
J1.nh + o(h). The constants An and J1.n are assumed to be functions of n but 
independent of t and the route by which the system has reached this state. 
The theory presented below may actually be extended to the case where An 
and J1.n are also functions of t. 

Random processes of the type just described are birth and death processes. 
If we view En as the event that a population consists of n individuals, then the 
transition En -+ En+1 means that the population increases by one unit. On the 
other hand, the transition En -+ En- 1 represents the death of one individual. 

If for any n ~ 1 we have J1.n = 0, that is, if only transitions En -+ En+1 are 
possible, the process is called a (pure) birth process. If, on the other hand, all 
An = 0 (n = 0, 1,2, ... ), then the transitions En -+ En+! are impossible and we 
have a death process. 

The process considered in Section 1.1 is a birth process; there An = A for all 
n ~ o. 
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The service process with waiting, considered in Section 1.2, is a birth and 
death process. There An = A for n ;;::: 0, Ilk = kll for 1 ~ k ~ m, and Ilk = mil for 
k ;;:::m. 

1.3.2. Differential Equations for the Process 

We denote by Pk(t) the probability that the system is in state Ek at time t. Using 
familiar arguments we derive the following differential equations: 

(1) 

and for k;;::: 1 

Our notation is somewhat unsatisfactory, since we have not specified the 
initial state Ei of the system. A comprehensive notation would be Pij(t), that is, 
the probability that the system is in state Ej at time t, having been in state Ei 
at time O. In the problems discussed in Sections 1.1 and 1.2 we assumed that 
the initial state was Eo. 

Equations (2) and (1) are very simple when, for all k ;;::: 1, Ilk = 0 (pure birth 
processes). In this special case we can find all the functions by successive 
integration. A general solution is easy to derive, and it can be proved that the 
functions Pk(t) are nonnegative for arbitrary k and t. However, if Ak increases 
very rapidly with k increasing, it may be that Lk=O Pk(t) < 1. 

1.3.3. Proof of Feller's Theorem 

The solutions Pk(t) of the equations for a pure birth process satisfy the 
condition 

for all t, if and only if, the series 

diverges. 

PROOF. Consider the partial sum 

Sn(t) = Po(t) + ... + Pn(t)· 

The birth equation implies 

Thus, 

(3) 

(4) 

(5) 
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[If instead of the initial condition Po (0) = 1 we assume that for some i ~(O) = 1, 
this equality applies for n ~ i.] 

Since each term in (4) is nonnegative, the sum S,,(t) does not decrease with 
the increase of n for any fixed t. Thus, the limit 

lim [1 - S,,(t)] = Jl(t) (6) 
" .... 00 

exists. 
We find from (5) that 

Hence, it is evident that 

E S,,(z) dz ~ Jl(t)(L + ... + ;J. 
Since for any t and n the inequality S,,(t) ::s:;; 1 is valid, we have 

t ~ Jl(t) (;0 + ... + L)' 
If the series (3) is divergent, it follows from the last inequality that Jl(t) = 0 
must be satisfied for all t. Taking (6) into account, we see that the divergence 
of (3) implies 

It follows from (5) that 

and hence, 

it 1 1 
S,,(t)dt ::s:;; ;:- + ... + T. 

o 0 " 

In the limit as n -+ 00 we obtain 

E [1 - Jl(t)] dt ::s:;; ..to A;;-l. 

If Jl(t) = 0 for all t, the left-hand side of the inequality equals t, and since t is 
arbitrary, the series on the right-hand side is divergent. The theorem is thus 
proved. [] 

In the theorem in Section 1.1 we dealt with the simplest problem of pure 
birth; there we had A" = A for all n ~ o. Of course, the series (3) diverges in 
that case. 
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It follows from the theorem that when A.n = n2, n ~ 0, L~=o Pn(t) < 1 neces­
sarily holds. The sum L~=o Pn(t) can be viewed as the probability that infinitely 
many changes of state occur during the time interval t. In radioactive decay 
such a situation is called an explosion. This theorem is due to Feller (1950). 

We now present another proof of Feller's theorem, introducing at the same 
time the notion of the Laplace-Stieltjes transform, one of the most important 
analytical tools of queueing theory. 

Definition. Let F(t) be a distribution function of a nonnegative random 
variable ~. A function of the complex variable s given by 

<pes) = LX> e-st dF(t) 

is called the Laplace-Stieltjes transform of the function F(t) (or of the random 
variable ~). 

If the distribution is continuous, that is, if F(t) = J~ p(x) dx, where p(x) is 
the probability density, then <pes) = J~ e-stp(t) dt. If F(t) is a discrete distribu­
tion, namely, dF(t) = LPkb(t - xk)dt, where bet) is a delta function, then 
<pes) = LPke-sx,. Many random variables in queueing theory (for example, 
waiting time) take on value 0 with probability F( + 0) and values in the interval 
(x, x + dx) with probability p(x) dx for x > O. In such a case 

<pes) = F( + 0) + LX> e-stp(t) dt. 

We now present the basic properties of Laplace-Stieltjes transforms. 

1. The function <pes) is defined for any complex number s with a nonnegative 
real part and is continuous in s for Re s ~ O. 

2. In the region {Re s > O} <pes) is an analytic function. 
3. <p(0) = 1; I <p(s) I ~ 1 for Re s ~ O. 
4. 1<p(s)1 < 1 for Res> 0 if F( +0) < 1; <pes) --+ 0 as Res --+ 00 if F( +0) = O. 
5. If ~ 1, ... , ~n are independent random variables with transforms <Pi (s), ... , 

<Pn(s), then the transform of ~ 1 + ... + ~n is <Pl (s)· .• <Pn(s). 
6. If MI~lk < 00, then 

M~k = (_1)k<p(kl(0), 

where the derivative is meant to be in the direction of any ray going out 
from the origin and located on the right half-plane. [The derivative in the 
usual sense may not exist at the point s = 0; for example, it is possible to 
have <p( -B) = 00 for any B > 0.] 

Let s > O. We have 

F(t) = t dF(t) ~ t e-s(x-tl dF(x) ~ est<p(s). (7) 

Inequality (7) is the key to the proof of Feller's theorem. 
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Let tn be the instant at which the birth process arrives at the state n, 
t* = limn~oo tn. Then tn = Zo + ... + Zn-l where Zk are independent random 
variables; P{Zk > t} = e-)'kt , t ~ O. The Laplace-Stieltjes transform of Zk will 
be 

IPk(S) = Ak Loo e-st-),kt dt = 1/(1 + s/ Ad. 

Whence setting S = 1, we obtain from (7) 

/
n-l ( 1) /n-l 1 

P{t* < t} ~ P{tn < t} ~ et Jl 1 + Ak < et kf:O Ak' 

The last expression tends to zero as n -+ 00, provided the series (3) diverges, 
thus P {t* ~ t} = 0 for any t. It remains to note that 

00 

P{t* < t} = 1 - L Pk(t). 
k=O 

Now if the series (3) is convergent, then, noting that 

1 1 
Mt =-+ ... +-

n Ao An - 1 ' 

we arrive at 

1 1 
M{tn - tN} = - + ... + - < 8 2, 

AN An-l 

provided N is sufficiently large. Hence, 

P{tn - tN > 8} ~ M{tn - tN}/8 = 8 

and by the continuity axiom 

P{t* - tN ~ 8} ~ 8. 

Clearly, P {t N < x} > 0 for any x > 0 since tN is a sum of independent random 
variables with positive densities; whence 

P{t* < t} ~ P{tN < t - 8, t* - tN ~ 8} ~ P{tN < t - 8}(1 - 8) > O. 

1.3.4. Passive Redundancy without Renewal 

Suppose we have a system consisting of one main element and n identical 
passive redundant elements. The main element is loaded and during the time 
interval (t, t + h) may fail with probability Ah + o(h). As soon as the main 
element fails, it is replaced by one of the (identical) redundant elements. The 
system as a whole breaks down when all the elements (the main and all 
redundant ones) have failed. 

We denote by Ek the event that k elements of the system have failed. At time 
t = 0 the system is in state Eo. We have to determine the probability of state 
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Ek at time t. The probability of state En+1 at time t is the probability that the 
system has failed prior to t. 

Note that here we have a pure birth process, where Ak = A for 0 ~ k ~ n, 
and Ak = 0 for k > n. Series (4) is divergent since there are Ak = O. Thus, in this 
case (3) necessarily holds. 

Equations (2) and (3) are in this case of the form: 

Po(t) = - APo(t), 

for 1 ~ k ~ n 

and for k = n + 1 

By successive integration and using the initial conditions we arrive at 

Po(t) =e-;'t, 

P1 (t) = Ate-;'t, 

(At)2 -;'t 

P2 (t) =T!e , 

P (t) = (At)" -;'t 
n ,e, n. 

n (At)k 
Pn+1(t)=l- k~O T!e-;'t. 

We denote by ~k the service life of the kth element under working conditions. 
It is evident that the service life of the whole system is 

~1 + ~2 + ... + ~n+l' 
Since the mean sevice life of one element is 

tAe-.I.t dt =-fOO 1 

o A' 

the mean service life of the redundant system is (n + 1)/ A, that is, it is propor­
tional to the total number of elements in the system. 

1.3.5. Active Redundancy without Renewal 

We shall consider yet another simple problem in redundancy theory. We again 
have n redundant elements, but they are all active, that is, in the same state 
as the main element. Each of the elements breaks down during the time 
interval (t, t + h) with probability Ah + o(h). The whole system breaks down 
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when all the elements fail. This is again a pure birth process, with At = 
(n + 1 - k)A for 0 ::s:; k ::s:; n, An+1 = O. 

The equations of the problem are of the form: 

P~(t) = -(n + I)APo(t), 

for 1 ::s:; k::s:; n 

P~(t) = -(n + 1 - k)APt(t) + (n - k + 2)APt- 1(t), 

and for k = n + 1 
P~+1 (t) = AP,,(t). 

The solution of these equations yields 

Po(t) = e-(n+1)At, 

P1 (t) = (n + l)e-nAt(1 - e- At ). 

Pn(t) = (n + 1)e-At(1 - e-At)n, 

Pn+1(t) = (1 - e-At )n+1. 

The mean service life of the redundant system is determined as follows: the 
instants ofsuccessive breakdowns are plotted on the time axis, t 1 , t2 , ••• , tn+1 • 

Denote T1 = t1> 'r2 = t2 - t 1, ... , 'rn+1 = tn+1 - tn. Since n + 1 elements are 
operating in the first interval, the probability that a single one of them fails 
during time t is given by Po(t) = e-(n+1)At. In the second interval, only n 
elements are operating. In view of the exponential distribution, the probability 
that all the elements function without fail for a time t starting from the instant 
t1 is e-nAt• Finally, in the last interval, only one element functions. The 
probability that this element functions after the instant of time tn for a time t 
is e- At. The mean service life of the system is thus 

n+1 n+1 1 (1 1 ) 
T2 = M L 'rt = L M'rt = 1" 1 + -2 + ... + --1 . 

t=1 t=1 JI. n + 
For large n we can approximate 

1 1 
1 + - + ... + -- ~ In(n + 1) + C 

2 n+l ' 

where C = 0.5772157 '" is Euler's constant. 
A comparison of the formulas for the mean duration of operation without 

failure for systems with active and passive redundancy yields 

T1 n + 1 
T2 ~ In(n + 1)' 

This increases as the number of redundant elements increases. Thus for n = 2, 
TdT2 ~ 2.72, and for n = 4, TdT2 ~ 3.12. 
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1.3.6. Existence of Solutions for Birth and Death Equations 

For pure birth processes, the system (1)-(2) could be solved easily by succes­
sive integration, since the differential equations are of the form of recurrence 
relations. The structure ofthe general equations for birth and death processes 
is different, and a successive determination of the functions Pn(t) is not possible. 
The conditions for the existence and uniqueness of solutions were determined 
by Feller (1940) and (1957), and Karlin and McGregor (1957a, b) among 
others. It turns out that the equality 

is not always satisfied. A sufficient condition for this to be valid is that the series 

00 k JJ 

L nei 
k=l i=l Ai 

(8) 

diverges. If, in addition, the series 

00 k 1 

Ln~ 
k=l i=l J-li 

(9) 

is convergent, the following limits exist: 

Pk = lim Pk(t) (k=O,I, ... ). (10) 
1--+00 

In particular, this condition is satisfied if starting with some j on, we have 

Ak --::s;()«1. 
J-lk+l 

As a rule, this inequality holds in queueing theory, in particular, the problems 
with waiting, discussed previously. 

These conditions are intuitively obvious; they indicate that the arrival rate 
of customers in a system should not grow too rapidly in comparison with the 
increase in the service rate. We have already discussed this in a particular case 
in Section 1.2.4. 

To determine the limits (10) it is sufficient to solve the algebraic system 
obtained from (1)-(2) setting P!(t) = 0 and substituting Pi for Pi (t). The re­
sulting system is of the form: 

-AOPO + J-llPl = 0, 

-(Ak + J-ldPk + Ak- 1Pk + J-lk+1Pk+l = 0 (k ~ 1). 

We introduce the notation 

Zk = - AkPk + J-lk+l Pk+l 

Using this notation (11) becomes 

(k = 0,1, ... ). 

(11) 
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Zo = 0, 

Hence, for all k ~ 0 

We obtain 

Ak-l nk Ai - 1 
Pk = --Pk - 1 = -Po· 

Jl.k i=1 Jl.i 
(12) 

The normalizing condition Lk=O Pk = 1 determines Po: 

Po = [1 + f Ii Ai_l]-I. 
k=1 i=1 Jl.i 

(13) 

These calculations were carried out for a special case in Section 1.2. 

1.3.7. Backward Equations 

We mentioned in Section 1.3.2 that the notation Pk(t) for the probability of 
the state at the instant t is not satisfactory since it does not specify the state 
of the system at the instant t = O. It would be natural to introduce a more 
complete notation Pij(t), from which it would follow immediately that the 
transition probability during time t from state Ei to state Ej equals Pij(t). For 
brevity, as long as there is no danger of confusion, we have used the simplified 
notation. If the state at time t = 0 is known, Pij(t) represents the absolute 
probability that the system is in state Ej at some later time t.lfwe know only 
the probability distribution 1ti of the initial state Ei , the probability of the 
system being in state Ej at time t is given by the total probability formula as 

~(t) = L 1ti Pij(t). 
i 

The initial conditions for the system of equations (1)-(2) are 

i = 0, 1,2, ... 

if only the initial distribution of the states of the system is known. 
In particular, if the system is initially in state E;, then 

p..(0) = {I for j = i, 
lJ 0 for j #- i. 

Equations (1)-(2) were obtained by comparing the probabilities at times t 
and t + h. We have proceeded, so to speak, from the past to the future. In 
some cases a different problem is of interest: the state of the system at time t 
is known. What is the probability that the system reached this state from state 
E;? 

It is not difficult to set up a new system of equations if we note the 
corresponding rules of constructing these equations: we fix t and compare the 
modes of transition from various states to state Ej at the times t = hand t = O. 
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We present these equations, leaving their derivation as a simple exercise for 
the reader: 

(14) 

for i ;:: 1 

Pij(t) = -(Ai + J-li)Pij(t) + AiPi+l,j(t) + J-liPi-1,it). (15) 

For comparison we rewrite equations (1)-(2), using the new notation: 

(1') 

for i ;:: 1 

Pij(t) = -(Aj + J-l)Pij(t) + Aj- 1Pi,j-1(t) + J-lj+1Pi,j+1(t). (2') 

These equations are a special case of the well-known (Chapman-) 
Kolmogorov equations, which govern continuous Markov processes. 

As an example, consider a simple problem: Ai = A for i ;:: 0, J-li = 0; at time 
t there are n customers in the system. It is necessary to find the probability 
that at time ° a certain number of customers are in the system. This is a pure 
birth process, therefore i can take only the values 0, 1,2, ... , n. System (14)­
(15) becomes 

for ° ~ i ~ n - 1 

P(n(t) = - APin(t) + APi,n-1 (t). 

The initial conditions of the problem are: Pnn(o) = 1, Pin(o) = 0, and i "# n. The 
solution is given by 

1.4. Applications of Birth and Death Processes in 
Queueing Theory 

1.4.1. Systems with Losses 

There are m servers, each accessible to any arrival when free and capable of 
serving only one customer at a time. The service time is random and is 
exponentially distributed with parameter J-l. The customer stream is simple 
and its parameter is A. A customer is served immediately, provided that at 
least one server is free. When all the servers are busy, the customer is refused 
service and lost. As was already stated in the Introduction, the main charac­
teristic of the quality of service in a system with refusals is the probability of 
refusal (loss of a customer). 

If we denote by Ek the state of the system when it contains k customers, the 
system can only be in states Eo, E1 , ... , Em. The transition probability from 
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state Ek to Ek+l (for k < m) in time h is Ah + o(h), while the probability of 
remaining in the state Ek (for k :::; m) during the same time interval is 1 - Ah -
khJ.1 + o(h). Finally, the transition probability from state Ek to state Ek- 1 (for 
k > 0) is kJ.1h + o(h). These are conditions for a birth and death process where 
Ak = Afork < mandAk = Ofork ~ m,J.1k = Ofork = Oandk > m,andJ.1k = kJ.1 
for 1 :::; k:::; m. 

It is easy to construct differential equations for the problem by substituting 
these values for Ak and J.1k into Eqs. (1)-(2) of Section 1.3.6. The stationary 
solution is obtained from equation (12) of Section 1.3.6. It is 

Ak 
Pk = -k' k Po (1 :::; k < m), (1) 

.J.1 

the value of Po is determined by 

Substituting the values of Pk from (1) here, we obtain 

Po = 1 + - + - - + ... + - -[ AI (A)2 1 (A)nJ-l 
J.1 2! v m! v 

where p = A/ J.1. 
Thus, for 0 :::; k :::; m 

1 k 

k!P 
Pk = ----1-----1--

l+p+_p2 + ... +_pm 

2 m! 

(2) 

These formulas were obtained by Erlang and are known as the Erlang formu­
las. Since Erlang's work became known, many attempts have been made in 
various directions to generalize his results. Later we shall prove a general 
result due to Sevast'yanov and developed by many researchers, according to 
which (2) retains its form for problems with losses of any distribution of service 
time, if only its mean value equals 1/ J.1. 

For k = m, (2) gives the probability that at the given time all the servers 
are busy, each customer arriving at this time is refused service. Thus, the 
probability of refusal is 

1 _pm 
m! 

p =--­
m m 1 L _pk 

k=O k! 

(3) 
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Note that if there are infinitely many servers in the system, then 

Po = e-P 

and hence, 

(4) 

This equation is useful for computing the probabilities Pk for large n and for 
p not too large. Note that in (2) and (3) p may take any value ~ o. 

Formulas (2) enable us to obtain the average number of busy servers 
m 

am = L kPk = p(1 - Pm)· (5) 
k=O 

We illustrate the rate of increase in the probability oflosses with an increase 
in the load (i.e., in p) in the following short tables. We shall deal only with the 
cases of m = 2 and m = 4, and select values of p corresponding to streams of 
the same intensity arriving at one server: 

m=2 

p 0.1 0.3 0.5 1.0 2.0 3.0 4.0 

Pm 0.0045 0.0335 0.0769 0.2000 0.4000 0.5294 0.6054 

m=4 

p 0.2 0.6 1.0 2.0 4.0 6.0 8.0 

Pm 0.0001 0.0030 0.0154 0.0952 0.3107 0.4696 0.5746 

We observe from these tables that the probabilities of losses are substan­
tially decreased when a large number of servers is lightly loaded. Thus, for 
m = 2 and p = 0.3 the probability of loss is 0.0335, while for m = 4 and p = 
0.6 the probability of loss is only 0.0030, and finally for m = 6 and p = 
0.9 the same probability is but 0.0003. However, if the loads are large, 
the situation is almost the same in all cases and we obtain the following 
data: 

m=2, p = 3, Pm = 0.5294, am = 0.9412; 

m=4, p = 6, Pm = 0.4696, am = 2.1216; 

m=6, p = 9, Pm = 0.4405, am = 3.3570. 
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1.4.2. Systems with Limited Waiting Facilities 

Now assume that in our queueing system there are waiting facilities for 
customers who encountered all the servers busy. For these customers we have 
a limited number of waiting places, such as a few chairs in a barber shop or 
a limited storage space for components waiting their turn to be processed on 
a machine. Let the number of such facilities be r. If the customer finds at least 
one free server or a free waiting facility, it remains in the system; if not, it is 
lost. The other conditions are as in the preceding section. 

The conditions here are again those of a birth and death process. Here 
Ak = A for 0 ~ k < m + r, Ak = 0, for k ~ m + r, Jio = 0, Jik = kJi for 1 ~ k ~ 
m; Jik = mJi for m ~ k ~ m + r, Jik = 0 for k > m + r. Equation (12) of Section 
1.3.6 yields the formulas: 

(1 ~ k ~ m), (6) 

(n ~ k ~ m + r), (7) 

[ 
m pk pm r (p)SJ-1 

Po= L -+- L - . 
k=O k! m! s=l m 

(8) 

It is easy to see that for r = 0 (6)-(8) result in the Erlang formulas, while 
for r = 00 we obtain (12), (13), and (15) of Section 1.2.4. The probability 

pm+r I( m pk pm r (p)S) 
Pm+r =-, -r L ,+, L -

m.m k=O k. m. s=l m 

is obviously the probability of loss of a customer. The mean number of busy 
servers in a stationary process is 

m~l pk + pm f (~)S 
m m+r L. k' (m _ 1)' L... m 

amr = L kPk + m L Pk = k=O m' k m" S(=l )S 
k=l k=m+l ~ e, + ; ~ ~ 

k-O k. m. s-l m 

(9) 

The following short tables show the probabilities of customer losses for 
m = 2, r = 1 and m = 4, r = 1 for the same values of p as in the preceding 
subsection: 

m=2,r=1 

p 0.1 0.3 0.5 1.0 2.0 3.0 4.0 

P2+1 0.0002 0.0033 0.0188 0.0909 0.2857 0.4426 0.5477 
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m = 4, r = 1 

p 0.2 0.6 1.0 2.0 4.0 6.0 8.0 

P4+1 0.0000 0.0004 0.0038 0.0454 0.2447 0.4133 0.5345 

The tables show that even one waiting facility substantially decreases the 
probability of customer loss provided the load is not too heavy. It is easy to 
calculate that, when the waiting facilities are available, the mean load on the 
servers is increased. 

1.4.3. Distribution of the Waiting Time until the 
Commencement of Service 

Maintaining the notation of Section 1.2.6, the arguments may be carried over 
almost verbatim. The following formulas are obtained: 

where 

m+r-1 m+r-1 k-m 
P{y > t} = L PkP{y> t} = L Pk L qs(t) 

k=m k=m s=O 

_ r-1 r-1 _ -milt r-1 (mll)S r-1 (p)k - sfo k'i;s Pk+mqs(t) - e Pm s~O ~ k'i;s ;;; 

_ -m t m-1 (mil)' ((p)S (p)r) - 7r ell'\' -- - - -
mr L..., ' s=o S. m m 

Pm 
7rmr =--. 

p 
1-­

m 

For r = 00 we again obtain equation (22) of Section 1.2.6. 
Simple computations yield the mean waiting time: 

foo mllP [ (p)r (p)r+1] My= 0 P{y>t}dt=(mll_~)2 1-2;;; +;;; . 

(10) 

(11 ) 

Note that the statement of the problem under consideration can be gene­
ralized naturally as follows: a customer is served on arrival if at least one server 
is free. If, on the other hand, at the time of arrival, all the servers are busy and 
there is a queue of k - m customers, the new arrival remains in the queue with 
probability bk which depends on the number of customers in the queue. In 
this form the problem is closer to real-life problems. All of us know from 
personal experience that we remain in the queue for a barber or in a store 
with a certain probability depending on the size of the queue. We shall not 
dwell on the solutions of these new problems here, since the principles involved 
in their solution are sufficiently clear from the preceding discussion. 
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1.4.4. Team Servicing of Machines 

In the 1930s, when automatic machines were introduced, and the number of 
machines operated by a single worker increased, several interesting problems 
arose in queueing theory. Even today, these problems, under various condi­
tions, are a topic of serious investigation. We shall consider here a solution 
of one of them under the assumption proposed by the Swedish researcher, 
Palm (1947). 

A team consisting of r workers operates n identical machines or devices 
(r ~ n). Each of these machines may need the attention of a worker at random 
times. Thus, in the weaving industry there are special crews of repair personnel, 
each of which services a preassigned number oflooms. Assume that each loom 
is operated by only one worker. The looms break down independently of each 
other. The probability that a loom functioning at time t requires attention 
before time t + h is Ah + o(h). The probability that a loom in repair at time t 

will again be operating at time t + h is vh + o(h). The parameters A and v 
depend neither on t nor on n nor on the number of looms being repaired. 

Denote by Ek the event that at time t, k looms are out of service. Clearly 
our system can only be in states Eo, E 1 , E2 , ••• , En. It is easy to verify that 
this is again a birth and death process, with Ak = (n - k)A for 0 ~ k < n, 
An = 0; Ilo = 0, Ilk = kv for 1 ~ k ~ r; and Ilk = rv for r ~ k ~ n. Formulas (12) 
and (13) of Section 1.3.6 yield: for 1 ~ k ~ r 

n! (A)k 
Pk = k!(n _ k)! ~ Po, (12) 

for r ~ k ~ n 

n! (A)k 
Pk = rk r r! (n _ k)! ~ Po, (13) 

and 

[ 
r n' n , J-1 

Po = L k' ( ~ k)' pk + L ,k r~~ _ k)! pk . 
k=O • n . k=r+1 r. r 

(14) 

In particular, for r = 1 and 1 ~ k ~ n we have 

(15) 

(16) 

1.4.5. A Numerical Example 

After having obtained general equations, we can solve numerous special 
problems that arise in organizing production processes. We shall consider one 
example. 
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Two workers service eight machines. How can the work be organized best? 
There are two possibilities: any free worker should service any of the machines 
when necessary, or each worker should be assigned four specific machines. 
We let p = 0.2. The results of the computation are presented in the following 
table, where n = 8, r = 2, and p = 0.2: 

No. of No. of 
No. of machines No. of Pk No. of machines No. of Pk 

machines awaiting idle machines awaiting idle 
out of service service workers out of service service workers 

0 0 2 0.2048 5 3 0 0.0275 
1 0 1 0.3277 6 4 0 0.0083 
2 0 0 0.2294 7 5 0 0.0017 
3 1 0 0.1417 8 6 0 0.0002 
4 2 0 0.0687 

The mean number of machines that are idle because the workers are busy 
with other machines is 

8 

L (k - 2)Pk = 0.3045. 
k=2 

In other words all the machines are idle (waiting for service) less than one-third 
of a working day. The average of all the machines that are idle in a working 
day, owing to both servicing and waiting for service, is 

8 

L kPk = 1.6875. 
k=2 

We see that a comparatively small fraction of time is "lost time." 
The mean idle time of the workers is 

0.4096 + 0.3277 = 0.7373. 

In other words, each worker is idle (not servicing the machines) 0.3686 of the 
working day. In the following table, n = 4, r = 1, and p = 0.2: 

No. of No. of 
No. of machines No. of Pk No. of machines No. of Pk 

machines awaiting idle machines awaiting idle 
out of service service workers out of service service workers 

0 0 1 0.1914 3 2 0 0.0760 
1 0 0 0.3189 4 3 0 0.0153 
2 0 0.3984 
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The mean loss of working time for each of the four machines (because they 
are waiting for service) is 

1 x 0.1914 + 2 x 0.0760 + 3 x 0.0153 = 0.3893. 

The whole group of eight machines lose 0.7786 of the working day of one 
machine, so the loss of working time due to waiting increases by a factor of 
more than 2.5. The overall time loss for servicing and waiting, for each group 
of four machines, is on the average 

1 x 0.3189 + 2 x 0.1914 + 3 x 0.0760 + 4 x 0.0153 = 0.9909. 

All eight machines thus lose 1.9818 of the working day of one machine. The 
workers are idle for 0.3984 of the working day. Thus, with this method of 
organizing service, the machines are idle for a longer time and the workers 
are less busy. 

We shall not deal here with other interesting problems, such as: What is the 
economically justifiable number of machines to be assigned to each worker; 
how should the repair of the machines be organized -in the order of machine 
breakdown or on the distance between the failed machine and the worker, etc? 

1.4.6. Duplicated Systems with Renewal 
(Passive Redundancy) 

Birth and death processes will now be applied to an important problem of 
reliability theory studied by Epstein and Hosford (1960). A unit may fail 
during an operation. To maintain continuous operation, an identical redun­
dant (duplicated) unit is put into operation as soon as the main unit breaks 
down. The failed unit is immediately repaired, and is as good as new. When 
not in operation, the unit does not fail or age. Its uninterrupted service time 
is governed by the distribution F(x) = 1 - e-).x. The renewal time is a random 
variable with distribution G(x) = 1 - e-VX• The question is, what is the distri­
bution of uninterrupted service time of the duplicated (two-unit) system if the 
system as a whole breaks down only when both units fail? 

The system may be in three states Eo, E1 , and E2, corresponding to none, 
one, and two units out of service. The transition probabilities between the 
states in a time interval hare: 

P{Eo(t) --+ E1(t + h)} = Ah + o(h), 

P{El(t) --+ Eo(t + h)} = vh + o(h), 

P{El(t) --+ E2(t + h)} = Ah + o(h), 

P{E2(t) --+ E 1 (t + h)} = o(h). 

Thus, in the birth and death process under consideration Ao = Ai = A, III = v, 
and Ilz = 0; all other Ak and Ilk are O. Equations (1)-(2) in Section 1.3.2 for this 
problem are 
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Pb(t) = -APo(t) + VPi(t), 

P~ (t) = - (A + V)Pi (t) + APO(t), 

P~ (t) = APi (t). 

The initial conditions are Po(O) = 1, Pi (0) = 0, P2 (0) = O. 
Substitution of Po(t) from the second equation of the system into the first 

yields the following equation for Pi (t); 

P~'(t) + (2A + v)P~(t) + A2Pi (t) = O. 

The solution satisfying the initial conditions is of the form 

Pi (t) = Ce-(HV/2)t[e j ;.v+(V2/4)t _ e- j2v+(v2/4)t]. 

We now obtain 

Po(t) = Ce-(HV/2){ G + JAV + ~)eJAv+(V2/4)t 

+ (JAV + ~ - ~)e-J;'V+(V2/4)tJ 
and 

It is easy to see that the required probability offail-free service is 

R(t) = Po(t) + Pi (t) 

= e-(Hv/2)t cosh-J4AV + v2 + smh-J4Av + v2 . [ t 2A + v . t ] 

2 J4AV + v2 2 

For v = 0 we obtain a system without renewal. In this particular case, as 
follows from the preceding formula, 

R(t) = e-;'t(1 + At). 

This result is of course also derivable from the formulas presented in Section 
1.3.4. 

The mean duration of fail-free service of a duplicated system is 

(00 2A + v 2 v Jo R(t)dt=----;:z-=;: + A2 · 

The first term in this sum represents the mean fail-free service time for a 
two-unit system without renewal. The second term is an addition due to 
renewal. The larger the v, that is, the higher the renewal rate, the greater its 
effect. Usually v is substantially larger than A, in other words, renewal is 
completed before the work is interrupted, and thus the efficiency due to 
renewal is usually large. 
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1.4.7. Duplicated Systems with Renewal 
(Active Redundancy) 

We now consider an important and particular case of duplicating the system, 
in which the reserve unit is in the same state as the working unit. The other 
conditions are the same as in Section 1.4.6. Here we should set Ao = 2A, A1 = A, 
A2 = 0, J11 = Y, and J12 = ° in the birth and death equations. The birth and 
death equations thus become 

Po(t) = - 2APo(t) + yP1 (t), 

P~ (t) = - (A + Y)P1 (t) + 2APo(t). 

The standard computations yield the solution 

P1(t) = 4A -(3HV)(tI2)sinh~JA2 + 6AY + y2 
JA2 + 6AY + y2 2 

and 

Po(t) = e-(3HV)(tI2>[COSh~JA2 + 6AY + y2 

+ smh-JA2 + 6AY + y2 . 
Y - YA . t ] 

JA2 + 6AY + y2 2 

Thus, the probability of fail-free service is 

R(t) = e-«3HV)/2)t[COSh~JA2 + 6AY + y2 

+ smh-JA2 + 6AY + y2 . 3A + Y • t ] 

JA2 + 6AY + y2 2 

In the special case of a system without renewal we obtain 

R(t) = 2e-).t - e-Ut. 

The mean fail-free service time is 3/2A. + Y/2A2. The second term represents 
the effect of renewal. For an active redundant unit, this is one-half the effect 
of a passive one. 

1.4.8. Duplicated Systems with Renewal 
(Partially Active Redundancy) 

Both types of redundancy may be combined by considering a partially active 
redundancy, in which the redundant unit may fail at a rate A1 • If A1 = 0, the 
unit is passive. If A1 = A, it is active. The parameters of the birth and death 
equations here are Ao = A + A1, A1 = A, A2 = 0, J11 = Y, and J12 = 0. The dif­
ferential equations are 
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PMt) = -(A + AI)PO(t) + VPI (t), 

P~ (t) = - (A + V)PI (t) + (A + Al }Po (t). 

Solution of this system yields the following probability of fail-free service: 

R(t) = e-(H().1+V)/2)t[cosh~JAi + 2v(2A + AI) + v2 

2A + Al + V . t J 2 2J + smh-2 AI +2v(2A.+AI)+V . 
J Ai + 2v(2A + AI) + v2 

Simple calculations show that the mean duration of fail-free service is 

roo 2A + Al + v J 0 R(t) dt = A(A I + A) . 

These formulas com parise those obtained in Sections 1.4.6 and 1.4.7 as special 
cases. 

Note that the problems considered in Sections 1.4.6-1.4.8 may be gene­
ralized to deal arbitrarily with many operating and redundant units. The 
solution of the generalized problem by the methods of birth and death pro­
cesses are basically analogous to the preceding, but are technically more 
difficult. 

1.5. Priority Service 

1.5.1. Statement of the Problem 

There are many real-world situations in which the stream consists of several 
types of customers. Customers of the first type are served out of turn, provided 
there is no queue of customers of this type. Customers of the second type 
have priority over customers of the third and the following types, and so on. 
A well-known example of such a service is at a telegraph office: urgent cables 
are transmitted before ordinary ones, even if the ordinary ones are brought 
in earlier. In the past there were three types of telegrams: express, urgent, and 
regular. Each of these types has priority over the succeeding one. In the same 
manner, a long-distance telephone call has priority over a local one in the 
sense that a long-distance call interrupts a local one. 

A great variety of problems arise in investigations of servincing several 
streams. Indeed, in different real-world conditions there are different possible 
solutions when a customer of the first type finds all the servers busy. First, the 
"head-of-the-line" disciplines, when a customer of a higher rank does not 
interrupt customers already in service, but is placed ahead of all the customers 
of lower ranks were studied. Next, "preemptive-priority" disciplines, when 
service is interrupted, were studied. These were in turn subdivided into two 
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categories: in the first one, when the interrupted service is resumed, the time 
previously spent for its servicing is taken into account (preemptive resume); 
in the second, this time is lost and the service starts from the beginning 
(preemptive repeat). Such is the situation when working with computers: here 
one type of failure only interrupts computation, and it is not necessary after 
the repair to recompute previous calculations; other failures introduce an 
error in previously obtained calculations and require carrying out all the 
calculations from the beginning. 

Clearly, when serving several streams, it may be necessary to consider not 
only service with waiting time but also problems with losses. Recently, in 
problems of telephone service it became necessary to consider the following 
problem: two streams arrive at a device, one-the priority stream-is serviced 
in accordance with the scheme of systems with losses, while the other­
without priority-in accordance with a waiting-service scheme. Clearly, all 
the previously considered statements of problems can be carried over to the 
case of a stream consisting of customers of different urgency. We are not going 
to enumerate all the possible formulations of problems and various types of 
efficiency characteristics of servicing customers belonging to different types. 

Here we shall only touch on certain formulations, aiming to demonstrate 
an approach for their solution in the simplest situations. Analogous problems 
under more general assumptions are to be considered subsequently, where 
references will also be given. 

1.5.2. Problems with Losses 

Consider the following problem. Two independent simple streams of cus­
tomers with parameters Al and A2 arrive at m equivalent servers. Each 
customer that arrives at a time when at least one server is free is being serviced 
without delay. If a customer of the first type arrives at the system when all the 
servers are busy but some of them serve customers of type two, then one of 
the servers is immediately switched to servicing the newly arrived customer 
of the highest rank, and the customer from the second stream is lost. Thus, 
the second type of customer is lost, not only when all the servers are busy, but 
also when at the time of servicing customers of the second type all of the servers 
are busy and a customer of the first type appears. Customers of the first type 
can be refused only if all the servers are busy servicing customers of this same 
type. 

Assume that for a customer of the first type the service time is exponential 
with parameter 111 and for the customers of the second type it is exponential 
with parameter 112' 

Before proceeding to a formal solution, we note that the first stream is 
serviced as if the second stream does not exist. This observation allows us to 
immediately obtain the probability that a customer of the first type is lost. 
The probability is 



p'{'/m! 
P mO = -;;;-----T' 

" PI 
.~ ., 
1=0 l. 

1.5. Priority Service 49 

It is known that if two independent simple streams with parameters Al and 
A2 arrive at the server, the combined stream is also simple with parameter 
Al + A2 • Indeed, the probability that, during time interval t, k customers of 
either type arrive, can be represented by the total probability formula as the 
sum of products of probabilities, and that during this time interval, s customers 
of the first type arrive and k - s of the second, summed over all possible values 
of s. This probability is equal to 

f, (AI t)' -). t (A2 t)k-s -). t 
~ --e 1 e 2. 

k=O s! (k - s)! 

In accordance with Newton's binomial formula, this sum is 

[0·1 + A2)tJk -().I +A2)t 

k! e . 

We denote by Pij(t) the probability that, at time t, i servers are occupied 
serving customers of the first type and j servers are busy with the customers 
of the second type. Since the total number of busy servers cannot exceed the 
total number of servers, we have 0 ~ i + j ~ m. We set 

m-i m-j 
pdt) = L Pij(t) and pJt) = L Pij(t)· 

j=O i=O 

Clearly, pdt) and P.j(t) are the probabilities that, at time t, i customers of 
the first type and j customers of the second type are served respectively. 

Recall that PmO is the probability that a customer of the first type who 
arrived at time t is lost. The sum 

L Pij(t) 
i+j=m 

is the probability that a customer of the second type arriving at time t is lost. 
Thus, the difference 

L Pij(t) - PmO(t) 
i+j=m 

represents the probability of losing a customer of type two who is being 
serviced, provided a customer of the first type arrives at time t. 

1.5.3. Equations for Pij(t) 
The derivation of equations for the probabilities Pij(t) will not be given here, 
since this procedure does not add anything new to what we already know 
from the theory of birth and death processes. Only the final results will be 
presented. They are 
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for 1 ~ i < m 

P;o(t) = -(AI + Az + i/1dpiO(t) + AIPi-I,O(t) + (i + 1)/1IPi+l,O(t) 

+ /1ZPil (t), (2) 

P~o(t) = - m/1IPmO(t) + Al [Pm-I,O(t) + Pm-l,l (t)]; (3) 

for 1 ~ j < m 

P~j(t) = -(AI + Az + j/1z)POj(t) + AZPO,j-1 (t) + /1IPlj(t) 

+ /1z(j + 1)PO,j+l(t), (4) 

P~m(t) = -(AI + m/1z)POm(t) + AZPO,m-1 (t); (5) 

for i ~ 1, j ~ 1, i + j < m 

P;j(t) = -(AI + Az + i/11 + j/1Z)Pij(t) + AIPi-l,j(t) + AZPi,j-l(t) 

+ (i + 1)/1IPi+I,j(t) + /1ZPi,j+1 (t); 

for i > 0, j > 0, i + j = m, i #- m, j #- m 

(6) 

pW) = -(AI + i/11 + j/1Z)Pij(t) + Al [Pi-l,j(t) + Pi-l,j+1 (t)] + AZPi-l,j(t), 
(7) 

Summation of equations (1), (4), and (7) for all j from ° to m, numerous 
cancellations, and the use of the notation introduced in subsection 2, 
yield 

(8) 

Summation of eqs, (2), (6), and (7) for all j from ° to m - i, cancellations, 
and the use of the notation pdt), yield the equations for 1 ~ i < m: 

p;,(t) = -(AI + i/1dpdt) + AIPi-l.(t) + (i + 1)/1IPi+I.(t). (9) 

Equation (3) can therefore be written in the form 

(10) 

Equations (8)-(10) differ only in notation from the differential equations of 
the birth and death processes for the standard problem of losses when only a 
priority stream is present. 

Summation of eqs. (1), (2), and (3) over i, yields the equation 

P:o(t) = -Az[P.o(t) - PmO(t)] + AIPm-I,I(t) + /1ZP.I(t). 

Summation of eqs. (4), (6), and (7) over i, yields for 1 ~ j < m, 

P:j(t) = -(Az + j/1z) [pjt) - Pm-j,j(t)] + Az[P.j-l(t) - Pm-j+l,j-l(t)] 

+ (j - 1)/1zp .j+l (t) - j/1ZPm-i,j(t) - AIPm-ijt) + AIPm-j-l,j+1 (t). 
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Equation (5) can be written in the form: 

P:m(t) = -P'l + mJ12)p.m(t) + A2[P.m(t) - Pl,m-l(t)]. 

These equations show that the situation for the second queue is very 
different from that of the first: the first queue has a decisive influence on the 
state of the customers in the second queue. This conclusion is, of course, 
intuitively obvious. 

1.5.4. A Particular Case 

We shall now study the case m = 1 in more detail. Here the computations can 
be completed without difficulty. The system (1)-(7) in Section 1.5.3 reduces 
down to the following three equations: 

P~o(t) = -(Al + A2)Poo(t) + J11PIO(t) + J12P01(t), 

P~o(t) = - J11PIO(t) + Al [Poo(t) + POl (t)], 

P~l(t) = -(Al + J12)P01(t) + A2Poo(t)· 

The solution of this system presents no difficulties; thus, we only present 
the final results. Here it is assumed that 

We have 

Whence 

Poo(O) = 1, 

PIO(O) = 0, 

P01(0) = o. 
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P (t) = P (t) + P (t) = Jl.1 + A1 e-O., +1',)1 
O. 00 01 , + ' + ' 11.1 Jl.1 11.1 Jl.1 

+ A2 ( Jl.1 + A1 ) e-O., +).,+1',)1 
A1 + Jl.1 A1 + A2 + Jl.2 A2 + Jl.2 - Jl.1 ' 

A2Jl.1 
P.1(t) = P01(t) = (A1 + Jl.d(A1 + A2 + Jl.2) 

A A + 1 2 e-().'+I',)I 
(A 1 + Jl.d(A2 + Jl.2 - Jl.1) 

_ A2 { Jl.1 + A1 } e-().,+).'+I',)I 
A1 + Jl.1 A1 + A2 + Jl.2 A2 + Jl.2 - Jl.1 . 

These formulas show that as t tends to infinity the solutions rapidly ap-
proach the limiting values 

POO = Jl.1 (A1 + Jl.2)/[(A 1 + Jl.d(A1 + A2 + Jl.2)], 

POl = P.1 = A2Jl.d[(A1 + Jl.d(A1 + A2 + Jl.2)], 

P10 = Pl. = Ad(A1 + Jl.d, 

Po. = Jl.d(A1 + Jl.d, 

A1 (A1 + A2 + Jl.2) + Jl.1 (A1 + Jl.2) 
P.O = (A1 + Jl.d(A1 + A2 + Jl.2) . 

Suppose a customer of the second type is being served at a given time. What 
is the probability that the service wil be completed? This occurs if, and only 
if, its service time ends before a customer of the first type arrives. If the service 
time is x, the service will be completed if no customer of the first type arrives 
during time x. The probability of this event is Jl.2e-I"Xe-).,x dx, and using the 
total probability formula, we obtain the required probability: 

roo Jl.2 e-().'+I")X dx = Jl.2 . 
Jo A1 + Jl.2 

Thus, the probability that a customer of the second type whose service has 
already started will not be served completely is Ad(A1 + Jl.2). 



1.6. General Principles of Constructing Markov Models of Systems 53 

1.5.5. The Possibility of Failure of the Servers 

The problems described in this section may be interpreted in a slightly different 
manner. For numerous problems of practical importance we must take into 
account failure of the servers themselves. In a telephone exchange a line may 
be out of order and, to resume normal service, a certain time must be spent 
on repairs. Loading devices in a harbor may need renewal, and a certain 
amount of time, which generally depends on the individual case, may be 
required to prepare them for unloading a ship. In a complex electronic device 
the failure of one element may cause the whole instrument to fail; con­
sequently, service to the arriving customers must be interrupted until the cause 
of the failure is discovered and repairs are carried out. 

The importance of problems in queueing theory allowing for failure of the 
servers when a server itself requires service is obvious. 

There are numerous formulations of these problems. In some cases, a 
customer waits for the completion of repairs no matter how long the waiting 
time is. In other cases, it is immediately lost when a server breaks down. 
Another possibility is that the holding time of the customer in the service 
system cannot exceed a certain fixed time T. Different formulations may also 
result from other causes. Thus, for example, breakdown can occur either 
during service time only or during both service time and the idle period. Also, 
it is possible that the probability of breakdown is greater during the service 
time than in the idel period. It should be noted that a customer whpse service 
is interrupted may be lost independently of whether or not other free servers 
are available in the system. Alternatively, a customer may switch from the 
failed server to any free server. Other situations need not be discussed here. 
The problem studied in this section may be viewed as a problem of failures 
in serving mechanisms. Indeed, the stream of failures may be regarded as a 
stream of the first type; hence, it is evidently a stream with priority. The failure 
is an emergency, and it cannot be deferred until the service in progress has 
been completed. Moreover, we have assumed that during the repair no new 
failures in the server being repaired can occur (a customer of the first type is 
lost only if the server is busy with another customer of the first type). This 
type of failure is equally possible in the busy and the free periods. In what 
follows, we shall return to these problems under more general assumptions. 

1.6. General Principles of Constructing Markov Models 
of Systems 

1.6.1. Homogeneous Markov Processes 

Let X be a finite or countable set and e(t) be a homogeneous Markov process 
with the set of states X and the infinitesimal matrix A = II Aij II, whose elements 
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are determined by the relations 

P{W + l\) = jl~(t) = i} = Aijl\ + o(l\), j # i, (1) 

P {W + l\) = il ~(t) = i} = 1 - Ail\ + o(l\) = 1 + Aiil\ + o(l\), (2) 

Ai = -Aii = L Aij. (3) 
Ui 

The quantity Aij for j # i is called the transition intensity of the state i into the 
state j, and the quantity Aij is the exit intensity from the state i. 

As a rule, in real-world cases one can postulate the regularity property of 
a Markov process: the trajectory of the process ~(t) is, with probability 1, a step 
function with a finite number of jumps on any finite interval and, for all t 

simultaneously, W) coincides with W - 0) or W + 0), either with the left­
hand- or right-hand-side limit. More often one can define the process ~(t) in 
such a manner that almost all its trajectories will be right continuous, ~(t) = 

~(t + 0). 
Let ~(t) be a regular Markov process continuous from the right with 

characteristics (1)-(3). Define y(t) as the number of jumps of the process in the 
interval (0, t) and denote 

W) = (~(t), y(t)). 

Then clearly 
00 

pit) = Pg(t) = j} = L p}m)(t), (4) 
m=O 

where 

pym)(t) = P{ ~(t) = j, y(t) = m}. 

The process ((t) will never return to the initial state. In this sense it is similar 
to a pure birth process. Equations for its transition probabilities are in the 
form of recurrence formulas 

and satisfy the initial conditions 

p}m)(o) = 0, m ~ 1; 

Equations (5) and (6) are easily solved: 

pym)(t) = L Aij ft plm-l)(t - x)e-).jX dx, m ~ 1, 
i#i ° 

p}O)(t) = pj(O)e-).jt. 

(5) 

(6) 

(7) 

(8) 
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Let tm be the time of the mth jump of the process for t > 0, em = e(tm + 0), 
that is, let em be the state ofthe process directly after the mthjump. Equations 
(7) and (8) express the following important properties: 

1. For a given state i = e(O), the quantity t l , which equals the duration time 
of the process in state i, is distributed exponentially with parameter Ai' 

2. If the values em = i and tm = t are known, then tm+1 = t + ,}" where'}' is a 
random variable exponentially distributed with parameter Ai, which is 
independent of the behavior of the process up to time tm ; em+l equals j with 
probability Aijl Ai, j -# i, independently of '}'. 

1.6.2. Characteristics of Functionals 

When using Markov models of the service system, both the characteristics of 
instantaneous values of the process 

P{ W) = j} = pit), Pg(t) E A} = L Pj(t), 

Mf(W)) = L f(j)pj(t), 
j 

jeA 

as well as the characteristics of the functionals of trajectories are of interest. 
We shall present a few that are most commonly used. 

Let riT) be the duration time of the process in the state j during the interval 
(0, T). Then 

Mrj(T) = JOT Pj(t) dt. 

Let a Poisson stream with parameter A be given such that the occurrence of 
an event in the interval (t, t + A) does not depend on e(t), although after this 
event the state of e{t) may change. Denote by ~(T) the number of events of 
the stream that encountered the process e(t) in the state j. Then 

M~(T) = A LT Pj{t) dt. (9) 

Indeed ~(T) = ~,,(T) + Nj,,(T), where ~,,(T) is the number of events ofthe 
stream in the interval (0, T) such that in any interval «k - 1)A, kA), where 
A = Tin, up until the time of the event in the stream there were no jumps in 
the process; Nj,,(T) = ~(T) - ~,,(T). We have 

e-).Apj«k - 1)A)(1 - e-AA) ~ M{~,,(kA) - ~,,«k - 1)A)} 

~ pj«k - 1)A)AA. (10) 

Summing up with respect to k, we easily obtain 

lim MNllj(t) = A [T pit)dt. 
n-+C() J 0 

(11) 



56 1. Problems of Queueing Theory under the Simplest Assumptions 

Choosing n = 2\ we find that Njn(T)! ° with probability 1; since MNjn(T) ~ 
A.T however, it follows that MNjn(T) -+ 0. Formula (9) is thus completely 
verified. 

Corollary. The mean number of customers in the interval (0, T) lost in the system 
with m servers and r waiting locations equals 

IT Pm+r(t) dt. 

If Pm+r(t) ~ Pm+r> then the mean value of the quantity over the interval 
(0, T) tends to Pm+r as T -+ 00; this justifies the identification of this quantity 
with the probability of loss of a customer in a stationary mode. 

Finally, let ~(T, d) be a number of intervals in which the process is in the 
state j and included in the interval (0, T) of a longer duration than d. Then 

iT-li. 

M~(T, d) = e-Ajli. ~ A.ij Pi(t) dt. 
I 0 

(12) 

1.6.3. A General Scheme for Constructing Markov Models 
of Service Systems 

1.6.3.1. Choice of the Phase Space X. 

This space is chosen with the stipulation that, based on the value i E X, one 
can determine which operations are carried out in a given state. 

Denote by I il (the "rank" of i) the total number of operations in state i and 
call them Oil' ... ' 0ilil. Along with actual operations, this number also includes 
fictitious ones-the expectation of a certain event. Thus, one can assume that 
an event of the simplest stream occurs at the time of completion of the 
"operation" of waiting for this event; the duration of such an operation is 
distributed exponentially. 

1.6.3.2. Determination of Parameters of Operations. 

Denote by Ilij the parameter of executing the operation o. Thus, if at time t 

the state of the system is i, then during the time d the jth operation may be 
completed with probability Ilijd + o(d). 

1.6.3.3. Determination of Possible Transitions after Completion of 
Operations. 

Denote by pIP the probability that, after completion of operation Oij' the 
system moves into the state k. (If the transitions are deterministic, then pI~ = 1, 
p!{) = ° for k '" m, where m is the state into which the process proceeds after 
the completion of operation Oij.) 

A Markov model of behavior of the system is thus constructed. Namely, a 
homogeneous Markov process with the set of states X and transition intensities 
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Iii 
1 " U) lI.ik = f...., J1.ijPik 

j=l 
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(13) 

Evidently, the model will be adequate only in the case when the probability 
of completion of an operation during the time A does not depend on the 
behavior of the system up to time t. 

All the preceding examples fit into the scheme just described. 
In Sections 1.7 and 1.8 systems with limitations will be considered. These 

are examples of systems with a simple stream and exponential service time, 
for which a discrete Markov model is not adequate: here a Markov process 
with a continuum of states is required. 

1.6.4. The Hyper Erlang Approximation 

A Markov model can also be used in the case when the defining random 
variables are distributed according the Erlang distribution, with the density 

. _ (A.xy-1 -;.x _ 
pAx, A.) - A.(r _ I)! e , x> 0, for r - 1,2, ... , A. > 0. 

Let, for example, the service activity 17 follow this distribution. We shall use 
the method of fictitious phases due to Erlang: we represent 17 as the sum 
171 + ... + 17r' where 17i are independent random variables exponentially dis­
tributed with parameter A.. Thus, 17 is subdivided into r service phases. De­
noting by y(t) the number of phases that should take place for the completion 
of the service starting with time t, we obtain that y(t) is a Markov process with 
the states 0, 1, ... , r starting with state r and successively passing to the states 
r - 1, ... ,1,0; the latter means that the service ofthe given customer has been 
completed. The transition intensity from k into k - 1 equals A.. If the distribu­
tion is hyperErlang, having density of the form 

n (A.Xy-1 
A. r~l Pr (r _ I)! e-;'x, x > 0, Pr ~ 0, 

then one can use the same method, choosing r randomly with probabilities 
Pr.lfthe actual distribution differs from the hyperErlang, it nevertheless could 
be approximated by this distribution. Various aspects of the hyperErlang 
approximation are discussed by Marshall and Harris (1976), and Neuts (1975). 

1.7. Systems with Limited Waiting Time 

1.7.1. Statement of the Problem 

Assume that the service system consists of m identical servers. A simple stream 
of customers with parameter A. arrives at the system. The service times have 
the same probability distribution H(x) = 1 - e-/lx • Any customer arriving at 
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the service system is either immediately served, if at least one server is free, or 
waits its turn. The waiting, however, is limited by some amount r. If the 
customer's service has not begun within time r after arrival, it is lost. The 
problem as stated here arises often in real-world situations. Calls arriving at 
a telephone exchange may have only a limited time available to be put 
through. Another example is perishable goods that can be stored for only a 
limited time r. If they are not sold within this period, they become unfit for 
consumption. The problem is of even greater importance in the technological, 
economical, and military fields. As Barrer (1957a) points outs: "An attacking 
airplane engaged by anti-aircraft or guided missiles is available for 'service', i.e. 
is within range, for only a limited time." 

It is evident that the basic characteristics of the quality of service in the 
problem under consideration are the mean number oflosses (or, equivalently, 
the probability ofloss) and the mean waiting time for those customers whose 
service commences. 

In this section we shall study both the case discussed by Barrer (r = const) 
and another case of practical interest: r is a random variable with distribution 
G(x) = P{r < x} = 1 - e-vx• 

1.7.2. The Stochastic Process Describing the State of a 
System for T = const 

The method of birth and death processes used until now is not applicable to 
the problem at hand. Indeed, when r = const, the number of customers in the 
system at a given time is no longer even a Markov process. If it is known that 
at time t there are k customers in the system, then the state of the system at 
time t + h for any h > 0 depends not only on k and t, but also on how long 
the customers that arrived before time t are waiting. Here we shall use the 
method proposed by Kovalenko (1960), since Barrer's derivation is not suffi­
ciently rigorous mathematically. Actually, the results obtained by Barrer are 
correct. The random process we will have to deal with is of a more complex 
structure. 

Consider an m-dimensional stochastic process ~(t) = gl(t), ... , ~m(t)}, where 
~i(t) is the time that must elapse from the instant t until the ith server completes 
servicing customers arriving prior to t. If at the time t the ith server is free and 
there are no customers waiting in the system, then ~i(t) = o. 

The vector ~(t) changes with time as follows: all nonzero components are 
decreased by the amount equal to the time elapsing from t, provided that no 
new customer arrives and no difference becomes negative. If at time t 1 > t 
some difference vanishes, then ~(td = o. 

Now consider the behavior of the vector ~(t) at time s when the first 
customer arrives after t. In the preceding paragraph we defined the vector ~(t) 
for all the values of the argument up to and including s. We shall now define 
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~(s + 0). For this purpose we consider the variable ((t) = mini ~i(t). If ((s - 0) = 
0, the arriving customer is immediately served by a free server. (If more than 
one is free, the server is chosen at random.) The corresponding ~i jumps from 
o (at s - 0) by the amount equal to the service time for the new arrival, this 
being defined as the service time at s + o. If ((s - 0) #- 0, two cases should be 
considered; ((s - 0) > , and ((s - 0) ::::; ,. In the first case the arrival of a new 
customer has no effect on the vector ~(s + 0) since it leaves the system, not 
waiting to be served. In the second case the component for which ~i(S - 0) = 

((s - 0) increases by an amount equal to the service time for the newly arrived 
customer. 

Let the service time for a customer arriving at time s be 1'/. Then all three 
cases can be combined in the formula 

~j(s + 0) = ~j(s - 0) + -HI + sign(, - ((s - 0))]1'/. (1) 

Indeed, if ((s - 0) = 0 or 0 < ((s - 0) ::::; " then sign(, - 0 = 1 and ~i 
increases by 1'/. However, if ((s - 0) > " then sign(, - ((s - 0)) = -1, and in 
accordance with (1) the jump is zero. 

To give a general idea of the process, we shall represent one of its com­
ponents graphically. Let this component be ~i(t). A customer arriving at time 
t selects the ith server if and only if 

Ut - 0) = min ~k(t - 0). 
k 

Assume that the customers arrive at the ith server at times ti" t i2 , ... , and the 
required service times are 1'/i" 1'/i2 ' ••• , respectively. For definiteness, suppose 
that at time t = 0 the ith server is free. The function Ut) is zero up to the time 
ti,· At til it jumps by 1'/i , and then it decreases by the amount of time elapsing, 
as long as the difference is positive or no new customer arrives. If at the instant 
of arrival of a new customer ~i(t) is smaller than " it increases by a jump in 
the corresponding amount 1'/. However, if Ut) is greater than " the customer 
arriving at that instant is lost. 

In Fig. 1 we sketch the process ~i(t). At the points ti" t i2 , til' and ti4 customers 
arrived for service. The second customer was lost since at the instant of its 
arrival ~i(t) > , and thus the duration of waiting for the beginning of the 
service exceeds ,. 

The preceding description shows that the state of the process ~(t) at time 
s> t is completely determined by its state at time t. Thus ~(t) is a Markov 
process. 

1.7.3. System of Integra-differential Equations for the 
Problem 

Consider a system of integro-differential equations for m = 2. In this particular 
case the generl principle for derivation of these equations is quite clear, while 
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y 

o (. 
'I 

FIGURE 1 

the notation is substantially simplified. For an arbitrary m these equations 
were derived in Kovalenko's paper (1961b). 

We assume that the distribution of the process does not depend on t and 
denote 

Po = P{v(O) = O}, 

PI (x) = P{v(O) = 1'~1(0) < x}, 

P2 (x,y) = P{v(O) = 2, ~1(0) < x, ~2(0) < y}, 

where v(t) is the number of busy servers at time t. We shall assume that the 
function P2(x, y) is symmetric; this is justifiable if with the arrival of a customer 
into the state v(t) = 1, the enumeration of the variables ~ 1 and ~2 is selected 
randomly. Moreover, we shall assume that 

P {x < ~iO) < x + h} ~ ch, 

P{x < ~1(0) < X + h,y < ~2(0) < Y + h} ~ ch2 

for all x ~ 0, y ~ O. In view of the above the equalities 

Po = P{v(h) = O} = (1 - Ah)P{v(O) = O} + P{v(O) = 1'~1(0) < h} + o(h); 

P1(x) = P{v(h) = 1'~l(h) < x} 

= (1 - Ah)P{v(O) = 1, h < ~1(0) < X + h} 

+ 2P{v(O) = 2'~1(0) < X + h'~2(0) < h} 

+ AhP{v(O) = 0,1'/ < x + Oh} + o(h) 

= (1 - Ah)[P1(x + h) - P1(h)] + 2P2 (x + h,h) 

+ AhPoB(x + Oh) + o(h); 
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P2(x,y) = P{v(h) = 2,e1(h) < x,e2(h) < y} 

= (1 - Ah)P{v(O) = 2,h < e1(0) < x + h,h < e2(0) < Y + h} 

+ Ah[P{v(O) = 2,el(0) < e2(0) < y,e1(0) < t,e1(0) + 11 < x} 

+ P{V(O) = 2,e2(0) < el(O) < X,e2(0) < t,e2(0) + 11 < y} 

+ tAh[P{v(O) = 1, e1(0) < x, 11 < Y + O} 

+ P{v(O) = 1,el(0) < y,11 < x + O}J 

+ AhP{v(O) = 2,r < el(O) < x,r < e2(0) < y}J + o(h) 

= (1 - Ah)[P2(x + h,y + h) - P2(h,y) - P2(x,h)] 

+ Ah [.f:t (1 - e-"'-")dP,(u,,) 

+ • L{, (1 - e -~'-") dP, (u, ,) ] 

+ tAh[P1 (x)(l - e-I'Y) + PI (y)(l - e-I'X)] 

Ah f f dP2(u, v) + o(h) 

t<u<x 
t<v<y 

are fulfilled. When writing these relations using the boundedness of the den­
sity, we have neglected the probabilities of various "small angles" of the type 
g1(0) < h, e2(0) < h} or {x < el(O) < x + h} in the case when a customer 
arrives during the time h. In the usual manner we obtain the system ofintegro 
differential equations 

APO = P~ (0); 

P~(x) - P~(O) - API (x) + 2 0P2iX,y) I + APo(1- e-I'X) = 0; 
y y=o 

u<v<y 
U<XAt 

u<v<x 
u<yAt 
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where a 1\ b = min (a, b). Strictly speaking (olox + oloy)P2 is just 

lim -hI [P2 (x + h,y + h) - P2 (x,y)]. 
h-+O 

A solution (Po, Pi' P2 ) corresponds to this system, where 

A 
Pi (x) = - Po (1 - e-/lX ), 

p, 

P2 (x,y) =; Po f f e-/l(u+V)+A.(tAUAV) du dv, 

O<u<x 
O<v<y 

This can easily be verified by direct substitution. 
For an arbitrary m ~ 1 the stationary solution is of the form 

P (x X ) = p - ... e-/l(U,+ ... +um )+Am1D{t.u, ..... um }du "'du Am f f . m 1"", m 0, 1 m' m. 
o <Ui <xi 
1.~i=:;;;m 

where p = Alp,. The constant Po is determined by the formula jm_i pk pm Ae-/lt(m-p ) - mp, 
L kr + , A _ for A # mp" 

P.- i _ k=O. m. mp, 
o -

m-l mk mm 
k~O k! + m! (1 + AT) for A = mp,. 

1.7.4. Various Characteristics of Service 

The intensity of the stream oflosses (the average number oflosses per unit of 
time) is of special interest for the system under consideration. Denoting this 
quantity by Ao we obtain 

Ao = APgi > T, 1 ~ i ~ m} 

= A 100 
... 100 

Pm(Xi, ... ,xm)dxi"·dxm 

m+i 
- P. ~ -/It(m-p) - 0 ,e . 

m. 

This formula was derived by Barrer. 
There is no difficulty in determining the distribution of the waiting time for 

the stationary process. First, it is clear that the waiting time is zero if at least 
one server is free. The probability of this event is 
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m-l pk 
P{y = O} = Po L -k' = a. 

k=O • 

It is also clear from the conditions of the problem that 

P{y > T} = O. 

The probability that the waiting time is T is equal to 

pry = T} = Pg i > T, 1 ~ i ~ m} = p/: e-Ilt(m-p). 
m. 

Furthermore, for 0 < x < T 

pry < x} = a + P{mingl""'~m} < x}. 

Evaluation of the multiple integrals, yields for 0 < x < T the equalities 

1 mpmpo 1 - e-Il(m-p)x 
a + --,- for A. #- mJ-l, 

m. m-p 
pry < x} = 

mm+l 
a + -,- PoJ-lX for A. = mJ-l. 

m. 

From here we easily obtain the mean waiting time until the beginning of 
the service: 

for A. #- mJ-l, 

for A. = mJ-l. 

1.7.5. Distribution of the Queue Length 

Let v(t) be the number of customers in the system at time t. v(t) is not a Markov 
process. To construct a Markov process additional components should be 
introduced: if v(t) = m + k, we denote by ~j(t) the time since the arrival of the 
customer that occupies the jth position in the queue. Then the multi­
dimensional process ((t) = {v(t); ~ 1 (t), ... , ~k(t)} will be Markovian. This pro­
cess was studied by Polyaev (1983).* Stationary distribution of the process ((t) 
is described by the functions 

Pk=P{v(t)=k} 

and 

* In Polyaev's paper a more general model is considered: the parameter ofthe incoming 
stream depends on the number of customers in the system, while each server has its 
own servicing parameter; occupancy of the free servers is equally probable. 
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Pm+k(X1,,,·,xddx1"·dxk 

= P{V(t) = m + k;xj < eit) < Xj + dXj,1 ~ j ~ k}. 

Polyaev observed that for ':nown values of v(t) = k > m and e 1 (t) the distribu­
tion of the random vector (e2(t), ... , ek-m(t)) can be evaluated from probabilis­
tic considerations. Indeed, customers in the second, ... , (k - m)th position in 
the queue arrived during the time interval (t - e 1 (t), t) and had no effect 
on the service process before time t. This clever observation allows us to 
proceed immediately from a multidimensional Markov process to the process 
(v(t), e 1 (t)) and thus obtain explicit solutions to the equations. 

We present the final result 

Pk = Popkjk!, 0 ~ k ~ m; 

This result was obtained earlier by Barrer (1957b) using a heuristic approach. 

1.7.6. Waiting Time Bounded by a Random Variable 

Now consider a somewhat different formulation of the problem. A customer 
arriving at the system and finding all the servers busy can wait, but the waiting 
time is bounded by a random variable with distribution G(x) = P {T < x} = 
1 - e-VX• We will show that the situation is that of birth and death processes. 
Indeed, since the function G(x) possesses the "lack-of-memory" property, the 
fact that the system is in state Ek at some time t completely determines the 
probability of the system being in state Ej at time t + h. This probability is 
not affected by our knowing how long the customers in the system have waited 
prior to time t. 

We shall determine Ak and 11k for our problem. Since we have here a simple 
stream, Ak = A. If we are in state Ek (0 < k ~ m), we can pass to state Ek- 1 in 
time h in only one way: one server completes its service in this time interval. 
Thus, for 0 < k ~ m we have 11k = kll. If k = 0, then clearly 110 = O. If k > m, 
the transition from state Ek to Ek- 1 in time h may proceed in two ways: 
during this time interval either one of the m servers completes its service or 
for one of the k - m waiting customers, waiting time expires. Thus, 11k = 

mil + (k - m)v. 
We obtain from (12) of Section 1.3.6. that for k ~ m 

Pk = :! (tYpo, 
and for k > m 
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and finally 

m (A)k 1 00 I 00 POl = L - + ~ L A k . n ((i - m}v + mJl). 
k=1 Jl Jl m. k=m+l .=m+l 

The system MIMlm with waiting time bounded by an arbitrarily distributed 
variable was studied by Yurkevich (1970); see also Kovalenko and Yurkevich 
(1970). 

1.8. Systems with Bounded Holding Times 

1.8.1. Statement of the Problem and Assumptions 

No customer arriving at the serving system can be in the system longer than 
time r. Thus, there are three nonoverlapping possibilities: waiting time and 
service time are together less than r (the customer is completely served); 
waiting time is less than r but the time remaining up to r is insufficient for 
completion of service and the customer is lost since its service is not completed; 
the third possibility is that the waiting time is greater than r and a pure loss 
occurs with no time being used for service. 

Such servicing systems occur quite frequently, but here we shall consider a 
purely qualitative example. Consider the effective region of some apparatus 
(e.g., a particle counter). Each customer passing through this region is serviced, 
provided that the server is free. Each customer stays in the region for a time 
r. Beyond the bounds of the region, the server can no longer serve the 
customer. The server can serve only one customer at a time. After having 
served one customer, the server proceeds without time loss to another. Each 
customer is serviced by one server only. 

If the customers are serviced in the order of their arrival, no pure losses can 
occur. Indeed, we have assumed the stream to be orderly and thus any two 
customers arrive at the system separately. Consider two customers arriving 
at times tl and t 2, tl < t 2. If t2 - tl > r, the second customer arrives at the 
system only when the first has already departed. If, however, t2 - tl ~ r, the 
first customer leaves the system no later than time tl + r; therefore, the second 
customer is served at least from time t 1 + r. (It must leave the system at time 
t2 + r.) 

Clearly all three of the previously mentioned cases are possible, if the 
customers are chosen randomly rather than serviced in the order of their 
arrival. 

We shall consider the case of ordered servicing of a simple stream by m 
identical servers. The distribution of the waiting time is exponential with 
parameter Jl. Two cases will be considered: r = const and r is a random 
variable with distribution G(x} = 1 - e-VX• 
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1.8.2. A Stochastic Process Describing the Service 

As in Section 1.7, the stochastic process to be considered here is more com­
plicated than a birth and death process for 't = const. This is because the 
number of customers in the system at a given time does not at all determine 
the state of the system at subsequent times. The fate of each customer is to a 
large extent determined by its time of arrival. 

We denote by ei(t) the random function defined as follows: ei(t) = 0 if the 
ith server is free at time t; otherwise, ei(t) is equal to the time that must elapse 
between t and the time the ith server completes servicing customers who have 
arrive prior to time t. From the statement of the problem it follows that for 
any t we have ei(t) ::::; 'to We present a geometrical representation of the process 
ei(t). On the abscissa axis we plot the arrival times t and on the ordinate axis 
Oy the function elt). Let tis denote the time at which the customers arrive at 
the ith server. Let the server be free until ti,. This means that, until ti" ei(t) = 0 
and at ti" the functin ei(t) jumps. If the necessary service time 11i, is less or 
equal to 't, then ei(ti, + 0) = 11i,; while if 11i, > 't, then ei(ti, + 0) = 'to As the 
time increases, the function ei(t) decreases by the length of the period elapsed 
until it becomes zero or until the next customer arrives. Figure 2 depicts the 
behavior of the process ei(t). 

Consider now the m-dimensional stochastic process 

It is clear from the definitions that if a new customer arrives at time t, its 
waiting time until the beginning of service is equal to 

W) = min ei(t). 
l~i~m 

Thus, the process e(t) provides the necessary information about the waiting 
time of the arriving customers. If there are several servers for which ei(t - 0) 
is minimal, the customer may select anyone of them at random. 

y 

o 

FIGURE 2 
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The processes e(t), defined in Section 1.7 and here, are the same when 
described verbally. However, the specific features of each problem have a 
considerable effect on their behavior. This becomes evident on comparing 
Figs. 1 and 2: in Fig. 1 the function ei(t) can take on any nonnegative value, 
whereas in Fig. 2 it is bounded from above by r. 

1.8.3. Stationary Distributions 

Equations for the stationary distribution of the random process ((t) will not 
be presented here since they are completely analogous to the corresponding 
equations for the case of a bounded waiting time. The same is valid concerning 
the method of their derivation. Stationary characteristics of the process 
Pk(X1, ... , xd, analogous to those introduced in Section 1.7, are of the form 

Ak k 
Pk(X1,···,Xk) = Po k! 1J (1 - e-/lX;), 0::::; k::::; m - 1; 

Q<tj<Xi 
l~i:S;;m 

(in both cases 0::::; Xi ::::; r). 
Among the formulas for various stationary characteristics of servicing 

derived, based on the previously presented relations, we shall single out the 
formula for f(x). Here f(x) dx for X > 0 is the probability that a customer 
arriving for service will have to wait between x and x + dx unit of time until 
the commencement of service. The formula is 

P. Am 
f(x) = 0 e(.l.-/l)X(e-/lX _ e-/lt)m-l. 

(m - I)! /lm-l 

The solution, using the method ofintegro-differential equations, was obtained 
by Kovalenko (1960). See also Barrer (1957a, 1957b). 

1.8.4. Holding Time in a System Bounded by a 
Random Variable 

As was mentioned in the Introduction, in many practical problems it is natural 
to view r not as a constant (as we have done so far) but as a random variable. 
Under the assumption that G(x) = P {r < x} = 1 - e- vx, the problem reduces 
to a birth and death process where Ak = A for k ~ 0, /lk = k(/l + v) for 1 ::::; k ::::; 
m, and finally, /lk = m/l + kv for k ~ m. Formulas (12)-(13) of Section 1.3.6 
yield: for k ::::; m 

1 ( A )k 
Pk = k! /l + v Po, 
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for k ~ m 

).,kpO 
Pk = k 

m! (Jl + v)m fl (iv + mJl) 
i=m+l 

NOTES 

Practical problems associated with Markov models of queueing systems result in the 
solution of systems of linear equations of large dimensions. Here general computa­
tional methods as well as methods specifically tailored to an analysis of queueing 
systems are used. See Faddeyev and Faddeyeva (1963), Shneps (1974), Basharin and 
Gromov (1978), Shwetlick (1979). 

Additional literature on systems with restrictions includes Cohen (1968), Yurkevich 
(1970), Morozov (1977), Shwab (1973), and Kovalenko and Yurkevich (1970), (1972). 

For Markov models of queueing systems, numerous optimization problems asso­
ciated with strategies for controlling the stream of customers, the choice of intensity 
of service depending on the queue size, and choice of an optimal rule for priority 
services were solved. The mathematical basis is the theory of optimal control of 
Markov processes. See Rykov (1966), (1970), and (1975). Principles for solving similar 
problems by means of the linear programming methodology were detailed in the paper 
by Mova and Ponomarenko (1971). 



2 
The Study of the Incoming Customer 
Stream 

2.1. Some Examples 

2.1.1. The Notion of the Incoming Stream 

An important notion in queueing theory now attracting increasing attention 
is the stream of customers arriving at the servicing system. In Chapter 1 we 
discussed simple streams, which until recently played the central role in 
queueing theory. From the viewpoint of a probabilist the simple stream is, 
although very important, only a particular type of discrete stochastic process. 
It also has recently become evident that in practical applications the simple 
stream is not the only one applicable. However, all streams studied until now 
in queueing theory are discrete stochastic processes of some kind assuming 
only nonnegative integral values. For the sake of brevity, in what follows we 
shall use the term incoming stream, which will express the law governing 
arrivals of customers at the servicing system over a period of time. 

Denote by x(t) the number of customers arriving at the system between the 
times 0 and t. If at the time t a new customer arrives at the system, the value 
of x(t) does not take the customer into account. Thus, x(t) = x(t - 0). For 
each t, the number of customers arriving at time t is the difference x(t + 0) -
x(t - 0). The function x(t) is a step function; its value for any t increases by 
the number of customers arriving at that time. A simple stream being orderly, 
it changes by one unit at each jump, and the distances between the jumps 
are independent random variables distributed according to the distribution 
F(x) = 1 - e-;'x. In the general case, to define the stream x(t) we must provide 
the distribution function of the vectors (x(t 1)' x(t2 ), ••• , x(tn)) for any sequence 
of values t 1 , t 2 , ... , tn (n = 1,2, ... ). In our case, however, we can also 
proceed by indicating the distribution of other variables. 

We assume that our process begins at time t = 0, so that x( -0) = O. We 
denote the arrival times by '1, '2' '3' ... , and the corresponding numbers of 
arriving customers by VI' V2' V3 , ••. • For a simple stream VI = V2 = V3 = ... = 

1, but in general they are random variables. Thus, when recording arrivals of 
boats at a river sluice gate, we must keep in mind not only single boats (Vi = 1), 
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but also tugboats with barges. The number of barges may also vary, say from 
1 to 6 (thus the corresponding Vi will take values between 2 and 7). Similarly, 
the number of victims of a street accident may be different. We set Zo = '1' 

Zk = 'k+l - 'k for k ~ 1. 
We shall verify that the incoming stream of customers can be defined in two 

equivalent ways: (1) as a random stream x(t); (2) as a sequence of distributions 
of vectors (zo VI' Z 1 Vz, ... , Zn-l vn) for all n ~ 1. The latter method is especially 
appropriate for practical purposes. For streams which are orderly in the sense 
that at each time 'k one and only one customer arrives, only the distribution 
of (zo, Z 1, ... , Zn-l) must be given. 

As we know, for a simple stream the lengths of the intervals Zk are inde­
pendent, and the probability that the length of such an interval exceeds t is 
given by the formula 

Knowing this distribution, we can easily obtain the probability that k cus­
tomers arrive in an interval (to, to + t). Indeed, under the stipulated condi­
tions, the probability that customers arrive in the intervals (t 1 , tl + dtd, 
(t z, tz + dtz), ... , (tk, tk + dtd and none arrive at other points of the interval 
(to, to + t) is 

up to the first-order of accuracy. Hence, the probability that k customers arrive 
at some instants during this time interval is 

Simple calculations yield the well-known formula 

(A4 -).t 
Pk(tO,tO + t) = ~e . 

Suppose that only one customer arrives at each time 'k; since x(t) denotes 
the number of customers arriving between 0 and t, the inequalities 'k < t and 
x(t) ~ k express the same event. Analogously, the events " < u, and x(u,) ~ r 
for 1 ~ r ~ k are equivalent for any k and arbitrary U 1, U z, .... Thus, the 
distributions of the vectors {'I"Z' ... "k} and (x(u 1),x(uZ), ... ,x(uk» can be 
derived from each other. Since for any k > 0 

k-l 
'k = L Zi, 

i=O 

the distribution of either of the vectors ('I"z, ... "d and (ZO,ZI, ... ,Zk-d 
uniquely determines that of the other, and it is irrelevant which distribution 
of streams is given. In this manner, the equivalence of two approaches to the 
definition of streams is also checked in the general case. 
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CD 

\ H / s 

FIGURE 3 

2.1.2. Feed of Components from a Hopper 

Automation of technological processes in the machinery industry, instrument­
making, and many other branches of industry has posed interesting problems 
involving the automatic feeding of component parts (blanks) into machines. 
One of the most widely and successfully applied solutions of the problem is 
the system of feeding from hoppers. A simpler version of this system is 
presented in Fig. 3. A large number of components are stored in bulk in a 
hopper H. These components must then proceed one by one in oriented 
positions to a charging device CD, which transfers them to a store S. The store 
has a definite capacity. When it is filled, it cannot receive more components. 
Only if the components are appropriately oriented can they enter the con­
tainers of the charging device. It may occur that when the container of the 
charging device passes underneath the output of the hopper, a component, 
not being in the correct position, does not fall into it. In this case the container 
will be empty when it reaches the store. The components in the hopper are 
systematically shaken up, thus changing their orientation, so that when the 
next container arrives the component will be correctly oriented and can leave 
the hopper. It may be assumed that there is a probability p that the container 
underneath the hopper will be filled with components. The problem is: What 
capacity of the store will ensure a continuous supply to the machine with a 
sufficiently high probability? 

We have here a typical queueing problem that was considered in the 
previous chapter under different assumptions: A stream of customers arrives 
at m servers. If at the time a customer arrives at least one server is free, service 
begins. If, however, all the servers are busy, the new arrival is refused. The 
probability of refusal for an incoming stream and the servicing process satis­
fying certain conditions was obtained by Erlang. In this case, the server is a 
location in the store. If the store is not full, the component proceeds from the 
container ofthe charger into the store. If it is full, the new component is refused 
and remains in the container. 

It should especially be noted that while the components arrive at the store 
in random order, the conditions here are not those of a simple stream. The 
containers of the charger pass at given times underneath the hopper, and at 
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each passage they may receive a component with probability p. However, this 
simple process is complicated by the possibility that in the containers there 
may remain components that were "refused" by the store when it was full. 
This creates an aftereffect of the past state. 

2.1.3. A Regular Stream of Customers 

Another type of incoming stream occurs often in practice: The customers 
arrive at equal time intervals. For example, radar signals are transmitted 
according to this principle. Such a stream is called regular. 

Assume that the arrival times are 0, h, 2h, ... and that the service time is 
exponentially distributed with parameter Ji.. Also assume that a customer is 
lost if it finds a busy server. If at some time ih an arriving customer is served, 
the service will be completed at time (i + l)h with probability 1 - e- Ilh • Hence, 
this is also the probability that a customer arriving at the time (i + l)h will 
be served. In this example, the probability that a server will be freed does not 
depend on the time at which service of the new customer begins. Another 
possibility is that at the time ih service of the earlier arrival is still in progress. 
It follows from a well-known property ofthe exponential distribution that the 
probability that service of this customer will not be completed at time (i + l)h 
is also e- Ilh • Thus, the probability of losing a customer, under all conditions, 
is given by e- Ilh • Let n customers appear in a time interval of length t. 
According to Bernoulli's formulas, the probability that m losses will occur 
during this time is equal to Pm(t) = C::'e-mllh(l - e-mllhrm. 

The mean number of losses during this time interval is 

Mx = ne- Ilh, 

where x denotes the actual number of lost customers, and the variance is 

Dx = ne- Ilh (l - e- Ilh ). 

Assume now that the service time is a constant r. It is clear that if r < h, 
no customers will be lost; if, however, r > h, systematical losses will occur. 
Under the assumptions that (k - l)h < r < kh, only each kth customer will 
be served, and consequently, of each k customers arriving in the system, k - 1 
will be lost and only one will be served. 

2.1.4. Streams of Customers Served by Successively 
Positioned Servers 

We shall now consider a stream of customers encountered in numerous 
specific problems, restricting ourselves to only general considerations. Assume 
that the service is organized as follows: A customer finding the first server in 
a sequence busy, proceeds to the second one; if this server is also busy, it goes 
on to the next server in the sequence. If all the servers are busy, the customer 
is lost. The simple stream arriving at the first server is thus not completely 
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served. Some of the customers are lost to the first server and proceed to the 
second. The streams arriving at the second, third, and subsequent servers will 
no longer be simple. Indeed, suppose the stream arriving at the first server is 
simple with intensity A and the service time for each customer is a constant r. 
The probability that in time t no customer will arrive at the second server is 
(as we shall prove) equal to 

( ) _ -.l.t ~ Ak(t - (k - 1)r)k 
1CO t - e L... k' ' k=O . 

(1) 

where n is determined by the inequality 

(n - 1)r ~ t ~ nt. 

It is clear from (1) that the probability 1Co(t) cannot be represented for every 
t as e-.l." where Ai is a constant. This implies that the stream arriving at the 
second server is no longer simple. 

We shall prove (1). Assume, for definiteness, that the first server is free at 
the time t = O. We start with the case t ~ r. Under this assumption 1Co(t) is 
obtained directly. Indeed, it is evident that no customer will arrive at the 
second server if and only if one or zero customers arrive at the first. In 
accordance with our assumption the probability of this event is 

1Co(t) = e-.l.t + Ate-At = e-At(1 + At). 

Let t ?: r now. One of the following two disjoint events must occur so that 
not a single customer will arrive at the second server during the time interval 
t + h: 

1. There were no losses at the first server during time t and no arrivals during 
time h. 

2. There were no losses at the first server during time t - r, no arrivals at the 
first server during the time interval (t - r, t), and there was one arrival 
during the interval from t to t + h. 

Thus, we obtain the equality 

1Co(t + h) = 1Co(t)(1 - Ah) + 1CO(t - r)e-.l.tAh + o(h), 

which yields the following differential-difference equation: 

1C~(t) = - A1Co(t) + Ae-.l.t1Co(t - r). 

By substitution 

eq. (2) is simplified: 

u'(t) = AU(t - r). 

Since for 0 ~ t ~ r 

u(t) = 1 + At, 

(2) 
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the function u(t) satisfies the equation 

u'(t) = A[1 + A(t - -r)] 

on the interval -r ~ t ~ 2-r. 
Integration of this equation with respect to t from t = -r to t yields 

A2(t - -r)2 2 Ak(t - (k - 1)-r)k 
u(t) = 1 + At + 2! = k~O k! 

By induction it is easy to prove that for any n > 0 the equation 

II A k(t - (k - 1)-r)k 
u(t) = Jo k! 

holds on the interval (n - 1)-r ~ t ~ n-r. 
Thus, eq. (1) is verified. 

2.1.5. A Wider Approach to the Notion of the 
Incoming Stream 

In view of the preceding remarks, it is natural to consider the advisability of 
defining streams in a manner that would be applicable not only to events in 
time (to which we have restricted ourselves until now, and shall continue to 
do so in what follows), but also to more general situations. 

Let a set of elementary events X be given together with its u-algebra of 
measurable subsets Ux. A random stream 'leA) with the phase space (X, Ux) is 
defined as a system of random variables 'leA) defined on the elements of the 
set Ux (A E Ux) possessing the following two properties: 

1. 'leA) is an absolutely additive set function. 
2. 'leA) assumes only nonnegative integral values. 

For example, in a stream of earthquakes the set X is the set of points 
(t, qJ,e,h), where 0 ~ t < 00, 0 ~ qJ < 2n, 0 ~ e < n,O < h < 6000 km. 

An important particular type of random stream of events is the Poisson 
stream. In accordance with the general approach previously described, a 
Poisson stream must be defined as follows: Let 'leA) be an absolutely additive 
nonnegative set function defined on A E Ux. For any system AI, A 2 , .•• , An 
of pairwise disjoint sets, the variables 'leAl)' 'l(A 2 ), ••• , 'leAn) are mutually 
independent, and for any admissible set, the equalities 

P{'l(A) = k} = [A~~)]k e-A(A) (k = 0, 1,2, ... ) 

are valid. 
Using the arguments of Section 1.1 it is easy to prove that a stream 'leA) is 

defined by 
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(where A> 0 is a constant and IAI is the measure of the set A) if and only if 
the conditions of "stationarity," "orderliness," and "absence of aftereffects" 
are satisfied. Here a stationary stream is a stream in which the probabilities 
Pk(A) do not depend on the position of the set A in the space X or on its 
"shape," but only on k and IAI. "Orderliness" means that the condition 

lim P{l1(A) ~ 2} = 0 
IAI-+O IAI 

is fulfilled. Finally, absence of aftereffects means the independence of 11(A 1 ), 

11(A2 ), .•. , l1(An) for disjoint sets AI' A2 , ... , An. Evidently, in the general case 
it is also natural to call such streams simple. 

The preceding examples are sufficient to convince us that, aside from simple 
streams, streams of a more general nature should be studied. Much attention 
has been devoted recently to these problems. Here we shall present only a few 
results of theoretical and practical interest obtained recently. 

2.1.6. Marked Streams [Franken, Koning, Arndt, and 
Schmidt (1984)] 

Numerous practical problems where one should distinguish between types of 
occurring events of a stream lead us to the definition of a marked stream. Let 
{Z, gB} be a measurable space, {tn } be a stream of homogeneous events, and 
{zn} be a collection of gB-measurable random variables with values in Z. Then 
the sequence of pairs (tn' Zn) is called a (random) marked stream. We shall call 
tn the moment ofthe nth event of the stream, and Zn is the marking of this event. 
For example, in priority systems Zn = 1, 2, ... may indicate the degree of 
priority of customers; in a system with a bounded waiting time, one could set 
Zn = (l1n, Tn) where l1n is the service time of the nth customer, and Tn is the bound 
on its waiting time. 

For any A E gB the sequence of tn for which Zn E A represents a stream of 
homogeneous events in the usual sense. 

The notion of a marked stream is very general. Thus, any random process 
~(t) may be represented by a marked stream. To show this, consider an 
arbitrary stream of homogeneous events (for example, the simplest) associated 
with the process ~(t) or independent of it and define Zn as the interval of the 
trajectory of ~(t) for tn ~ t < tn+1' Then from the stream {(tn, zn)} the trajectory 
of the process ~(t) can be reconstructed. 

Based on the marked stream in the monography by Franken et al. cited 
previously, an ergodic theory of queueing systems was developed, and many 
formulas for the characteristics of specific systems were derived. In particular, 
a theory that connects stationary characteristics of queueing systems with 
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characteristics determined at the times of a customer's arrival and other events 
in the systems has been fully developed. 

2.2. A Simple Nonstationary Stream 

2.2.1. Definition of a Simple Nonstationary Stream 

In many problems the physical conditions of the arrival of customers are such 
that the assumptions of orderliness and absence of aftereffects are quite 
natural. At the same time, the assumption of stationariness is questionable 
and sometimes totally wrong. This section deals with orderly streams without 
aftereffects that are, however, nonstationary. Such streams will be called 
briefly simple nonstationary streams. 

Since the stream is nonstationary, the probability that k customers arrive 
during a time interval of length t depends not only on t but also on the initial 
time to of this interval. Subsequently, we shall denote this probability by 
Pk(to, to + t). 

In particular, Po(to, t d is the probability that in the interval (to, t) no 
customer arrives, while PI (to, t) is the probability that exactly one customer 
arrives in (to, t). 

Consider (as in Section 1.1) the functions 
00 

1r 1(to,t) = L Pk(to,t) = 1 - Po(to,t) 
k=l 

and 
00 

1r2 (to, t) = L Pk(to, t) = 1 - Po(to, t) - PI (to, t). 
k=2 

The first defines the probability that at least one customer arrives in the 
time interval (to, t), and the second is the probability that at least two customers 
arrive in this interval. 

The requirement of orderliness, expressed in quantitative-but not descrip-
tive-terms, is that for any constant t ~ 0 the equality 

1· 1r2(t, t + h) 0 
1m = 
h~O h 

(1) 

is assumed to be valid. 
We shall further assume that for any t ~ 0 the limit 

lim 1r 1 (t,t + h) = A(t) 
h~O h 

(2) 

exists. The limit is the instantaneous value of the parameter. 
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2.2.2. Equations for the Probabilities Pk(to, t) 

To determine the general form of the stream, we must construct equations for 
the functions Pk(to, t). The assumptions stated in the preceding section are 
quite sufficient for this purpose. 

In a time interval (to, t + h) no customer arrives if and only if no customers 
arrive either in (to, t) or in (t, t + h). Because of the absence of aftereffects, the 
relation 

(3) 

is valid. In view of condition (2), 

11:1 (t, t + h) = ).(t)h + o(h) 

holds for t > 0, whence 

Po(t,t + h) = 1 - 11: 1(t,t + h) = 1 - ).(t)h + o(h). (4) 

Now (3) may be written in the form 

Po(to, t + h) - Po(to, t) = - ).(t)Po(to, t)h + o(h). (4') 

Dividing each term by h and approaching the limit as h -+ 0 we obtain 

(5) 

Note that the existence of the derivative is ensured by the existence ofthe limit 
of the right-hand side of Eq. (4'). 

By arguments analogous to those in Section 1.1 for the simple stream, we 
can derive equations for the probabilities Pk(to, t) for k > O. It is evident that 
under the conditions of the present section, 

k 

Pk(to, t + h) = L Pm(to, t)Pk-m(t, t + h). 
m:O 

Since it follows from (1) and (2) that for small h 

11:2(t, t + h) = o(h) 

and 

P1 (t, t + h) = ).(t)h + o(h), 

expression (6) can be rewritten as 

Pk(to, t + h) = Pk(tO' t)(1 - ).(t)h) + Pk-1 (to, t»).(t)h + o(h). 

Hence 

(6) 
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Letting h ~ 0 we arrive at 

0Pk(to, t) 
ot = A(t) [Pk-l (to, t) - Pk(to, t)]. 

We introduce the function P-l (to, t) defined by 

P-l (to, t) = O. 

(7) 

Now relations (4) and (7) may be combined in one equation (7) for all k ~ O. 

2.2.3. Solution of the System (7) 

The system (7) is easily solved by the method of generating functions. 
Let the random variable ~ take on only the values 0, 1, 2, ... , with prob­

abilities Po, Pl' P2' ... , respectively. The generating junction of the random 
variable ~ is the series 

00 

cp(x) = Po + PlX + P2 X2 + ... = L Pk Xk. 
k=O 

This series is convergent for all complex-valued x satisfying Ixl ::::;; 1; more­
over, cp(1) = 1. 

We introduce the notation 

00 

cp(to, t, x) = L Pk(tO' t)x k. 
k=O 

Multiply (7) by Xk and sum the resulting equalities over all k from 0 to 00: 

~ k 0Pk(tO, t) ~ k 
kf-O x ot = A(t) kf-O X Pk-l (to, t) - A(t)cp(to, t, x). 

Since 
00 

L XkPk_l (to, t) = xcp(to, t, x) 
k=O 

and 

we have 

ocp at = (x - 1)A(t)cp. 

This equation may be written in the form 

o In cp(to, t, x) 
ot = (x - 1)A(t)cp(to, t, x). 
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Hence, integrating we have 

In <p(to, t, x) - In <p(to, to, x) = (x - 1) ( A(Z) dz. 
)'0 

Since it follows from the definition of the generating function and the 
conditions of the problem that 

<p(to, t, x) = Po(to, to) = 1, 

we arrive at 

In <p(to,t,x) = (x - 1) (' A(z)dz. 
)'0 

Introducing the notation 

A(to, t) = (' A(Z) dz, 
)'0 

we obtain from the preceding that 

OCJ [A(t t)]k <p(t t x) = e(x-l)A(/o.1) = e-A(/o./) L 0, Xk 
0' , k=O k! . 

(8) 

Comparing this result with the definition of the function <p(to, t, x), we find 
that for all k ~ 0 

(t t) _ [A(to, t)]k -A(/o./) 
Pk 0' - k! e . (9) 

We thus see that even in the nonstationary case an orderly stream without 
aftereffects is a Poisson process; however, here the parameter of the stream 
A(t) is no longer a constant. 

It is easy to verify that the function A(to, t) gives the mean number of 
customers arriving during the time interval (to, t). 

2.2.4. Instantaneous Intensity of a Stream 

The mathematical expectation of the number of customers arriving during 
(to, t) is equal to 

OCJ 

/1(to, t) = L kpk(to, t) = A(to, t). 
k=O 

The mean intensity in the interval (to, t) is 

/1(to, t) = _1_ (' A(Z) dz. 
t-to t-tO),o 

If the instantaneous parameter A(t) is a constant A(t) = A in the interval 
(to, t), the mean intensity of the stream is also constant and equals A. 
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We define the instantaneous intensity of the stream Jl(to) as the limit 

() I. Jl(to, t) 
Jl to = Im--. 

1 .... 10 t - to 

By the well-known properties of a definite integral at the points of continuity 
of A(t): 

1 II Jl(to) = lim -- A(z)dz = A(to)· 
1 .... 10 t - to 10 

Thus, the instantaneous intensity of an orderly stream without aftereffects 
coincides with the instantaneous value of the parameter. This result was ob­
tained in Section 1.1 in the particular case where we assumed in addition that 
the stream is stationary. 

If it is assumed that A(t) is only integrable, it follows from the theory of the 
Lebesgue integral that the last result is valid almost everywhere. 

We shall make two additional remarks. 
It follows from the definition of the function A(to, t) that, if to < r < t, then 

A(to, t) = A(to, r) + A(r, t). 

Without altering the calculations, we can generalize the theorem proved in 
Section 1.1.7. The following result holds under the conditions of the present 
section. 

If it is known that in the interval (to, t) n customers of an orderly stream without 
aftereffects have arrived, then each of them is distributed over the interval inde­
pendently ofthe others, and the probability that the customer will arrive in the interval 
(a, b) (to ,,:; a < b ,,:; t) is equal to A(a, b)/A(to, t). 

2.2.5. Examples 

Very frequently, streams have pronounced periodicity. This occurs, for in­
stance, in streams of calls at telephone exchanges, of cargo boats, and of calls 
to first aid stations. In the first case this periodicity is manifested at certain 
times of the day, in the second yearly, and in the third daily and during the 
week. Streams of customers at stores also have pronounced periodicity. From 
practical aspects it is very important to take these features into account, since 
this allows us a timely adoption of measures ensuring efficient service. 

For example, let 

A(t) = 2A sin2 at = A(l - cos 2at). 

As it is easily seen, the mean intensity of the stream in the interval (to, t) is 

[ sina(t-to) ] 
Jl(to, t) = A 1 - ( ) cos a(t + to) . 

at - to 
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In this case the mean intensity tends to the constant A as the length of the 
interval increases to infinity. This conclusion is valid for any periodic function 
A(t}. 

As a second example, consider a parameter A(t} that tends to a constant A 
with an increase of t. Such streams occur frequently in practice. It should be 
noted that for these streams all the results of Chapter 1 are valid. 

It is clear that the study of general, simple nonstationary streams involves 
substantial analytical difficulties. However, the system of differential equations 
with which we dealt in Chapter 1 may be constructed without difficulty for 
any simple non stationary stream as well. We leave it to the reader to verify 
this on his or her own. 

2.2.6. The General Form of Poisson Streams without 
Aftereffects 

It is natural to consider the genera form of all Poisson streams without 
aftereffects. Can they be reduced to simple nonstationary streams? It is 
intuitively clear that this is not the case, since for such streams the function 
A(t} == A(O, t} is abolutely continuous (as, the integral of a function). It is 
natural to expect that an arbitrary Poisson stream without aftereffects will 
have the following gneeral form: Let A(t} be a nondecreasing function of t 
[A(t} = 0 for t ~ 0]. The probability of the arrival of k (k ~ O) customers in a 
time interval (X ~ t < P is calculated by the formula 

( P) _ [A(P} - A(a)]k -[A(P)-A("ll 
Pk (X, - k! e . 

The structure of Poisson streams without aftereffects was investigated by 
Khinchin (1963). Here we shall only state his result. 

Denote the discontinuity points of the function A(t) by t 1 , t 2 , •••• These 
points will play an essential role in what follows. A stream is called a singular 
Poisson stream if it has the following properties: 

1. The events ofthe stream may occur only at preassigned times ti (i = 1,2, ... ) 
and the number of events occurring at different times ti are mutually 
independent random variables. 

2. The probability of the occurrence of k events at time ti is equal to 
k 

e-'" ~i! ((Xi> 0, k = 0, 1,2, ... ). 

3. The series 

c(t} = L (Xi 

O~ti<t 

is convergent for any t > O. 
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It is easy to verify that the generating function of this stream is of the form 

r(x; IX, 13) = exp[c(f3) - C(IX)] (x - 1). 

For a given function A(t) we determine the discontinuity points t 1 , t2 , ••• , 

the jumps lXi = A(ti + 0) - A(ti - 0), and the function 

Al (t) = A(t) - c(t). 

The function Al(t) is continuous for all t. We construct a stochastic process 
with the generating function 

<1>1 (x; IX, 13) = exp[Al (13) - Al (IX)] (x - 1). 

This is a Poisson process without aftereffects. It is orderly in the sense that 
for any t > 0 and e > 0 a value of () > 0 can be found such that, for IX < 13 < 
IX + () < t, the inequality 

is valid. Khinchin called such processes regular processes. 
Thus, we see that any Poisson process without aftereffects is the sum of 

two independent Poisson streams without aftereffects, one regular and the 
other singular. As Khinchin has shown, this property characterizes Poisson 
processes. 

We present a method for constructing a non stationary Poisson process 
from a stationary simple process using time substitution. First, let A(t) be a 
strictly increasing continuous function. We associate variable t with variable 
s by the relation s = A(t), t = A -l(S) and consider in the s-time the simple 
stream {sn} with parameter 1. Then, as it is easy to see, the stream {tn} with 
tn = A-I (sn) is a Poisson stream with the mathematical expectation A(t) of the 
number of events in the interval (0, t). This conclusion is valid also for an 
arbitrary nondecreasing function A(t) by setting 

tn = sup{t: A(t) ::::; sn}. 

Nonstationary simple streams appear in many models associated with 
random walks. Thus, Gergely and Ezhov (1975) observe that if {~n} are 
independent random variables with the distribution function 1 - exp{ - A(t)}, 
where A(t) is a continuous function, then the set of values of ~n each one of 
which is larger than ~ l' ... , ~n-l form a stream of this type with the leading 
function A(t). 

2.2.7. A System with Infinitely Many Servers 

Utilizing the properties of a simple stream, one can study the characteristics 
of a queueing system with infinitely many servers with a general distribution 
function B(x) of duration of service. 

Let v(t) be the number of customers in the system at time t, and vT(t) be the 
analogous variable in the case when n = A. T customers appear independently 
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at the times that are uniformly distributed on the interval (0, T) where AT is 
an integer. It is easily seen that vT(t) is the number of successes in n independent 
trials with the probability of success 

P = - B(x)dx 1 it 
T 0 

[Here dx/T is the probability that a customer arrives in the interval 
(t - x - dx, t - x).] From the Poisson limit theorem 

k (A t B(X)dX)k 
P{v (t) = k} ~ e-np(np) -------.e-AJ~B(X)dX__"___=_J_IO____:_------'--

T k! T .... oo k! 

It is easy to verify that this limit is actually P{v(t) = k}. If 

r = Loo B(x) dx < 00, 

then 

~~~ P{v(t) = k} = e-At(Akrt. 

Systems with infinite numbers of servers, which are approximations of real­
world systems, are discussed in Franken and Kerstan (1968), Smith (1972), 
Annayev and Manilov (1975), Daley (1976), and Veretennikov (1977). 

2.3. A Property of Stationary Streams 

2.3.1. Existence of the Parameter 

It was proved in Section 1.1 that 

PO(t) = 1 - At + o(t) 

(where A is a constant) holds for any stationary stream. Hence, it follows that 
for any stationary stream without aftereffects, the limit 

lim 1t 1 (t) = A 
t .... O t 

exists. This limit will be called the parameter of a stream. 
It was shown by Khinchin (1955) that the assumption of the absence of 

aftereffects is redundant for the existence of the parameter of a stream; we used 
this assumption because of the method of derivation and not because of the 
essence of the problem. 

In this section we shall prove the following theorem. 
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Theorem. For any stationary stream, the limit 

I· 1tl(t) 1 0 
Im--=JI.> 

1--+0 t 

exists, where the case A. = + 00 is also possible. 

The proof is based on an elementary analytical result which we shall now 
state and prove. 

2.3.2. A Lemma 

Lemma. Let a function f(x) be nonnegative and nondecreasing in the interval 
o ~ x ~ a, and furthermore, let 

f(x + y) ~ f(x) + f(y) (1) 

for all x and y belonging, together with the sum x + y, to the interval 0 < x ~ a. 
Then, as x --+ 0, f(x)/x tends either to infinity or to a finite limit. The limit is 
zero only if f(a) = O. 

PROOF. It follows from (1) that for any positive integer m and an arbitrary x 
(0 ~ x ~ a): 

(2) 

In particular, for x = a 

f(;) f(a) 
--~-- (m= 1,2,3, ... ). 

a a 

m 

If f(a) #- 0, then 

1:1. = lim f(x) ~ f(a) > 0, 
x--+O x a 

where clearly the case 1:1. = + 00 is also possible. 
First consider the case 1:1. < +00. Then, for a given I: > 0 there exists a c > 0 

such that the inequality 

is fulfilled. 

f(c) 
-->1:1.-1: 

c 

Now let x be in the interval 0 < x < c. Define m ~ 2 to be an integer such 
that 

c c 
-~x<--I' m m-
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In view of the monotonicity of the function f(x) and the choice of m, 

However, since by (2) 

we have 

f(x) f(;) 
--~--. 

x c 

m-l 

f(x) m - 1 f(c) 
--~---. 

x m c 

Thus, in view of the choice of c, 

f(x) ( 1) 
~ ~ 1 - m (a - e). 

Since e can be selected arbitrarily small and m -+ 00 as x -+ 0, we obtain 

lim f(x) = a. 
X~O x 

Consider now the case a = + 00. Let A be an arbitrarily large number. Select 
c so that 

f(c) > A. 
c 

It can be proved by similar arguments that 

Hence, 

f(x) m - 1 
--~--A. 

x m 

f(x) 
---+ +00 

x 

as x -+ o. The lemma is proved. 

2.3.3. Proof of Khinchin's Theorem 

o 

To prove Khinchin's theorem it is sufficient to verify that the function 1tl (t) 
satisfies the conditions of the lemma. 

It is evident that 1t 1 (t) ~ 0 and it cannot decrease as t increases. If we 
disregard those streams in which no customers arrive [and, consequently, 
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Po(t) = 1 and 1t 1 (t) = 0 for all t], then 1t 1 (a) > 0 must hold for some a > O. If 
in the interval (0, t1 + t2) at least one customer arrives, then at least one 
customer must have arrived in one ofthe intervals (0, t 1) and (t1' t1 + t2), thus 

1t1(t 1 + t2) ~ 1t1(td + 1t2(t 2) (t1 > 0,t2 > 0,t1 + t2 > 0). 

We see that the function 1t1 (t) satisfies all the conditions of the lemma; the 
theorem is thus proved. 

In Chapter 1 (Section 1.6) we have shown that for any stationary stream 
without aftereffects 

and hence 

1t1 (t) = 1 - e-;'t. 

If we exclude streams in which, with probability one, in any time interval either 
no customers or infinitely many of them arrive, the value of A in the last 
formula is neither 0 nor + 00. The discarded cases are of no interest, and we 
shall not consider them. 

2.3.4. An Example of a Stationary Stream with Aftereffects 

If aftereffects are allowed in a stationary stream, the parameter of the stream 
may be infinite. To prove this assertion, consider an example. 

Let the parameter z of a simple stream be a random variable with the 
distribution function F(x) [F( +0) = O,F( +00) = 1]. If the parameter takes 
on the value x, the conditional probability that, in a time interval of length 
t, k customers arrive is 

Consequently, the total probability of k customers arriving during the time 
interval t is 

Evidently 

00 00 foo (xt)k foo L Pk(t) = L -k' e-xt dF(x) = dF(x) = 1. 
k=O k=O 0 • 0 

Since 

we have 
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the inequality 

implies that 
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11:1 (t) = f'X) 1 - e-x1 dF(x). 
t Jo t 

11: 1 (t) ~ (00 x dF(x). 
t Jo 

Thus, under the stipulated assumption, the parameter of the stream is finite. 
Now let 

1X) xdF(x) = +00. 

For an arbitrarily small s > 0 there exists an A such that 

fA 1 
xdF(x) >-. 

o s 

However, 

1I:1(t) ~ (A 1 - e-x1 dF(x) 
t Jo t 

and 

fA 1 - e-X1 fA 
lim dF(x) = x dF(x), 
1-0 0 t 0 

therefore for any s > 0, 

Hence, 

lim 1I: 1(t) ~!. 
t s 

1. 1I:1(t) 
Im--= +00. 

1 .... 0 t 

Under the new assumption the parameter of the stream is infinite. 
It is easy to see that the parameter A. of this stream is, in both cases, equal to 

A. = too x dF(x). 
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2.4. General Form of Stationary Streams without 
Aftereffects 

2.4.1. Statement of the Problem 

In this section the propabilities 1tk(t) of arrivals during a time interval t of at 
least k streams for k = 0, 1, 2, ... will play an important role. It will be shown 
that for any stationary stream without aftereffects, the limits 

1. 1tk(t) 
lm-­

t-+O t 

exist for all k > 0. For a simple stream 

lim 1t 1(t) = A 
t-+O t ' 

lim 1tk (t) = ° for k > 1. 
t-+O t 

The contents of this section are taken from Khinchin (1955). Another 
characterization of stationary streams without aftereffects was given by 
Redheffer (1953). 

Lemma. If a function f(x) is nonnegative and nondecreasing in the interval ° < x ~ a, then the ratio f(x}/x is bounded in this interval, and if for any integer 
n and some constant c > ° the inequality 

(1) 

is satisfied, then the limit 

exists. 

PROOF. Denote 

lim f(x) = I. 
x-+O x 

It can be assumed that I > ° since, if I = 0, the assertion of the lemma is 
trivial. 

Set z = nx in (1); then 

Hence, 

f(~) f(z) 
--~--cz. 

z z 
n 
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Select 8 > 0 sufficiently small and z < 8/C such that the inequality 

f(z) > 1- 8 

Z 

is satisfied. Let 0 < x < z. Define an integer n > 1 by the inequality 

z z 
-~x<--1' n n-

Since by the assumption on the function f(x), 

f(x) ~ f(~). 
we have 

f(x) f(~) n _ 1 f(~) 
--~--=-----

x z n z 

n - 1 n 

and, hence, for x sufficiently small 

f(x) ~ n - 1 [f(Z) _ cz] = (1 _ !) f(z) _ cz 
x n z n z 

~ (1 - ~) (l - 8) - 8 > 1 - 38. 

However, for any 8 > 0 and x sufficiently small, the inequality 

f(x) < 1 + 8 

X 

is satisfied. 
This implies that 

lim f(x) = 1. 
x"" 0 x 

The lemma is thus proved. 

2.4.2. The Existence of the Limits lim nk(t) 
t-+O t 

We shall now prove the assertion stated previously that the limits 

1. 1tk(t) 
Im--

' .... 0 t 

o 

exist for any k ~ 1. It is sufficient to verify that the function 1tk(t) satisfies all 
the conditions of the lemma. It follows from the definition of the functions 
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1tk(t) that for any k ~ 1 they are nonnegative and nondecreasing. Thus, since 

1tk (t) ~ 1t 1 (t) 

and 

lim 1tl (t) = A., 
1-+0 t 

we obtain that 1tk(t)/t is bounded in any interval 0< t < a.1t remains to verify 
that 1tk(t) satisfies (1). 

Consider the least upper bound gk of 1tk(t)/t in the region ° < t < 00 and 
the number 

k 

Ak = L gigk-i· 
i=l 

We shall prove that for any t and integers n 

n(n - 1) 2 
1tk(nt) ~ n1tk(t) + Ak 2 t. (2) 

This will complete the proof that the conditions of the lemma are satisfied. 
For n = 1 the inequality (2) is trivial. Assume now that it holds for some 

n. In order that at least k customers arrive in the interval (0, (n + 1 )t) of 
length (n + 1)t = nt + t, it is necessary that at least i (i = 0,1,2, ... , k) cus­
tomers arrive in the interval (0, t) and at least k - i customers in the interval 
(t,(n + 1)t). We thus have the inequality 

k k-l 

1tk((n + 1)t) ~ L 1ti(t)1tk-i(nt) = 1to(t)1tk(nt) + 1tk(t)1tO(nt) + L 1ti(t)1tk- i(nt) 
i=O i=l 

k-l 

~ 1tk(nt) + 1tk(t) + nt 2 L gigk-i = 1tk(nt) + 1tk(t) + Aknt 2. 
i=l 

However, by the induction hypothesis 

and, therefore, 

Thus, we have shown that the functions satisfy (2). Consequently, the 
conditions of the lemma are fulfilled and the limits 

exist. 
Since 

I. 1tk(t) 
Im--

1-+0 t 

lim 1t1(t) = A. 
1-+0 t 
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there also exist the limits 

lim 1I:k(t) . 
t-O 11:1 (t) 

From the above it also follows that the limits 

ak = lim Pk(t) (k=0,1,2, ... ) 
t-O 1I: 1 (t) 

exist where Pk(t) = 1I:k(t) - 1I:k+1 (t). 
The ratio Pk(t)/1I:1 (t) is the probability that k customers arrive if it is known 

that at least one customer arrived in this interval. The limit of this ratio for 
t ~ 0 can be naturally regarded as the probability that k customers arrive at 
some instant oftime, given that at this time at least one customer arrived. This 
simple interpretation of ak will be useful below. Note that 

00 

L ak = 1. 
k=1 

2.4.3. Equations for the General Stationary Stream without 
Aftereffects 

We now write the equations defining the functions Pk(t) in the general case of 
a stationary stream without aftereffects. We know that for such streams, for 
any t > 0 and h > 0, the equalities 

k 

Pk(t + h) = L Pi(t)Pk-i(h) (k = 0,1,2, ... ) 
i=O 

are valid. 
Since for streams without aftereffects 

Po(t) = e-).t, 

we have as h ~ 0 

Po (h) = 1 - Ah + o(h). 

Thus, for k > 0 
k-1 

Pk(t + h) = (1 - Ah)Pk(t) + L Pi(t)Pk-i(h) + o(h) 
i=O 

and, hence, 

Pk(t + h) - Pk(t) = _ 1 () \=.i .( )Pk-i(h) (1) 
h APk t + ifb PI t h + 0 . (1) 

We know that as h ~ 0 

(2) 
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Hence, for k ~ 1, the equalities 
k-l 

p~(t) = - APk(t) + A L ak-ip;(t) (3) 
i=O 

are valid. The existence of the derivatives p~(t) is self-evident. We now add to 
the system (3) an equation defining Po(t): 

Po(t) = - APo(t). (4) 

The two equations [(3) and (4)] uniquely determine the probabilities Pk(t). 

2.4.4. Solution of Systems (3) and (4) 

The substitution 

Pk(t) = e-Atuk(t) 

converts the system of equations under consideration into a simpler form. 
Direct substitution shows that the equations for the functions uk(t) are as 
follows: 

Uo(t) = 0 

and for k ~ 1 

U~(t) = A(a1uk-l(t) + a2uk-2(t) + ... + akuO(t)). 

It follows from 

that 

Since for any t ~ 0 
00 

L Pk(t) = 1, 
k=O 

we evidently have for all k ~ 1 

uk(O) = Pk(O) = O. 

We write down a few of the first equations of system (5): 

u~ (t) = Aa1 uo(t), 

u;(t) = A(a1u1(t) + a2uO(t)), 

u;(t) = A(a1u2(t) + a2ul(t) + a3uO(t)). 

(5) 

Substituting uo(t) = 1 into the first equation, and taking into account the 
initial condition on u1 , yields 
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Substituting uo(t) and U l (t), and taking into account the initial condition 
on U2 , results in 

Analogously, 

and the expression for u4 (t) is: 

(Aa l t)4 (a l At)2 Aal t (a2At)2 
u4(t) = ~ + -2-! -a2At + U a3At + -2-! - + a4At. 

A general formula for Uk(t) will not be given, since it is rather complicated. 
The required probabilities are: 

Po(t) = e- At, 

Pl (t) = alAte-At, 

(At)2 
P (t) = a2 __ e- At + a Ate-At 

2 1 2! 2, 

These formulas have an intuitive probabilistic interpretation. For example, 
consider the probability P4(t). In a time interval of length t, four customers 
may arrive in the following disjoint ways: 

1. The customers arrive at four distinct instants, one customer at each instant; 
2. The customers arrive at three instants, one customer at each of the two 

instants and two customers at the third; 
3. The customers arrive at two instants, at one instant one customer and at 

the other three; 
4. The customers arrive at two instants, two at each instant; 
5. All four customers arrive at a single instant. 

2.4.5. A Special Case 

Let 
a2 = 1 - P = q, ak = 0 for k ~ 3. 

This case may also be of direct practical interest, e.g., in analyzing the 
physical phenomena of spontaneous particle splitting, in economic operations, 
and in industry. 
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The equations for the function Uk(t) for k ~ 2 are quite simple: 

u~(t) = A.(a1 Uk- 1 (t) + a2uk-2(t)). 

Direct substitution shows that the function 

[kI21. . . (A.t)k-i 
(t) - "C' k-2" Uk -.f.... k-i al a2 (k _ ')' ,;0 I . 

satisfies the differential equation as well as the initial condition. Hence, the 
required formula is: 

The number of times at which customers arrive constitutes a simple stream 
with parameter A.; at each of these times one or two customers arrive with 
probabilities P and q, respectively. The nature of the stream in this special case 
is quite evident. 

2.4.6. The Generating Function of the Stream 

For a complete solution of the systems (4) and (5) we shall employ generating 
functions. Set 

00 

F(t,x) = L Pk(t)Xk. 
k;O 

Multiplying relations (3) and (4) by the corresponding powers Xk and summing 
with respect to k from 0 to 00, we obtain 

Denote 

then 

or 

Whence 

of 00 k 

--;- = - A.F + A. L Xk L aiPk-i(t) 
ut k;1 i;1 

00 00 00 

= -A.F + A. L ai L Pj(t)xi+j = -A.F + A.F(t,x) L aixi. 
i;1 j;O i;1 

00 

<I>(x) = L aixi, 
i;1 

of at = A.[<I>(x) - 1]F 

O~F = A.[<I>(x) _ 1]. 
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F(t, x) = C(x)e.l.[oz,(X)-l)t. 

And, since for any x 

F(O, x) = Po(O) = 1, 

we have 

F(t, x) = e.l.[oz,(x)-l)t. (6) 

It is known that for the generating function F(t, x) for any t 

00 

F(t, 1) = L Pk(t) = 1. 
k=O 

Hence, in view of (6) 

00 

<1>(1) = L ak = 1. 
k=l 

This equality was derived earlier. 
Equation (6) gives a general form of the generating function for an arbitrary 

stationary stream without aftereffects. The converse is also true and can easily 
be verified: if A > 0, ai > 0, L~l ai = 1, there exists a stationary stream without 
aftereffects whose generating function is given by (6). 

Assume the customer's arrival times form a simple stream with parameter 
A. At each one of these times any number k of customers may arrive with 
probability ak , which is independent of the number of earlier arrivals, the 
instant of the arrival, and the order in which the customers arrive. Thus, the 
given stream will clearly be stationary and without aftereffects. It is easily seen 
that the generating function of this stream is of the form (6). 

Indeed, the probability that exactly k customers arrive in a time interval of 
length t is equal to 

00 (At)' e-.I.t 
Pk(t) = L , P,(k). 

,=0 r. 

{The probability that during time t, r arrival times occur is, by assumption, 
equal to [(AtY/r!]e-.l.t; P,(k) denotes the probability that k customers arrive at 
these r instants. It is evident that P,(k) = ° for k < r.} Now 

00 k 00 (At)' e-.l.t 00 . k 
F(t, x) = L Pk(t)X = L , L P,(k)x . 

k=O ,=0 r. k=O 

But Lf=o P,(k)Xk is the generating function of the random variable defined to 
be the number of customers arriving at these r instants. Since the number(s) 
of arrivals at different instants are independent random variables, we have, 
by a well-known property of generating functions, 

00 [00 J' kf:O P,(k)Xk = [<I>(x)J' = i~ aixi . 
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Thus, 

2.4.7. Concluding Remarks 

We present in this section final comments about the structure of stationary 
streams without aftereffects. For any stationary stream the customers' arrival 
times constitute a simple stream. At every instant of the customers' arrivals 
the probability that just k customers arrive is ak • Thus, any stationary stream 
without aftereffects is fully characterized by the numbers A.-the intensity of 
the stream of arrival times-and ak-the probability that exactly k customers 
arrive at each one of these instants: 

( ak ~ 0, f ak = 1). 
k=l 

For a simple stream the intensity A. is arbitrary, al = 1, ak = 0 for k > 1. 
Equation (6) for the generating function enables us to obtain the probability 

Pk(t) that exactly k customers arrive in time t. The formulas for the first four 
values of k were derived in Section 2.4.5. 

It is natural to pose the following question: What streams are characterized 
solely by the absence of aftereffects? In other words, if we discard not only 
orderliness but also stationarity, would it be possible to give a sufficiently clear 
description of all possible streams? This problem was posed and solved by 
Khinchin (1956). We shall describe his result without presenting the actual 
solution. 

Call the mathematical expectation of the number of customers arriving 
during time (0, t) the leading function of the stream; we denote it by A(t). We 
shall call the stream finite if, for every t, A(t) < + 00. Denote the probability 
that k customers arrive in the interval (t, r) by Pk(t, r). The time t will be called 
a regular or singular point of the stream, depending on whether the limit 

lim Po(t - h, t + h) = Po(t) 
h-O 

is equal to or smaller than 1. If all points of the stream are regular, the stream 
will be called regular. 

The generating function of a regular stream without aftereffects is of the 
following form [(a, 13) is a time interval]: 

<l>(x; a, 13) = exp L~o [Xk(f3) - Xk(a)]X k}, 

where the functions Xk(t) (Xk(O) = 0) have the properties: 

1. they are continuous for all t; 
2. they are monotone (nondecreasing for k > 0 and nonincreasing for k = 0); 
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3. the series L kXk(t) is convergent for all t; 
4. for any t ~ 0 the equality Lk=o Xt(t) = 0 is valid. 

A stream S is called singular if: 

1. its events occur only at given instants of time, forming a finite or denumerable 
set: t 1 , t2 , ••• ; 

2. the number of events occurring at different times tj are mutually independent 
random variables; 

3. the probability that at time tj k events of the stream S occur is equal to 
qr); moreover, for every t ~ 0 the inequality 

is satisfied. 

The general theorem proved by Khinchin (1956) is as follows: 

Every finite stream without aftereffects is the union (sum) of two independent streams 
of the same type, one regular and the other singular. The points at which the events 
of the singular stream occur coincide with the singular points of the initial stream, and 
the corresponding probabilities q~) are defined by .the equalities 

q~) = lim Pk(t j - h, tj + h). 
h~O 

2.5. The Palm-Khinchin Functions 

2.5.1. Definition of the Palm-Khinchin Functions 

In studying stationary streams, Palm (1943) introduced a function <Po(t), which 
he and a number of other authors applied very successfully to the solution of 
queueing theory problems. Palm himself defined the function <Po(t) as the 
conditional probability of the absence of customers in the interval (to, to + t), 
given that at time to a customer arrives. Since the condition under which his 
probability is defined has in the most interesting cases probability zero, this 
definition has no strictly meaningful sense. Khinchin (1963) therefore refined 
this concept: he suggested that one consider an infinite sequence of functions 
similar to the Palm function, rather than a single function. For this reason 
the functions <Pt(t) defined subsequently will be called the Palm-Khinchin 
functions. 

Consider two consecutive (nonoverlapping) time intervals, the first oflength 
't" and the second oflength t; denote by Hk('t", t) the probability ofthe following 
compound event: 

at least one customer arrives in the interval 't"; 

at most k customers arrive in the interval t. 
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In general, these events may be dependent. Since in accordance with the 
notation introduced previously the probability of the first event is 1td1"), the 
ratio 

Hk (1", t) 

1tl (1") 

represents the conditional probability of the second event under the assump­
tion that the first has occurred. In other words, this ratio expresses the 
probability of the arrival of at most k customers in the interval t, given that 
at least one customer has arrived in the interval 1". 

We shall prove subsequently that for a stationary process with finite param­
eter A., the limit 

m () -1' Hk(1",t) 
Wk t - Im---

' .... 0 1tl (1") 
(1) 

exists for every k. It is natural to refer to this limit as the conditional 
probability that at most k customers arrive in the interval t, given that at the 
initial instant of this interval a customer has arrived. 

Since Hk (1", t) is a nonincreasing function of t and 1tl (1") does not depend on 
t, the functions <Dk(t) are also nonincreasing in the region 0 < t < 00. 

Now set for k > 0 

Clearly, hk (1", t) is the probability that (1) at least one customer arrives in the 
interval 1" and (2) exactly k customers arrive in the interval t. 

Introduce the notations 

It is clear from the above that 

IPk(t) = lim hk(1", t) (k = 0,1,2, ... ). 
' .... 0 1tl (1") 

(2) 

(3) 

We shall call the functions IPk(t) the Palm-Khinchin functions. By the 
preceding argument the function IPk(t) may be interpreted as the probability 
that exactly k customers arrive in the interval t, given that a customer arrives 
at the first instant of this interval. 

2.5.2. Proof of the Existence of the 
Palm-Khinchin Functions 

We have introduced the Palm-Khinchin functions, but have not as yet proved 
their existence. We shall now prove that for every stationary stream with a 
finite parameter, the functions IPk(t) exist. We shall thus verify that the prob-
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ability Hk(1:, t), as a function of 1:, satisfies all the conditions of the lemma 
proved in Section 2.3. Clearly this function is nonnegative and monotone. We 
must verify that it also satisfies the third condition of the lemma, i.e., that 

Hk(1: 1 + 1:2,t)::::; Hk(1:1,t) + Hk(1:2,t). 

We subdivide the interval 1: into two parts 1:1 and 1:2' where 1:1 precedes 1:2. 

The compound event whose probability is H k(1:, t) occurs if at least one of the 
following events takes place: 

(A) In the interval 1:2 at least one customer arrives, and in the interval t at 
most k customers arrive [the probability of A is clearly H k (1: 2 , t)]. 

(B) In the interval 1: 1 at least one customer arrives, and in the interval 1: 2 + t 
at most k customers arrive [the probability of the event B is Hk (1: 1 , 1:2 + t)]. 

Since the events A and B may not be disjoint, we have 

Hk(1:,t)::::; Hk(1: 2,t) + Hk(1: 1,1:2 + t). 

Since for fixed 1: Hk (1:, t) is a decreasing function of t, we have 

Hk(1: 1,1:2 + t)::::; Hk(1: 1,t). 

Thus, 

Hk(1:,t)::::; Hk(1:1,t) + Hk(1:2,t). 

By the previously mentioned lemma the limit 

I. Hk(1:, t) 
Im--
,-0 1: 

exists (possibly infinite). However, since 

Hk(1:,t)::::; 1[;1(1:) 

always, and since by assumption the ratio 1[;1(1:)/1: approaches a finite limit A. 
as 1: -+ 0, the limit 

must be finite. Thus, since 

the limit 

exists. 

I. Hk(1:, t) 
Im-­
,-0 1: 

Hk(1:, t) Hk(1:, t)j1: 

1[;1(t) 1[;1(1:)/1: ' 
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EXAMPLE. Let us consider a simple stream with parameter A.. In this case, 

so that 

2.5.3. The Palm-Khinchin Formulas 

The formulas presented herein were derived by Palm (1943) for k = 0, and 
by Khinchin [(1963), Section 10] for k ~ 1. 

Assume that the given stream is stationary and orderly, and has a finite 
parameter A.. Consider a time interval oflength t + t consisting of an interval 
of length t and a subsequent interval of length t. Denote by n1 the number of 
customers arriving in the time interval t and by n2 the number of arrivals in 
the interval t. Clearly, 

k 

Pk(t+t)= L P{n1=r,n2=k-r}, 
r=O 

and hence (since the stream is orderly), 

Pk(t + t) = P{n1 = 0,n2 = k} + P{n1 = l,n2 = k - I} + o(t) 

as t -+ O. However, 

and 

P{n1 = l,n2 = k - I} = P{n1 > 0,n2 = k - I} - P{n1 > l,n2 = k - I} 

= ht - 1(t,t) + o(t), 

we always have 

Hence, 

Pt(t + t) - Pk(t) = hk- 1 (t, t) 111 (t) _ ht(t, t) 111 (t) + 0(1) 
t 111 (t) t 111 (t) t 

and thus in the limit (k > 0) 

p;'(t) = A. [lPk-1 (t) - lPk(t)]. (4) 

Similarly we obtain that 

(5) 

Introduce the notation 



2.5. The Palm-Khinchin Functions 101 

k 

vk(t) = L Pm(t)· 
m=O 

Combining (4) and (5) yields 

v~(t) = - AIPk(t) (k = 0,1,2, ... ). (6) 

We have thus obtained the differential equations that determine, in terms 
of the Palrn-Khinchin functions, probabilities of the arrival of at most k 
customers in a given time interval t. It is expedient to write these equations 
in another form. Integrate (6) with respect to t from 0 to t: 

vk( + 0) - Vk(t) = A L IPk(Z) dz (k = 0,1,2, ... ). 

However, for every k ~ 0 

Vk( +0) ~ vo( +0) = Po( +0) = 1 - n 1 ( +0). 

. n 1 (t) 
Now, smce the parameter of the stream -- -+ A < + CYJ as t -+ 0, n 1 ( + 0) = 
o and hence vk ( +0) = 1. t 

Thus, for each t > 0 

1 - vk(t) = A L IPk(Z) dz, 

whence we arrive at the equations 

Po(t) = 1 - A L IPo(z) dz, 

Pk(t) = A L [IPk-l(t) - IPk(t)]dt, 

(7) 

(8) 

(9) 

which establish simple relations between the probabilities Pk(t) and the Palm­
Khinchin functions. 

EXAMPLES. Consider the stream defined by 

atk 

Pk(t) = (a + t)k+l (k = 0,1,2, ... ), 

where a is a positive constant. 
In view of the above, AIPk(t) = -v~(t). For the stream under consideration 

A = ~ and vk(t) = 1 - f pit) = 1 _ (_t _)k+l, 
a j=k+l a + t 

and therefore the corresponding Palm-Khinchin functions are given by 

t k 

IPk(t) = (k + 1)a2 ( r 1 (k = 0,1,2, ... ). 
a+t 
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As a second example, we consider a stream for which 

(at)k -at (bt)k -bt 
Pk(t) = PT!e + qT!e (k = 0,1,2, ... ), 

where a, b, p, q are positive constants and P + q = 1. The parameter of this 
stream is A = ap + bq. 

In accordance with (6) 

tk pak+le-at + qbk+le-bt 
((Jk(t) = -k' + b . ap q 

For the case b = 0, a = A, we obtain 

We have seen this result earlier. 

2.5.4. Intensity of a Stationary Stream 

In Chapter 1 we used the term "intensity of a stationary stream" for the 
mathematical expectation of the number of customers arriving in a unit time. 
The stream intensity was denoted by the letter Ji,. Since the stream is stationary, 
we have for every t > ° 

OCJ 

Ji,t = L kpk(t). 
k=l 

We have seen in Section 1.1 that for a simple stream the relation Ji, = A is 
valid and that for an arbitrary stationary stream the inequality Ji, ~ A holds. 
What then are the conditions that will ensure the equality Ji, = A for stationary 
streams? This question is very appropriate, since in both theoretical and 
practical problems this equality is often assumed to hold without any justifica­
tion. The following theorem gives a simple necessary condition for its validity. 

Theorem. If a stationary stream has finite intensity Ji" the equality Ji, = A implies 
that the stream is orderly. 

PROOF. * Let Ji, = A. Since 
OCJ 

Ji,t = L kpk(t), 
k=l 

and by the definition of the parameter A it follows that 

OCJ 

At = L Pk(t) + o(t) 
k=l 

we have 

* The proof presented here is due to Zitek (1958). 
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00 

L (k - 1)Pk(t) = o(t). 
k=2 

Since all p,,(t) are nonnegative, the inequality 
00 00 

o ~ L Pk(t) ~ L (k - 1)p,,(t) 
k=2 1<=2 

is valid. Thus, 
00 

L pit) = o(t). 
"=1 

This implies that the stream is orderly. o 
Zitek notes that, if the stream is of infinite intensity, it does not follow from 
the equality J1. = A that the stream is orderly. Indeed, suppose that for a 
stationary stream A = 00. Since J1. ~ A, we have J1. = 00. Now consider a new 
stream in which simultaneously with each customer of the original stream two 
new customers arrive, while at other times no customers arrive. Clearly for 
the second stream A = 00, and the stream is not orderly. 

2.5.5. Korolyuk's Theorem 
v.s. Korolyuk observed that if a stationary stream is orderly, the equality 
J1. = A must be valid (here the case J1. = A = 00 is not excluded). 

By the definition of intensity of a stream 
00 00 00 00 00 

J1. = L kp,,(l) = L L p,(1) = L [1 - V"-1 (1)] = L [1 - v,,(1)] 
"=1 k=1 ,=" "=1 "=0 

and thus in view of (7) for a finite A we have 

00 r 1 

J1. = \~o J 0 <p,,(u) duo 

However, 

() 1. h,,(r, u) 
({Jk u = Im-­

<-+0 1t1fr) 

and for any k ~ 0 and u > 0 

.f. h;(r, u) _ H,,(t, u) 1 
L.. - ~ . 
j=O 1t1(t) 1t1(t) 

In the limit as t --+ 0 we obtain that 
k 

L ({Jj(u) ~ 1, 
j=O 

and hence for any k ~ 0, 

I< r1 

j~ Jo ({Jj(u)du ~ 1. 

(10) 
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This implies the inequality 

it f (fJi(U) du ~ 1. 

Thus (10) yields that A. ~ J.l for any finite A.. However, since J.l ~ A. always, we 
obtain that J.l = A.. If A. = 00, then J.l ~ A. implies that J.l = 00, i.e., we again arrive 
at J.l = A.. The orderliness of the stream was not used directly in this proof, but 
via the Palm-Khinchin formulas. 

The results of the Sections 2.5.4 and 2.5.5 enable us to state the following 
theorem: 

Theorem. For any stationary stream with finite intensity J.l, the necessary and 
sufficient condition for the stream to be orderly is that A. = J.l. 

Hence it follows that the only stationary streams without aftereffects that 
satisfy the condition J.l = A. are the simple streams. 

Indeed, J.l = A. if and only if the stream is orderly. But every orderly stationary 
stream without aftereffects is by definition simple. 

2.5.6. The Case of N onorderly Streams 

In the nonorderly case, even with a finite parameter, one can easily construct 
stationary streams in which the relation between the parameter and the 
intensity will be arbitrary. This can be accomplished by considering a sta­
tionary stream without aftereffects. Since for all such streams 

Po(t) = 1 - e- At, 

the parameter of the stream is A.. The intensity of the stream will, however be 
different, provided only that the stream is not simple. In an interval of unit 
length there will be a random number of arrival times. Denote this number 
by 1]. At each one of these times a random number of customers arrive. Let 
the number of customers arriving at time ti be (. Then the total number of 
customers arriving in a time interval of unit length is equal to ~1 + ~2 + ... + 
~q if I] ~ 1, and is equal to 0 if I] = O. In view of the absence of aftereffects the 
variables ~i and I] are independent, and hence 

J.l = M(~l + ~2 + ... + ~q) = M~l MI] 

(see, e.g., Gnedenko (1961), Section 28, Corollary 2 of Theorem 2.) However, 
in accordance with the results of Section 1.4 

and 

MI] = A., 
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thus, 
00 

J1 = A. L kak • 
k=l 

The sum L kak can be made to be equal to any value greater than 1 by a 
suitable choice of the quantities ak. In particular, if ak = [k(k + 1)r!' the sum 
is infinite, and we obtain a stationary stream with a finite parameter and 
infinite intensity. 

2.6. Characteristics of Stationary Streams and the 
Lebesgue Integral 

2.6.1. A General Definition of Mathematical Expectation 

Let ~ be a discrete random variable, i.e., a variable taking on a finite or 
countable number of possible values X k with probabilities Pk. Then by defini­
tion M~ = LXkPk provided only Ilxklpk < 00. For nonnegative discrete 
random variable, M~ is defined in any case, even if the series diverges and the 
case M~ = + 00 is not excluded. 

If ~ is an arbitrary nonnegative random variable, then by definition 

M~ = lim M~n' (1) 

where {~n} is a nondecreasing sequence of nonnegative random variables 
convergent to ~ with probability 1. Representing ~ as a functon of an ele­
mentary event w, we will obtain an expression for M ~ in the form of an abstract 
Lebesgue integral 

M~ = f ~ dP = f ~(w)P(dw), 
whose definition is in essence given by (1). 

(2) 

We note the following property of the Lebesgue integral for a nonnegative 
function f(x). 

If {An} is a sequence of events such that P(An) ~ 1, then 

Ln f(w)P(dw) ~ In f(w)P(dw), 

where Q is the space of elementary events. 
We note also that J f(w)P(dw) is a linear and monotone functional in f: 

f(a! + bg)dP = a f fdP + b f gdP, 

provided the r.h.s. is defined; 

{!~O}~{ffdP~O}. 

(3) 
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2.6.2. A Refinement of the Notion of Orderliness 

In the preceding section, the following notion of an ordinary stationary stream 
was used. If 1'C 2 (t) is the probability of the occurrence of at least two customers 
in the interval of length t, then 1'C2(t) = o(t). This implies that with proba­
bility 1 

(4) 

where "en is the time of the nth event ofthe stream. For the proof we introduce 
the following notation: x(t) is the number of events of the stream in the interval 
(0, t); xo(t) is the number of different instants of the events of the stream in the 
interval (0, t); Xl (t) = x(t) - xo(t). Relation (1) is equivalent to relation 

o ~ t < 00, 

and hence (4) is fulfilled with probability 1 as long as 

P{xl(t»O} =0 

for arbitrary t > O. In turn 

P{xl(t) > O} = pLv
l 

{Xl (~t) - Xl (k: 1 t) > o}} 
~ktl P{Xl(~t)-Xl(k:1t»0} 

~ ktl p{x(~t) - xe: 1 t) > 1} 
= n1'C2 (~) = t 1'C2(tln) -----+ 0 

n tin n -+ co 

and hence the equality (6) is valid. 

2.6.3. Existence of the Parameter of a Stream 

(5) 

(6) 

Let a stationary stream of homogeneous events x(t) exist. It means that 
the random process z(t) = x(to + t) - x(to) for t > 0 has the same finite­
dimensional distribution as x(t). However, zo(t) = xo(to + t) - xo(to) is 
formed from z(t) in the same manner as xo(t) is formed from x(t). From here 
it follows that xo(t) is a stationary process. Moreover, the process is clearly 
orderly. 

Let Ank = 1 provided for (k - 1)/n ~ t < kin at least one event ofthe stream 
x(t) will occur and Ank = 0 otherwise. Set 

Denote by An the event that Xn = xo(1). Then clearly P{An} --+ 1. Whence in 
view of (3), 
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where 110 is the intensity of the stream xo(t). 
At the same time Xn ~ xo(1), whence Jo Xn dP ~ 110; since Xn ~ 0, this together 
with (7) leads us to the equality 

r xndP --110' (8) In n-+oo 

Now note that JoxndP = nMAnk = n1tl(l/n). Thus, the existence of the limit 

A = lim 1tl (lin) 
n-co lin 

is established and at the same time the equality A = 110 is proved. 

(9) 

The feasibility of replacing the variable lin by a continuous variable h --+ 0 
is justified by the monotonicity of1tl(l/n): for lin ~ h < l/(n - 1), we have 

1tl (lin) 1tl (h) 1tl (l/(n - 1)) 
--=--~--~ . 
l/(n - 1) '" h '" lin ' 

evidently both bounds tend to A. If the initial stream is ordinary, then xo(t) = 

x(t), 110 = 11, and we arrive at Korolyuk's theorem (Section 2.5.5). 

2.6.4. Dobrushin's Theorem 

Dobrushin (1965) proved the following theorem: 

Theorem. If a stationary process is of finite intensity and satisfies property (4), 
then the process is orderly, i.e., 1tz(t) = o(t), t --+ O. 

Dobrushin's theorem follows from relation (7): 

1tz(lln) ::::; P{x(l) _ Xn ~ I} ~ M {x(l) - xn } ~ r x(l)dP __ O. 
lin J O\An n ->(Xl 

The transition from lin to h is the same as above. 

2.6.5. The Existence of the Palm-Khinchin Function 

Let x(t) be a stationary stream and!n be the times of its events (!l < !z < "'). 
Denote by y(tlx,k) the number of tn' 0 < !n < t, such that in the interval 
(!n'!n + x) exactly k events of the stream occurred. It is easy to verify that 
y(tlx, k) is a stationary stream. We shall denote its parameter by A(X, k). Then, 
by definition of the parameter, IPk(X) = A(X, k)/ A is the conditional probability 
that under the condition that a customer arrived in the interval (0, dt), during 
the time interval x after him or her yet another k customers will arrive. Actually 
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instead of the interval (x, x + h) we have here the interval (lJ, x + lJ), where lJ 
is the time of arrival of a customer in the interval (0, h). However, one could 
proceed from lJ to h retaining the meaning of all the formulas if we confine 
ourselves only to those x for which A(X, k) is continuous. The probability of 
two or more events at different times of the interval (0, h) is of order o(h) in 
view of the orderliness of the stream x(t). 

2.6.6. The k-Intensity of a Stream 

Belyaev (1969) introduced the notion of k-intensity of a stream Ak(t1, ... ,td, 
which means that the probability of the occurrence of events in the intervals 
(tl,t 1 + hd, ... , (tk,tk + h) is equal to Ak(tl, ... ,tk)hl"·hk + O(hl .. ·hk ). This 
notion is successfully used to bound probabilities of events associated with 
streams. For example, let A be the event that in the interval (0, t) at least one 
customer has arrived. Denote by A the event that a customer arrived in the 
interval 

(k-1 k) --t,-t , 
n n 

whence 
n n 

L prAnk} - L P{AnkAnm} :::; P{A} :::; L P{Ank}' 
k=l l.;;k<m';;n k=l 

Assuming that Al (x) and A2(X, y) are Riemann integrable, one can approach 
the limit as n --+ 00 and thus obtain 

L Al(X)dx - f f A2 (X,y)dxdy:::; P{A} :::; L Al(X)dx. 

O<x<y<t 

2.7. Basic Renewal Theory 

2.7.1. Definition of Renewal Processes (Renewal Streams) 

Assume that a device may fail at random times. At the instant of failure the 
device is replaced by a new one, which is replaced by a third one if it fails, and 
so on. We shall plot the times of successive failures t 1, t 2 , t3'" on a time axis. 
These can naturally be regarded as the times at which the working condition 
of the device is renewed. Consider the sequence of random variables 

which represent for k > 1 the intervals between successive renewal times. The 
variable Z 1 plays a somewhat different role since renewal does not necessarily 
occur at a time t = 0. Denote by Fk(X) the distribution function of the vari­
able Zk' 
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Observing the stream of calls arriving at a telephone exchange, we can 
arrange them in order of their arrival in the same maner as we have done for 
the times of equipment failures. There are many examples of events of various 
kinds (accidents, production of various items, landing of airplanes, etc.) fol­
lowing each other at random times. Much attention has been given recently 
to an investigation of such processes. Until quite recently, renewal processes 
(streams) were regarded only as sequences of times tb with the condition that 
the variables Zk are independent and identically distributed. A number of 
papers have now appeared discussing nonnegative variables Zk with different 
distributions, which are either independent or form a Markov chain. 

A sequence of times tk formed by independent (nonnegative) variables 
Zk with distributions Fk(X) was called a stream with limited aftereffects by 
Khinchin. He referred to a stationary orderly stream with limited aftereffects 
as a Palm-type stream. The terminology suggested by Khinchin is widely used 
by Soviet authors. If all Fk(X) with the possible exception of F1 (x) coincide, i.e., 

Fk(x) = F(x), k ~ 2, where F( +0) < 1, 

we say that the sequence {tdr=l forms a renewal process. Thus, the notion of 
a renewal process is narrower than that of the stream with limited aftereffects. 

It is easy to verify that for stationary renewal streams, the functions Fk(X) 
must be identical for k ~ 1; for what follows we introduce the notation 

F(x) = P{Zk < x} = Fk(X) (k = 2,3, ... ). 

As we have already noted, the variable Z l' and hence also F1 (x), playa special 
role. Later we shall obtain a connection between F1 (x) and F(x) for stationary 
renewal streams. 

Of particular interest in renewal theory is the random variable Nt, defined 
as the number of renewals up to time t, i.e., the largest n such that 

tn = Zl + Z2 + ... + Zn < t. 

The mathematical expectation of the variable Nt is called the renewal 
function and is denoted by 

H(t) = MNt • 

This function and its asymptotic behavior as t --+ 00 appear in a great number 
of the applications of renewal theory. 

Numerous investigations have been devoted to renewal theory. Good intro­
ductions are Cox (1962) and Smith (1958). 

In what follows we shall assume, unless otherwise specified, that at each 
renewal time only one event of the stream occurs. 

2.7.2. A Property of Renewal Streams 

In any orderly, stationary renewal stream 

1t,+l (u) ~ 1t,(u)o(l), 
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for all r > 0 as u --+ 0 where (as usual, in this b!1ok) 

00 

1t,(u) = L Pk(U), 
k=r 

i.e., the probability that at least r events occur in a time interval of length u. 

PROOF. Since the event t,+l < u always implies the compound event t, < U and 
Z,+1 < u, we have 

n,+l(u) = P{t'+1 < u} ~ P{t, < U'Z,+1 < u}. 

Hence, since the variables t, and Z,+1 are independent, we have 

n,+1 (u) ~ n,(u)F(u). 

Since for an orderly stream we clearly have F( +0) = 0, F(u) = 0(1), which 
proves the theorem. 0 

Observe that we do not exclude the case n,(u) = ° for ° ~ u < Uo: this holds 
in the case when F(uo/r) = 0. 

It should be noted that for a simple stream this property follows directly 
from the formulas 

p. ( ) _ (AU)k -).u 

k U - k! e . 

2.7.3. Relation to the Palm-Khinchin Functions 

A renewal stream (or a recurrent stream) is defined by assigning the distribu­
tion functions F(x), F1 (x). For stationary renewal streams, or, in Khinchin's 
terminology, Palm-type streams, it is sufficient (as we shall see) to define a 
single Palm-Khinchin function. This result is presented in the following theorem. 

Theorem. For stationary renewal streams the equality 

F1(x) = A f: C(Jo(u)du 

is valid, and for k ~ 2 

F(x) = 1 - C(Jo(x). 

(1) 

(2) 

PROOF; By definition, F1 (x) is the probability that customers arrive in the 
interval (0, x). Thus, it is equal to 

n1 (x) = 1 - Po (x). 

Formula (5) of Section 2.5.3. yields (1). Note that from (1) it follows that 
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which relates the stream parameter and the function CfJo(t). 
We now prove inequality (2). Consider the intervals (0, h) and (h, x + h). The 

probability that there is a customer in the first and no customer in the second 
IS 

J: F(x + h - (})dF1((}) + o(h). 

[The term o(h) accounts for the case of more than one event in the interval 
of length h.] The first expression is bounded from below and above by 
F(x)' Fl (h) and F(x + h)' Fl (h), respectively. To arrive at (2) it is sufficient to 
observe that by definition of the parameter of the stream and in view of the 
orderliness of the stream 

Fl (h) = Ah + o(h), h --+ O. (4) 

Now formula (2) is obtained by dividing the expressions obtained by Fl (h) as 
given by (4) and approaching the limit as h --+ O. Note that, as it follows from 
(1) and (2), the functions Fl (x) and F(x) are related by 

Fl (x) = A f: [1 - F(u)] du, (5) 

provided the stream is a stationary renewal stream. 
It is of course natural to investigate the features of streams for which 

Fl (x) = F(x). If this equality is satisfied, then in view of (5) 

A f: [1 - F(u)] du = F(x). 

Differentiation with respect to x yields 

A[1 - F(x)] = F'(x), 

hence 

1 - F(x) = Ce-J.x. 

Thus, since F( + (0) = 1, C = 1. Hence, 

F(x) = 1 - e-J.x. 

We know that this function defines a simple stream. D 

The following question arises. Is an arbitrary orderly renewal stream satis­
fying (5) stationary? The answer is affirmative, but the proof is postponed to 
subsection 5 of this section. 
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2.7.4. Definition of the Palm-Khinchin Function for 
Stationary Renewal Streams 

Since stationary renewal streams are completely determined by the function 
IPo{t), all other Palm-Khinchin functions should be expressible in terms of 
this function. We shall show how one can compute any function IPk(t). First, 
we calculate the probability that in the interval (0, t) exactly one customer 
arrives, i.e., Pl (t). One customer arrives in this interval if and only if prior to 
time x < t no customer arrives, at time x a customer arrives, and the next 
customer arrives only after completion of the interval (0, t). Here it must be 
taken into account that x can assume any value between ° and t. In view of 
(1) and (2) we have 

Pl (t) = A. t IPo(x)lPo{t - x) dx. 

By (9) of Section 2.5.3. 

Pl (t) = A. t [IPo(x) - IPl (x)] dx. 

Comparison of these two formulas yields the equality 

f~ IPl (x) dx = t IPo(x) dx - t IPo(x)lPo{t - x) dx 

and formula 

d It 
IPl (x) = IPo(x) - dt J 0 IPo(x)lPo(t - x) dx. 

Similarly, we obtain 

P2(t) = -A. t IPo(x) t-x 
IPo{t - x - y) dIPo(Y) dx. 

From (9) of Section 2.5.3. and the preceding expression, we have 

d It [ It-x ] 
IP2(t) = dt J 0 IPl (x) - IPo(x) J 0 IPo(t - x - y) dIPo(Y) dx 

d It [ It-x 
] = dt J 0 IPo(x) 1 - IPo(t - x) + J 0 IPo{t - x - y) dIPo(Y) dx. 

Using the same method, all ofthe Palm-Khinchin functions can be calculated. 
As an example, consider a stationary renewal stream for which 

F'(x) = {o _ 
xe x 

An easy calculation yields 

if x < 0, 

if x ~ 0. 
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F(x) = 1 - e-x(l + x) for x > O. 

In view of formula (2), 
<Po(x) = e-x(l + x). 

Hence, from (3), A = t, and in view of (1) we have 

F1 (x) = 1 - e-X(t + x). 

We now can calculate that the Palm-Khinchin functions are of the form 

[ 
t2n t 2n +1 ] 

<Pn(t) = e- t (2n)! + (2n + 1)! . 

2.7.5. Basic Formulas for Renewal Processes 

Since tn = Z1 + Z2 + '" + Zn, we have the following equality: 

Fn(t) = P{tn < t} = t Fn- 1(t - x)dF(x) 

for all n ~ 2. Since 

it follows that 
00 00 

H(t) = MNt = L n[Fn(t) - Fn+1(t)] = L Fn(t) 
n=1 n=1 

= F1 (t) + t n~2 Fn- 1 (t - x) dF(x) = F1 (t) + t H(t - x) dF(x). 

We have obtained an important integral equation 

H(t) = F1 (t) + t H(t - x) dF(x). 

Equation (6) is solved by the Laplace-Stieltjes transform method. Denote 

1/11 (s) = fooo e-sx dF1 (x), I/I(s) = fooo e-SX dF(x), <p(s) = fooo e-SX dH(x). 

Then from (6) we obtain 

<p(s) = 1/11 (s) + <p(s)I/I(s), 

1/1 1 (s) 
<p(s) = 1 _ I/I(s)' 

If F1 (x) = A So [1 - F(u)] du, then integration by parts yields 

(6) 

(7) 
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so that 

A 
1/11 (s) = - [1 - I/I(S)J, 

s 

A 
cp(s) = -. 

s 

Inverting the Laplace-Stieltjes transform, we obtain dH(x) = Adx. On the 
other hand, since H(x) is a nondecreasing function, it follows from (6) that 

H(t) ~ F1 (t) + H(t)F(t), 

i.e., H(t) ~ F1(t)/[1 - F(t)]. Hence, H( +0) = 0, i.e., 

H(x) = H( +0) + IX dH(t) = AX. 
+0 

Thus equation (5) implies that 

H(x) = AX. (8) 

For applications, the following two interpretations of the Stieltjes integral 
for any renewal function are of importance. 

1. At any renewal time t an impulse arises that yields an effect (action) u(t) 
at time tn + t, where u(t) is a continuous function, t ;;?; O. Since the total effect 
of impulses at time t arising before this time is equal to 

Nt 00 

L u(t - tn) = L u(t - tn), 
n=l n=l 

where it is assumed that u(x) = 0 for X < O. Mathematical expectation of this 
effect is equal to 

nt1 I u(t - x)dP{tn < x} = I u(t - x)d n~ P{tn < x} = I u(t - x)dH(x). 

Finally 

M L u(t - tn) = fl u(t - x) dH(x). 
n Jo (9) 

2. Let u(t) be a continuous bounded function. There corresponds to the 
sequence {tn} a random function ~(t), where ~(t) = 0 for 0 ~ t ~ t1; ~(t) = 
u(t - tn) for tn ~ t < tn+1' n;;?; 1. Then 

M~(t) = I u(t - x) [1 - F(t - x)J dH(x). (10) 

This equality follows from the formula of the total mathematical expectation 
00 

MW) = L MW)In(t), 
n=l 

where In(t) is the indicator function of the event {tn ~ t < tn+d. We have 
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M~(t)In(t) = L u(t - x)[1 - F(t - x)]dP{tn < x}, 

whence the formula for M~(t) is obtained by summing over n after the order 
of summation and integration is interchanged. This is justified since u(t) is 
bounded and H(t) is finite. If u(t) is a function of bounded variation, then (10) 
is valid for almost all t. 

We can now solve the problem of stationarity of an orderly renewal stream, 
when Fl (x) is given by (5). 

Choose an arbitrary time a > 0 and denote by t~a) + a the times of the 
events of the stream in the interval (a, + (0). Then, as it is easy to see, 
stationarity means that I t~a)1 has the same distribution as {tn}-the sequence 
of times of events of the initial stream. 

Clearly the random variables z~a) = t~a) - t~a21' n ~ 2, are independent and 
have the distribution function F(x). It remains to verify the equality 

p{t\a) < x} = F1(x). 

The formula of total probability yields 

P {tia) < x} = P {a :::;; t 1 < a + x} 
00 

+ L [F(a + x - t) - F(a - t)]dP{tn < t}. 
n=l 

Whence in accordance with formula (10) we have 

p{t\a) < x} = Fl(a + x) - Fl(a) + f: [F(a + x - t) - F(a - t)]dH(t) 

Q.E.D. 

= Fl(a + x) - Fl(a) + A f: [F(a + x - t) - F(a - t)]dt 

= A f:+x [1 - F(t)] dt - A f: [1 - F(t)] dt + A f: [1 - F(t)] dt 

- A f+x [1 - F(t)] dt 

= A LX [1 - F(t)]dt = F1(x) 

2.7.6. Statements of Some Theorems on 
Stationary Renewal Processes 

The random variable Nt, which is equal to the number of renewals in the time 
interval from 0 to t, has moments of all orders. We shall prove this assertion. 
By assumption, F( +0) < 1; hence there exists an a> 0 such that P{Zj > a} = 
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f3 > 0. Define now a new renewal process 

where 

k 

t~ = L z~ 

Z' = {O 
n a 

n=1 

if Zn ::::; a, 

if Zn > a. 

Then the inequality t~ ::::; tk holds with probability 1, i.e., 

P{Nt ~ k} ::::; P{N; ~ k}, 

where N; denotes the number of renewals corresponding to the process {t~}. 
However, P{N; = k} is the probability that in k independent trials with 

probability of success f3 there will be exactly 1 successes, and then one more 
success occurs: 

, _ _ {qf3 I+1(l - f3)k-1 for k ~ 1, 
P {Nt - k} - 0, for k < 1 

(here 1 = [tfa]). 
We have 

00 00 

M [N;]' = L k'Cif3l+1(1 - f3)k-1 < L (k + 1)'+1(1 - f3)k. 
k=1 k=O 

Since f3 > 0, this series is convergent, which proves our assertion. 
In a similar manner, we can prove a stronger result: 

For every distribution F(x), there exists a number ex > 0 such that for any s whose real 
part does not exceed ex, Me sN, exists. 

One of the original general results related to the renewal function H(t) is 
the so-called Elementary Renewal Theorem: 

H(t) 1 
-- --. - as t --. 00, 

t a 

where 

a = MZ2 = Loo x dF(x). 

This result remains true also when a = 00. 

If F(x) is a non-lattice distribution, i.e. the points ofincreas~ of the function 
do not form an arithmetical progression, we have 

Blackwell's Theorem: 

a 
H(t + a) - H(t) --. -, t --. 00. 

a 
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If F(x) possesses a finite second moment J-i.2 = Mz~ and is non-lattice then 
we have the following theorem: 

Smith's Theorem: For t -+ 00 

t J-i.2 H(t) - - -+ - - 1. 
a 2a2 

Let Q(x) be an arbitrary nonnegative function defined for positive x, non­
increasing and integrable in the interval (0, (0). Under these conditions Smith 
proved the following: 

Limit Theorem: As t -+ 00 

it 1 i oo 
Q(t - u) dH(u) -+ - Q(x) dx. 

o a 0 
(11) 

Smith called this result the Key Renewal Theorem. For suitable choices of 
the function Q(x) all our previous results follow as special cases. If J-i.2 < 00, 
then 

J-i.2 - a2 
ONt = 3 t + o(t). 

a 

If also M IZ213 < 00, J-i.3 = Mz~, then 

J-i.2 - a2 (5J-i.~ 2J-i.3 J-i.2 ) 
ONt = a3 t + 4a4 - 3a3 - 2a2 + 0(1). 

In many problems of renewal theory the following simple identity is useful: 

P{tn ~ t} = P{Nt ~ n}. (12) 

If J-i.2 < 00 and (J2 = J-i.2 - a2 , then 

P {Nt ~ ~ - X(J Ii} -+ _1_ IX e-z2/2 dz. 
a a '-ia fo-oo 

A bound on the remainder in the theorem on asymptotic normality of the 
number of renewals is presented in Englund's (1980) paper. 

We shall note another important result, which follows directly from (6). 
Denote by y(t) the time elapsing from the instant t to the next renewal, and 

by y*(t) the time elapsed from the previous renewal to t. Thus, if n is defined 
by the condition 

then 
y(t) = tn+l - t, 

for tn > t we set y*(t) = t. 
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The variable y(t) is called the amount of over jump (over the level t) and y*(t) 
is the amount of under jump (up to level t). Both variables play an important 
role in the theory of random walks. 

Let Fy(x, t) and Fy'(x, t) denote the distribution functions of the random 
variables y(t) and y*(t), respectively. Our goal is to find the limits of Fy(x, t) 
and Fy'(x, t) as t -+ 00, assuming that the interrenewal times have a finite 
mathematical expectation. 

The event {y(t) < x} may occur in two mutually exclusive ways: 

l.t~Zl <t+x; 
2. At some time r < t a renewal occurs; the time elapsing until the next renewal 

is between t - rand t - r + x. 

The total probability formula taking (1) into account, yields 

Fix,t) = P{y(t) < x} 

= Fl(t + x) - Fl(t) + J: [F(t - r + x) - F(t - r)]dH(r). 

The first terms becomes infinitely small as t -+ 00; the conditions of Smith's 
theorem are not fulfilled for the second term since F(t + x) - F(t) is not 
necessarily a nondecreasing function. However, 

where 

Rl (t) = J: [1 - F(t - r)] dH(r), 

R 2 (t) = J: [1 - F(t - r + x)] dH(r). 

In the last two expressions the kernel 1 - F(' .. ) satisfies all the conditions 
of Smith's theorem. In that case, however, 

so that 

1 foo Rl(t)--'-M [1 - F(r)]dr = 1, 
£-+00 Z2 0 

foo 
1 00 [1 - F(r)] dr 

R2 (t) --. -M r [1 - F(, + x)] d, ~ {_ ' 
£-+ 00 Z2 Jo 

o 

fX [1 - F(r)] dr 

Fix, t) --. r 0 

H 00 Jooo 
[1 - F(r)] dr 

[1 - F(r)] dr 

(13) 
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The limiting distribution obtained is continuous. As is evident from the 
right-hand side of (13), the function 

( ) _ 1 - F(x) 
py x - roo 

Jo [1 - F(r)] d-r 

(14) 

is the density of the limiting distribution of y(t) as t -+ 00. 

We have already proved this relation earlier for stationary streams of 
homogeneous events. We leave it to the reader to prove, in a similar manner, 
the assertion that the random variable y*(t) has the same limiting distribution 
as y(t) as t -+ 00. 

2.8. Limit Theorems for Compound Streams 

2.8.1. Statement of the Problem 

We have already noted that the initial assumption in most of the literature on 
queueing theory is that the incoming stream is simple. However, in many cases 
the initial conditions defining the simple stream, studied in Chapter 1, are not 
appropriate to the physical situation. Indeed, streams occurring the practice 
are quite often different from simple streams. In view of the great diversity of 
conditions under which specific phenomena occur, these deviations are the 
rule rather than the exception. It turns out, however, that substantial dis­
crepancies occur considerably less frequently than one would expect from a 
priori considerations. 

Thus, along with the question about the reasons for the occurrence of 
nonsimple streams, the converse question arises: Why do simple streams so 
often correspond to real-world situations. This problem was dealt with by 
Palm (1943), Renyi (1956), Khinchin (1963), Ososkov (1956), and Grigelionis 
(1962a). The basic idea of these investigations was the assumption that the 
streams observed are sums of a large number of independent streams of small 
intensity, each one of which is orderly and stationary. No assumptions were 
made about the absence of aftereffects. Grigelionis studied this problem under 
somewhat more general conditions; we shall discuss his work below in more 
detail. 

Compound streams occur very often. Indeed, the stream of calls reaching a 
telephone exchange is the sum of streams originating from different sub­
scribers. The stream of ships arriving at a harbor is the sum of streams 
departing from various other harbors. The stream of "customers" for servicing 
by a repairman crew also comes from different sources: each piece of equip­
ment represents such an elementary source of customers; the total customer 
stream reaching the repair crew is thus a sum of elementary streams. The 
reader can easily find other examples in his or her own field of activity, so 
there is no need for further elaboration. 
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We shall see that under quite general conditions on the component streams, 
compound streams are approximated by Poisson streams, including simple 
streams. Our presentation follows an idea expressed by Gnedenko and de­
veloped by Grigelionis (1962a). This idea served as a guiding principle for 
almost 200 years in numerous applications of probability theory, such as the 
theory of errors, molecular physics, ballistics, and many others. It consists of 
considering the observed action as a sum of elementary effects, each being a 
random variable independent of the others, each summand exerting a small 
influence in a certain sense on the total. 

Pogozhev (1964) and Grigelionis (1962b) have also studied another im­
portant problem. Given that a sum of a large number of streams, each exerting 
only a small influence on the sum, approaches a Poisson stream, the question 
is how rapidly does the distribution function ofthe consecutive sums approach 
the distribution function of the limiting stream? In what follow, we shall state 
some of their results. 

2.8.2. Definitions and Notation 

We shall say that a random process x(t) is a step process if the increments 
x(t) - x(s) take on only nonnegative integer values for t > s > O. We shall 
assume that x(O) = 0, i.e., the process starts at time t = O. The values of the 
process x(t) may be interpreted as the number of events of some kind occurring 
up to time t. These events may be calls arriving at a telephone exchange, 
failures of units of complex equipment, patients arriving at admission in a 
hospital, and so on. 

Let 
k n 

x.(t) = L x.r(t), 
r=1 

where x.r(t) are mutually independent step processes. Clearly, x.(t) is also a 
step process. 

We shall say that a sequence of processes x.(t) converges to the process x(t) 
as n --+ 00, if the distribution functions of the vectors 

converge, for any k and t 1 , t 2 , ••• , tk, at every point of continuity to the 
distribution function of the vector 

{x(td, x(t2 ),···, x(td}· 

In Section 2.2 we introduced the concept of a Poisson process x(t) with 
leading function A(t), as a process with independent increments such that for 
all s < t and every nonnegative integer k 

P{x(t) _ x(s) = k} = [A(t) ~!A(S)]k e-[A(t)-A(s)). (1) 
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The function A(t), which Khinchin called the leading function, is nonnegative, 
left-continuous, finite, and vanishes for t ~ O. 

Introduce the following notation: 

Pn,(k,t,s) = P{xn,(t) - xn,(s) = k}, s < t, k = 0,1,2, ... , 
kn 

An(t, s) = L Pn,(1; t, s), 
,=1 

Bn(t, s) = L (1 - Pn,(O; t, s) - Pn,(I; t, s)). 

(2) 

(3) 

The processes xn,(t) (r = 1,2, ... , kn) are said to be infinitesimal if, for any 
fixed t, 

lim max [1 - Pn,(O; t, 0)] = O. (4) 
n-oo l~r~k" 

In other words, the processes xn,(t) are infinitesimal if for every e > 0 
and arbitrary fixed t, there exists a number n such that, uniformly in r (r = 
1,2, ... , kn ), 

2.8.3. Statement of the Basic Result and 
a Proof of Necessity 

We shall now state and prove a theorem due to Grigelionis. We shall verify 
the necessity of its conditions using a limit theorem for sums of independent 
random variables that was proved almost simultaneously and independently 
by Gnedenko (1939) and Marcinkiewicz (1937). 

Theorem. The sums xn(t) = L~::'1 xn,(t) of independent infinitesimal processes 
xn,(t) converge to a Poisson process with the leading function A(t) if and only 
if for any fixed sand t (s < t) 

lim An(t, s) = A(t) - A(s) (5) 
n .... oo 

and 

lim Bn(t, O) = O. (6) 
n .... oo 

The proof of necessity of the theorem's conditions is based on the following 
assertion in the theory of sums of independent random variables due to 
Gnedenko (1961). If random variables Xn1 , xn2 , ... , Xnk are independent and 
infinitesimal, i.e., for any e > 0 and n --+ 00 n 

sup P{IXnkl > e} --+0, 
l~k::;;kn 

then in order that the distribution function of the sum 
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sn = xn1 + xn2 + ... + xnkn 

converge to a Poisson distribution as n -+ 00 

Ak 
P(x) = L -k' e-", 

O";k<x • 

it is necessary and sufficient that the following conditions be fulfilled: for any 
e (0 < e < 1) and n -+ 00: 

kn r 
1. k~1 JR, dFnk(x) -+ o. 

k
n i 2. L dFnk(x) -+ A. 

k=1 Ix-11<. 

k
n i 3. L x dFnk(x) -+ O. 

k=1 Ixl<. 

4. ~ [ r x2 dFnk(x) - ( r x dFnk(X))2 ] -+ O. 
k=1 Jlxl<. Jlxl<. 

Here we introduce the notation: Fnk(x) = P{Xnk < x}, R. is the region 
obtained from infinite line by omitting all the intervals Ixl < e and Ix - 11 < e. 

Note that in Grigelionis' theorem we must set 

A = A(t) - A(s), r dFnk(x) = Pnk(l; t, s), 
JIX-11<. 

f dFnk(X) = 1 - Pnk(O; t, s) - Pnk(l; t, s). 
R. 

Thus the first and second conditions of the previously stated Gnedenko­
Marcinkiewicz theorem completely coincide with conditions (5) and (6) 
of Grigelionis' theorem. The third and fourth conditions of Gnedenko­
Marcinkiewicz's theorem for step processes is automatically fulfilled since in 
the intervallxl < e their functions possess a unique jump point, x = o. 

The necessity of Grigelionis' theorem thus follows from the fact that if the 
processes converge, their one-dimensional distributions must also converge. 
The convergence of the one-dimensional distributions has however been 
investigated in the foregoing. 

2.8.4. Proof of Sufficiency 

We must now prove that conditions (4)-(6) ensure both asymptotic inde­
pendence of the increments of the process xn(t) and the convergence of the 
one-dimensional distributions to the corresponding Poisson distributions. 
The latter follows from the Gnedenko-Marcinkiewicz theorem and from the 
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identity of its conditions with (4)-(6). Nevertheless, we shall present the 
arguments, since they are simple and not too tedious. Our proof will use the 
basic theorems of the theory of characteristic functions. 

Consider vectors of the form 

T = (/1,/2, ... ,/m ), 

where Iv ~ ° are integers: 

o = (0,0, ... ,0), 
L-y---l 

m 

ev = (0, ... ,0,1,0, ... ,0), 
"-v--' "-v--' 

v-I m-v 

T = (to,t1 , ••• ,tm), 

° < to < t 1 < ... < tm are arbitrary real numbers, 

kn 

xn(T) = I xnr(T). 

In addition, denote 

r=1 

m 

(iX, 11) = I ad)i, 
i=1 

Pnr(T, T) = P{xnr(T) = T}, 

j,.r(iX, T) = M exp i(iX, xnr(T)), 

j,.(iX, T) = M exp i(iX, xn(T)). 

For the distributions of the vectors xn(T) to converge to the corresponding 
distributions of the Poisson process, it is sufficient that their characteristic 
functions converge. We shall prove this assertion. 

Since the processes xnr(t) are independent, we have 

However, 

fnr(iX, T) = I Pnr(T, T)ei(a,l) = 1 + I Pnr(T, T)(ei(a,I) - 1), 
1 1#0 

where II denotes the summation over all the possible integer-valued vectors 
T with nonnegative components. 

For small x 
ex +O(X2) = 1 + x + o(x), 

hence, 
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fnr(fi, T) = exp {_I_ Pnr(T, T)(ei(i,l) - 1) + 0 (_I_ Pnr(T, T)2)} 
1#0 1#0 

= exp {f: Pnr(l", T)(e ia, - 1) + 0 ( _ r Pnr(T, T)) 
v=l I#O.e, 

v=l, 2 ..... m 

+ 0C~ Pnr(T,T)y}. 

Clearly 

:::; 1 - P {Xnr(tm) = o} = 1 - Pnr(O, tm, 0), 

I Pnr(T, T) = P{xnr(tm) - xnr(tO) ~ 2} :::; P{xnr(tm) ~ 2}, 
1 #If.e, 

v=l.:~ .• m 

m 

I Pnr(T, T):::; I Pnr(ev, T) + P{xnr(tm) ~ 2}. (7) 
1#0 v=l 

Note that 

Pnr(1;tv,tv- 1 ) = Pnr(ev, T) = P{Xnr(tv) - Xnr(tv- 1 ) = 1, 

(xnr(tv- 1 ) - Xn,{t.)) + (Xnr(tm) - Xnr(tv)) # O} :::; P{xnr(tm) ~ 2}. (8) 

Using relations (7) and (8) we rewrite the expressions for the functions fnr(fi, T) 
obtained: 

fnr(fi, T) = exp ttl Pnr(1; tv, tv_d(e ia, - 1) + O(xnr(tm) ~ 2) 

+ 0[(1- Pnr(O;tm,O)) vt1 Pnr(1; tv, tv-d]}. 

This implies that 

fn(fi, T) = exp ttl An(tv, tv_d(e ia, - 1) + O(Bn(tm' O)) 

+ o[ max (1 - Pnr(O;tm,O))]}. 
l~r~kn 

Now the conditions of the theorem yield that as n -+ 00 

m 

f,.(fi, T) -+ n exp{[A(t.) - A(tv-d] (e ia, - I)}. 
v=l 

The theorem is thus proved. 
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2.8.5. The Case of Stationary and 
Orderly Component Streams 

Assume now, following Khinchin and Ososkov, that the component streams 
xnr(t) are stationary and orderly. Thus, we stipulate that as t -+ 0 

P{xnr(t) ~ 2} = o(t). 

Since the streams are stationary, the limits 

Anr = lim P{lxnr(t)1 > O}, 
/ .... 0 t 

which we called the parameters of the streams xnr(t) exist; for orderly streams 
Anr = Mxnr(t), i.e., the parameter of the stream equals its intensity. 

Assume that for large n the intensities are uniformly small: 

Since 

lim max Anr = O. 
n ..... oo l~k~kn 

1 - Pnr(O; t, 0) ~ MXnr(t) = Anrt, 

it follows from (9) that the component processes xnr(t) are infinitesimal. 

(9) 

The basic tools for stating the following results are the Palm-Khinchin 
functions, which we introduced earlier. Recall that the Palm-Khinchin function 
of order k is by definition the limit 

(k ) -1· P{xnr(t + r) - xnr(r) = k;xnr(r) > O} 
qJnr ,t - 1m P { () O} . 

' .... 0 Xnr r > 

Theorem. A necessary and sufficient condition for a sequence of processes 
xn(t) = L~~l xnr(t) converge to a Poisson process with parameter A is that for 
every fixed t 

and 

PROOF. We know [Section 2.5.3., formulas (8) and (9)] that 

Pnr(O; t, 0) = 1 - Anr t qJnr(O, u) du 

and for k ~ 1 

(10) 

(11) 

(12) 
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Using the fact that the processes xnr(t) are stationary, the definition of the 
functions An(t, s) and Bn(t, 0) as well as the Palm-Khinchin formulas presented 
above, we obtain 

and 

Bn(t,O) = r~ Anr I CPnr(l,u)du. 

Hence, the theorem of Section 2.8.3 yields the validity of necessity and 
sufficiency of conditions (10) and (11). 0 

If we assume that the limit 
kn 

lim L Anr=A (13) 
n-<X) r::;::1 

exists (Khinchin and Ososkov in their papers assume that L~~l Anr = A), the 
conditions of the theorem can be written in simpler form. 

The Khinchin-Ososkov Theorem. If condition (13) is valid, the processes x(t) 
converge to a Poisson process with parameter A if and only if for every fixed 
t and n -+ 00 

(14) 

PROOF. It follows from the definition of the Palm-Khinchin functions that 

CPnr(O, u) + CPnr(1, u) ~ 1. 

This, together with relations (13) and (14) yields 

lim I Anr It CPnr(l, u) du ~ lim I Anr (t - It CPnr(O, u) dU) = 0. 
n-oo r=1 0 n-co r=1 0 

We have thus verified that (13) and (14) imply both conditions of the first 
theorem of this subsection. The theorem is thus proved. 0 

2.8.6. Additional Remarks 

We have seen that under quite general conditions the sums of independent 
small streams are approximated by a Poisson stream. The problem is now to 
determine the rate of convergence depending on the number of component 
streams. This problem has been investigated by Pogozhev (1964) and Grige­
lionis (1963), (1964) in connection with problems of reliability theory. We shall 
confine ourselves to statements of a few results. 
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Grigelionis' Theorem. Let a process xit) be a sum of infinitesimal independent 
stochastic processes. Then the inequality 

m 

sup lFix, I') - Pn(x, I')I ::::;; 2m L Ait., t.-d + 2(m + 1)Bn(tm, to) 
xeRm .=1 

is valid where the following notation is used: Rm is an m-space and Fn(x, I') is 
the distribution function of the vector xiI'), x = (Xl> X2' ... ' x m), 

m 

Pn(x, I') = n P(x., A(t., t.-1», 
.=1 

Ak 
P(x, A) = L -k' e-A, 

O~k<x • 

kn 

An(t, s) = L P~r(1; t, s). 
r=l 

The case of identically distributed independent renewal processes has been 
studied by Franken. We introduce the required notation. Consider the se­
quence of identically distributed independent random variables Xl' X2' ... 
for which F(x) = P{Xi < x}. For every t > 0 we shall define a renewal pro­
cess N(t) as the maximal value of n for which Li'=l Xi ::::;; t. As we know, the 
renewal function H(t) = MN(t) and the function F(x) are connected by the 
relation 

H(x) = F(x) + fox H(x - u)dF(u). 

Define for each n and functions Fn(x) = Fni(x), Hn(x) = Hni(x) i = 1,2, ... , n, 
renewal processes Nni(t) that are independent for all i and given n. Concerning 
Hn(t), it is assumed that for all nand t the equality 

H(t) = nHit) 

is fulfilled. Set 
n 

'n = L [Nn;(s + t) - Nni(s)]. 
;=1 

Then Franken's theorem is as follows: 

Franken's Theorem. Let Fn( + 0) < 0.5. Then 

L Pgn = k} = L I/I(k)[l + ± Q;(~)J + o( }+1)' 
O~k<x O~k<x ;=1 n n 

where 

I/I(k) = [H(s + tk!- H(S)]k e-[H(s+/)-H(sn, 

and Q;(k) are polynomials in k. 
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2.9. Direct Probabilistic Methods 

In Section 2.8 we have proved limit theorems on the convergence of a com­
pound stream to a Pois:;on stream. The basic method for proving these 
theorems was the method of characteristic functions. It is useful to present an 
example of direct probabilistic methods for solving these types of problems. 
These methods are more intuitive and capture the essence of the problem well. 

Assume that the conditions of Grigelionis' theorem are fulfilled. 
Elementary processes xnr(t) are represented in the form of a sum 

xnr(t) = unr(t) + vnr(t), 

where unr(t) = min {xnr(t), I}, vnr(t) = max{O,xnr(t) - I}. Thus unr(t) "marks" 
only the first event of the rth stream while vnr(t)-all the remaining events. 
Then 

Xn(t) = un(t) + vn(t), 

where un(t) and vn(t) are sums of the corresponding elementary processes. We 
have 

P{Vn(t) = 0,0:::; t:::; T} ~ 1 - L P{vnr(T) ~ I} 
r 

(1) 

Denote by t~k the time at which un(t) first attains the level k, and denote by 
tnk the time of the kth event of the compound stream xn(t). Since under the 
condition that vn(t) = 0, ° :::; t :::; T, all tnk appearing in the time interval [0, T] 
coincide with t~k' we have 

sup IP{tnl < xl, .. ·,tnm < xm} - P{t~l < Xl, .. ·,t~m < xm}1 

(2) 

Thus, to investigate the limiting behavior of the distribution of (tnl' tn2 •. .. ) it 
is sufficient to solve the corresponding problem for (t~l' t~2" .. ). Since, however, 

n 

P{t~l < al, .. ·.t~m < am} = n P{t~k < aklt~i < ai,i < k}, (3) 
k=l 

it is sufficient to consider an individual cofactor on the right-hand side of 
formula (3). 

The following fact is well known. A and B are two events and let B = Uy By. 
Then 

inf P{AIBy} :::; P{AIB} :::; sup P{AIBy}. 
y y 

We choose A to be the event (t~k < ad and B to be the event {t~i < ai• i < k}. 
Then B = Uy By, where By is the event that t~i = Yi and the numbers rio i < k, 
of the elementary streams that produced the events with the numbers i < k of 
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the compound stream un(t) are known. Evidently, 0 ~ Yi ~ T. Without loss of 
generality we set r i = i, i < k. Then 

n 

P{AIBy} = 1 - n (1 - Pnj), 
j=k 

where Pnj = P{xnj(ak);;:': 1Ixnj(Yk-d = O} and Yo = O. We have 

Pnj(1; ak, Yk-d 
Poj = . . 

1 - Pnj(1, Yk-l' 0) 

Since the expression in the numerator approaches 1 uniformly in Y and r as 
n -+ 00 and the sum over j of expressions in the numerator converges to 
A(ad - A(Yk-l)' then in view of the "law ofrare events" the relation 

P{AIBy} --+ 1 - exp{ -[A(ak) - A(Yk-l)]} 
n --+ 00 

is valid. However, since Yk-l = t~.k-l' this implies that the convergence is 
actually to the simplest stream. 

Note that if in Grigelionis' theorem we omit condition (6), more complex 
streams will be obtained: after the event of the limiting stream, at random 
distances finite or infinite chains of the associated events will be repeated. The 
class of possible limiting distributions has been studied by Kovalenko (1965b). 

2.10. Limit Theorem for Thinning Streams 

2.10.1. Statement of the Problem 

It quite frequently occurs in important practical problems that a customer 
stream passing through a number of successive servers loses a certain fraction 
of its elements. For example, when a mass-produced item is processed by a 
series of machines, defective items are rejected after each operation, and thus 
the initial stream is "thinned out." A similar situation occurs when proofs are 
read by several proofreaders in succession. After each proofreader, the num­
ber of errors missed that remain in the text decreases. The following question 
arises: What general statements can be made about these thinning streams? 
This question is quite appropriate, since the model may have numerous 
applications in physics and engineering. At a seminar on queueing theory held 
at the Institute of Mathematics of the Academy of Sciences of the Ukrainian 
SSR, streams of items on assembly lines were studied, and it was conjec­
tured that under quite general conditions thinning streams approach Poisson 
streams. At approximately the same time Renyi (1956) proved the first theorem 
in this direction. He studied an arbitrary renewal stream in which each 
customer is retained in the stream with probability q and drops out with 
probability 1 - q = p. By suitable changes in the time scale, the intensity of 
the stream remains fixed. This operation is repeated many times. Renyi has 
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proved that a stream transformed in this manner does in fact approach a 
simple stream. 

We thus see that simple streams are obtained not only as a result of 
summation of infinitesimal independent streams, but also by other limiting 
processes. It is of substantial interest, both from a theoretical and a practical 
point of view to study models that lead to simple streams. 

2.10.2. Laplace Transform of Transformed Streams 

Assume that a renewal stream for which Fl (x) = F(x) is subjected to the 
following thinning operation: each customer is retained in the stream with 
probability q and drops out with probability p = 1 - q. Simultaneously, 
another process takes place; the time scale is altered; the new time unit is 
an interval of length q-l. This double transformation will be called a Yq 
transformation. 

Denote by t 1 , t2 , ... the arrival times of customers in the stream. By 
assumption, the random variables 

are independent and identically distributed, their distribution function is F(x). 
We introduce the notation 

Fl (x) = F(x), Fn(x) = LX Fn- 1 (x - z) dFl (z) for n = 2, 3, .... 

It is known that Fn(x) is the distribution function of the sum ofn independent 
random variables each with distribution function F(x). Thus, F2 (x) may be 
viewed as the distribution of the time interval between the arrival of the kth 
and the (k + 2)th customers. In general, Fn(x) represents the distribution 
function of the time interval between the arrival of the kth and the (k + n)th 
customers. 

Denote by YqF(x) the distribution function of the interarrival times in a 
stream obtained by applying the transformation Yq to the initial stream. We 
shall prove that for any x > 0 

YqF(x) = f qpn-lFn(~). (1) 
k=l q 

Indeed, after transforming Yq adjacent in time of arrival customers remain 
in the stream with probability q, every other customer is retained with prob­
ability pq, ... , and n - 1 successive customers will be omitted (drop out) from 
the stream with probability pn-lq. But since the distributions of the interarrival 
times of these customers are Fl (x), F2 (x), ... , Fn(x), respectively, the total 
probability formula yields (1). 

Let cp(s) denote the Laplace-Stieltjes transform for the function F(x), i.e., set 

cp(s) = L'" e-XS dF(x). 
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We shall prove that the Laplace-Stieltjes transform of the transformed stream 
is 

T ip(s) = qip(qs) 
q 1 - pip(qs) 

(2) 

Indeed, by the theory of the Laplace-Stieltjes transforms, the transform of 
the sum of independent terms is equal to the product of the corresponding 
transforms of the summands. Thus, the Laplace transform of the function 
I'qF(x) in accordance with formula (1) is equal to 

'" I'qip(s) = q L pn-1ipn(qs). 
n=l 

From here simple algebraic transformations yield (2). 

2.10.3. Some Properties of the T-Operation 

We shall prove that successive application of transformations I'q1 and I'q2 to 
a stream is equivalent to the single transformation I'q1Q2. 

In accordance with (2) 

T (T ip(s)) = q2I'q1 ip(q2s) 
Q2 q1 1 - P2I'q1 ip(q2s) 

and hence 

Q.E.D. 
Since the correspondence between distribution functions and their Laplace­

Stieltjes transforms is one-to-one, we conclude that 

I'q2I'q1 F(x) = I'q1Q,F(X). 

A I'q-transformation does not alter the mean value of the interarrival time 
of a stream. This property is proved using the well-known equality 

L'" xdF(x) = -ip'(O). 

Simple calculations yield 

[~(T ())] = [ q2ip'(qS) ] 
ds qip s s=o (1 - Pip(qS))2 s=o 

q2ip'(0) , 
(1 - pf = ip (0). 

Q.E.D. 
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2.10.4. The 1'q-Transformation for a Simple Stream 

Let the initial stream be simple and with intensity A.. For such a stream 

F(x) = 1 - e-;'x, 
(00 1 
Jo xdF(x) =-;.. 

It is easy to evaluate the Laplace transform F(x) to be 

A. 
lP(s) = -1-' 

II.+S 

We shall show that simple streams are invariant under Yq-transformations. 
Indeed, 

A. 
q-­

A. + qs 
YqlP(s) = A. 

I-p-­
A. + qs 

A.q A. 
q(A. + s) = A. + s = lP(s). 

2.10.5. Renyi's Limit Theorem 

Renyi's Limit Theorem. Let A be a renewal stream with finite intensity A. to 
which the transformations Yq" Yq2' Yq3' ... are successively applied; also let 

Qn = qlq2"'qn-+ 0 

as n -+ 00; then as n -+ 00 the stream Yqn Yqn-' ... Yq, approaches a simple stream 
with the same intensity A.. 

PROOF. As it was previously shown 

Yqn Yqn-' ... Yq, = TQn' 

Now 

However, since 

and since the stream has finite intensity the derivative of lP(s) exists, 

lim 1 - lP(Qns) = -SlP'(O) =~. 
Qn->O Qn A. 

Thus, as n -+ 00 
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A 
T.Q <.p(s) -+ -,-. 

n I\. + s 

This relation proves the theorem. 

2.11. Additional Limit Theorems for Thinning Streams 

2.11.1. Belyaev's Theorem and its Generalizations 

D 

Belyaev (1963) proved a rather simple but quite important theorem on con­
vergence of a thinning stream to a simple one. It often happens that proofs of 
a mathematical theorem in particular cases are more complicated than a proof 
of a general theorem that encompasses all of these particular cases. This 
observation also applies to Belyaev's theorem. 

We shall state a somewhat more general theorem (which allows for the case 
of a nonstationary limiting stream) retaining the ideas of Belyaev's proof. 

Theorem. Let a sequence of streams be given, xn(t) be the number of events of 
the nth stream in the interval (0, t). The events of the nth stream are indepen­
dently thinned, Pnk be the probability of omitting the kth event of the nth stream; 
qnk = 1 - Pnk' If 

sup qnk-O 
k n-+co 

and for some sequence N = N(n) -+ 00 for any fixed t > ° 
xn(t) _ A(t) 
N(n)n ..... oo ' 

L qnk-B(t), 
k ""tN(n) n ..... 00 

(1) 

(2) 

(3) 

where A(t) and B(t) are nondecreasing functions, B(t) being a continuous func­
tion, then the nth thinned stream converges as n -+ 00 to a Poisson stream with 
the leading function 

A(t) = B(A(t)). (4) 

Corollary. If qnk = qn -+ 0, 

xn(t) 
N(n) -+ at, 

then the limiting stream is a simple stream with parameter A = abo 

PROOF. Introduce a time scale e, corresponding to each k = 1,2, ... the value 
of e = ek such that L~=l qni = e. If the kth event of the initial stream is retained, 
we say that the event of the e-stream at time ek has occurred. The numbers of 
stream events in disjoint time intervals are independent; by the theorem on 
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rare events in the interval of length () asymptotically, a Poisson number of 
events with parameter 1 takes place. Hence, the (}-stream in the limit becomes 
a simple stream with parameter 1. 

A thinning of the initial n-stream will be called a t-stream. It remains to 
obtain the correspondence between the t-stream and (}-stream. 

Denote by A(t l, t2) and b((}l' (}2) the number of events of t- and (}-streams 
in the intervals (tl,t2) and ((}l,(}2), respectively. 

Let 6 > 0 be an arbitrary fixed number. Select a b > 0 such that Izl < b 
implies 

IB(A(ti ) + z) - B(A(tJ)1 < 6, i = 1,2. 

Since with probability greater than 1 - 6 

I Xn(ti) I . 
N(n) - A(tJ < b, I = 1,2, for n > no, 

to the interval [tl,t2] there corresponds an interval [k l ,k2] of values of k 
such that [A(tJ - b]N ~ ki ~ [A(t i ) + b]N, i = 1,2. For definiteness, let us 
consider the upper bound. Then 

I qnk ~ I qnk --+ B(A(ti ) + b) < B(A(ti )) + 6. 
k';;; k, k ';;;[A(t,)+61N n -+ 00 

Hence, for n sufficiently large, 

I qnk < B(A(tJ) + 26, 
k~ki 

i.e., (}2 < B(A(tJ) + 26. The lower bound is obtained in a similar manner. Thus, 
an interval [(}l, (}2] will correspond to the interval [t l , t 2 ] with probability as 
close to 1 as desired. Here I(}i - B(A(ti))1 < 26. 

Whence 

P{b(B(A(tl)) - 26,B(A(t2)) + 26) ~ k} - 6 

~ P{A(t l ,t2) ~ k} ~ P{b(B(A(tl)) - 26,B(A(t2)) + 26) ~ k} + 6. 

Since the probabilities in the upper and lower bounds are distribution func­
tions of Poisson laws with parameters B(A(t2)) - B(A(tl)) ± 46 and since 
6 > 0 is arbitrary, we obtain that A(t l, t 2 ) is distributed in the limit according 
to the Poisson distribution with parameters B(A(t2)) - B(A(tl)). 

The limiting independence of A(tl' t 2 ) for disjoint intervals follows from the 
fact that the "inner" intervals of the type [B(A(td) - 26, B(A(t2)) + 26] are 
disjoint and the number of events in the complement to these intervals with 
respect to the intervals of the type [(}l, (}2] differs from zero only with the 
probability of order 6. The theorem is thus proved. 0 

2.11.2. Rare Events in the Scheme of 
a Regenerative Process 

Solov'yev (1971) studied possible limit distributions of the time of a rare event 
for a thinning renewal stream in the "scheme of series." Of special interest is 
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the limit theorem on convergence of the distribution ofthe time of occurrence 
of a rare event to an exponential distribution. 

Let Fn{x) be the distribution function of the random variable ~n ;;3: 0 and 
T,. = SO' Fn{x) dx. Following Solov'yev we say that ~n converges to zero in the 
Khinchin sense if for any x > 0 

1 f<xo 
T. Fn{x) dx - O. 

n --+ 00 
n x 

Let there exist for any n a renewal process such that the intervals between 
renewals are distributed as random variables ~n' A "rare" event may occur in 
any interrenewal intervals with probability q. Moreover, the time of observing 
the event may depend on the time elapsed since the last renewal; the event 
itself may depend on the length of the corresponding renewal interval. 

So)ov'yev's theorem. If qn~n/T,. tends to zero in the Khinchin sense, then qn(n/T,., 
where (n is the first moment of a rare event, is an asymptotically exponential 
function with parameter 1. 

NOTES 

Zakusilo (1972a, 1972b) studied necessary and sufficient conditions for the convergence 
of thinning semi-Markov processes. It was noted by Gnedenko that these problems 
are closely related to the study of distributions of sums of a random number of random 
summands. In the later works of Zakusilo (1973a, 1973b, 1973c) necessary and suffi­
cient conditions for such sums for random variables defined on certain random 
processes were considered. 

Necessary and sufficient conditions on convergence of superpositions of independent 
streams to a simple one were studied in Zakusilo and Meleshchuk's paper (1976). 

Along with the above mentioned we note the following important papers on streams 
of homogeneous events and their applicaton to queueing theory: Bremaud (1981); 
Belyaev (1969), <;inlar (1972), Franken and Streller (1980). 

In the papers of Grigelionis (1975) and Kabanov, Liptser and Shiryaev (1975) a 
martingale approach to the construction of the theory of streams of homogeneous 
events was developed. 



3 
Some Classes of Stochastic Processes 

Markov stochastic processes are of special importance in queueing theory. 
The reader has seen in Chapter 1 that queueing processes in a very wide range 
of systems can be described by Markov processes with finitely or denumerably 
many states. However, Markov processes involve maximal analytical assump­
tions: both arrivals of new customers and completion of servicing customers 
that are in the system should not depend on previous history. There is no need 
to emphasize that in the majority of practical situations this type of condition 
is far from being satisfied. Thus, it is necessary to utilize stochastic processes 
of a more complex character. In this chapter we shall discuss classes of 
processes that are most fruitfully applied in queueing theory. 

3.1. Kendall's Method: Semi-Markov Processes 

3.1.1. Semi-Markov Processes and 
Embedded Markov Chains 

The general tendency in queueing theory is to determine a stochastic process 
associated with the servicing process that can be viewed as a Markov process. 

Denote by v(t) a process describing the state of the queueing system at an 
arbitrary time; it is assumed that by a realization of the random function v(t) 
all changes occurring in the system can be tracked, such as arrival times of 
customers or times of service completion. The number of customers in the 
system at an arbitrary time t is an example of such a process v(t). Sometimes 
it is expedient to consider the process v(t) as a set of several parameters having 
certain physical meanings. Thus, when dealing with a system involving failures 
of servers, it is natural to consider the process v(t) as a two-dimensional one: 

v(t) = {VI (t), V2(t)}, 

where VI (t) is the number of customers in the system at time t and v2 (t) is the 
number of failed servers at the same time. In this and the succeeding chapters 
we shall present numerous examples in which the functioning of a queueing 
system is described by stochastic processes. 
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As soon as the probability laws governing the incoming customer stream 
are given, and the distribution of the service time and the service discipline 
are known, v(t) becomes a well-defined stochastic process. Kendall, one of the 
leading experts in queueing theory, has proposed the method of embedded 
Markov chains. Kendall's basic paper (1953) is devoted to this method. The 
idea is as follows: times {tn} (tn < tn+1) are selected so that the values of the 
process {v(tn )} form a Markov chain. The distribution of the random variables 
v(tn) is then studied by the standard methods for Markov chains. Finally, 
inference is made based on this distribution about the properties of the original 
process v(t). This last step is omitted in many cases, since the variables v(tn) 
themselves provide exhaustive information about the operation ofthe queueing 
system. 

Very often one considers the case when the set of possible values of the 
process v(t), hence also of the embedded Markov chain, is either finite or 
denumerable. Many problems can be reduced to such a situation. However, 
this restriction is not necessary; a continuous set of states may also be con­
sidered. From this point of view the method of embedded Markov chains 
(Kendall's method) includes the theory of random walks whose applications 
in queueing problems will frequently be used in what follows. 

Thus the embedded Markov chain is a sequence of values of the process at 
specially chosen times t n; these values form a Markov chain. It must be 
emphasized that the times tn are, as a rule, random and depend on the behavior 
of the process v(t) itself. An embedded Markov chain can also be determined 
in the case when the times t are not described by a Markov chain. 

We now present a definition of a semi-Markov process with a finite or 
countable set of states. 

Let X be a finite or quantable set; the elements of X will be denoted by 
letters i,j, .... We shall assume that a homogeneous Markov chain {vn' n ~ I} 
with values in X and transition matrix IlPijll is given. 

A semi-Markov process (SMP) is defined as a step linear process v(t), t ~ 0, 
with the following properties. In the half interval [0,t 1), v(t) = v1; in the half 
interval [t1' t2), v(t) = v2; and so on. For a fixed realization of the Markov 
chain Vn = in, n ~ 1, of duration t1, t2 - t1, t3 - t2, ... the sojourn ofv(t) in 
the states i 1 , i2 , i3 , ..• are independent; moreover, each one of these variables 
depends only on the state in which the process is at present and on the next 
state; also distribution functions 

P{tn - tn- 1 < xlvn = i, Vn+1 = j} = Fij(x), n ~ 1, 

are defined where to achieve generality it is assumed that to = 0. In place of 
Ilpijll and {Fij(x)} one can assign only the functions 

Pij(x) = pijFij(x), 

which possess the following interpretation. If at a given instant the process 
arrives at the state i, then with probability Pij(x) the next transition of the 
process will occur during a period shorter than x and will proceed into the 
state j. The function Pi(x) = Li Pij(x) is the distribution function of the time 
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until the next transition of the process. Note that the states Vn and Vn+1 of a 
semi-Markov process are not necessarily different; in this case a "transition" 
is a return to the initial state. Moreover, an initial distribution p!o) = P{ Vi = i} 
should be defined. 

Now let v(t) be a SMP, (vo, to) be a two-dimensional random variable 
(to> 0), which does not depend on the trajectory of v(t) given that VI is known. 
Then the random process 

( ) { vo for 0 ~ t < to, 
VI t = 

V(t - to) for t ~ to 

is called a semi-Markov process with delay. To characterize this process sta­
tistically in addition to Pij(x), one should define the distribution ofthe random 
variable (vo, VI' to). The transition times ofa SMP with delay is more convenient 
to denote as to, t1 , t2 ,··· rather than to, to + t1 , to + t2 ,··· • 

One can define SMP in a somewhat different manner. Consider a system 
that is at the initial t = 0 at a random state Vo and that changes its states by 
jumping at times t 1 , t 2 , •••• 

Let the system reach the state i at time tn. A number of factors act on the 
system, among them the jth one, which transfers this system into the state j 
provided this state exhibits itself before the other states. The time Y/j at which 
the jth factor manifests itself counted from the time tn possesses the distribution 
function Cl>ij(x); the random variables Y/j are independent. 

Evidently tn+1 - tn = min Y/j; if Y/j possesses densities k(x), then 
j 

Pij(x) = LX (IJ <l>ik(t)) (k(t)/<I>ij(t)) dt, x ~ 0, 

where <l>ij(t) = 1 - <I>v(t). 
The Markov chain {vn} is called an embedded Markov chain of the given 

semi-Markov process. The intervals (tn-I' tn) are called cycles. 
Note that a Markov process with transition intensities Aij and output 

intensities Ai = LUi Aij is a SMP; for x ~ 0 

{
A -./.ox 

Pij(x) = o~e " 

Cl>;j(x) = {~:je-"ijX, 

We make the following remarks: 

j -# i, 

j = i, 

j -# i, 

j = i. 

1. In the definition of SMP an infinite value for the duration in the state i is 
admissible. Thus, the probability Pi( 00) may be less than 1; the probability 
that the process after arriving into state i remains there forever is equal to 
1 - Pi(oo). 

2. In a general case a SMP is defined by the characteristics ofSMP introduced 
above only for t ~ t* = limn-+oo tn' However, ifthe embedded Markov chain 
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{Vn } possesses an ergodic distribution, then t* = 00 always, and, hence, the 
process is defined for all t ~ O. 

3. If we extend the set of states of the process, namely, introduce the variable 
v(t) = (vn' vn+1), where Vn = v(t) and Vn+1 is the state ofthe processes after the 
next transition, then in the new variables Fiix) will depend only on i but 
not onj. 

3.1.2. Some Results from the Theory of Markov Chains 

The possibility of solving queueing problems by the method of embedded 
Markov chains discovered by Kendall stimulated the development of methods 
in the theory of Markov chains reflecting the special features of an applied 
nature. First, ergodic theorems are of interest for queueing theory. Using these 
theorems inference can be made about the existence of a steady-state mode of 
the system that is independent of the initial state. 

Consider a homogeneous Markov chain. The states of this system will be 
denoted by Vo, V1, ••• , Vn, ... Thus, Vo is the initial state and Vn is the state after 
the nth step or at the nth instant of time. The set of states is finite or 
denumerable; we shall denote this set by X. 

Let Pij be the probability of transition from state i to state j in one step; pll) 
is the probability of a similar transition in n steps. (In particular Pij equals plY) 

The condition for ergodicity of the chain {vn } is of special interest to us; it 
will be understood here in the following sense. 

As n -+ 00, the transition probabilities possess limits which do not depend 
on the initial state: 

pI']> --+ 1tj , i, j E X, 
n --+ 00 

(1) 

where 

(the case of departure to infinity is excluded if i is viewed as a numerical index). 
Before giving the condition for ergodicity of a Markov chain, we state two 

essential requirements for the validity of this property. 
1. Irreducibility: transition from any state i to any other state j is possible 

(in a number of steps). More precisely, for arbitrary states i and j there exist 
states i1 , i2 , ••• , in (here n may depend on i andj) such that the probabilities 
of transition in one step from ito i1 , i1 to i2 , ••• , in- 1 to in' and finally from in 
to j are positive. 

2. Aperiodicity: the greatest common divisor of the positive integers n such 
that pI']> > 0 is 1 (for all i and j). 

Markov chains with properties (1) and (2) are called irreducible aperiodic 
chains. 

Conditions for the ergodicity of irreducible aperiodic chains have been 
derived by many authors in somewhat different forms. We refer the reader to 
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Feller (1950) (Chapter 15), Sarymsakov (1954), and Foster's paper (1953). We 
shall not discuss the general ergodic theorem here, which may present difficul­
ties for an engineering-oriented reader. Instead, we shall state a theorem that 
is useful for queueing theory. 

Let a nonnegative functon f(i), i E X, exist with the following properties: 

1. For some 6 > 0 and all i E X except possibly a finite number of them 

M{f(vn+1)lvn = i} ~ f(i) - 6. 

2. M{f(vn+1)lvn = i} < 00, i E X. 

(2) 

(3) 

Theorem. If a Markov chain {vn } is irreducible and aperiodic and satisfies the 
conditions (2)-(3), then the chain is ergodic. 

The proof is presented in Klimov's paper (1964). 
We cite yet another useful test for ergodicity of a Markov chain (Tweedie 

(1975)). 
Let {vn } be an irreducible, aperiodic Markov chain with the states 0, 1, 2, ... : 

p!'j> = P{vn =jlvo = i}; 

J1(i) = M{vn+1 - vnlvn = i}. 

Then for the ergodicity of {~n} it is sufficient that i and N > 0 exist such that 

lim L pI;) J1(j) < O. 
n-+<X) j~N 

In practical problems it is important to know, in addition to the ergodic 
distribution, how fast the transient distribution approaches the limiting 
distribution. 

Of special interest is the case when an exponential bound can be obtained 
of the form 

Ip!;) - 1tjl < MijAij, 

where the constants Aij are smaller than 1. 
If (2) is satisfied following Kendall, we speak of geometric ergodicity. The 

appropriate conditions are discussed in Kendall's paper (1960). 
Vere-J ones (1962) has proved a theorem on the existence of a uniform bound 

Ip!;) - 1tjl ~ MijAn, 0 < A < 1. 

If in a given state i the bound 

Ip!7) - 1td < Mi)ii 

holds, the state is called geometrically ergodic. Vere-Jones' result may be stated 
as follows: 

If all states of an irreducible aperiodic Markov chain are geometrically ergodic, then 
the uniform bound holds for some A. < 1. 
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Vere-Jones (1964) applied this result to the study of the time required for a 
queueing process to reach stationary conditions. 

The corresponding theorem for the case when the number of possible states 
of the Markov chain is finite is useful. In this situation geometric ergodicity 
does not need to be specially proved. 

Theorem. If a Markov chain is irreducible and aperiodic and the set N of the 
states is finite, then the uniform bound (4) holds for some Ii < 1. 

For the proof, see Feller (1950). 
The classical Bernstein inequality provides a bound for the values of Ii: if 

PHo ~ 1 - Ii, then 

"Ip!~) - n·l:< 2lin L... I) ) -..:: • 
j 

3.1.3. Basic Relations for Semi-Markov Processes 

(4) 

Denote by Bij(t) the probability of the event {v(t) = j} under the condition 
v(O) = i, by Bit) the unconditional probability of the same event. 

By the formula of total probability 

(5) 

where plO) = P {vo = i}. Thus Bij(t) = Bj(t) when the initial probabilities are of 
the form p~O) = bik' 

We have the stochastic relation 

{
VI' 

V(t) = *( ) 
V t - tl , 

where v*(t) is a SMP with the same characteristics as v(t) and starts from 
the state to which the initial process arrives at time t. Proceeding from 
stochastic relations to probabilities we obtain the equation 

Bij(t) = P;(t)bij + L (I Bkj(t - x)d~k(x), t ~ O. 
k Jo 

One can use the method of Laplace transforms introducing the functions 

Bij(S) = {'Xl e -sl Bij(t) dt, 

nij(s) = {'Xl e-sl dPij(t), 

ni(s) = ~ nij(s) = roo e-sl dPi(t). ) Jo 
(The first is meaningful for Re s > 0, the others for Re s ~ 0.) 

(6) 

(7) 

(8) 

(9) 
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Applying Laplace transforms to (6) we arrive at 

B;j(s) = ~ [1 - 1t;(s)]l5ij + L B~(S)1t;k(S). 
S k 

(10) 

For fixed s, relation (to) is a system oflinear algebraic equations. 
Assume that s is positive and let it tend to infinity. Then for all i, j, 1t;j(s) 

tends to zero. Consequently, the determinant, as is easily seen, is an analytical 
function for Res> 0, it can vanish only at isolated points (otherwise it would 
be identically zero, which, as we have seen, is impossible). Thus, Eq. (10) has 
a unique solution provided there is a finite number of states in the system. 

An attentive reader may note a lacuna in our arguments. Actually, our 
reasoning is valid only when finitely many renewals occur in a finite period 
with probability 1. Otherwise one cannot speak ofthe value of the process v(t) 
at the instant t, since it may be undefined. 

To exclude this possibility it is sufficient to require that there exist a positive 
B such that for every j 

Fj(B) ~ 1 - B. 

In practical problems this condition is always satisfied. In this connection 
we remind the reader of Feller's theorem discussed in Chapter 1 on incoming 
streams. 

Equations (to) are the inverse equations of a SMP or, to use Feller's 
terminology (1950), backward equations. Now we shall set up the forward 
equations. 

Denote by Hj(t) the average number of transitions of the process v(t) in the 
interval (0, t) after each one of which the process arrives at the state j. The set 
of times at which such transitions occur forms a renewal process; thus, Hj(t) 
is a renewal function. For F;j( +0) = 0 the differential of this function dHj(t) 
can be interpreted as the probability that in the interval (t, t + dt) a transition 
into the state j occurs. Whence 

dHit) = L plO) d~j(t) + L rt 
dHk(t - x) dPkix), t ~ o. (11) 

; k Jo 
We can apply the Laplace-Stieltjes transform to the equations (11). Denoting 

hj(s) = t'O e-st dHj(t), 

we obtain 

(12) 

We now return to the problem at hand. The event {v(t) = j} may occur in two 
ways: either v(O) = j and t1 > t or at some time x < t the transition into the 
state j occurred and after that during time t - x no transitions took place. 
Whence 
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Hence, 
(14) 

We note a generalization of formulas (13) and (14). Assume that to each 
trajectory of a semi-Markov process there corresponds a random process '1(t) 
with the following property: If it is known that at time T the transition v(t) 
into the state i occurred and the next transition occurs after time T + x, then 
'1( T + x) does not depend on the trajectory of v(t) up until time T and possesses 
mathematical expectation /;(x). Then 

M'1(t) = L p!O)Pj(t)/;(t) + L Pj(t - x)ij(t - x)dHj(x). (15) 
i j 

Taking Laplace transforms we obtain 

r''' e-st M'1(t) dt = !: p!O)(P;/;)*(s) + !: (Pjij)*his), Re s > 0, Jo , J 

where (P/;)*(s) is the Laplace transform of the function P;(t)/;(t). 

3.1.4. Ergodic Properties of a Semi-Markov Process 

Let a SMP with delay v(t) with a finite or countable set of states be given. The 
delay time as well as the sojourn time in any state is assumed to be finite with 
probability 1. Denote 

T j = I" x dPj(x) 

and assume that Tj < 00, i E X. Finally, assume that a Markov chain {vn } 

possesses an ergodic distribution {7tj }. 

Theorem 1. Let 1] be the instant of time in the interval (0, T) during which the 
process v(t) is in the state j. Then with probability 1 for U:: Tj7tj < oo} v {Tj < oo} 

lim (1]/T) = Tj 7tj II Tj7tj. (16) 
T-oo i 

Theorem 2. Let the conditions of Theorem 1 be fulfilled and let, at least for one 
i, such that 7t j > 0, Pj(x) be a nonlattice distribution.* Then 

Bj(t) ---+t Tj7tj/I Tj7tj 
~oo i 

(17) 

for any initial distribution {p!O)}. 

* For this to be valid it is sufficient to require the existence of a positive derivative of 
function Pj(x) for at least one x > o. 
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Theorem 3. Let the conditions of Theorem 2 be fulfilled and let !j(t) be integrable 
functions such that 1!j(t)1 ~ C. Then under the conditions of formula (15) 

1 foo -lim Mll(t) = ~ L 1Cj Pj(t)!j(t) dt. 
t .... oo L... 'tj1Cj j 0 

j 

(18) 

We suggest that the reader compare Theorem 3 with the key renewal 
theorem (Section 2.6). 

3.1.5. Method of "Catastrophes" 

In queueing theory a probabilistic interpretation of various integral trans­
formations is used, which allows us to derive equations directly, for example, 
for the Laplace transform of the transition function of the queue length. This 
method was developed by Klimov (1964) and is most efficiently used in the 
study of priority queueing systems; cf. Gnedenko et al. (1973). 

To explain the idea behind the method we shall consider the simplest 
example. Let there be a renewal process with the distribution function F(t) of 
the interrenewal times and the renewal function H(t): 

ljJ(s) = Loo e-st dF(t); <p(s) = Loo e-st dH(t). 

It is required to derive an equation for <p(s). Assume that s = A > O. Define 
the random variable ~ independent of the renewal process and exponentially 
distributed with parameter A. Integration by parts of the expression defining 
<p(A) yields 

<p(Je) = Loo H(t)Ae-;'t dt = MH(~). 

We shall call ~ the time of a "catastrophe"; we then see that <p(Je) is the 
mathematical expectation of the number of renewals up to the time of a 
catastrophe. 

We have 

I' = 1(1 + 1'1), My = M1 + M1Y1, 

where 1 is the indicator of the event {a catastrophe did not occur up to the 
first renewal}, 1'1 is the number of renewals up to the occurrence of a catastrophe 
without counting the first one of them. 

Clearly, 

M1 = LX> e-;'t dF(t) = IjJ(A). 

In view of the properties of an exponential distribution, if a catastrophe did 
not occur up to the first renewal, the duration until its occurrence does not 
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depend on the past. Thus, under the condition {I = I}, Yl is a random variable 
having the same distribution as y. Thus, 

MIYl = MI' M {YlII = I} = 1/1 (A) <p (A). 

Finally, we obtain 

<p(A) = I/I(A) + I/I(A)<p(A) = I/I(A)/[1 - I/I(A)]; 

this equation was obtained in Chapter 2 using another method. Actually, from 
A > 0 one should proceed to complex variable s, but this does not involve any 
difficulties using the principle of analytic continuation: it is sufficient to note 
that l/I(x)/[1 - I/I(s)] is an analytic function in the half-plane Re s > O. Since 
it coincides with <p(s) for s E [R+, it follows that it will be equal to <p(s) in the 
whole half-plane. 

3.2. Linear-Type Markov Processes 

3.2.1. Definition 

We shall describe a class of Markov processes proposed by Belyaev (1962). 
Let a system be given such that no more than one operation can be performed 
in it simultaneously. The state of the system is described by a Markov process 
~(t), the set of states of which X consists of two subsets: Xo and Xl x [R+. The 
sets Xo and Xl are finite or countable; if ~(t) E X o, then operations are not 
carried out at time t in the system. The set Xl x [R+ consists of elements of 
the form (l,j, z) where I is the index that determines the type of operation being 
performed, j is an additional discrete parameter, z is the time from the 
beginning of the operation. The distribution function of the time of an opera­
tion ofthe lth type is F/(x). Thus, for ~(t) = (l,j, z) the probability of completion 
of the operation during time dt is [F/(z + dt) - F/(z)]/F,(z). 

If at time t the operation is completed and if immediately before that the 
state of the process was (I, i, z), then with probability pdm,j) the process moves 
into the state (m,j,O) (here an operation of the type m commences) and with 
probability Pli(j) into the state j E Xo. Besides transitions of the process 
associated with terminations of operations, spontaneous transitions are also 
possible. Namely, for ~(t) = i E Xo during time dt with probability Ai(j)dt a 
transition of the process into state j E Xo may occur and with probability 
Ai(l,j) dt into the state (l,j, 0); if ~(t) = (I, i, z), then with probability Adj) dt the 
process passes into the state (l,j, z + dt). It is required that the random process 
~(t) be Markovian. The process defined above will be called a lined Markov 
process (or an L-process). 

3.2.2. Basic Equations 

Assume that the set of states of discrete components of a process is finite, F,(X) 
are absolutely continuous functions, P,(X) are the corresponding probability 
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densities. Belyaev has shown that under an absolutely continuous initial 
probability distribution of states of the process there exist continuous functions 

Pi(t) = Pg(t) = i}, i E Xo 

and 
- d 

qli(t, x) = [F,(x)]-l dx Pg(t) E {(t, i,y), y < x}}, 

satisfying the system of differential equations 

pj(t) + AjPj(t) = I. Ai(j)Pi(t) + I. Pli(j) roo qli(t, z) dF,(z), 
j#ieXo (l,i)eX l Jo i E X o, (1) 

(2) 

with the boundary conditions 

%(t,O) = I. Ai(1,j)Pi(t) + I. I. Pmi(1,j) roo qmi(t, z) dFm(z), (3) 
ieXo m i#j Jo 

where 

If the set of states of discrete components is infinite, to justify (1), (2), and (3) 
additional regularity conditions are required. The following simple condition 

Ali ::::; c, dF,(z)::::; c dz (4) 

is sufficient. One can associate with a lined Markov process ~(t) an "em­
bedded" Markov chain ~n = ~O(tn + 0) where tn is the nth-in increasing 
order-time when either a certain operation is terminated or the process 
proceeds from a state in the set Xo into some other state (belonging to Xo or 
to Xl x IR+), ~o(t) = i for ~(t) = i E Xo, ~o(t) = (/, i) for ~(t) = (1, i, z). The tran­
sition probabilities {~n} are of the form: 

where 

Pij = Ai(j)/ Ai' 

Pi,(I,j) = Ai(1,j)/Ai, 

P(I,i),j = I. g,;{k)Plk(j), 
k 

P(I,i),(m,j) = I. g,;{k)Plk(m,j), 
k 

gli(k) = LOO uW(t) dF,(t), 

(5) 

(6) 

(7) 

(8) 

uW(t) is the transition probability function of a homogeneous Markov process 
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y(t) with the transition intensities 

~ P{y(t + dt) = kly(t) = i} = Ali(k). 
dt 

Let Hj(t) be the mathematical expectation of the number ofn such that ~n = j, 
o < tn < t, Hlj(t) is the analogous mathematical expectation for (l,j) in place 
of j. Introduce the notation 

We have 

Bit) = pjO)e-;"jt + L e-;"it- x ) dHix ), (9) 

Blj(t) = ~ p\?)Pz(t)u!j>(t) + ~ rt 
Pz(t - x)u!j>(t - x)dHli(X). (10) 

I , Jo 
Let 

Then for hj(s) the system of equations of the form (12) presented in Section 
3.1, namely: 

hj(s) = L plO) Ai(j)/(S + A;) + L p\?)nli(j, s) 
i l,i 

+ L hi(s)Ai(j)/(S + Ai) + L hli(s)nu(j, s), (11) 
i l,i 

hlj(s) = L plO) Ai(l,j)/(s + Ai) + L p~.)inmi(l,j, s) 
i m,i 

+ L hi(s)Ai(l,j)/(s + Ai) + L hm;(s)nmi(l,j, s), (12) 

is fulfilled, where 

i m.i 

nli(j, s) = L roo e-stuW(t) dF,(t)P'k(j), 
k Jo 

nmi(l,j, s) = L roo e-stulk)(t) dFm(t)Pmk(l,j). 
k Jo 

(13) 

(14) 

Note that it is often possible to express expressions of a similar type in an 
elementary manner in terms of I/I,(s) = SO' e-st dF,(t). This is because ulk)(t) is a 
solution of a system of linear differential equations with constant coefficients. 
For example, in the case where a given function is represented in the form of 
a linear combination of exponents u(t) = e-pt it is sufficient to observe that 

Loo e-stu(t) dF,(t) = I/I,(s + p). 
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3.2.3. The Ergodic Theorem for Lined Processes 

We define a SMP v(t) as follows. If ~(t) = i, then v(t) = i; if ~(t + 0) = (I, i, 0), 
then v(t) = (I, i) starting from time t up until the time of completion of an 
operation that started at time t. At discontinuity times we shall define v(t) 
by the continuity from the right. Thus, v(t) in a sense traces the changes in the 
states of ~(t) but loses this property at those intervals where operations take 
place. It is easy to see that Hj(t), Hlj(t) defined by means of the process ~(t) 
also has an analogous meaning for the new process: Hit) (H1it)) is the mean 
number of arrivals of v(t) into the state j ((I,j)) in the interval (0, t). The mean 
sojourn time of v(t) is in the state j 

and in the state (l,j) 

Theorem. Let the Markov chain with the set of states Xo U Xl and transition 
probabilities (5)-(8) possess an ergodic distribution {1ti; 1tIJ and 

To = L 'i1t i + L 'li1tli < 00. 
i l,i 

Then 

(15) 

(16) 

The proof is completely trivial: it is sufficient to use Smith's theorem 
(Chapter 2). 

3.2.4. The Method of Integrodifferential Equations 

When ~(t) = i, set ~o(t) = i; if, however, ~o(t) = (1, i, z), set ~o(t) = (I, i), ~ 1 (t) = z. 
In this case ~ 1 (t) is an "additional" component of the random process ~(t). 
Processes with additional components are commonly employed in queueing 
theory; these components are chosen in a manner that the resulting process 
becomes Markovian. 

Denote 

We shall clarify the basic principle behind the derivation of Eqs. (1)-(3). 
Assume that 
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F/i(t, x) = LX P/i(t, y) dy, 

where pdt, x) are continuously differentiable functions. Then P/i(t, x) dx is the 
probability of the event go(t) = (/, i), x < e 1 (t) < X + dx}. Thus, for ~ > 0 

Plit + ~,x + ~)dx = Pgo(t + ~) = (I,j),x + ~ < e1(t +~) < x + ~ + dx}. 

The event written in braces can occur in the following mutually exclusive ways: 

1. x < e(t) < x + dx; during time ~ not a single spontaneous change in the 
state of the lined process occurred and the operation did not terminate. 

2. x < W) < x + dx; eo(t) = (I, i), i -# j, and in the interval (t, t + M a spon­
taneous change from (I, i) to (I,j) occurred; the operation did not terminate. 

3. x < W) < x + dx; eo(t) = (I, i); during the time from t to t + ~ at least two 
spontaneous changes occurred. 

Using the probabilities of the above stated events we obtain 

Plit + ~,x + ~)dx = [1 - Alj~ + o(M]plj(t,x) [F,(x + ~)/F,(x)]dx 

F,(x +~) + L [A/i(j)~ + Oi(~)]P/i(t,x) dx 
i#j Fl(x) 

+ L o;(~)P/i(t, x) dx, 
i 

(17) 

where Oi(~) and o;(~) denote infinitesimal random variables in comparison 
with ~. 

Equality (17) can be rewritten as follows: 

%(t + ~,x + ~)dx = [1- Alj~ + o(~)]q'j(t,x)dx 

+ ~ L A/i(j)q,i(t, x) dx + o(~) dx, (18) 
i#j 

if one assumes that the bounds Oi(~) and o;(~) are uniform in i as ~ ~ O. 
Dividing both sides of(18) by ~dx and rearranging the summands we obtain 

1 
A [qlP + ~,x +~) - %(t,x)] = -Aljqlj(t,X) + i~j A/i(j)q/i(t,X) + 0(1). 

(19) 

Equation (19) immediately implies (2), since for the continuously differential 
function f(t, x) the difference ratio 

1 
A(f(t + ~,x +~) - f(t,x)) 

converges as ~ 0, to, 
of of 

ot + ox' 
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The derivation ofEq. (1) is analogous to that of (2); only one point requires 
an explanation. If W + Ll) = j, then it may happen that ~(t) = (I, i, z). More­
over, the operation should be completed during time Ll and the process should 
move on into the state i. The probability of this event is 

Pli(j) I'D Pli(t, z)([FI(z + Ll) - Fl(z)]/F,(z)) dz 

= Pli(j) LOO qli(t, z) [Fl(z + Ll) - Fl(z)] dz. 

The integral on the right-hand side of this equality actually extends only 
over the interval (0, t) since ~ 1 (t) ::::; t. Assume that Fl(z) ~ P(z) > 0 for any 
z > O. Then 

foo 1 ft 
a qu(t, z)(···) dz ::::; p(a) a Pli(t, z)(···) dz; 

since the series Ll,; J Pli(t, z) dz converges as a sum of probabilities of disjoint 
events, the required limiting transition follows from the continuity of F;(z). In 
view of mono tonicity in a, we can then set a = O. 

We now turn to Eq. (3). We have 

(20) 

Since ~ 1 (t) < Ll, the operation that takes places at time t starts in the interval 
(t - Ll, t). This is possible only under the following conditions: 1) in the given 
interval the preceding operation terminated, 2) in the given interval an 
operation commenced due to a spontaneous change in the state ofthe process. 

Subsequent arguments are analogous to those described above. 

3.2.5. Lined Processes with a Fixed Remainder 

Let ~(t) be a lined random process. If ~(t) = (I, i, z), then based on the realization 
~(s), s > t, we can determine the time t + y when an operation will be com­
pleted that lasted at time t. Set y(t) = y and call y(t) the size of a jump at time 
t. A random process ((t) that is equal to ~(t) for ~(t) E Xo and is equal to 
(~o(t), y(t)) otherwise is a Markov process. 

Considering the random process ((t) instead of ~(t) allows us to somewhat 
simplify definitions and notation. Indeed, for the definition of a lined Markov 
process the index I was essential: this index determines the probability with 
which an operation can be completed during time Ll provided it has already 
lasted time z. In the case of the process ((t), the remaining time is fixed, 
i.e., I is inessential here. 

We shall now present a new definition of a lined Markov process (with a 
fixed remainder). The set of states of a process is Xo U (Xl X IR+), where Xo, 
X 1 are finite or countable sets, XIX IR+ is the set of pairs (i, z), z is a variable 
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admitting any positive values. The values i for which i E Xl do not appear 
in Xo. 

For e(t) = i E Xo with probability 1 - AiA + o(A), the equality e(t + A) = i 
is satisfied; with probability AijA + o(A) the equality W + A) = j #- i, j E Xo; 
with probability AijABj(x) + o(A), the equality W + A) = (j, z), z < x, where 
j rj Xo. Moreover, Ai = Lj Aij. For W) = (i, x) with probability 1 - AiA + o(A) 
we have e(t + A) = (i, x - ctiA), where cti ~ 0 is a constant, with probability 
AijA + o(A) at time t + () in the interval (t, t + A) a transition of W) into the 
new state such that 

occurs. 
Now let W - 0) = (i,O). Then with probability pI]) we have W) = j E X o, 

with probability pl])Bj(x) we have e(t) = (j, z),j E Xl' where z < x. Finally, we 
complete the definition of e(t) at the instants of changes of states by the 
continuity from the right. 

Note that e(t) is the same as W) in the preceding section; the second 
component of e(t) is y(t), however, for uniformity we shall denote it by e I (t) 
retaining for the first "discrete" component the notation eo(t). 

The process e(t) defined above will be called a lined Markov process with 
fixed remainder. 

Note that the introduction of constants ctj allows us to proceed from a 
"temporal" to an "energy" interpretation of operations: ctj is the rate of 
performance of an operation at state j of a discrete component, BAx) is the 
distribution of the amount of work associated with an operation that begins 
in state j. If in all the cases ctj = 1, then the amount of work becomes the time 
of an operation execution. 

Note that by extending the set of states of the process one can make BAx) 
dependent on the preceding or succeeding state of the process (as in the 
case of SMP). When solving specific problems, readers may carry out this 
modification-if necessary-on their own. 

3.2.6. Differential Equations 

Denote 

pAt) = P{eo(t) = j}, j E Xo; 

Fj(t, x) = P{eo(t)=j,el(t)<X}, jEXI . 

For given functions a system of integro-differential equations can be derived 
analogously to the corresponding characteristics of a lined Markov process. 
The reader is requested to construct this system as an exercise. We shall 
consider the most important case of a stationary distribution: pit) = Pj' 
Fit,x) = Fj(x). Letj E Xl' Assume that Aj ~ c, ctj ~ c; 
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We have Pj = P{eo(L1) = j}. 

lim sup Bj(x) < 1. 
x.j.o j 

The following cases are possible: 

1. ~o(O) = j; there are no transitions in the interval (0, L1). 
2. ~o(O) = i =I j; in the interval (0, L1) there is a transition from i into j. 
3. ~(O) = (i, z), Z < L1; at time Z there is a transition into j. 
4. In the interval (0, L1) at least two events occur. 

(21) 

The probabilities of occurrences of these cases are equal to Pj(1 - AjL1 + 
o (L1)), PiAijL1 + 0(L1), Fi(cxiL1)plj>, o (L1), respectively. Only the last assertion 
requires explanation. 

Let t be the time of spontaneous change of the state of ~o(t), and t' be the 
next such time. Then with any information on the trajectory of the process up 
to time t the random variable t' - t is stochastically larger than the exponen­
tial variable with parameter c. Whence, if so(T) is a number of spontaneous 
changes in the interval (0, T), then Mso(T) ~ cT If r is now the time of an 
operation completion and r' is the next such time, then r' - r under any 
additional assumptions on the trajectory of the process up to time r is 
stochastically larger than the random variable with the distribution function 
<I>(t) = SUpjBict), which in accordance with condition (21) possesses a positive 
(not necessarily finite) mathematical expectation. Whence, we have Ms(T) ~ 
C1 T for the number s(T) of completions of operations in the interval (0, T) by 
a property of a renewal function. Thus, the intensity of the stream of events 
is finite (~ c + c1 ). 

Equating the probabilities associated with times L1 and ° we obtain 

Pj = pj(1 - AjL1 + 0(L1)) + L Pi(AijL1 + 0(L1)) 
j#iEXo 

+ L Fi(cxiL1)plj> + 0(L1). (22) 
i¢Xo 

Whence, 

(23) 

The limiting transition is justified since {UO) < L1} implies the completion of 
an operation in the interval (0, L1), whence 

L Fi(L1) ~ c1 L1· (24) 
ieX l 

On the other hand, F; (0) is by definition the value of the parameter of a 
stationary stream of homogeneous events, namely, the times of completion of 
operations when the discrete component is in state i. 

Now consider the event {eo(L1) =j'~l(L1) < x}. At time ° we have the 
following: 
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No. Event Probability 

2 

3 

4 

5 

eo(O) = j, IX}!!. < e 1 (0) < X + IXi!!.; in the interval (Fix + IXi!!.) 
(O,!!.) there are no spontaneous transitions. - F}(IX}!!.)) x (1 - A}!!. + o(!!.)) 

eo(O) = i E Xi; at time!!. - 8 a spontaneous (Fi(X + v') - Fi(V')) 
transition into j occurred; x (AO!!. + 0(tJ.)), 
IXi(!!. - 8) + IXi8 < el(O) < x + IXi(!!. - 8) + IX}8 v' = O(!!,) 

eo(O) = i, e 1 (0) < IXi!!.; at time!!. - 8 the transition Fi(IXi!!.)pl]) Bi(x + IXjV), 
into the state (j, z), occurred IXj 8 < z < x + IXj8. O<v<!!. 

eo(O) = i E Xo; at time!!. - 8 the transition into the Pi(Bix + v") - Bj(v")) 
state (j, z), occurred IXj 8 < z < x + IXj8 x (Aij!!. + o(!!.)), 

v" = O(!!,) 

At least two events in the interval (O,!!.) occurred. o(!!.) 

We arrive at the equality 

F}x) = [Fj(x + CXj':~) - F}cxj~)] (1 - Aj~) 

+ L Fi(X + V')Aij~ + L Fi(CXi~)P!j) 
i i 

+ L PiAij[B}x + v") - Bj(v")]~ + o(~). (25) 
i=Xo 

Analogously to the preceding we have the differential equation 

cxjFj(x) - cxjFj(O) - AjFix) + L AijFi(X) + L cxiF;(O)p!j) + L PiAijBj(x) = 0 
i i i:=Xo 

(26) 

at the points where all the Bi(X) are continuous, i.e., everywhere in the interval 
(0,00). 

Thus, the stationary distribution of a lined Markov process with a fixed 
remainder satisfies the system of equations (23), (26). Evidently the normalizing 
condition 

L Pi+ L Fi(oo) = 1 (27) 
ieXo ieX l 

is also satisfied. For any x ~ 0 it follows from (25) that 

1 1 A [Fj(x + CXj~) - Fj(x)] :::;; A Fj(cxj~) + Aj + O(~) '" cjFj(O) + Aj; 

thus Fj(x) are absolutely continuous functions. 
Therefore, if one introduces the Laplace-Stieltjes transform his) = 

JO" e-st dFit), then in this integral dFj(t) = Fj(t) dt. From (26) we obtain the 
system of equations 
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S(XjbiS) - (XjF;(O) - Aj'h(s) + L Aijb;(S) + L (XiF[(O)P!]) + L P;Aijl/tj(s) = 0, 
i ieX 1 ieXo 

(28) 

where I/tj(s) is the Laplace-Stieltjes transform of Bj(x). Formally, the system 
of equations (28), (23), (27) contains "more" unknowns than equations. The 
missing equations can be obtained from analytic considerations. Thus, when 
there is a finite number of discrete states of the process, by solving the system 
(28) with respect to {bj(s)} we arrive at 

bj(s) = L\ -1 (s)Lis), (29) 

where L\(s)-as the determinant of the system-is a polynomial in s; Lj(s) is an 
expression linear in Pi' i E Xo; CiF[(O), i E Xl. Since bis) are analytic functions 
for Re S > 0, we have 

Lj(s) = 0, ... , Lj-l(S) = 0 (30) 

for each root of L\(s) in the right-half-plane, where r is the multiplicity 
of this root. 

We now present an alternative method for constructing equations directly 
from the unknown constants based on an embedded Markov chain. 

Let tn be the time of completion of the nth operation, Vn = ~O(tn - 0). Then 
{vn } is a homogeneous Markov chain. Denote 

uij(t) to be the transition function of a homogeneous Markov process with 
transition intensities Aij; 

uij(t) to the transition function ofthe same process with a prohibition to return 
to the set of the states in Xo; 

aij = Loo uij(t) dBi(t); (31) 

Vij is the probability that the Markov chain with transition probabilities Aij/ Ai 
under the initial state i will leave the set of states Xo for the first time passing 
over to the state j E Xl. 

Let t~ be the time of the beginning of the nth operation, v~ = ~o(t~ + 0). 
Denote 

Yj = lim P{v~ = j}, j E Xl. 
n-oo 

We have the system of equations 

(32) 

_" (1) +" (1) ) Yj - f..., Xi Pij f..., Pik Vkj . 
ieX l keXo 

(33) 
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Under the condition that the random process ~(t) is ergodic, the solution of 
the system (32)-(33) is unique up to a constant factor provided that L IXjl < 00 

(or L Iyjl < (0). The ergodic probabilities Pj = lim Pgo(t) = j} are expressed 
in terms of this solution: t -+ 00: 

The constant Jl is uniquely determined by the normalizing condition 

L Pj = l. 
j 

(34) 

(35) 

(36) 

The constants vij' i E X o, j E Xl can be determined as either the solution of 
the system of equations 

(37) 

or directly by means of the formula 

vij = L Akj roo Uik(t) dt. 
kEXo Jo (38) 

Functions uij(t) are determined as a solution of the system offorward Kolmo­
gorov's differential equations 

UW) + AjUj(t) = L AkjUik(t), i E Xl> j E Xl' (39) 
kEX, 

under the initial condition 

(40) 

The functions uij(t) are determined by the solution of the system of equations 

%(t) + AjUij(t) = L AkjUik(t), i E X o, j E Xo. (41) 
kEXo 

Note that cxjF;( +0) are proportional to the constants Xj. 

3.3. Piecewise-Linear Markov Processes 

3.3.1. Method of Additional Variables 

In this section we shall present a generalized mathematical framework for 
random processes that will enable us to describe a wide class of queueing 
systems. Development of such a scheme is necessary for the following reasons. 
First, owing to the ever-increasing complexity of specific queueing systems, 
the existing concepts (processes with waiting, losses, etc.) are no longer sufficient 
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to encompass all the problems of practical interest; it is necessary to develop 
analytical methods capable oftaking into account the variety of diverse factors 
present. Second, it is necessary to ascertain what properties of queueing 
processes of importance in practice can be defined analytically (in the same 
manner as there exist theories for integrating irrational functions, solution 
algebraic equations by means of radicals, etc.); such a theory is impossible if 
the appropriate class of objects is not clearly specified. Third, we require a 
general framework for algorithmization of approximating calculations and 
for simulation of queueing systems by means of the Monte Carlo method. 
Finally, there are many problems of synthesis of optimal queueing systems 
that cannot be incorporated into a systematic theory without having a general 
framework. 

We are convinced that at the present time the algorithmic approach is basic 
for queueing theory, in view of the development of various computer software 
systems. Advances in the solutions of specific problems must be interpreted 
with an eye to construction of algorithms that will aid in the solution of classes 
of problems. 

The previously outlined problem has been studied by many authors; nu­
merous generalized schemes for describing queueing processes are available 
in the literature. 

In our opinion, Cox's (1955) model is the most fruitful. This model is 
described in general terms as follows. Consider a random process v(t) with a 
finite or countable set of states X o. This process except for certain special cases 
is not Markovian; however, jointly with additional components ~j(t) becomes 
one. A particular number of additional components correspond to each 
possible value i. The latter increase in a unit rate and have the meaning of 
time from the beginning of some event; the duration of the existence of an 
additional component is random and does not depend on other analogous 
quantities. We shall describe a scheme of piecewise-linear Markov processes, 
which generalizes Cox's model. In various degrees of generality, piecewise­
linear Markov processes were, proposed by Kovalenko (1964a, 1964b, 1965a), 
Kalashnikov (1978) and Tien (1977). 

3.3.2. Piecewise-Linear Markov Process 

Consider a Markov random process ((t) = (v(t), e(t)) defined as follows. The 
space of states of the process X is the set of pairs (i, ei), where i is the element 
ofa finite or countable set. ei is the vector (~l' ... '~lil)' Iii ~ 0 is the "rank" of 
the state i, ~j ~ O. Let ((t) = (i, y), Y = (Yl' ... ' Ylil). Then with probability A.ij dt 
during time dt a spontaneous transition v(t) to the state j takes place. After 
the transition a new value of e(t) is random and possesses a measurable in y 
distribution function 

BhO)(xly) = p{e(t + dt) < xle(t) = y, v(t + dt) = n. 
The probability is o(h) that two or more spontaneous transitions will occur 
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during a short period of time h. In the absence of spontaneous transitions in 
the interval (t, t + dt), we have v(t + dt) = v(t), e(t + dt) = e(t) - ai dt, where 
ai = (ocil , ... , ocilil) is a vector with nonnegative components. Note that, if ej(t) 
is viewed as the time until the completion of an operation actually performed 
in a given state, then ocij = 1; if ej(t) is the remaining amount of work, then ocij 
is the rate of its execution (the capacity of the server). Assume that Ai = 
LjAij < 00. The possibility that AU> 0 is not ex£luded: for example, during a 
spontaneous transition v(t) is not changed, but e(t) undergoes a jump. 

At time t let a component of the vector e(t) vanish, i.e., v(t - 0) = i, 
e(t - 0) = Y, Yj = O. Then at time t the transition W) into a new random state 
(k, e(t + 0)) takes place; 

H(k,xli,y) = P{v(t + 0) = k,e(t + 0) < xlv(t - 0) = i,e(t - 0) = y}. 

If the probability that both components of e(t) vanish simultaneously is zero, 
then, instead of H("'), it is sufficient to assign probability p~) of the transition 
of v(t) from i into k when eit - 0) = 0 and the conditional distribution 
Bij(xIY) of the random vector e(t + 0) under these conditions. 

((t) is defined at the jump points by continuity from the right. 
The random process ((t) defined previously is called a piecewise-linear 

Markov process (PLMP). The component v(t) is called the discrete ("qualita­
tive") component (variable), ej(t) are the additional components (variables), 
e(t) is the vector of additional components (variables). As any Markov process, 
PLMP is determined-in addition to the transition characteristics-by the 
initial distribution P(O)(A) or by the initial state (io, xo). 

3.3.3. Regularity Conditions 

A PLMP is called regular in an interval (0, t) if it has in it, with probability 1, 
a finite number of jumps for any initial state (io, xo). A PLMP is called regular 
if it is regular in the interval (0, T) for any T. 

We state two versions of sufficiency conditions for regularity of PLMP. 

Condition A. The set Xo is finite; ifn,(x) is the number of components of vectors 
x smaller than e, then for some e > 0 

(1) 

where ey = ey(i, k) is a random vector with the distribution function 
H(k, xl i, y)jH(k, 00 Ii, y), uniformly in y such that nb(y) ~ 1. 

Condition B. The quantities I ii, Ai, OCij are bounded from above and (1) is fulfilled 
uniformly in i, k, Y [nb(y) ~ 1]. 

3.3.4. Two Reductions 

When solving theoretical problems, it is sometimes more convenient to con­
sider the PLMP model without spontaneous transitions (Ai = 0). An arbitrary 
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PLMP can be reduced to a process without spontaneous transitions by 
adjoining eo(t) as an additional component, which decreases with unit rate 
and for any transition v(t) from state i to state k taking on a value that is equal 
to an exponentially distributed random variable with parameter Ak • The 
vanishing of eo(t) replaces the possible spontaneous transitions in a natural 
manner. 

We also note a reduction of PLMP with a finite s = maxi 1 il to a service 
system with a constant number s of objects. Such a system is useful for 
statistical simulation of queueing systems as well as in many theoretical 
problems. It has been developed in the book by Franken et al. (1984). In this 
model there is a constant number s of objects, each one of which can be in a 
finite set of states "active" and "passive." In the first, operations with rates 
depending on the state of the system are performed. A transition from one 
state to another occurs at the time of completion of an operation. 

We shall describe a reduction algorithm. (Clearly, in specific cases, taking 
the special features of a process into account, one can construct more eco­
nomical methods of reduction.) 

The variable ej(t) will correspond to an operation that takes place at the 
jth object. Objects with numbers j > Iv(t)1 are in passive states. Under such 
reduction in the general case at any given transition time all the components 
ej(t) may change simultaneously. However, in real-world examples the ma­
jority of the components do not undergo jumps. This fact may be reflected in 
the algorithm retaining the old numeration for the variables that are not 
subject to jumps. 

3.3.5. Embedded Markov Chain 

For definiteness consider PLMP ((t) without spontaneous transitions. Denote 
by tn' n ;::, 1, the time of the nth jump of the process and introduce two 
sequences of random variables (;; = Wn - 0) = (v;;, ~;;) and (; = Wn + 0) = 
(v:, e;). Each one of these is a homogeneous Markov chain-the embedded 
Markov chain of the process W). The sequences ((;;, tn ) and ((;, t) possess the 
same property. 

Denote 

F +( . -I' -) P{ + .;:+ -I r + (. -)} n- j,X I,Y = vn- =j,..,,- <x""o = I,Y . 

The functions introduced, directly by the definition, satisfy the recurrence 
relations 

(2) 

Fn-(j,xli,y) = rz=u+,xp>o. dFn+- 1(j,zli,y), x E r j , (3) 
J~<x.uErj 

where rj is the set of vectors of dimension UI all of whose components are 
nonnegative and at least one of them equals zero. 
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In the same manner one can also obtain relations for transition probabilities 
of Markov chains «(it', t n ). These relations are written in the simplest manner 
for densities; however, in the formulas a delta-type component appears. There­
fore, it is better to introduce the density IMy) under the condition vri = i 
in place of the condition ~ri = y. 

Let 

Bij(.xlY) = LX bij(uly)du1 .. 'du[j[, where LX = LXI ... f:[J[; 

/;j"l±(t,xlrjJ)dtdx = P{t < tn < t + dt, vn± =j,x < ~it' < x + dxli,rjJ}, 

where i, rjJ are abbreviated expressions of the condition {vri = i; ~ri possesses 
the densty rjJ(y)}. Then 

/;jnl+(t,xlrjJ) = L prj 1_ bkj(xlz)/;lnl-(t,zlrjJ)dZ1 ···dZ[k[; (4) 
k.1 J{z:z,;O} 

/;j"l-(t,xlrjJ) = (Xjl I /;jn-ll+(t - t,X + iXjtlrjJ)dt, mfn Xk = XI; (5) 

/;jOl+(t, xlrjJ) = b(t)bijrjJ(X). (6) 

In terms of characteristics of an embedded Markov chain the distribution of 
the process (t) is expressed as follows (provided that the process is regular in 
a given interval): 

P{v(t) =j,~(t) < xli,rjJ} = IX dU1"'du[j[ It (f /;j"l+(t - t;U + iXjt1rjJ))dt. Jo Jo n;O 
(7) 

In this expression the role of dH(t - t) is played by L~;o/;j"l+("')dt, where 
H(t) is a renewal function (cf. Chapter 2). 

3.4. Other Important Classes of Random Processes 

An interesting generalization of homogeneous walks, which serves as a 
model for a single-server queueing system, is the Markov processes that are 
homogeneous in the second component; these processes were introduced 
and studied by Ezhov and Skorokhod (1969). Such a process is of the form 
(x(t), yet)), where x(t) is a Markov process in an arbitrary measurable space of 
states; yet) takes on values in a multidimensional Euclidean space. Let x(t) = 
X, yet) = y. Then for s > t the probability that xes) falls into the set A and 
yes) falls into the set B remains unchanged when this set, simultaneously 
with vector y, is shifted by an arbitrary vector Ay. In the paper cited various 
functionals of the process that generalize characteristics of known single­
server systems are studied. 

Borozdin and Ezhov (1976) introduced strongly regenerative random pro­
cesses. A process from this class is a regenerative process whose behavior in 
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a regeneration cycle consists of an exponentially distributed sojourn phase in 
a marked state and an arbitrary distributed sojourn phase in other states. For 
such processes it turned out to be possible to study analytically many interest­
ing characteristics and in particular distributions of the times when the additive 
functional of the process attains a given level. 

Nonhomogeneous-in-space random walks are also widely used in queueing 
theory. In particular, they serve as models of dam theory, inventory theory, 
and other theories. We introduce a model of a dam due to Moran (1969). Let 
z(t) be the level of a dam at time t. Owing to a continuous discharge, this level 
decreases with the rate R(z(t». At the same time replenishment of the dam 
takes place governed by a random process x(t). This results in a stochastic 
differential equation 

dz(t) = - R(z(t» dt + dx(t), (1) 

where in Moran's model x(t) is a homogeneous process with independent 
increments. 

Moran constructed a solution to Eq. (1) when x(t) is a generalized Poisson 
process, R(u) is a continuous nondecreasing locally Lipschitz function such 
that R(O) = 0, R(z) > ° for z > 0. Moran investigated local properties of a 
solution of (1) and developed a numerical method. In <;inlar and Pinsky'S 
papers (1971,1972), the existence and uniqueness of the solution ofEq. (1) was 
studied under more general conditions, and conditions for ergodicity of the 
Markov process z(t) were obtained. 

Harrison and Resnick (1976) obtained the generating operator of this 
process (under certain restrictions of the type So [1/R(y)] dy < (0) and ex­
pressed the stationary distribution in the form of a series. 

Brockwell (1977) obtained certain conditions for the existence of a sta­
tionary distribution. Thus, if R(z) is a function that satisfies only conditions 
of monotonic decrease and R( + 0) > 0, then it is necessary and sufficient for 
the existence of a stationary distribution that the inequality R( (0) > Mx(l) 
be fulfilled. 

Smith and Yeo (1981) studied the case when x(t) is a step process such that 
the times of its jump form a renewal process. Brockwell and Resnick (1982) 
and Tweedie (1975) considered a model in which x(t) is a general process with 
independent increments, and R(u) is positive for u > 0, left-continuous, and 
posseses a limit from the right; these authors obtained necessary and sufficient 
conditions in terms of R(z) and the spectral measure of the process x(t) for the 
existence of a stationary distribution for the solution of (1). These are given 
under the condition of existence of a nonnegative integrable solution of an 
integral equation. Simpler sufficient conditions are also available. 

Notes 

We cite the following important papers dealing with ergodicity and continuity 
of countable Markov chains: Nagayev (1965), Popov (1977), and Malyshev 
and Men'shikov (1979). 
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Limit theorems for semi-Markov processes and renewal theory for Markov 
chains are discussed in the paper by Athreya et aI. (1979). Books by Cohen 
(1976) and Krein and Lemuan (1982) are devoted to the method ofregenerative 
processes in queueing theory. 

We mention the books by \:inlar (1975), Brodi and Pogosyan (1973), 
and Nollau (1980) among those dealing with various generalizations of semi­
Markov processes. Piecewise-linear Markov processes are generalized in 
Tien's paper (1977). Various classes of constructively defined processes, which 
are of interest in particular in queueing theory, are collected in the handbook 
by Kovalenko et aI. (1960). 



4 
Semi-Markov Models of 
Queueing Systems 

4.1. Classification of Queueing Systems 

Queueing systems can be classified according to the logical structure of the 
service process (number of servers, order priorities, possibility of waiting, etc.) 
as well as the analytical assumptions concerning the incoming stream of 
customers and the distribution of service time. The classification proposed by 
Kendall is the one commonly used. Many authors extended this classification 
[see, e.g., Borovkov's book (1972)]. For our purposes Kendall's classification 
is sufficient. 

A queueing system is expressed by a set of symbols of the form AIBlm or 
of the form AIBlmlr. The interpretation is as follows: A is the symbol of the 
incoming stream, B is the symbol of the distribution of the service time, m is 
the symbol of the number of servers, r denotes the number of locations 
available for waiting. The variables A, B can take the following values: 

A = G,Gl,Ek,D,M; 

If A = G (general), then the incoming stream is more general than a renewal 
stream; if A = Gl (general independent), the stream is a renewal one. If A = Eb 
we have the Erlang stream of the kth order, i.e., a stream formed by every kth 
customer of a simple stream; D is a regular (deterministic) stream, M denotes 
the simple (Markovian) stream. As to service time, it is assumed that in all 
cases the durations of servicing different customers are jointly independent 
and identically distributed, and do not depend on the incoming stream. 

The equation B = G signifies that the distribution of service time is general; 
the meaning of Ek , D and M is the same as in the case of the incoming stream. 
For example M means that the service is exponential. 

The symbol m denotes the number of servers. If a Latin letter such as m, C 

etc. is used it means that the number of servers is arbitrary; sometimes a 
specific number of servers is indicated (1, 2 and so on). The same applies to 
the symbol r. A system with waiting AIBlmioo is coded in a simpler man­
ner as: AIBlm. Systems with losses (holding time) can now be coded as 
AIBlmIO. 



4.2. MIGI1 System 163 

It is usually assumed that the system AIBlmir is governed by a general 
queueing discipline; the customers are served in order of their arrivals. If a 
system has special features these are added verbally to the symbols introduced 
above. We say for example: "a system MI GI2 with an inverse order of service", 
"a system GIIGI1 with an unreliable server". Verbal description abolishes the 
corresponding usual assumptions implicit in the preceding symbols. 

4.2. MIG 11 System 

4.2.1. Statement of the Problem, Notation 

The theory discussed in Section 1.5 is based on very narrow conditions: the 
customer stream is simple and the service time is exponentially distributed. 
Erlang himself attempted to dispense with the second condition and considered 
the case of service time governed by a distribution that is uniform in a certain 
interval (a, b) or it is the Erlang distribution for some integer k. It has long 
been evident that the problem of service with waiting should be treated under 
more general assumptions on the customer's stream and the distribution of 
service time. This is important for theoretical development as well as for 
practical applications. For a long time the opinion prevailed that any stream 
may be considered a close approximation to a simple stream, at least in 
problems of telephone traffic and that it is of substantial importance to study 
problems of formation and servicing of queues with an arbitrarily distributed 
service time. As we have already pointed out, the study of the distribution of 
waiting time for the beginning of service is especially important for serving 
systems with waiting (namely, queues). Considerable progress has been made, 
and there is substantial literature on the subject, especially in the case of a 
single server. We shall restrict ourselves to this case and study the problem 
of determining the distribution of the waiting time for the beginning of service 
under the following conditions: 

1. the customers are served on a "first-come, first-served" basis; 
2. the customer stream is simple, of intensity A; 
3. the distribution of the service time, denoted by B(x) is arbitrary: 

B(x) = P{l1 < x}, B(x) = 1 - B(x), 

where 11 is the service time; Ml1 = r < 00; 
4. there is one server who does not fail and is able, on finishing his or her 

service of one customer, to proceed immediately to the next one. 

The first solution of the problem under these conditions is due to Khinchin 
(1932). Later he published a somewhat modified version in his monograph 
(1955) to which we have referred frequently. 

The problem was studied later under more general conditions, using other 
methods, by Lindley (1952), Smith (1958), Pollaczek (1961), Takacs (1967) and 
others. 
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4.2.2. Embedded Markov Chain 
Denote by tIl the time at which the service of the nth customer is completed 
(n = 1,2,3, ... ). Let v" = v(t" + 0), i.e., v" is the number of customers remaining 
in the system after the nth customer has left the system. It is easy to see that 
the sequence {v"' n ~ 1} is a Markov chain. 

This Markov chain is irreducible. Indeed, from any state t one can with 
positive probability reach the state 0: it is sufficient that during t consecu­
tive durations of servicing no new customers will arrive. This chain is also 
aperiodic since one can return from state 0 to the same state in one step (the 
condition is that no customer arrives during the time of servicing of one 
customer). 

We verify the ergodicity conditions stipulated in Section 3.1.2. 
If V,,-l ~ 1, then v" = V,,-1 + a" - 1, where a" is the number of customers 

arriving during the nth customer's service time '7". If V,,-1 = 0, then v" = a". 
We shall find the distribution of the random variable a". If '7" = x, the 

probability that k customers arrive is 

e-AX(Ax)kjk!; 

averaging with respect to the distribution ofthe random variable '7" we obtain 

1 foo P{an = k} = k! e-AX(Ax)kdB(x) = f,., k ~ O. 

Hence Ma" = Lk=O kf,. = AT. The transition matrix {vn } is of the form 

10 11 12 13 

For i ~ 1 

10 11 12 13 

p= 
10 11 12 

10 11 
10 

M{v,,+1Ivn = i} = Man - 1 = AT - 1; 

M{v"+1Ivn = O} = Man = AT. 

(1) 

(2) 

We introduce the parameter p = AT, which is called the load of a single-server 
queueing system and plays a most important role in the study of behavior of 
queues (cf. Section 1.2). 

Let p < 1. Then denoting 8 = 1 - p > 0, we obtain 

M {Vn+1 Iv" = i} = i - 8, i ~ 1; 

M {V,,+1 Iv" = O} < 00. 

Thus the conditions of the theorem in Section 3.1.2 are fulfilled for I(v) = v. 
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Hence, the Markov chain {vn} possesses the ergodic distribution 

nk = lim P{vn = k} (k = 0,1,2, ... ). 
n-+oo 

(3) 

As is well known from the theory of Markov chains, {nk } is determined by 
the system of equations 

00 

nk = L njPjk (k = 0,1,2, ... ), 
j=O 

where Pjk are the elements of the matrix P, with the additional condition 

In view of (2), Eq. (4) have the following form: 

k 

nk = L nk-i+lh + no/", k ~ O. 
i=O 

(4) 

(5) 

(6) 

The system (5)-(6) is conveniently studied by the method of generating func­
tions. Denote 

00 00 

J(z) = L JkZk, n(z) = L nkzk, 
k=O k=O 

assuming that Izl ~ 1 and 

t/I(s) = Loo e-SX dB (x), Re s ~ O. 

Multiply both sides of (6) by Zk and sum over k: 
co k 00 00 

n(z) = L Zk L nk-i+1h + noJ(z) = L h Zi L Zk-ink_i+l + nof(z) 
k=O i=O i=O k=i 

hence, 
n(z) = no(1 - z)J(z)/[f(z) - z]. 

When z -4 1, J(z) - z '" (1 - z)[1 - 1'(1)], so that 

1 = n(1) = no/[1 - 1'(1)], 

whence no = 1 - 1'(1) and 

n(z) = [1 - 1'(1)] (1 - z)J(z) I [f(z) - z]. 

Since J(z) = Lk=O/"Zk we have 

00 1 foo foo 00 1 
J(z) = k~O k! 0 e-Ax(A,xz)k dB (x) = 0 e-AX kf:O k! (hZ)k dB (x) 

(7) 

= Loo e-Ax(l-z) dB(x) = t/I(A(1 - z)). (8) 
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The interchange of summation and integration signs is justified since 

f OO 00 1 foo 
e-;"x L -k' (AXZ)k dB(x) ~ dB(x) ~ 0 

A k=O· A 

and for sufficiently large n 

00 fA 1 1 L -k' (AXZ)ke-;"XdB(x) < ,(AAz)"e-M • 
1=,,+1 0 . n. 

Differentiating (8) we obtain 

hence, 

and finally 

1'(z) = - AIV(A(1 - z», 

1 - 1'(1) = 1 - A't" = 1 - p, 

n(z) = (1 - p)(1 - z)t/I(A(1 - z» . 
t/I(A(1 - z» - z 

(9) 

The variable v" studied previously is the number of customers who remain 
in the system after the service of the nth customer has been completed. Now 
let v~ be the number of customers in the system at the time of arrival of the nth 
customer. Thus, ift~ is the time of arrival of the nth customer, then v~ = v(t~-O). 

We shall study the limiting distribution of the random variables v~. These 
variables do not form a Markov chain. To construct a Markov chain, we shall 
extend the phase space. 

Let I = I(n) be the largest value i ~ n such that v; = 0, I' = l'(n) = n - I(n). 
Then consider the random sequence 

This sequence is a homogeneous Markov chain. 
If v~ = k, then, if no incoming customers arrive during the k intervals of 

service, we have v,,+k = (0; 0). Thus, {v,,} is an irreducible Markov chain. The 
chain is also nonperiodic, since it may return to the null state in one step. For 
n ~ 2 the equality v,,(O; 0) is fulfilled each time that V,,-l = o. Whence 

P{v" = (O;O)} ~ lim P{V"-l = O} = no = 1 - p > O. 
" .... 00 

Hence the Markov chain {v,,} possesses an ergodic distribution. 
Denote by N,,(k --+ k + 1) the number of i's (1 ~ i ~ n) such that v; = k and 

by N,,(k + 1 --+ k) the number of i's (1 ~ i ~ n) such that Vi = k. The notation 
is justified because for v; = k at time t; the function v(t) passes from state k 
into the state k + 1 and for Vi = k at time ti the transition is reversed. Until 
time t" inclusive, n customers left the system and n + v" arrived. At the same 
time in any interval the number of transitions k --+ k + 1 may differ from the 
number of reverse transitions by at most 1. Whence, 



4.2. MIGI1 System 167 

However, 

Hence, 
I Nn(k --+ k + 1) - Nn(k + 1 -+ k)1 ~ Vn + 1. 

Since (1In)Nn(k + 1 -+ k) -+ 'Ttk and vnln -+ 0 in probability, it follows that 
(1In)Nn(k -+ k + 1) --+ 'Ttk in probability. The latter means that 

lim P{v~ = k} = 'Ttk. (10) 
n->oo 

4.2.3. Pollaczek-Khinchin Formula 

Introduce a random process v*(t) equal to Vn when n is the number of cus­
tomers served until time t; v*(t) = 0 for n = O. This process is a semi-Markov 
one; { vn } is its embedded Markov chain. From Theorem 3 of Section 3.1.4. we 
conclude that 

'Ttt = lim P{v(t) = k} = c ~ 'Ttj roo P.;(t)}jk(t)dt, (11) 
t-oo J Jo 

where c is a constant, 

P';(t)}jk(t) = P{v(tn + t) = k, tn+1 - tn > tlvn = n. 
Denoting by ~(t) the Poisson random variable with parameter At we obtain 

P';(t)}jk(t) = P{17 > t, ~(t) = k - n = e-At(At)k-j~(t)/(k - j)!, j ~ 1, 

whence 

In the same manner 

= e-;'t U k - 1 B(u)du ),k it -
(k - I)! 0 ' 

k ~ 1, 

whence 

LOO Po (t)!oo (t) dt = II A, 
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Introduce the generating function 

00 1 roo _ 
a(z) = nf:o zn n! J 0 (At)"e-J.t B(t) dt 

= e-;'t(l-Z)B(t)dt = [1 - I/I(A(1 - z))]. foo 1 

o A(1 - z) 

It follows from (11) and subsequent expressions for the integrals appearing on 
the right-hand side of this equality that the generating function of the sequence 
{nt/c} is of the form 

[n(z) - no]a(z) + no(1/A + za(z)) 

= no/A + [n(z) - no(1 - z)]a(z) = (1 - p)/A 

[ ( ) _ (1 _ )(1 _ )] () = (1 - p)(1 - z) I/I(A(1 - z)) 
+ n z p z a z A I/I(A(1 _ z)) _ z 

This expression differs only by a constant factor from n(z). Using the normali­
zation condition we obtain 

~ * k _ () _ (1 - p)(1 - z)I/I(A(1 - z)) 
kf-O nk z - n z - I/I(A(1 _ z)) _ z . 

Formula (12) is called the Pollaczek-Khinchin formula. 

4.2.4. Mathematical Law of a Stationary Queue 

(12) 

We have just established a remarkable fact: under stationary conditions the 
distribution of the process v(t) at an arbitrary time coincides with the distribu­
tion at the time of a customer's arrival. This phenomenon was called by 
Khinchin the mathematical law of a stationary queue. It was discovered later 
that this coincidence is valid for a great variety of systems with the simple 
incoming stream. We shall refer the reader interested in the current state of 
the problem to books by Franken et al. (1984) and Shurenkov (1981) and 
present a theorem that is easily interpreted in various applications. 

Theorem. Let the behavior of a queue be described by a random process ~(t), 
f be a bounded function, the incoming stream be simple with parameter A, tn 
be the arrival time of the nth customer. Assume that {~(t), t ~ s} does not 
depend on the times of arrivals of customers for t > s. Then if 

(13) 

then 

(14) 
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PROOF. It is easy to see that only the case A. = 1 should be considered. Set 
n = [TJ and consider the expression 

bn = M r'" f(~(t))dt = t MI'k f(W))dt, Jo k-l 'k-I 

where we set to = O. Since the distribution of tk - tk- 1 is exponential with 
parameter 1, we have 

However 

Ilk 100 IX M f(~(t))dt = M e-Xdx f(~(tk-l + t))dt 
'k-I 0 0 

= M Loo f(~(tk-l + t)) dt 100 
e-X dx 

= M Loo e-IMf(~(tk-l + t))dt. 

Mf(~(tk - 0)) = Mf(~(tk-l + (tk - tk- 1 ) - 0)) = M LOO e-If(~(tk-l + t))dt, 

which coincides with the preceding expression. 
Thus, 

n 

bn = L Mf(~(tk - 0)) ~ na, n -+ 00. 
k=l 

At the same time 

bn = M LT f(~(t))dt + M J:" f(~(t))dt, 
whence, 

Ibn - M LT f(W))dtl ~ IMltn - n 
where 1 = suPx If(x)l. 

We have the bound 

M I tn - t I ~ T - n + M I tn - n I < 1 + 0' {tn } = 1 + In 

(15) 

(16) 

(0' is the mean square deviation). The required assertion thus follows from this 
bound in conjuction with (15) and (16). 0 

4.2.5. Virtual Waiting Time 

Denote by y(t) a stochastic process defined at each instant t as the time interval 
elapsing from t until the server completes serving customers entering the queue 
before t. If at the instant t the server is free, y(t) = O. 
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'Y(t) 

FIGURE 4 

Denote the arrival times of the customers by t 1, t2, t3 , ••.• Then for 
tn < t < tn- 1 the process y(t) is defined by 

if y(tn) ~ t - tn' 

if y(tn) ~ t - tn· 

For t = tn we have the equality y(tn + 0) = y(tn - 0) + rJn' where rJn denotes 
the service time for customers arriving at time tn. 

The general form ofthe process y(t) is presented in Fig. 4. The process jumps 
at the customers' arrival times; it remains unchanged until the arrival of the 
next customer when it reaches zero value and decreases with the unit rate at 
those intervals where it is positive. 

Under our assumptions y(t) is a Markov process. Indeed, the number of 
customers arriving between t and t + s does not depend on the number of 
customers arriving prior to t. The value of y(t + s) is determined, first by y(t), 
second by the number of customers arriving in the time interval (t, t + s), and 
third by the service time for these newly arrived customers. These three 
quantities are not affected by the values of y(t) at times r preceding t. 

We assume that y(O) = 0 in order that the process be completely defined. 
This condition can be treated as a convention that the servicing process 
commences at the time t = O. 

The process y(t) was introduced by Takacs (1967) and is called the virtual 
(possible) waiting time: if at time t a customer arrives, it will have to wait until 
the beginning of the service the amount of time equal to y(t). 

We note an interesting analogy when the same equation serves as a suitable 
description of two completely different physical processes. 

At times t1, t2, ... , tn' ... , let amounts of water of volumes rJ1' rJ2' ... , rJn' 
... , respectively, flow into a water supply tank. The water discharge is uniform; 
a unit volume of water flows out. Then y(t) is equal to the volume per unit 
time of water in the tank at time t. 
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4.2.6. The Limiting Distribution of the Waiting Time 

Denote by Wn the waiting time ofthe nth customer. We shall assume that p < 1. 
From the formula of the total probability 

• 
P{w. ~ x} = L P{v; = O}P{V;+l > 0, ... , v~ > 0, W. ~ xlv; = O}. (17) 

i=l 

Since the second factor of the summand depends only on x and n - i, and 
P {v~ = O} --+ 1 - p, there exists the limit 

lim P{w. < x} = F(x) . 
• --+00 

It is directly evident that F(x) is a nondecreasing left-continuous function. We 
shall prove that F( 00) = 1. 

A Markov chain {v~} is ergodic; therefore, the average return time into the 
zero state is finite, and can be represented as 

00 
L P{V;+l>O, ... ,v;+m>O}. 

m=l 

Consequently, on the right-hand side of (17) the sum with respect to i from 1 
to n - N for an appropriately fixed N is less than e, and the sum from 
n - N + 1 up to n can be made arbitrarily small by an appropriate choice of 
x. Whence lim.--+ oo F.(x) ~ 1 - 2e, x> xo, i.e., F(oo) = 1. 

Based on the Theorem in Section 4.2.4 we conclude that 

1 iT F(x) = lim - P{y(t) < x} dt 
T--+oo T ° (18) 

and the limit on the right-hand side exists. 
Wesetx = +Oin(18)[thisisjustifiedsinceinformula(17)inplaceof"~ x" 

one can write "e A"]. We then obtain (18)-after taking into account relation 

and that 

1 iT lim - P{y(t) = O}dt = 1- p, 
T--+oo T ° 

(19) 

i.e., the average fraction of time for which y(t) = ° is equal to 1 - p the 
"underload" of the system. 

Denote F(t,x) = P{y(t) < x}. Choose two instants of time t and t + h 
(h > 0). If in the interval (t, t + h) no customer arrived, then the events 
{y(t + h) < x} and {y(t) < x + h} are equivalent. If one customer arrived with 
service time 1], then 

{y(t) + 1] < x} c {y(t + h) < x} c {y(t) + 1] < x + h}. 

Noting that two or more customers can arrive during time h only with 
probability o(h), we obtain 
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(1 - Ah)F(t,x + h) + Ah f: B(x - y)dF(t,y) ~ F(t + h,x) 

~ (1 - Ah)F(t,x + h) + Ah f:+ h B(x + h - y)dF(t,y) + o(h). 

A veraging with respect to t in the limits from 0 to T and letting T approach 
00 we obtain, in view of(18), 

(1 - Ah)F(x + h) + Ah f: B(x - y)dF(y) ~ F(x) 

rX +h 

~ (1 - Ah)F(x + h) + Ah Jo B(x + h - y)dF(y) + o(h). 

Whence 

rX+h 

AF(x + h) - A Jo B(x + h - y)dF(y) + 0(1) 

1 rx 
~ Ii [F(x + h) - F(x)] ~ AF(x + h) - A J 0 B(x - y) dF(y). (20) 

We conclude from (20) that the difference ratio on the right-hand side is 
bounded and hence F(x) is absolutely continuous for x > o. Since the integral 
in (20) is a distribution function, it follows that for almost all x > 0 the lower 
bound as h -+ 0 converges to the upper one. Thus, for almost all x > 0 

P(x) = AF(x) - A f: B(x - y)dF(y), 

or, equivalently, 

F'(x) = A f: B(x - y)dF(y). (21) 

It will be established subsequently that F( +0) = 1 - p. Therefore, (21) can 
be represented as 

P(x) = A fX B(x - y)F'(y) dy + A(1 - p)B(x). (22) 
+0 

We shall solve Eq. (22) using the Laplace transform denoting 

<l>(s) = fooo e-SXdF(x) = 1 - P + fooo e-SXF'(x)dx. 

We have 

A 
<l>(s) = 1 - P + - [1 - I/I(s)]<l>(s), 

s 
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whence we obtain 

<I>(s) = / - P 

1 - -[1 - ifJ(s)] 
s 

(23) 

Formula (23) is called Khinchin's formula. Using the method of renewal 
processes one easily proves that y(t) possesses for t -+ 00 a limiting distribu­
tion; this implies that the Laplace-Stieltjes transform of this distribution is of 
the form (23). 

Khinchin's formula allows us to calculate the moments of the distribution 
of the random variable w, which is the stochastic limit of Wn as n -+ 00. To 
evaluate these moments we write (23) in the form 

[s + ;'ifJ(s) - ;']<I>(s) = s(l - pl. 

Successively differentiating this relation and setting s = 0 we obtain the 
moments Mwr = (-l),<I>(r)(o) in terms of the moment Ml1 i = (-l)iifJW (O) of 
the service time. Thus, differentiating twice we obtain 

;'ifJ"(s)<I>(s) + 2[1 + ;'ifJ(s)]<I>'(s) + [s + ;'ifJ(s) - ;']<I>"(s) = 0, 

whence 

;'M112 pr: ( ((1)2) 
Mw = 2(1 _ p) = 2(1 _ p) 1 + ~ , (24) 

where (12 is the variance of the random variable 11. 
Formula (24) shows that 1) as p -+ 1 the mean waiting time tends to infinity 

and 2) the mean waiting time increases as the coefficient of variation of the 
service time increases; the mean waiting time is minimal for (1 = 0, i.e., in the 
case of the system MID 11. Formula (24)-which is the most important corol­
lary of Khinchin's formula-has been used for solving a variety of problems 
of efficient organization of service. Formulas for the moments of w of arbitrary 
order are given, for example, in Riordan's book (1962). 

4.2.7. The Case p ~ 1 
We shall prove that the relation 

lim F(x, t) = 0 
, .... ex> 

is valid when p ~ 1. 
For this purpose we shall establish the following two lemmas. 

Lemma 1. If p < 1, then the inequality 

F(x) ~ (1 - p)eA'" 

is valid. 
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Indeed in view of (21) F'(x) ~ AF(x), whence 

F(x) ~ F( +O)e).x; 

this proves the required inequality since F( + 0) = 1 - p. 

Lemma 2. Let two processes y(t) and y'(t) be given corresponding to the distri­
bution functions of service times B(x) and B'(x) and the same initial conditions. 
Then if B(x) ~ B'(x) for all x, it follows that for all t > 0 and for all x 

P{y(t) < x} = F(x,t) ~ F'(x,t) = P{y'(t) < x}. 

PROOF. Each one of the processes y(t) and y'(t) is determined by defining 
sequences of arrival times of customers and sequences of their service times. 
We shall establish a one-to-one correspondence between realizations 'of ran­
dom processes y(t) and y'(t). 

If realization of the process y(t) is characterized by the sequence {t.} of the 
times of customer's arrivals and a sequence {Y.} of the service times, we shall 
agree to correspond to this realization a realization of the process y'(t) with 
the same times of the customer's arrivals and with the service times y~ that are 
determined by the equation 

B'(y~) = (,(y, 

where (,(y is a random variable uniformly distributed on the interval [B(y), 
B(y + 0)] (in particular, if B(x) is continuous at point y, then this interval 
degenerates into a point). Under this correspondence the service time of each 
customer in the first case will be larger or equal to the service time in the 
second case. Evidently, we would then have for any t > 0 the inequality 

y(t) ~ y'(t). 

Since this inequality is valid for any realizations ofy(t) and y'(t) in view of the 
correspondence established above, it follows that F(t, x) ~ F'(t, x). 

We now return to the proof of the theorem. Let Xr ~ 1. If B(x) is the 
distribution function of service time for the given system, denote 

B'(x) = {B(X), x ~ Xo, 
1, x> Xo, 

where Xo is selected in such a manner that 

1 > At" = A LX) [1 - B'(x)] dx ~ 1 - e 

and e is an arbitrarily small positive number. 
Then in accordance with Lemma 1 we have the inequality F'(x) ~ ee).x. 

Hence for t sufficiently large F'(x, t) ~ 2ee).x. In view of Lemma 2 we have all 
the more that F(x, t) ~ 2ee).x. Since x and e are arbitrary positive numbers, it 
follows that 
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lim F(x, t) = 0, 

which proves the assertion of the theorem. 

4.3. N on stationary Characteristics of an MIG 11 System 

4.3.1. The Busy Period 

o 

For practical purposes, one of the most important characteristics of queueing 
systems is the busy period of the server. Consider the sequence of instants tk 

at which the server passes from the busy state to the free state. Let t~ be the 
instants at which the server passes from the free state to the busy state. Then 
the difference between tk and the greatest t~ that does not exceed it is called 
the busy period of a server. An investigation of busy periods is of interest in 
cases where technical features of the server and its capacity for continuous 
operation must be taken into account. 

Denoting the successive in time busy periods of the server by (n, we easily 
see that gd is a sequence of independent uniformly distributed random 
variables. 

We shall determine the distribution function of the busy period 

G(x) = Pgk < x}. 

4.3.2. An Integral Equation 

We shall study the structure of the busy period. Assume that it starts at the 
instant t = O. This means that at t = 0 one customer arrives and finds the 
server free and service commences. Assume that the service time is y. Two 
cases are possible: 1) no customer arrives; 2) n > 0 customers arrive. In the 
first case the busy period ends at the time y; in the second case the situation 
is more complicated. In order to clarify this it is convenient to assume that 
the customers are served according to the so-called "last-come-first-served" 
discipline. 

It is clear that with this queue discipline the distribution of the busy period 
is identical with that of the service on a "first-come-first-served" basis, i.e., in 
the order of the queue. 

Thus, we assume that the customers are served in the reverse order to that 
of their arrival, and that at time y n customers arrive. Then the first customer 
is served when the busy period is completed (in accordance with the queue 
discipline we have assumed). If we denote by 11 , 12 , ••• , In the distribution of 
the times at which service of each of the n customers commences (in ascending 
order), we see that 1i+1 - Ii is the period in which the (n - i + 1)th customer 
and all customers arriving after him or her are served. In other words, the 
structure of the interval 1i+1 - Ii is the same as that of the busy period. By 
construction the intervals 1i+1 - Ii are independent. Thus, under the condition 
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that n customers arrive during the period y, the busy period is equal to y plus 
the sum of n independent random variables and the distribution of each one 
of them is the same as that of the busy period. Since the probability of this 
condition is given by [(.A.ynn!]e-).Y (recall that the stream is simple) we obtain 
the integral equation 

(1) 

where 

4.3.3. Functional Equation 

Introduce the Laplace-Stieltjes transform of the distribution of the busy 
period, i.e., 

g(s) = too e-SX dG(x). 

Applying the Laplace-Stieltjes transform to both sides of (1) we obtain 

g(s) = "~O g"(s) too exp{ -(s + .A.)x}(.A.x)" dB(x) 

00 1 
= L I" ( - .A.g(s»",//")(s + .A.) = "'(s + .A. - .A.g(s». 

"=0 n. 

Thus 

g(s) = "'(s + .A. - .A.g(s» (2) 

is valid. The question arises: Does this formula actually yield the value of g(s), 
i.e., whether (2) has a unique solution? The answer is given by the following 
theorem. 

Theorem. The function g(s) is the unique analytical solution of the functional 
equation (2) for Re s > 0 subject to the condition Ig(s)1 ~ 1, and which is real 
for all real s > O. Denote by p* the smallest positive number for which the 
condition 

"'(.A.(1 - p*» = p* (3) 

is fulfilled. Then 

G(oo) = p*. (4) 

If P ~ 1, then p* = 1 and G(x) is a proper distribution function; if, however, 
p > 1, then p* < 1 and G(x) is a singular distribution function, i.e., the busy 
period may be infinite with probability 1 - p*. 
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FIGURE 5 

PROOF. Assume that (2) has a unique solution under the conditions 

s > 0, Ig(s)1 ~ 1. 

Denote 

s + 2 - 2g(s) = x 

and consider Eq. (2) for real positive s. In our new notation, we have to prove 
that the equation 

(s + 2 - x)/2 = I/I(x) 

has a unique solution in x for s > 0 such that 

s~x~s+2. 

(5) 

The right-hand and left-hand sides of (5) for real x are presented in Fig. 5. 
When x = s, the left-hand side exceeds the right-hand side. Since the straight 
line representing the left-hand side of (5) has a negative slope and I/I(x) is 
continuous and positive, it will intersect the curve at a point; this point will 
correspond to a root of equation (5). Since h(x) is convex, no other root exists. 
Consequently, g(s) is uniquely determined on the positive real semiaxis. By 
analytic continuation it can be extended uniquely over the whole right­
half-plane. 

As s -+ 0 the slope of the line tends to -1/2; at the same time 1/1'(0) = - r. 
Since the function I/I(x) is convex for p > 1, the limiting line will intersect the 
graph of I/I(x) for some x = x* > O. Hence, lims_ o x = x*. Then p* = g(O) = 
(2 - x*)/2 < 1. For p ~ 1 the limiting straight line intersects the graph of 1/1 (x) 
at the unique point x = 0 and then p* = 1. It remains to note that G( <Xl) = 
g(O). The theorem is thus proved. D 
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Differentiating (2) and substituting s = 0 we obtain 

g'(O) = 1/1'(0)(1 - Ag'(O)); 

hence, the mean duration of the busy period is 

-g'(O) = ,/(1 - p). (6) 

Formula (6) can easily be interpreted from ergodic considerations. Let To 
and Tl be the mean durations of idle and busy periods, respectively. Then 
Td(To + T1 ) = p is the average fraction of the time during which the server 
is occupied. Noting that To = 1/A we have Tl = ,/(1 - p). 

4.3.4. Distribution of the Number of Customers Served 
During the Busy Period 

Let gk be the probability that during a busy period k customers will be 
serviced, {gin)} be the n-fold convolution of the distribution of {gk}' 

and hence the generating function g(z) of the sequence {gd satisfies the 
functional equation 

g(z) = zJ(g(z)), 

or 
g(z) = Zl/l(A - Ag(Z)). (7) 

For p > 1 the number of customers serviced during the busy time is infinite 
with some positive probability; for p ~ 1 it is finite with probability 1. The 
proof is analogous to one in the case of the busy period. If p < 1, then this 
number has a finite mathematical expectation a. From (7) we obtain 

g'(z) = I/I(A - Ag(Z)) - AZI/I'(A - Ag(Z))g'(z). 

Substituting z = 1 into this equation yields a = 1 + pa, i.e., 

a = 1/(1 - p). (8) 

Formula (8) has the following intuitive meaning: during time T on the average 
AT(1 - p) busy periods occurred-the same as the number of customers 
during the free state of the server; thus, per one busy period there are on the 
average AT/[AT(1 - p)] = 1/(1 - p) serviced customers. 

4.3.5. Distribution of Time until the First Disengagement 
of the Server 

Let y(O) = x ~ O. Denote by T.x the first time at which y(t) vanishes. Note that 
if one averages the distribution of Tx over the distribution B(x), the distribu-
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tion of the busy period is obtained. Let ax be the number of customers arriving 
into the system during the interval (0, 1'x) and 

Gn(x,t) = P{T,. < t,ax = n}. 

Prabhu (1965) has obtained an elegant and very useful formula for this 
distribution, namely, 

t > x, n ~ 0, (9) 

where B(x) is the n-fold convolution of the distribution function B(x). 
We shall prove (9) following Prabhu's argument. Clearly formula (9) is valid 

for n = 0, since 

Bo(x) = {O for x ~ 0, 
1 for x> o. 

For b ~ 1 in order that 1'x < t and ax = n be valid, it is necessary that a 
customer arrives at the system at time u < x. If '1 is the service time of this 
customer, then y(u + 0) = x - u + '1 and hence the event {1'x < t, ax = n} 
occurs if and only if Tx-u+~ < t - u. Thus, 

Gn(x, t) = A LX e- AU du t-x Gn- 1 (x - u + v, t - u) dB (v), t > x. (10) 

Formula (9) is equivalent to a less cumbersome formula in differentials 

(Att- 1 

dGn(x, t) = e- At __ , -dB(t - x). 
n. 

Assume that this formula is valid for n - 1. From (10) we obtain (assuming 
without loss of generality that A = 1): 

dGn(x, t) = f: e-u du t-u 
dGn- 1 (x - u + v, t - u) dB(v) 

Ix I'-u (t - ut-2 
= e-U du e- I +U ) (x - u + v) dBn- 1 (t - x - v) dB (v). 

o 0 (n - 1 ! 

Whence the required formula is obtained after interchanging the order of 
integration. 

4.3.6. N onstationary Distribution of the 
Virtual Waiting Time 

In Section 4.2 the random process y(t) defined to be 0 if at time t the server is 
free and if the server is busy the process is defined as the time from instant t 
until the server is disengaged from all the customers who have arrived prior 
to t. The Laplace-Stieltjes transform <I>(s, t) of the distribution of the random 
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variable y(t) satisfies 

<I>(s, t) = est-(l-!/J(S))A(t>[ <I>(s, 0) - s too e-su+(l-!/J(s))A(u) F(u 1 + 0) du 1 (11) 

where F(t,x) = P{y(t) < x}. In order to use this formula F(t, +0) must be 
defined, i.e., the probability that the service system at arbitrary time u will be 
free. This is the result that we shall consider now. 

The following assumptions are imposed: 

1. The servicing time possesses density, i.e., 

B(x) = f: b(t) dt, 

where b(x) has the property that for some c ~ 0 the function e-CXb(x) is 
square-integrable on the interval (0, 00). 

2. The parameter of the incoming stream Ii(t) is square-integrable on the 
interval (0, 00). 

Theorem. Under the preceding assumptions the function F(t, +0) is determined 
as the unique continuous solution of the Volterra equation of the second kind 

g'(t) = F(t, +0) + t k(t,u)F(u, +O)du, 

where 

k(t, u) = -. - lim e(t-U)S-[A(t)-A(U)][l-r/J(S))~, 1 d fX+iM d 

2m dt M-oo x-iM S 

g'(t) = -. - <I>(s,O)ets-[l-r/J(S))A(t) :. 1 d fX + ioo d 
2m dt x-ioo S 

In the last integral necessarily x > c. 

We shall not give the proof here; the reader is referred to Reich (1958). 

4.3.7. Nonstationary Conditions of the Queueing System 
for a Simple Incoming Stream 

Assume it is known that at t = 0 the server is free. Denote by tn the final instant 
of the server's nth busy period (n ~ 1). {tn } is a renewal process. The server is 
free at time t if and only if one of the following disjoint events occurs: 

1. no customer arrives in the time interval from 0 to t; 
2. a busy period ends at some time r < t; no customer arrives during the 

following t - r units of time. 
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Denote the renewal function of the process {tn} by H(t). Then the proba­
bility that the server is free is 

F(t, + 0) = e-.I.t + t e-;'(t-t) dH(r). (12) 

We shall derive the renewal function of the process {tn}. The random variable 
Zn = tn - tn- 1 (putting to = 0) is evidently the sum of two independent random 
variables, the interval ~n from tn- 1 to the arrival time of the next customer, 
and the busy interval 'no Thus, if g(s) is the unique analytic solution of the 
functional equation 

g(s) = I/I(s + A - Ag(S)) 

for which Ig(s)1 ~ 1 in the right half-plane and which is real for all real s ~ 0, 
then 

Me-s{n = Ag(S)/(s + A). (13) 

According to Section 2.6 the Laplace-Stieltjes transform of H(t) is 

foo -sx Me-s{n Ag(S) 
h(s) = e dH(x) = 1 M s{ = A A ( ) . o - e n s+ - gs 

(14) 

Taking the Laplace-Stieltjes transform of both sides of (12) and using (14) we 
obtain 

JOO -st 1 ( Ag(S)) 
Joe F(t, + 0) dt = s + A 1 + s + A - Ag(S) , 

or 

fOO 1 
e-stF(t, +O)dt = A A ( ). 

o s+ - gs 
(15) 

4.4. A System of the GIIMlm Type 

4.4.1. Construction of an Embedded Markov Chain 

Queueing systems of a very general structure with incoming stream with a 
limited aftereffect and exponentially distributed service time can be studied 
using the method of embedded Markov chains (Kendall's method). 

We shall stipulate the following assumptions. 
A queueing system is described by a random process v(t). The process takes 

integral nonnegative values 0,1,2, .... At times {tn}-which form a random 
renewal stream-customers arrive at the system. If at time tn = 0 the state of 
the process was i, then at time tn the process moves into the state j with 
probability Pij where 
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00 

L Pij = 1 
j=O 

independently of the random times associated with the behavior of the process 
until time t. In the intervals between {tn}, the process v(t) is a homogeneous 
Markov process with transition intensities Aij. To complete the definition of 
the random process v(t) we specify either its initial distribution 

Pk(O) = P{v(O) = k} (k = 0,1,2, ... ), 

or the distribution at the time preceding the first renewal: 

pt(1) = P{V(tl - 0) = k} (k = 0, 1,2, ... ). 

Since {tn } is a renewal process, it follows that 

Fn(x) = P{tn - tn- 1 (1 - bn1 ) < x} 

= Fl (x)bn1 + F(x)(1 - bn1 ), n ~ 1. 

Introduce the notation 

vn = v{tn - 0) (n = 1,2, ... ). 

The following characteristics are of interest: 

pt(n) = P{vn = k}, pt = lim pt(n), 
n-+oo 

Pk(t) = P{v(t) = k}, 

(1) 

If F(x) is a nonlattice distribution* that possesses a finite first moment r, 
then the existence of a nonsingular distribution {pt} implies immediately (in 
view of Smith's theorem in the theory of regenerative random processes) the 
existence of a nonsingular distribution {pd, where 

1 (00 00 00 

Pk = ~ J 0 i~O pr j~O Pijjk(t) [1 - F(t)] dt, (2) 

and }jk(t) is the probability that a homogeneous Markov process with transi­
tion intensities Aij proceeds during time t from the state j into the state k. [It 
is assumed that Lk=O}jk(t) = 1 for all t.] These arguments imply that to study 
a stationary condition of the process v(t) it is sufficient to study the Markov 
chain {vd. We shall derive a formula for transition probabilities of this chain 
7rij = P{Vk+l = jlVk = i}. 

Since under the condition tn- 1 - tn = t the transition probability coincides 
with the function Lk Pikhj(t) and the random variable Zn+l = tn+l - tn is 

* In the case of a lattice distribution we consider the limit 

p~h) = lim Pk(nh + b), 

where h is the maximal step of the distribution, 0 :0::; b < h. 
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distributed with the distribution F(t), we have 

1tij = L Pik f'X) hit) dF(t). 
k Jo 

(3) 

The stationary distribution of the Markov chain {vn } (the final probabilities) 
are derived from the relations 

00 

P: = L 1tikPr (k = 0, 1,2, ... ), 
i=O 

00 

L P: = 1. 
k=O 

Thus the probabilities of the states of the queueing system can be obtained 
either as characteristics of a lined random process or an embedded Markov 
chain. 

4.4.2. Example 

Consider a system with waiting consisting of m identical servers. Let the 
stream of customers form a renewal process {tn } in accordance with formula 
(1). The service time is assumed to be an exponential random variable with 
parameter jJ.. 

We shall interpret v(t) as the number of customers in the system at time t. 
We now obtain the characteristics of this process. 

Clearly 

Pij = "H1,j, 

i.e., at time tn the random function v(t) possesses a jump equal to 1. Further­
more, for j ~ m 

if j > i, 

if j ~ i 
(4) 

(since in the interval between tn and tn - 1 the number of customers in the system 
can only decrease following a pure death process with parameter mjJ. as long 
as the queue exists). 

Consider the case when 0 ~ j < m. There are two possibilities: (1) i ~ m or 
(2) i > m. We shall investigate each one of them separately. 

1. i ~ m. Then the first customer is served during time e 1 distributed in 
accordance with the exponential distribution with parameter ijJ., the next one 
during time e1 + e2 where e2 does not depend on e1 and is distributed 
exponentially with parameter (i - 1)jJ., and so on; finally the (i - j)th customer 
during time e1 + e2'" + ei-j where the parameter of ei-j equals (j + 1)jJ.. 
Under the condition v(O) = i the event {v(t) ~ j} is equivalent to the event 
{e1 + e2 + ... + ei-j < t}. Hence, for j ~ i ~ m 
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hit) = Pgl + ~2 + ... + ~i-j < t} 

- Pgl + ~2 + ... + ~i-j+l < t}. 

If we set 

tpij(S) = too e-SX dhj(t), Re S ~ 0, 

then it follows from formula (5) that 

(5) 

tp .. (s) = ~ ... (j + 1)Ji _ ~ ... ~ = Jii-jils i _1_. (6) 
IJ s + iJi s + (j + 1)Ji s + iJi s + iJi jl L! s + rJi 

The functions 

hj(t) = C/e-jl'/(1 - e-l'/)i-j 

correspond to the transformations of the form (6); this result is also evident 
directly. 

2. i > m. Then 

hit) = Pgo + ~l + ... + ~m-j < t} - Pgo + ~l + ... + ~m-j+1 < t}, (7) 

where ~o is the time during which, under the condition that all the servers are 
busy, i - m customers will be served. Analogously we have 

mi-mmlJii-js m 1 
tp;-(s) = . n --. 

J jl(s + mJi)' m r=j S + rJi 
(8) 

In this problem the characteristics of the Markov chain {vn } rather than the 
stationary characteristics of the process v(t) are of basic interest. Knowing the 
transition probabilities of this chain defined by formula (3) where hit) are 
given we can solve the system of equations that determines the limit proba­
bilities. Kendall (1960) has shown that under the condition that there exists 
an ergodic distribution, the formulas 

* _ {Jik' for k ~ m - 2, 
Pk - A k-m+l for k ~ m - 1 

are valid, where Jik are constants and A is the unique root of the equation 

too e-(l-A)l'mX dF(x) = A 

in the interval ° < A < 1. 
Let Qn denote the size of the queue at time tn - 0, i.e., Qn = max{O, Vn - m} 

and Q denotes the random variable whose distribution coincides with the 
limiting distribution of Qn (n -+ 00). Then the following interesting fact is 
valid. If it is known that Q > 0, then under this condition the random variable 
has a geometric distribution 

P{Q = klQ > O} = (1- A)Ah- 1 (k = 1,2,3, ... ). (9) 
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Detailed calculations are given in the previously cited paper by Kendall as 
well as in a paper by Takacs (1967). Here we shall present the proof of the 
existence of the ergodic distribution for a Markov chain {v.} under the 
condition 

mJi fooo x dF(x) > 1. (10) 

First, the physical meaning of condition (10) is the same as the condition p < 1 
for a single-server system with a simple incoming stream (Section 4.1). Indeed, 
in a unit time on the average [f0' x dF(x)]-l customers arrive, the average 
duration of serving one customer equals Ji- 1 so that the inverse ofthe quantity 
on the left-hand side of inequality (10) can naturally be viewed as the load on 
the server. 

To prove the assertion we use the ergodic theorem related to Markov chains 
with a finite number of states (Section 3.1). We state a frequently used par­
ticular case of this theorem. 

Let {vn } be an irreducible aperiodic Markov chain with values 0, 1, 2, .. , . Then if 
for some e > 0 

M{vn+1 - vnlvn = i} < -e, i > N, 

M{Vn+1 - v.lvn = i} < 00, i:::; N, 

the chain {vn } possesses an ergodic distribution. 

In the case of the queueing system under consideration one can write 

(11) 

(12) 

where Pn is the number of customers serviced during the time interval (t.- 1 , tn). 
Let it be known that V.-1 = i > m and t. - t.-1 = x. Then for any k ::;; i - m 

00 1 . 
P{P. ~ k} = e-mllx .L ~(mJix)1 

I;k I. 

(as long as there is a queue the outgoing process is a Poisson process). 
Hence, 

M{P.lvn-1 = i,t. - t.-1 = x} 

>- e-mllx if f (mJix)i 
".. h;l i;k i! 

( 
00 00 (mJix)i 00 00 (mJix)i) 

= e-mllx L L -.,- - L L -.,- = mJix - Ri- m+1(X). 
k;l i;k I. k;i-m+1 i;k I. 

Integrating over the distribution F(x) we arrive at 

too mJix dF(x) = mJi too x dF(x) > 1; 
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SO' R i - m+l dF -being a remainder of a convergent series-can be made ar­
bitrarily small by taking i> N. Whence the bound (11) follows. The bound 
(12) follows from the fact that Vn - Vn- l ~ 1 always. 

4.5. MIGI! System with an Unreliable and 
"Renewable" Server 

4.5.1. Possible Statements of the Problem 

In practical applications generalization of the queueing system to the case 
when the server fails and requires repair (renewal) are of great importance. 
Indeed it is evident a priori that there exist service systems for which the given 
intensity of the incoming stream, the waiting time, and queue length possess 
an ergodic distribution; if, however, we consider that a certain fraction of time 
is being used for repairs due to a systematic breakdown, then the queue indeed 
will grow to infinity. Therefore, it is necessary to be able to establish ergodicity 
conditions and to obtain various characteristics of service also for "unreliable" 
servers. 

From a practical aspect several different mathematical models that de­
scribe the failure of a server and its renewal as well as the rules of servicing a 
customer who finds a server in a broken condition are of interest. First, the 
server can fail either only in the course of a service or during the idle time or 
it can fail in both of these states. Clearly, in each one of these cases a statistical 
law should be indicated which governs the failure of a server. In many cases 
the assumption that a server fails randomly, i.e., the failure during time h can 
occur with probability IXh + o(h) independently of the previous history, seems 
to approximate the real-world situations fairly well. It may be assumed that 
parameter IX is a random variable that is equal to IXI if the server at a given 
instant is busy and equals lXo if the server is idle. 

This assumption is equivalent to the statement that the duration of reliable 
service of a server-whether busy or idle-is exponentially distributed. 

In a more general case, the duration of reliable service is a random variable 
with a distribution that is not necessarily exponential. The question arises how 
should one reckon the duration of continuous service? In real-world systems 
it is sometimes of interest to consider the model according to which a server 
may fail only during time from t to t + h with probability that depends on the 
duration from the beginning of the busy period still in progress at time t. 

In a model considered by Mar'yanovich (1962a, b) this probability depends 
on another variable, namely, the time from the beginning of servicing a 
customer that is still in service at time t. Often the time starting from the instant 
of the last repair of the server is of importance. 

The duration of repairs of a server after successive failures are usually 
assumed to be independent and identically distributed. This distribution may, 
however, depend on whether the server failed at the time when it was busy 
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with a customer or whether the failure occurred during the idle time. In the 
majority of papers the assumption is that the repair time is exponential; for 
applications, it is important to relax this assumption. 

Assume that a server failed during service. After the repair the customer 
again arrives at the server to complete the service: in the first model the service 
time of a customer after a repair does not depend on the time previously spent 
in service; in the second model this time is "stored" and the remaining service 
time is reduced. Intermediate situations are also possible. Of interest is the 
model in which a customer departs the system with some probability if during 
its service the server failed. This situation was studied by Mar'yanovich. We 
shall now consider various models previously described, starting with the 
simplest. 

4.5.2. Failure During Idle Time 

Assume that the server may fail only in the free state. If the busy period ends 
at the instant t and until t + x no new customers arrive, the server may fail 
with probability Do(x) = So do(t) dt. In other words Do(x) is the distribution 
function of the service life of a "free" server. The renewal time is considered 
to be a random variable with distribution function Ro(x) and finite mathe­
matical expectation roo We shall retain the notation of the foregoing sections 
for the parameter of the incoming stream, the service time, and the load on 
the server. 

The following quantities are important service characteristics: 

the distribution of waiting time at an arbitrary time, i.e., the time from instant 
t up to the time when the server is capable of servicing a customer arriving 
att; 
the probability that the server is free at the given instant; 
the probability that the server is serviceable (or unserviceable) at the given 
instant. 

All these characteristics can be studied with the aid of a suitably constructed 
Markov process. 

First consider the following abstract servicing model. The behavior of a 
system is described by a regenerative random process y(t) with renewal times 
tn' corresponding to the completion of busy periods. If tn- 1 + Zn is the time of 
arrival of the first customer in a given cycle, then the cycle consists of two 
intervals: Zn and tn - tn- 1 - Zn = z~. The process y(t) is completely defined by 
the random variable Zn and the random function g(t), 0 < t < z~, where 
g(t) = y(tn- 1 + Zn + t) (z~ is also a random variable). 

Assume that MZn < 00, Mz~ < 00. Now let P(A) be the ergodic probability 
of the event {y(t) E A}. Then this probability will have the same value when 
y(t) is replaced by another process for which the distributions of g(t) and z~ 
are the same but that of Zn is different provided MZn remains unchanged. 
Indeed, it follows from Smith's theorem that 
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lim P{y(t) E A} = MT(A)/M{z. + z~}, 

where T(A) is the total time of sojourn of the function g(t), 0 < t < z~ and the 
function go(t) = 0,0 < t < z. in the set of states A. The first summand in both 
cases is the same, while the second equals Mz. or 0 depending on whether or 
not the set A contains the point O. 

Return now to the situation with an unreliable server. We shall interpret a 
failure as a customer and renewal as service time. Let y(t) be the virtual waiting 
time. Within the busy periods this process is changed in the same manner as 
in the case of an MI Gil system, but the distribution function of servicing a 
customer with which the busy period starts is equal to 

Bo(x) = LX) e-;'Y dDo(y)Ro(x) + (1 - LX) e-;'Y dDo(y)) B(x). 

The period of free (and reliable) state of a server has the mathematical 
expectation 

A01 = LX) e-hDo(x)dx. 

In view of the preceding remark, for calculations of ergodic probabilities we 
shall assume that during an idle state a customer arrives in accordance with 
the exponential distribution with parameter Ao. We thus have an MI Gil 
system with the special features of arrivals and servicing of the customers 
stipulated previously. 

Analogously to the results in Section 4.2 the following assertion is verified. 

Theorem. For p = AT < 1, there exists a limiting distribution F(x) = 
limt--+oo P{y(t) < x}, which does not depend on the initial distribution and is 
defined by the solution of the integral equation 

F'(x) - A f: B(x - y)dF(y) + (AB(x) - AoBo(x))F( +0) = 0, x> 0, (1) 

where F( + 0) is determined from the normalizing condition F( 00) = 1. 

Introduce the notation 

f(s) = fooo e-SX dF(x), t/I(s) = fooo e-SX dB (x), 

t/lo(s) = fooo e-SX dBo(x). 

Integrating both sides of (1) with the weight e-sx, 0 < x < 00, we arrive at 

f(s) = F( + 0) s + Ao(l - t/lo(s)) - A(l - t/I(s)) . 
s - A(l - t/I(s)) 

(2) 
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The constant F( + 0) is obtained by means of the limiting transition in formula 
(2) as s -+ 0: on the left-hand side f(s) -+ 1, on the right-hand side we have 

F( 0)1 + Aoto -At 
+ 1 - At ' 

where 

Thus 

F( +0) = 1 - P 
1 - p + Aoto 

(3) 

Formula (3) has the following simple interpretation. The average amount of 
work arriving during time dt is equal to AoF( + O)to dt + A(1 - F( + O))t dt, 
i.e., in an interval of unit length the server is busy on the average during the 
time AoF( +O)to + A(1 - F( +O))t; on the other hand, this time is equal to 
1 - F(+O). 

Similar consideration allows us to derive the probability that a server is in 
working condition in a stationary state. This probability is called the avail­
ability coefficient (Kr) in reliability theory. 

The times at which a server fails form a renewal stream with intensity 
AoF( + 0). Whence 

(4) 

We suggest that the reader derive this formula from Smith's theorem for 
regenerative processes choosing the instants of completion of busy intervals 
as the renewal times. 

Observe that the same mathematical equations describe a completely dif­
ferent physical process. In many cases when serving the first customer in the 
busy period an additional operation usually called "warming-up" is required. 
This causes Bo(x) and B(x) to be different functions. (In this case usually 
A = Ao.) Actually, this model can be adapted to the systems where both 
"warming-up" and failures are observed. 

4.5.3. The General Case 

It is clear that the queueing system studied in detail in the preceding subsection 
is very restrictive; for applications it is important to generalize it in such a 
manner that the possibility of failure during servicing a customer will be 
allowed. However, for a wide class of formulations of servicing with an 
unreliable server, the preceding result can be used; one needs only to interpret 
the service time in a different manner. 

We clarify the preceding discussion by an example. Assume that in addition 
to the assumptions stipulated in the preceding subsection, a server can fail-in 



190 4. Semi-Markov Models of Queueing Systems 

the course of servicing a customer-during a short time h with probability 
ct l h + o(h) independently of the previous history. We assume that the renewal 
time is a random variable with distribution function Rl (x) and finite mathe­
matical expectation, l' As to failure during idle time, the assumptions are the 
same as in the preceding subsection. At time to let the servicing of a certain 
customer commence. Denote by p the time from the instant to up to the time 
when the server is ready to service the next customer. The time p may consist 
of the time servicing a customer who arrived at the service at time to (this will 
occur in the case when the server did not fail during the service time); if, 
however, the server failed during the service n times, then p will consist of the 
service time and n renewal times. By the total probability formula 

Bp(x) == P{P < x} = n~o f: R~n)(x - y)(ct~~t e-a'Y dB(y), 

where R~n)(x) is the distribution function of the sum ofn independent random 
variables with the distribution function Rl (x) if n ::::; 1, R~O) == 1. Clearly, as far 
as waiting time of a customer is concerned, it is irrelevant what fraction of 
time was spent by the server on service or on repair; only the amount of 
time-after the beginning of a service of a customer-that is needed for a 
server to be able to service the next customer is of importance. Hence, if one 
views service time as a random variable p, then the waiting time of a customer 
in a steady state will be determined by formulas (2)-(3) in which I/I(s) is replaced 
by the Laplace-Stieltjes transform I/Ip(s) of the random variable p. 

In the preceding example 

I/Ip(s) = S roo e-sx d
d {f rx RT)(x _ y)(ctl;t e-a,y dB(Y)} dx 

Jo x n=oJo n. 

= I/I(s + ct l - ct l PI (S)), 

where PI (S) is the Laplace-Stieltjes transform of the distribution of the renewal 
time of a server under the condition that the failure occurred during servicing 
a customer. A condition under which the random process ((t) possesses an 
ergodic distribution can be derived. For this purpose we compute the mathe­
matical expectation of the random variable p evaluating the derivative ofl/lp(s) 
with respect to S at S = 0: 

MP = -I/Ip(O) = -1/1'(0)[1 - ctlP'l(O)] = ,[1 + ctl'l]. 

It thus follows immediately that the ergodicity condition of the process ((t) is 
given by the inequality 

A,[l +ctl'l] =p[l +ctl'l] < 1. 

As it is to be expected for some values of parameters, the process that 
possesses an ergodic distribution in the case when a server is totally reli­
able ceases to have this property when the server is subject to a random 
failure. 
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Several formulations of this kind have been considered by Mar'yanovich, 
who determined, using another method, the distribution of the number of 
customers in the system under steady-state conditions and the probability 
that the server is unserviceable. 

4.5.4. The Influence of Partial Failure 

Up until now we have considered servers who may be in only two states, 
"serviceable" or "unserviceable." A serviceable server is capable of serving 
customers at any instant oftime (this is reflected by the identical distributions 
and independence of service times for different customers). On the other hand, 
when the server is unserviceable, it is totally incapable of servicing and requires 
renewal (repair). In real-world situations, however, the server may be capable 
of service to some extent at different times. As an example, consider the service 
to be a transmission of a message by radio. With the passage of time the 
external noise level changes, and this results in variations in the rate of 
information transmission. Yet another example is a system of information 
transmission in which several methods of transmission, each having its own 
transmission rate, are available. When one piece of equipment fails, another 
is used. 

This state of affairs substantially diversifies mathematical statements of 
queueing problems. We deal here only with one possible approach, which has 
apparently not been dealt with sufficiently in the literature as yet. 

We use the interpretation of service in terms of "work": service of each 
customer will be understood as work performed by the server. The amounts 
of work corresponding to different customers will be considered independent 
random variables WI' W 2 , ... , W n , ... with a common distribution function 
B(x). Assume, furthermore, that at almost every instant of time the server's 
capacity is E(t), i.e., from t to t + h the server can perform E(t)h + o(h) units 
of work. If we assume that the capacity of the server is constant, E(t) = E, the 
problem is reduced to service with waiting; the distribution function of the 
service time will be B(Ex). The preceding formulation of the problem of an 
unserviceable server fits well into the new framework. Indeed, when the server 
is unserviceable, the capacity must clearly be considered zero. 

We make the following assumptions. At each instant of time the server may 
be in one of n states: the 1st, 2nd, ... , nth; a certain capacity Ei corresponds 
to the ith state. Transition from state to state occurs in a random manner; if 
the server is in the ith state, it may pass into the jth in the short time h with 
probability %h + o(h). In other words, the states of the server form a homo­
geneous Markov process l(t). 

The following characteristics of service are of interest in this formulation of 
the problem: 

the distribution of the amount of work required starting from the instant t in 
order to complete servicing the customers already in the system at t; 
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the distribution of the waiting time of a customer arriving at time t; 
the probability that at a given instant of time there are no customers in the 
system, and the server is in a particular state. 

In studying systems with waiting, special importance is attached to the 
parameter 

p = At, 

i.e., the load on the system. In the present formulation we shall also utilize the 
load concept, whose value will have substantial influence on the nature of the 
process. 

First, we note that the process l(t) does not depend on the service process. 
Assume that all possible transitions from state i to some other state j are 
admissible. Then, by the ergodic theorem of Section 3.1, the process l(t) 
possesses an ergodic distribution, defined by the probabilities 

Pi = lim P{l(t) = i}, 1 ~ i ~ n, 
1-00 

which is determined by the system of equations 

with the normalizing condition 
n 

L Pi = 1. , ;=1 

Now define the mean capacity of a server as: 
n 

E= L EiPi 
i=l 

and the load on the system by the equation: 

1 
p = =AMw 1 · 

E 

We introduce a stochastic process y*(t), defined as the amount of work 
required from the time t to complete servicing the customers already in the 
system at t (clearly if server is free at the time t, then y*(t) = 0). Consider now 
the two-dimensional stochastic process 

(*(t) = {l(t), y*(t)}. 

Clearly (*(t) is a Markov process. 
The distribution of the process (*(t) at an arbitrary instant is given by the 

function 

Fi*(X,t) = P{l(t) = i,y*(t) ~ x}. 
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Theorem. A necessary and sufficient condition for the existence of the ergodic 
distribution of the process '*(t) is 

p<1. 

When this condition is satisfied, the limits 

F;*(x) = lim Fi*(X, t) 
1-+00 

satisfy the following system of integro-differential equations: 

EiF[(X) - (A + I qu)Fi(X) + A jX B(x - y)dFi(y) 
j#i Jo 

+ I %iF](X) = ° (1 ~ i ~ n). 
j#i 

(5) 

PROOF. The derivation of(5) is analogous to that ofEq. (1) for the distribution 
function of the waiting time F. Only the proof that the process '*(t) possesses 
an ergodic distribution for p < 1 is somewhat different. 

Let Xn be the duration of the nth free interval, Yn be the duration of the nth 
busy interval. The working time of the server during time T is not less than 
A(T) - E'IflI)xi, where A(T) = gE(t)dt,E' = maxEi,xiisthelengthofthe 
idle interval that does not intersect with (0, T). On the other hand, A(t) ~ 
IfJ? 1'/i' where N(t) is the number of customers in the interval (0, T) and 1'/i are 
the durations of their service. Consequently, 

1 ,J(T) 1 J(T) N(T) 1 N(T) 

rA(T) - E T J(T) i~ Xi ~ ----y- N(T) i~ Wi· 

From the ergodic theorem for semi-Markov processes, T- 1 A(T) -+ E in prob­
ability. By the property of a Poisson distribution T- 1 N(T) -+ A in probability. 
From the strong law of large numbers we have that 

with probability 1; hence, 
N(T) 

N-1(T) I Wi -+ MWl 
i;l 

in probability. 
Finally Xi is an exponentially distributed random variable with parameter 

A; r 1 If;l Xi -+ 1/ A with probability 1 and hence r 1 If;l Xi ~ c, for all J 
simultaneously with probability at least 1 - e. 

Thus, with probability at least 1 - e/2 

J(T) -T ~ (c,ET1(E - AMw1) - e = () > 0. (6) 

Furthermore, J(T) = Lk Jk(T), where Jk(T) is the number of renewal points 
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in the interval (0, T) of the renewal process of times of completion of busy 
periods in the state E(t) = Ek • When the mean length of a cycle is infinite, 
T-1 Jk(T) -+ 0 in probability. Consequently, the average of a cycle is finite for 
some k or equivalently 

lim Fk(t, + 0) > O. (7) 
t-+a::> 

Since C(t) is a regenerative process with the chosen renewal process in the form 
of a set of regeneration times, it follows from Smith's theorem that the 
process possesses a proper limit distribution. 0 

We now turn to the explicit solution ofintegro-difTerential equations (5). We 
shall utilize both analytic and probabilistic arguments. 

By the method already used several times in this chapter, it is easy to 
establish the absolute continuity of F;(x) and thus to justify application of the 
Laplace transformation to (5). Denote 

<I>;(s) = La::> e-SX dF;(x), 1 ~ i ~ n, a; = F;(O), 1 ~ i ~ n; 

I/I(s) = La::> e- SX dB(x). 

Applying the Laplace transform to (5) we obtain 

<I>;(s) {SE; - A[l - I/I(s)J - j~; qij} + j~; %<I>is) = sa;E;, 1 ~ i ~ n. (8) 

The system of equations (8) has a unique analytic solution <I>;(s), 1 ~ i ~ n, for 
Re{s} > 0, if the constants a; appearing on the right-hand side actually corre­
spond to their stochastic meaning, i.e., if they are equal to the probabilities 
F;(O). Indeed, such a solution always exists; it is the Laplace-Stieltjes trans­
form of the distributions F;(x). We shall prove that in the neighborhood of 
point s = 0 (excluding the point s = 0 itself) the determinant of system (8) does 
not vanish; this will imply that the solution is unique in the neighborhood of 
zero. Next by the principle of analytic continuation the solution may then be 
extended uniquely over the whole right-half-plane. 

Thus it is required to establish that in a neighborhood of point s = 0 the 
determinant 

A(s) = 

qln ... sEn - A(l - I/I(s)) - L qnj 
j#n 

does not vanish. For s = 0, the determinant vanishes (the sum of the 
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elements of each column is zero). Furthermore, 

S(s) = [El + A1/I'(S)] 

SE2 - A[1 - 1/I(s)] - L q2j ... qn2 
j#2 

q2n ... sEn - A[1 - 1/I(s)] - L qnj 
j#n 

SEl - A[1 - 1/I(s)] - L qlj ... qnl 
+ [E2 + A1/I'(S)] j# 1 + .... 

qln sEn - A[1 - 1/I(s)] - L qnj 
j#n 

Substituting s = 0 we obtain 

d' (0) = [E 1 + A1/I' (0)] 

+ [E2 + A1/I'(O)] 

or, denoting the coefficient at [Ei + A1/I'(O)] in this expansion by d i we have 

n 

d'(O) = L [Ei + A1/I'(O)]di· 
i=l 

Recall that the system of equations determining Pi is given by 
n 

L Pi = 1. (9) 
i=l 

Since the process l(t) is ergodic, this system has a unique solution. Thus, 
one of the first n equations of this system may be omitted so that the remaining 
system will possess the same unique solution. Hence, 

Pl:P2:"':Pn = dt:(-L\!):"':(-I)n+ld:, 

where dr is the determinant ofthe matrix obtained by deleting the ith column 
and the last row in the matrix ofthe system of n equations under consideration. 
Direct comparison of dr and d i shows that either for all i between 1 to n, 
d i = (-I)"dr or, for all these i, d i = (-l)n+ldt. But then d i = OJPi' where OJ 
is a proportionality factor different from zero. 

Noting that 

n n 

L EiPi = E, L Pi = 1, 
i=l i=l 
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we obtain 

~'(o) = w(E + ,11/1'(0)) = wE(1 - p) "# o. 

Hence for sufficiently small s "# 0 the determinant does not vanish, q.e.d. 
For a complete solution of the problem it is required to determine the 

constants ai' 1 ~ i ~ n. To simplify the computation we shall confine ourselves 
to the case n = 2. The calculations for an arbitrary n are analogous. 

For n = 2, the determinant ~(s) has the form 

~(s) = ISE 1 - ,1(1 - I/I(s)) - q12 q21 I. 
q12 SE2 - ,1(1 - I/I(s)) - q21 

Since <1>1 (s) is analytic for Re {s} > 0, in the expression 

l
a1E1 q21 1 

<l>l(S) = a2E2 sE2 - ,1(1 - I/I(s)) - q21 

I

SE1 - ,1(1 - I/I(s)) - q12 q21 1 (10) 

q12 SE2 - ,1(1 - I/I(s)) - q21 

if the denominator vanishes, so does the numerator. Note that 

or 

~(o) = 0, ~'(o) = q12 E(1 - p) < 0, ~(+oo) = +00. 
P2 

Thus there exists a positive So such that ~(so) = O. Hence the condition 

la1E1 q21 1- 0 
a2 E2 SOE2 + ,1[1 - I/I(so)] - q21 - , 

is obtained. 
Thus we have a relation between a1 and a2 • A second equation can be 

derived from probabilistic arguments. Indeed, 

<1>1(0) + <1>2(0) = F1(00) + F2(00) = 1, 

and if we write 

ISE1 - ,1[1 - I/I(s)] - q12 a1E11 

<l>2(S) = q12 a2E2 (11) 

I

SE1 - ,1[1 - I/I(s)] - q12 q21 1 

q12 SE2 - ,1[1 - I/I(s)] - q21 

and find the limits of expressions (10) and (11) as s -+ 0 we then obtain 

<1>1(0) = P1[E(1 - p)]a1E1 + a2 E2, 

<1>2(0) = P2[E(1 - p)]a1E1 + a2E2, 
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whence 
aIEl + a2E2 = E(l - p). 

The constants al and a2 are determined from these two equations as follows: 

q2l E(1 - p) a 1 = ---,-----=-=-=--'-----'--'----,---
El {SOE2 + A[l - "'(so)]}' 

q12E(l - p) 
a 2 = --;--------:-:::---,---,--,--::-0-

E2 {soE l + A[l - "'(so)]} 

Substituting these expressions into formulas (10) and (11), we obtain the 
final expressions for <1>1 (s) and <1>2 (s). 

4.6. Mixed Service Systems 

4.6.1. Mixed System with Constant Service Rate 

The reader is already familiar with the statement of the problem according to 
which a customer can join the queue only if the total number of customers in 
the queue is less than m; any customer arriving when the queue already 
contains m customers does not wait for service and is lost. The following more 
general model is also of interest: a customer may remain in the queue or be 
lost with a probability that depends in an arbitrary manner on the length of 
the queue. 

We introduce the following notation. 

bk is the probability that the customer joins the queue if k customers (including 
the customer being served) are in the system when he arrives; 

vet) is the number of customers in the system at time t; 
~(t) is the time from t until the customer that is being served at time t leaves 

the system; 

((t) = {v(t), ~(t)}, CPo = lim P{v(t) = OJ, 
(--+00 

CPk(X) = lim P {v(t) = k, ~(t) < x}, 
(--+00 

The symbols A, B(x), and "'(s) have the same meaning as in the models 
considered above. 

4.6.2. Condition for Ergodicity 

Assume that the limit 

b = lim bk 
k--+oo 

exists. 

(1) 
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Of special interest is the case 

Abr < 1. 

However, for ergodicity of the process, a more general condition 

Ar lim bk < 1 
k-+oo 

is sufficient. This case is completely settled by the following theorem. 

(2) 

(3) 

Theorem. If condition (3) is satisfied, the random process '(t) has an ergodic 
distribution, which is the unique bounded absolutely continuous solution of the 
system of differential equations 

C{J~(x) - AbnC{Jn(x) + Abn- 1 C{Jn-1 (x) = C{J~(O) - C{J~+1 (O)B(x), n ~ 2, 

C{J~ (x) - Ab1 C{J1 (x) = C{J~ (0) - C{J;(O)B(x) - AboC{JoB(x), AboC{Jo = C{J~ (0) 

under the additional conditions 

C{Jn(O) = 0, n ~ 1, 

00 

C{Jo + L C{Jn(oo) = 1. 
n;1 

(4) 

(5) 

(6) 

For the proof we first establish the existence of the ergodic distribution of 
the embedded Markov chain vn-the number of customers in the system after 
the service of the nth customer was terminated. 

Let Vn - 1 = i ~ 1. Then up until the time of completion of the service that 
started in state i there will be at least i customers in the system and hence the 
probability of arrival of a customer in the interval (t, t + dt) is at most ibi dt 
where bi = sup(b1,bi+1"")' Whence 

M {vn - vn- 1Ivn- 1 = i} ~ Abi fooo B(t) dt - 1, i ~ 1. 

Under the condition (3) there exists an N such that Arbi ~ 1 - e, i ~ N, and 
hence Arbi ~ 1 - e. Thus 

M{vn - vn- 1Ivn- 1 = i} ~ -e, i ~ N. 

At the same time we clearly have for any i 

M {vn - vn- 1Ivn- 1 = i} ~ Ar. 

The Markov chain {vn } is irreducible and nonperiodic since for i ~ 1 

P{vn = i -1Ivn- 1 = i} ~ fooo e-AXdB(x) > 0, 

P{vn = ilvn- 1 = i} ~ Ab; fooo xe-AxdB(x) > O. 
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Thus all the conditions of the theorem in Section 3.1.2 are fulfilled; hence, {vn } 

is an ergodic Markov chain. 
Let 'Ii be the time from the instant of completion of service associated with 

the state Vn = i up to completion of the next service. We have 'Ii ~ 1/A. + r 
uniformly in i. Thus, the average length ofthe cycle ofthe regenerative process, 
which describes the behavior of the system, is finite. Now the assertion of the 
theorem follows from Smith's theorem. 

Application of the Laplace transformation to (4), taking (5) into account 
yields: 

(s - A.bn)<I>n(s) + A.bn- 1 <l>n-1 (s) = IP~(O) - IP~+l (O)I/t(s), n ~ 2, (7) 

(s - A.bd<l>l (s) = IP~ (0) - IP;(O)I/t(s) - A.bolPol/t(s). (8) 

Set s = A.bn, n = 1, 2. Then the formulas (7) and (8) become: 

IP~(O) - IP~+1 (O)I/t(A.bn) = A.bn- 1 <l>n-1 (A.bn), n ~ 2, 

IP~ (0) - IP;(O)I/t(A.bd = A.bolPol/t(A.bd. 

Thus, knowing IPn and <l>n-1 we can determine IPn+1 (0). Substituting the 
resulting expression in the right-hand side of (7), we obtain <l>n(s) for all s, 
Re{s} > O. Since 

IP~ (0) = A.bo IPo 

and, consequently, 

-1 [ 1 - I/t(A.bd ] 
<1>1 (s) = (s - A.b1 ) A.bo IPo 1 - I/t(s) - I/t(A.b

1
) I/t(s) , 

we can determine all <l>n(s), n = 2, 3, ... , successively. As usual, the constant 
/'Po is determined from the normalizing condition (6). 

Having determined <l>n(s), it is easy to derive the distribution of the queue. 
Indeed 

lim P {v(t) = n} = roo dIPn(x) = <l>n(O), n ~ 1, 
t-oo J 0 

lim P{v(t) = O} = IPo. 

The probability that an arbitrary customer is lost can be determined from 
the total probability formula, since we know that the probability of a loss 
under the condition that n customers are in the system is (1 - bn ) and the 
probability of the condition is <l>n(O). Thus, the probability of a loss of an 
arbitrary customer is determined by the expression 

00 

1 - bolPo - L bn<l>n(O). 
n=l 

The waiting time characteristics of an arbitrary customer are also of interest. 
If the customer arrives when the number of customers in the system is nand 
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remains in the queue, his or her waiting time until the beginning of service 
consists of the time ~(t) until the completion of service that is already in 
progress and of the remaining n - 1 customers' service time. Since these times 
are independent, the Laplace-Stieltjes transform of the conditional distribu­
tion of the waiting time of a customer that arrived when there were n customers 
in the system and joined the queue is 

<l>n(S) ,I,n-l( ) 
<l>n(O) 'I' S . 

From here the Laplace-Stieltjes transform for the unconditional distribu­
tion of the waiting time can easily be evaluated. 

4.6.3. Mixed System with Variable Service Rate 

Ivnitskii has solved a number of problems pertaining to single-server systems 
with streams of random intensity and variable service rate. We shall present 
one of his formulations (1965, 1966) and present his results. 

Consider the following queueing system: 
At an arbitrary time t the system is characterized by the number of cus­

tomers present, denoted by v(t). 
If v(t) = k, an additional customer may arrive in a short time period h with 

probability Akh + o(h). The amount of work used for servicing the customer 
depends on the number of customers who are in the system immediately after 
its service begins. If this number equals i, then this amount of work has the 
distribution function B;(x). 

Furthermore, if v(t) = k, k = 1, 2, ... , the service rate is (Xk' For example, if 
at time t a customer arrives whose service involves an amount of work x, the 
system is free, and no other customer arrives until his or her service is 
completed, then this service ends at time t + X/(XI' 

Our task is to obtain the stationary distribution of the queue length 

Pk = lim P{v(t) = k} (k = 0, 1,2, ... ). 

If v(t) ~ 1, and hence the server is servicing a customer at the time t, we 
shall denote the amount of work required to complete the service after time 
t by ~(t). Denote further by W) the compound random process 

{o if v(t) = 0, 
((t) = (v(t), ~(t)) if v(t) > O. 

This process belongs to the class of piecewise-linear processes (see Chapter 3). 
Denote its stationary distribution by 

Fo = lim P{v(t) = O}, 

Fk(X) = lim P{v(t) = k,~(t) < x}, k ~ 1. 
/--+00 
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In addition let 
Pk = lim P{v(t) = k}, k ~ O. 

In particular, Po = Fo. (Conditions for the existence of the limiting distribu­
tions will be presented below.) 

Introduce the Laplace-Stieltjes transforms 

l/Ii(S) = foCXl e-'X dBi(x), (9) 

(10) 

Finally, let 

"Ci = foCXl x dBi(x) < 00. 

The following theorem is valid: 

Theorem. If the process (t) has a stationary distribution, then Pi and IPi(S) satisfy 
the following recurrence relations (i ~ 2): 

where 

(13) 

PROOF. It can be proved that the functions Fk(x) satisfy the system of differen­
tial equations 

AoFo = IXlFi(O), (14) 

IXl Fi (x) - Al Fl (x) - IXl Fi (0) + 1X2F~(0)Bl (x) + AoFoBl = 0, (15) 

lXiF;(x) - AiFi(x) - lXiF;(O) + lXi+lF;+l(O)Bi(x) + Ai-lFi-l(X) = 0, i ~ 2. (16) 
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Letting x -+ 00 in (14)-(16) we obtain 

Ao Fo = IX 1 F~ (0), 

-A1F1(00) - 1X1F~(0) + 1X2F~(0) + AoFo = 0, 

-AiFi(oo) - lXiFi(O) + 1Xi+1Fi+1(0) + Ai-lFi-l(oo) = 0, i ~ 2. 

By adding the first equation to the second and the resulting equation to the 
third, etc., we obtain lXiFi(O) = Ai-Ji-1(00). Clearly, Fi(oo) = Pi' Therefore, 

lXiF[(O) = Ai-lPi-l' 

After applying the Laplace transform to (16) for i ~ 2, this equation 
becomes: 

(lXiS - Ai)IPi(S) = lXiF[(O) - 1Xi+1F[+1(0)./Ii(S) 

- Ai-l IPi-l (s) = Ai-l Pi-l - AiPil/li(S) - Ai- 1 IPi-ds). (17) 

On the left-hand side we have lXiS - A multiplied by a function that is 
obviously analytic for Re {s} > O. Consequently, for S = AdlXi the left-hand side 
vanishes. Equating the right-hand side of the equation to zero, we obtain 

Ai-lPi-1 - AiPil/li (~) - Ai-l IPi-1 (~) = 0, 

or 

Substituting this value for Pi into (17) we obtain an equation for IPi(S): 

1 
IPi(S) = A [Ai- 1Pi-l - AiPil/li(S) - Ai- 1 IPi-l (s)] 

Whence 

lXiS - i 

(1X 1S - AdIP1(S) = 1X1F~(0) - 1X2F~(0)I/I1(S) - AoFol/l1(S) 

= AoFo(1 - 1/11 (S)) - A1P1 1/11 (s). 

(18) 

(19) 

(20) 

(21) 
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(22) 

The theorem is proved. D 

Thus, by using the recurrence relations (18) and (19), Pi and IPi(S) are 
successively determined. For example, 

All the Pi and IPi(S) contain the common factor Fo = Po. This constant is 
determined by the normalizing condition 

00 

L Pi = 1. 
i=O 

In particular, the Pollaczek-Khinchin formula follows easily from these 
formulas. 

Theorem. For stationary probabilities of states the equality 

00 

PoAoL1 = L Pi«(Xi - AiLi) (24) 
i=l 

is valid. 

PROOF. By summing Eqs. (14), (15), and (16) over i we obtain the equation 

00 00 

L (XiFf(x) = L (Xi Ff(O)B;-l(X) + (X1F~(O). (25) 
i=l i=2 

Since both sides of (25) contain series of nonnegative functions, we may 
integrate both sides term wise from 0 to 00. Since 

fooo Ff(x)dx = Fi(oo) = Pi> 

fooo B;(x) dx = Li' 

the result of integration is 

00 00 

L (Xi Pi = L (Xi Ff(O)Li-1 + (X1F~(O)L1· 
i=l i=2 

Since, as we have seen, 
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IXiF[(O) = Ai-1Pi-1' i ~ 1, 

we have 
00 00 

I IXiPi = I AiPi'i + AOPO'l' 
i=l i=2 

which is clearly equivalent to the required equation (24). o 

We shall now tackle the problem of the existence of the ergodic distribution 
for the process W). (The answer is obviously positive if there exists n such 
that Ai = 0 for i ~ n and all IXi > 0.) 

Theorem. Let IXi > 0 for any i. Then the ergodic distribution exists if the constant 
Po defined by (24) is positive and I Ai2 = 00. 

PROOF. If the condition of the theorem is satisfied, the sequence of functions 
{Fi(X)} determined by the above recurrence relations determines a non­
singular distribution function. Direct substitution into the equation of the 
process shows that this distribution is stationary. Since by the condition of the 
theorem the states communicate with each other, the distribution is ergodic. 

The same result follows from the theory of regenerative random processes. 
Indeed, the process ((t) is regenerative. If Po > 0, this means that if we take 
{Fi(X)} as the initial distribution, the mathematical expectation ofthe interval 
between the regeneration times will be finite. Since the stationary distribution 
is characterized by the fact that Pi> 0 as long as AoA1 - Ai-1 > 0, while 
by the condition of the theorem a transition from states v = i such that 
AoA1 ... Ai-1 = 0 into a state j for which AoA1 ... Ai- 1 > 0 occurs in a finite 
amount of time, it follows that the mathematical expectation of the inter­
regeneration interval is finite for any initial distribution. Then by Smith's 
theorem (taking the continuity of the distribution of the given interval into 
account) we verify that the ergodic distribution exists. 

Denote 

A. = Pi 
1'1 • 

Po 

Pi is determined by the recurrence relations (11)-(13), substituting 1 for Po. 
Thus, as it follows from the above arguments, Po > O. 

The condition Po > 0 is valid if and only if the series I Pi converges. 0 

Theorem. The fulfillment of the following conditions 

Ai ~ CIXi, i ~ N; 

C'i ~ 1 - G, i ~ N; 

is sufficient for the existence of an ergodic distribution of the process ((t). 

(26) 
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PROOF. For an embedded Markov chain of the process v(t) the first two 
conditions in (26) are the same as conditions (11) and (12) in Section 4.4, which 
are sufficient for the existence of an ergodic distribution. From an embedded 
Markov chain we proceed in the usual manner to the process ((t); here the 
second and third conditions of (26) are used. 0 

4.6.4. Example 
To illustrate the application of the recurrence relations (11)-(12) consider the 
following queueing system, which has applications in reliability theory. 

Two identical devices are subject to random failures. In the case of a failure 
they are sent to a worker who repairs them in the order of their arrival. The 
duration of continuous operation of each device is independent of the state of 
the others and is exponentially distributed with parameter A. 1'/ units of work 
are required to repair one device. Denote 

B(x) = P{I'/ < x}, I/I(s) = LX> e-SX dB(x). 

When one device is malfunctioning, the repairman repairs it at the rate (Xl; 

when both are out of order, the repair rate is (X2' Similar situations frequently 
occur in practice. Denote by Pi the probability that i devices are malfunction­
ing (under stationary conditions). Formulas (11) and (12) then yield (setting 
Ao = 2A, A1 = A) 

4.6.5. MIGlllmSystem 
For the preceding example we are not going to trace the structure of the 
general formulas in this subsection: the most important aspect is the connec­
tion of the characteristics of an MI Gl11m system with the characteristics of an 
MIGl1 system having the same A and B(x}. 
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Let {1tim)} be the distribution of an embedded Markov chain for a limited 
queue and {1tk} be the same for a system with an unlimited queue (provided 
the latter distribution exists). 

We have 

k+1 
(m) _ (m) I" +" (m) I" 1tk - 1to Jk L.. 1tj Jk-j+1' 

j=l 
O~k~m-l. (27) 

The system (27) is of a triangular form and hence allows us to express 
uniquely 1tim), 1 ~ k ~ m, in terms of 1tbm). Since the coefficients ofthe equation 
do not depend on m, we have 

(28) 

As we have seen previously, 1tk satisfy the same system of equations. Thus, 

(29) 

We have obtained an interesting result: the distribution of an embedded 
Markov chain for an MIG 111 m system is proportional on the corresponding 
interval to the corresponding distribution for the system MI GIL The latter, 
however, is determined by the generating function 

( ) = (1 - pHI - z)I/I(Jc(l - z)) = (1 _ ) A( ) 
1t z I/I(Jc(l _ z)) _ z P 1t Z . (30) 

We have 

00 

n(z) = L nk zk , 
k=O 

whence 

Thus 

m A k 1 ~ n(') 1 - (z/om+l L 1tkZ = -2 . -r- 1 g d" Izl < R. 
k=O m i'i=R" - z 

Denoting the right-hand side of this formula by n(m)(z) we obtain 

m L 1tim)Zk = n(m)(z)/n(m)(l), (31) 
k=O 

. b· I "m (m) 1 SInce 0 VIOUS Y L..k=O 1tk = . 
Formula (31) is meaningful for p > 1 also, although in this case (30) is not 

a generating function of a probability distribution. 
Stationary probabilities of states pim) = limt .... oo P {v(t) = k}, where v(t)-the 

number of customers in the system at time t-is easily seen to be determined 
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by the relations 

Pbm) = li1tbm) too e-;.r dt = li1tbm)/),; (32) 

P(m) = 1I1t(m) e-;.rB(t)dt 100 (),t)k-I 

k roo (k - 1)1 

+Ii L 1tt) . e-;.rB(t)dt, 
k 100 (),t)k- j 

j=1 0 (k - ])1 
(33) 

P~~I = li1tbm) roo (1 -~f (~~)i e-;.r) B(t) dt Jo ,=0 I. 

+ Ii t 1tr> roo (1 -Lj (~~)i e-;.r) B(t) dt. 
J=I Jo ,=0 I. 

(34) 

Here Ii is the intensity of the outgoing stream, which is equal to ),(1 - P!:'!.I)' 
At the same time for p < I1t}m) = 1tA1to + ... + 1tm), 0 ~ j ~ m. Finally, 

),1to roo (1 -~f (~~)i e-;.r) B(t) dt +), t 1tj (1 - Lj(~~)i e-;.r) B(t) dt J 0 ,=0 I. J=I ,=0 I. 

= ),(1to + ... + 1tm)r - (PI + ... + Pm)· 

Substituting the last relations into (34) yields 

_ (1 ) ( PI + ... + Pm) x- -X p- , 
1to + ... + 1tm 

where x = P~~I' 
From the mathematical law for a stationary queue we have Pj = 1tj. Finally 

we obtain 

x = (1 - x)(p - 1 + Po/(po + ... + Pm)). 

The root of this equation is positive since Po = 1 - p and hence p - 1 + 
Po/(po + ... + Pm) = (Pm+1 + Pm+2 + ... ) X (Po + ... + Pm)-I. Whence 

(m) Po - (1 - p)(po + ... + Pm) 
Pm+1 = X = . 

Po + p(po + ... + Pm) 

We now obtain from (32) and (33) that 

(m) _ (1 - x)(1 - p). 
Po - , 

Po + ... + Pm 

(m) _ (1 - X)Pk 1 k 
Pk - ,~ ~ m. 

Po + ... + Pm 

For p ~ 1, formulas (32)-(34) also uniquely determine pt), although in this 
case a stationary distribution {Pj} for the system MIGII does not exist. 
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4.7. Systems with Restrictions 

4.7.1. Various Forms of Restrictions 

In Sections 1.8 and 1.9 we considered two models of service with restrictions, 
a system with limited waiting time until the beginning of servicing and a system 
characterized by limited holding time (waiting time plus service time). A direct 
generalization of each of these models is obtained if one assumes that the 
waiting time (or the holding time) is limited not necessarily by a constant r 
but by a random variable with a distribution function A(x). 

We may then consider the following statement of the problem. Assume that 
the server possesses a certain effective range and can serve the customers only 
when they are within this range. Customers move through this range at a 
constant, say unit, speed. When service begins, the speed of the customer 
becomes IX. It is easy to see that IX = 0 corresponds to service with limited 
waiting time (the customer "pauses" until the service is completed) and IX = 1 
corresponds to limited holding time. 

4.7.2. Formulation of Restrictions 

When customers are serviced in the order of their arrival, it is possible to 
describe in a compact manner numerous possible forms of restrictions intro­
ducing the process y(t), which denotes the time from the instant t up to the 
time when the system is disengaged from all the customers arriving up to time 
t (in the case when the customers have departed from the system before time 
t we set y(t) = 0). Let the customers form a simplest stream with parameter 
A.. Denote by 11y the value of the jump at the time of arrival of a customer 
which found the process in state y; denote By(x) = P{11y < x} assuming that 
By(x) is a distribution function for any y and measurable in y for any x. Thus, 
we assume that the virtual waiting time is described by a homogeneous 
Markov process y(t) whose transitions during time dt are described by the 
stochastic differential equation 

dy(t) = - sign y(t) dt + 11 y(I),1 dN(t), 

where 11y,1 are independent for different (y, t) random variables with the dis­
tribution By(x), N(x) is a Poisson process with parameter A.. 

We shall interpret the function By(x) = 1 - By(x) for different restriction 
models. In all cases it is assumed that the time necessary for servicing a 
customer is a random variables with the distribution function B(x). 

1. The waiting time for service is bounded by a random variable w with the 
distribution function H(x). We have 

Gy(x) = P{11 ~ X,w ~ y} = B(x)ii(y). 

2. The sojourn time of a customer in the system is bounded by a random 
variable w with the distribution function H(x). In this case 

Gy(x) = P{11 ~ X,w ~ x + y} = B(x)ii(x + y). 
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3. The variable w + IXW', where w is the waiting time of a customer, w' is the 
service time bounded by a random variable w with the distribution function 
H(x). We have 

Gy(x) = P{t] ~ x,w ~ y + IXX} = B(x)R(y + IXX). 

4.7.3. Existence of the Ergodic Distribution 

Denote 
F(t, x) = Pg(t) < x}, F(x) = lim F(t, x). 

t-+oo 
Theorem. If the total time of sojourn of a customer in a system is bounded by 
a constant T, then the process ~(t) has an ergodic distribution. 

PROOF. The proof is almost trivial. Indeed the condition implies 

Pg(t) ::::; T} = 1. 

Hence, ifno customer arrives between t and t + T, we must have y(t + T) = 

O. Since the probability that no new customers arrive in the interval (t, t + T) 
is e-H , we have the bound 

P{y(t + T) = Oly(t) = x} ~ e-H , 0::::; x::::; T. 

This means that the mathematical expectation of the number of renewals of 
the regenerative process y(t) in unit time is at least Ae-)'T > O. This is possible 
only ifthe mathematical expectation ofthe interrenewal interval of the process 
is finite. It is also clear that this interval possesses a density. Hence, by Smith's 
theorem, the ergodic distribution exists. D 

We shall now present, in a modified form, a more refined criterion for the 
existence of the ergodic distribution, due to Afanas' eva (1965). 

Theorem. If for y ~ Yo 
By(x) ~ M(x), 

while for y < Yo and some c > 0 

By(x) ~ M(cx), 

where M(x) is a distribution function satisfying 

A Loo [1 - M(x)] dx < 1, 

then the process y(t) has an ergodic distribution. 

PROOF. Denote by ty(Y ~ Yo) the mathematical expectation of the time 
elapsing from the instant at which y(t) = y until the instant when the process 
assumes the value Yo for the first time. It follows from the inequality 

Fy(x) ~ M(x) 
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that 

where T" is a variable defined analogously to 'y but for a single-server system 
with waiting, with a simple stream with parameter A and service time distribu­
tion M(x). 

We shall derive an equation for T". If y(t) = y, then with probability 
(1 - Ah) + o(h) we have y(t + h) = y - hand y(t + h) = y + '1 + o(h) is valid 
with probability Ah + o(h). Here '1 is a random variable with distribution 
function M(x). This argument leads to the relation 

T" = h + (1 - Ah) T,,-h + Ah too T,,+x dM(x) + o(h), 

or, equivalently, to the equation 

1 roo 
h[T" - T,,-h] + AT,,-h = A Jo T,,+xdM(x) + o(h). 

Approaching h to zero, we obtain 

d7;, roo 
dy + AT" = A Jo T,,+xdM(x), 

which is an integro-differential equation ofthe convolution type on a half-line 
(cf. Krein (1961)). This equation means that either T" = 00 for every y, or it 
has a unique continuous solution such that To = O. The first case is impossible, 
since SO' T,.,dM(x) is the mathematical expectation of the busy period of the 
server, equal to 

By direct substitution one verifies that the solution of the integro-differential 
equation is the function 

where 

y 
T" = -1--' Y ~ 0, -p 

p = A too M(x)dx. 

We shall now investigate the mathematical expectation of the length of the 
interval for which e(t) > Yo. We have 

,= roo 'xdR(x), 
JyO 

where R(y) is the distribution function of the random variable y(t + 0) under 
the conditions that y(t - 0) ~ Yo and y(t + 0) > Yo. 
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From the condition 

By(x) ~ M(cx) 

it follows that 

so that 

1 - R(x) :s;; sup [1 - By(x - Yo)] :s;; 1 - M(c(x - Yo», 
y:S;;Yo 

roo x dR(x) < 00. 
JyO 

Now the bound obtained implies that 

100 100 1 100 
"l" = "l"xdR(x):s;; T,.,dR(x) = 1=- xdR(x). 

Yo Yo P Yo 

Thus, the mathematical expectation of the holding time of the process y(t) 
above the level Yo is finite. 

Let "l"o be the mathematical expectation of the length of the interval for 
which y(t) :s;; Yo. If during time t after the beginning of this interval no cus­
tomers arrive, this interval is not completed. Hence, 

"l"o ~ too e-M dt = 1/).,. 

We have 

lim P{y(t) :s;; Yo} = ~ = P > o. 
1-+00 "l" + "l"o 

At the same time the probability of beginning of the busy interval during the 
time from t to t + dt is not less than the probability of the event {y(t - Yo) :s;; 
Yo; during the time interval from t - Yo to t no customers arrived; in the 
interval (t, t + dt) one customer arrived}. Thus, the intensity of the stream of 
busy intervals is 

Jl. ~ pe-;'yo)., > 0, 

and hence the average value of the busy interval is finite. Since the process 
y(t) is regenerative (regeneration times are the instants of beginning of 
busy intervals) by the Smith theorem, the process y(t) possesses an ergodic 
distribution. D 

4.7.4. Equation for the Stationary Distribution 

We shall assume that the process y(t) has a stationary distribution (this is, of 
course, possible even if the condition of the theorem in the preceding sub­
section is not satisfied). Assume that at some instant t the distribution of y(t) 
coincides with this stationary distribution. Expressing the probability of the 
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event {y(t + h) < x} in terms of the distribution of y(t) and the probabilities 
of the events that may occur in the interval (t, t + h), we obtain 

F(x) = (1 - )'h)F(x + h) +)'h f:+ h 
By(x - y + (}h)dF(y) + o(h), 

where () = (}(y, x), 0 ~ () ~ 1. 

(1) 

The first term on the right-hand side corresponds to no customer arriving 
between t and t + h. The integral corresponds to the case when exactly one 
customer arrives in this time interval. The last term is o(h) due to the order­
liness of a simple stream. 

Theorem. If the stationary distribution exists, it is determined by a constant A 
and a function p(x): 

F(x) = A + fox p(t)dt, x> 0, 

where A and p(x) satisfy the integral equation 

p(x) -). f: By(x - y)p(y) dy = )'ABo(x) 

valid for almost all x > 0. 

PROOF. The integrand in (1) does not exceed 1, therefore 

!F(x) - (1 - )'h)F(x + h)1 ~ )'h + o(h), 

or 

F(x + h) - F(x) 21 (h) 
h ~ I\. + 0 , 

(2) 

implying the absolute continuity of the function F(x) for x > 0. Thus, there 
exist an A and p(x) ~ 2), such that for x > ° 

F(x) = A + fox p(t) dt. 

Equation (2) then follows in the limit from (1) by approaching h -+ 0. 0 

We note that for fixed A Eq. (2) is a Volterra equation with a bounded 
kernel; it is well known that such an equation can have only one integrable 
solution in any interval (0, T). Since the probabilistic solution required for our 
problem is obviously integrable, this solution is determined up to a constant 
factor A. The latter is determined by the normalizing condition 

A + IX) p(t)dt = 1. 
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4.7.5. Embedded Markov Chain 

Let tn be the time of arrival of the nth customer, Yn = y(tn - 0). Then {Yn} is a 
homogeneous Markov chain. 

We shall now prove an interesting property. 

Theorem. Let F(x) be a distribution function, F(O) = 0, F( +0) = A, F(x) = 

A + Jo p(t) dt, x > 0, where A and p(x) satisfy the integral equation (2) for 
x > O. Then F(x) is a stationary distribution of a Markov chain {Yn}. 

PROOF. It can be assumed without loss of generality that .Ie = 1. Let Yl have 
the distribution F(x). It is sufficient to prove that Y2 has the same distribution. 
Denote dG(x) = P{x < Y2 < X + dx}. The following stochastic relation is 
valid: 

Y2 = (Yl + 1]Yl - ~t· 

Here 1]Yl is a random variable with the distribution function By(x) for y = Yl' 
~ is an independent from (Yl' 1]y,) random variable with the density e- t , t > O. 
For x> 0 

dG(x) = Lao e-tdtdP{Yl + 1]Yl < X + t} 

= Lao e-tdt{AdBo(X + t) + f:+ t p(y)dydBy(x + t - y)}. 

Whereas it follows from Eq. (2) that 

J: p(y) dy dBy(z - t) = p(z) dz - dp(z) - A dBo(z). 

Substituting this identity into the preceding relation we obtain 

dG(x) = Lao {p(x + t)dx - dp(x + t)}e-tdt = p(x)dx 

(here integration by parts was used). Since obviously G(x) is a distribution 
function, we have G( +0) = 1 - Jg> p(x)dx. Thus, G(x) = F(x). D 

In terms of the distribution F(x) one can express various service charac­
teristics: distribution function of the waiting time of a customer in the system 
before the service begins; distribution function of the holding time of a cus­
tomer in the system; distribution function of the "degree of service," i.e., the 
ratio of the actual service time to the time required for complete service; the 
probability that a customer is completely served if the time required for 
complete service is x; the probability of complete loss (a customer leaves 
the system before the service begins); the probability of partial loss (a 
customer is being served but departs before the service is completed). All these 
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characteristics are obtained in the same manner. Let a(y) be the "individual" 
characteristic of a customer under the condition that at the instant of his or 
her arrival y(t) = y. Then the average characteristic is 

~ = f a(y) dF(y). 

4.8. Priority Service 

4.8.1. Assumptions and Notation 

In Section 1.7 we explained the practical importance of queueing systems 
characterized by priority service to one type of customers before others. We 
have also indicated the main statements of the problems of priority service. 
In this section we shall deal with more general formulations, along the lines 
of this chapter whose purpose is to extend the analytic results of Chapter 1 
to cases in which the service time has an arbitrary distribution. 

We shall consider three different statements of priority service problems. 

1. When a customer of the first type arrives, service ofa customer of the second 
type is interrupted. When all the available customers of the first type have 
been served, the server resumes the interrupted service, and the remaining 
service time of the customer of the second type is decreased by the amount 
of time spent on his or her service before the arrival of the customer of the 
first type. 

2. As above, except that upon resumption of service to the customer of the 
second type the amount of time previously spent on his or her service is not 
taken into account; the service starts "from scratch." 

3. When a customer of the first type arrives, service to a customer of the second 
type is completely discontinued and the customer is lost. 

We shall also assume that in all three models of priority service the arriving 
customers of both types constitute independent simple streams with param­
eters Al and A2 , respectively. The service time for a customer of the ith 
type (i = 1,2) is a random variable with distribution function Bi(X) and 
Laplace-Stieltjes transform 

tjJi(S) = L'Xl e-SX dBi(x). 

Denote by r i the mathematical expectation ofthe service time of a customer 
of the ith type; we shall assume that r 1 and r 2 are finite. 

Let Yi(t) be the waiting time for a customer of the ith type who arrives at 
time t, and y;*(t) be the same customer's holding time in the system, i.e., the 
time from t until the customer leaves the system. 
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We introduce the following functions: 

Fi(X) = lim P{Yi(t) < x}, i = 1,2; 

Fi*(X) = lim P{y;*(t) < x}, i = 1,2. 

These functions will be determined in terms of their Laplace-Stieltjes trans­
forms <fJi(S), <fJi*(S), In the third model another quantity is also of interest, 
namely the probability that an arbitrary customer of the second type is lost. 

We shall not indicate to which of the models-1, 2, or 3-our notation 
refers; the following presentation will preclude any possibility of confusion. 

4.8.2. Service of Customers of the First Type 

Customers of the first type are served completely independently of the cus­
tomers of the second type; thus, the random process Yi(t) is of the same nature 
as the process y(t) studied extensively in the beginning of this chapter. By 
Khinchin's formula (23) (Section 4.2.6.) 

provided only 

AITl<1. 

The holding time (waiting time until the completion of service) in the system 
is the sum of the waiting and the service times; since these two variables 
are independent, the Laplace-Stieltjes transform of the sum is the product of 
transforms of the summands, i.e., 

For customers of the second type, the corresponding characteristics are 
more complicated; we shall handle these problems in the following subsections. 

4.8.3. The Method of Investigation 

Essentially we already have the mathematical tools required for investigating 
the characteristics of service to customers of the second type, namely, the 
theory of servicing systems with unreliable servers developed in detail in 
Section 4.5. Indeed, servicing customers of the first type is equivalent to a 
failure of the server. Thus, instead of considering service to customers of two 
types we can consider service to customers of the second type only, inter­
preting service to customers of the first type as failure of a server. 
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Let f3 be the time from the beginning of servicing a customer of the second 
type until the time when the server is available for servicing the next customer 
of the second type, 

Under the condition 

we have 

() (1 - Al!l)(l - A2Mf3){s + A1 [1 - Po(s)]} 
({)2 S = --------,---::-----'----,------:::c-----'--

S - A2[1 - t/lp(s)] 
(1) 

Clearly the mathematical expectation of the period in which the server remains 
"unserviceable" provided that the failure occurs when no customers (of the 
second type) are in the system is 

!1 
!3 = . 

1 - Al!l 

Since this random period coincides with the period in which the server is 
busy with customers of the first type, it follows from the same considerations 
that Po(s) is equal to the Laplace-Stieltjes transform of the period during 
which the server is occupied with customers of the first type. Po(s) is defined 
as the unique analytic solution, real for positive s, of the functional equation 

(2) 

4.8.4. Determination of the Function "'p(S) 
As a result of the calculations presented previously the function t/lp(s) is now 
the only unknown function in the formula (1) for ({)2 (s). We shall deal separately 
with each one of the above servicing models. 

ModelL If we interpret the beginning of the period in which the server is 
busy with customers of the first type as a failure of the server and the end of 
this period as a renewal, then this model corresponds exactly to the model 
with failures discussed in Section 4.5.3. Using the formula derived therein we 
obtain 

t/lp(S) = t/l2(S + Al - Al Po (S)), 

where Po(s) as above is determined by formula (2). In particular, if t/ll (s) = 
t/l2(S), we obtain from the same formula 

t/lp(s) = Po(s). 

Model 2. Here the period f3 whose distribution we are seeking may be 
represented as follows. Let {Yn}, gn}, gn} be three independent sequences of 
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independent random variables where the Laplace-Stieltjes transforms of the 
distributions of all the variables Yi and 'i are 1/12(S) and Po(s), respectively, and 
all the ~i are exponentially distributed with parameter ..1. 1' 

If Y1 ~ ~ 1, then fJ = Y1 (while a customer of the second type is being served, 
no customers of the first type arrive; in this case the customer of the sec­
ond type leaves the system after a period exactly equal to the duration of 
service). 

If ~1 < Y1' Y2 ~ ~2' then fJ = '1 + ~1 + Y2 (while a customer of the second 
type is being served, a customer of the first type arrives during a period ~ 1 

from the beginning of the service; a period, 1 is then devoted to servicing the 
customers of the first type and servicing of customers of the second type is 
then resumed and is completed before the arrival of any customer of the first 
type). Analogously if ~1 < Y1'~2 < Y2' ... , ~n < Yn' Yn+1 ~ ~n+1' then fJ = 
~ 1 + '1 + ~2 + '2 + ... + ~n + 'n + Yn+1' Thus, by the total probability 
formula we have 

00 

P{fJ < x} = L Pg i < Yi' 1 ~ i ~ n;Yn+1 ~ ~n+1; 
n=O 

~1 + '1 + ~2 + '2 + ... + ~n + 'n + Yn+1 < x}. (3) 

Noting that 

Loo e-SX dx P gi < x, ~i < y;} = ..1.1 LOO e-SX(1 - B2(x))e-;'IX dx 

A1 
= --1 [1 - 1/12(S + ..1.)], 

S + 11.1 

LOO e-SXdXP{Yi < X,Yi ~~;} = Loo e-(sHdXdB2(X) = 1/12(S + Ad, 

formula (3) after an application of the Laplace-Stieltjes transform becomes: 

Model 3. Utilizing the random variables Yi' 'i and ~i introduced previously, 
we have 

It is then easy to see that 
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4.8.5. Determination of the Function <I>~(s) 
For models 1 and 2 the time from t until the completion of service to a 
customer of the second type is equal to Y2(t) + p. Since these random variables 
are independent, we have in both cases the relation 

<I>!(s) = <l>2(S)t/!P(s). 

In model 3 customers of the second type may be lost. Clearly, a customer 
will be lost if and only if at least one customer of the first type arrives during 
his or her service; whence the probability of loss is 

Jl. = Pg l < yd = 1 - t/!2(A2)· 

It is also clear that for this model 

Since 

(00 e-,xdxP{mingl,yd = x} = t/!2(S + Ad + ~[1 - t/!2(S + AdJ, Jo S + 11.1 

it follows that 

<I>!(s) = <l>2(S) {t/!2(S + Ad + S ~lAI [1 - t/!2(S + AdJ}. 

4.8.6. The Ergodicity Condition 
All the formulas derived in the preceding three subsections are valid only 
under the assumption that the process has an ergodic distribution. In view of 
(1) the existence of such a distribution is equivalent to the validity of the 
inequalities 

Using the expressions obtained for the Laplace-Stieltjes transform of the 
distribution of the random variable p, we obtain for each of the three models: 

for model 1 

MP = T2/(1 - AlTd, 

the ergodicity condition is A2 T 2 < 1 - Al T l; 
for model 2 

MP = [1 - t/!2(AdJ/AI (1 - Al T dt/!2(Ad, 

the ergodicity condition is A2 [1 - t/!2(AdJ < Al (1 - Al T 1)t/!2(A1); 
for model 3 

MP = [1 - t/!2(AdJ/Al(1 - Al Td, 

the ergodicity condition is A2[1 - t/!2(A2)] < Al (1 - Al T d. 
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4.9. The Generalized Scheme of Priority Service with 
a Limited Queue 

4.9.1. Statement of the Problem 

Consider a queueing system that at any time t is characterized by a state v(t) 
from a finite set X where the element 0 is singled out. If v(t) = 0, then there is 
no customer in the system in this state; for v(t) # 0 there are customers and 
one of them is serviced. A server is available that services a customer with the 
rate IXv in the state v(t) = v # 0: ifthe remaining amount of work necessary for 
servicing this customer equals ~(t), then ~/(t) = IXv(t). At the beginning of the 
service at time t if v(t + 0) = v the amount of work for servicing this customer 
is defined as an independent-from the previous history of the process­
random variable with distribution function Bv(x) and Laplace-Stieltjes trans­
form I/Iv(s), 

If v(t) = v, then during time dt with probability A.~~) dt, independent of the 
past, a transition of v(t) into the state },t may occur while the process ~(t) does 
not undergo a jump; only the rate of service will be changed. With probability 
A.~~) dt a jump occurs after which v(t + dt) = },t and servicing of a new (priority) 
customer commences. 

The customer whose service has been interrupted remains in the system; the 
work required for completion of his or her service is "stored" and when the 
service resumes ~(t) retains the same value as at the time when the service was 
interrupted. 

If at a given time t the service of a customer in the state v is completed, i.e., 
v(t - 0) = v, W - 0) = 0, then with probability PVIl the process v(t) proceeds 
into state },t. If, however, },t # 0, then either a service of a new customer begins 
or the previously interrupted service resumes. We assume that the customer 
whose servicing commences by the system in the new state is uniquely deter­
mined by the values of v and },t. If at time t the transition of v(t) from v # 0 
into the state 0 occurred, then the idle interval (of the server) commences. 

We shall assume the following: 

1. IXv > 0, v # O. 
2. The average amount of work for servicing any customer is finite. 
3. For any states v and },t there exists a chain of states v = Yo, Vi' •.• , Vn = },t 

such that if IX = Vi' f3 = Vi+1' then either A.~~) > 0 or Pa.p > 0 or A.W > O. 
4. Let A and B be any operations of a server. Then if at the time of the 

beginning of operation B, there is already a customer for operation A, 
operation A may not commence until B is completed. This assumption will 
be called an ordering (regulating) condition. 

We also denote A.v = Lil (A.~~ + A.~~). 
In the assumptions stated above from general ergodic considerations the 

existence of an ergodic distribution 

Pv = lim P{v(t) = v} 
t-+oo 
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follows independently of the initial state of the system. Algorithms for deter­
mining this distribution are the most interesting analytic part of the problem, 
and we shall dwell on this problem. 

4.9.2. The Structure of the Process 
Denote by I vi the number of interrupted services at a given instant provided 
v(t) = v (v ¥= 0). Clearly the possible values of I vi are 0, 1,2, ... , I. If v = 0, i.e., 
there are no customers in the system, we set Ivl = -1. 

The structure of the process is as follows (Fig. 6): busy intervals (Iv(t)1 ~ 0) 
are replaced by idle intervals (Iv(t)1 = -1). Each busy interval consists of 
intervals (a, b) (in the Figure these are separated by vertical lines) where a and 
b are the times of the beginning and completion of servicing of the same 
customer. Intervals of the type (a, b) adjoining each other form a cycle of order 
o. Thus, if (ao, bo) is a cycle of order 0, then 

Iv(ao - 0)1 = Iv(bo + 0)1 = -1, 

Iv(ao + 0)1 = Iv(bo - 0) = O. 

Inside the cycle of order 0 cycles of order 1 are located, for example, (at, bd 
and (a~, bD in Fig. 6. Each one of these intervals starts with a transition of 
Iv(t)1 from the state 0 into state 1 and is completed by the reverse transition. 
Analogously, we define cycles of order k, where 1 < k ~ I, as the intervals of 
sojourn of Iv(t)1 in the states ~ k. Each cycle of order k consists of one or 
several intervals that start and end with servicing a customer. 

Iv(t)1 

3 

2 

o 
t 

-1 
a 

FIGURE 6 
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4.9.3. Basic Equations 

We introduce the following notation: 
L'fJ dt is the probability of occurrence during time dt in the state v of a cycle 

of order Ivl + 1, after completion of which the process proceeds into the 
state J.l (1J.l1 = Ivl); T,.~ is the mathematical expectation of the duration ofthe 
process v(t) in the state v' (Iv'l > Ivl) during the cycle of order Ivl + 1 that 
starts with the departure of the process from the state v and is completed 
with the transition into the state J.l (1J.l1 = Ivl); 

l'fJ is the probability that if at the beginning of the service the customer was 
in the state v(t + 0) = v, then immediately after completion of the service 
ofthis customer the process proceeds into the state J.l (I J.l1 = I v I or I v I = -1); 

t:~ is the conditional mathematical expectation of the sojourn of the process 
in the state v' (Iv'l > Ivl) during the interval (a,b), where v(a + 0) = v, 
v(b + 0) = J.l; a and b are the times of beginning and completion of the 
service of the same customer where I J.l1 = I v I or I v I - 1. 

The equation 

p, = AoPo Too, v"# 0 (1) 

follows from general ergodic considerations (or from Smith's theorem for 
regenerative processes). Indeed in the interval between the beginnings of two 
consecutive cycles of order 0 the process v(t) is in the state v on the average 
Too units of time and in the state 0 on the average Ail! units of time. 

We observe that constants To~ completely determine the stationary distri­
bution provided we adjoin to (1) the normalizing condition 

LP, = 1, , 
whence 

(2) 

A method for a recurrent definition of constants T,.~ will be given below. First, 

l'fJ = L PfJ'fJ (00 l'fJ' (x) dB,(x), (3) 
IfJ'I=I'1 Jo 

where l,ix) is the conditional probability that the service that commenced in 
state v is completed in state J.l under the condition that the amount of work 
required for completion of a given service constitutes x units. 

We shall construct a system of differential equations satisfied by functions 
l'fJ(x). 

The variable x plays the role of "time"; it shows the amount of work that 
was already completed in servicing a given customer. Cycles of higher orders 
occur instantaneously in the given units of time; during this time the variable 
x ceases to increase. The occurrence of a cycle of order Ivl + 1 in pseudotime 
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x is equivalent to a spontaneous change of the parameter of the process v(x). 
Thus, the relation 

h ( All - LILli h) 
[VII (x + ) = [VII (x) 1 - IXII 

A(~) + L, 
+ h L 1111 1111 [VIl'(X) + o(h) 

11l'1=lvl lXII' 

is easily deduced; whence in the usual manner we obtain 

where 

[ ' () All - LILli [ ( ) = '" A~~~ + L Il '1l [ () 
VII X + VII X L... VII' X • 

IXII 11l'1=lvl lXII' 
11'#11 

Ivll(s) = IX> e-SX[VIl(X) dx. 

(4) 

(5) 

(6) 

For a fixed v and for IIlI = Ivl or Ivl - 1 the system of equations (5) has the 
determinant 

d1vl(s) = sql'l + O(Sql'I), S -+ 00, Re s ~ 8 > 0, 

where qivi is a positive number. Therefore, the given system possesses a unique 
solution that is a rational function of the variable s and the constants AIl'Il/IXIl" 

L Il 'Il/IXIl" 
Consequently, if the functions [VII (x) are represented in the form 

(7) 

where bvllr are nonnegative integers. Boundedness of [VII (x) for x > 0, which is 
evident from probabilistic considerations, implies the inequality Re PVllr ~ 0. 
Thus the formula (3) yields the equality 

[VII = L PIl'1l L avll'( -1) b,.rtfJ~bw)(pVIl')· (8) 
11l'1=lvl 

In place of representation (7) one can also use Parseval's equality: if 

I(s) = Loo e-st[(t) dt, tfJ(s) = Loo e-st dH(t), 

then 
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i OO 1 foo -I(t) dH(t) = -2 I(ix) 1/1 ( - ix) dx. 
o 1C -00 

(9) 

Then instead of (8) we obtain an integral of the characteristic function with 
rational weights. Both the residual method and the quadrature methods are 
used for calculation of these integrals. 

The constants t:~ can be obtained as follows. Let v(x) be the value of the 
process v(t) at the instant when x units of work for servicing a customer that 
started at the state v is completed. If v(x) = v', then from x to x + h, where h 
is a small quantity, plav' units of time of the sojourn of the process in state v' 
will expire (with probability 1 + 0(1)). 

Next, between x and x + h a cycle of order Iv(x)1 + 1 may take place; if 
v(x) = v1, then the probability of occurrence of the cycle after which there will 
be v(x + h) = V2 is equal to Lv,v2hlav, + o(h); during such a cycle the process 
will be in the state v' on the average T,,~'v2 units of time. Note furthermore that 
t:~lvl' is the mathematical expectation of the sojourn time in state v', multiplied 
by the indicator of the event consisting of the transition after completion of 
the service in the state J1.. Consequently, 

t:)VI' = L PI"1' roo dBv(X) rx {~/vv'(Y)/v'Jt'(X - y) 
11"1=lvl J 0 J 0 av, 

L ~v } + L VlV2 v,V2Ivv,(y)/v21"(x - y) dy. 
Iv1l=IV21=lvl aVI 

(10) 

We now express LvI' and T,,~ in terms of Iv'I" and t::~,. This is simpler than 
the derivation of formula (10): 

LvI' = L AVI',KI"I" (11) 
11"1=lvl+1 

where Kvl' is the probability that the cycle of order v which started in state v 
will be completed with the transition to the state J1., 1J1.1 = Ivl - 1. 

To determine Kvl' we have the system of equations 

Kvl' = Ivl' + L IVI',KI"I" 1J1.1 = Ivl - 1 (12) 
11"1=lvl 

which in accordance with the theory of Markov chains has a unique solution. 
In the same manner 

LvI' T,,~ = L Avl"S;:I" (13) 
11"1=lvl+1 

where the constants S:~ are determined by the system of equations 

KvI'S:~ = IVl't:~ + L IVI',KI"I'(t:~, + S;:I')' 1J1.1 = Ivl - 1. (14) 
11"1=lvl 

We have thus obtained a recurrent process: IVIl and t:~ are determined by 
means of the formulas (8), (10) in terms of LVII'I and T,,~'IlI where IV11 = Ivl; 
formulas (11)-(14) allow us to determine LVIl and T,,~ in terms of IV'Il' and T,,~'1l2 
where Iv!1 = Ivl + 1. 
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4.9.4. Remarks 
Among the books on the priority system, we mention Jayswal (1968) and 
Gnedenko et al. (1973). Some important results contaned in the last book are 
due to Klimov, Danielyan, and others. Priority system with bounded queue 
were studied intensively by G.P. Basharin and his students: Basharin (1967a, 
1967b), Bocharev (1968), and Bocharev and Lysenko (1969). Multilinear 
priority systems were studied by Williams (1967). Schrage (1968) and Schrage 
and Miller (1966) in their important papers proved the optimality of priority 
with respect to the shortest remaining service time. Special types of priority 
service associated with methods of operation of computers are discussed in 
Artamonov and Brekhov (1979) and Kleinrock (1975). The current state of 
the problem of deriving formulas for characteristics of one-server priority 
queueing systems is depicted in the works of Franken et al. (1984) and 
Gnedenko and Konig (1984). 

Multiphase service systems in which the customers pass sequentially 
through two or several servers is a difficult problem analytically. We note the 
works of Neuts (1968), Klimov (1970), Rosental' and Tolmachev (1975), and 
Taylor (1972) in this connection. 

Numerous papers have been devoted to systems with a nonordinary 
("group") incoming stream. Among these we mention the papers by Shakh­
bazov and Samandarov (1964) and Mills (1980). 

Substantial literature devoted to outgoing streams in queueing systems and 
loss streams is available. We shall note the papers by Bremaud (1978), Yaro­
vitskii (1961), Simonova (1969), Rudlovchak (1967), Viskov and Ismailov 
(1970), and Bokuchava et al. (1969). In a number of investigations the problem 
of feasibility of reconstructing the characteristics of a system from the obser­
vations of the outgoing stream is investigated. Thus in the paper by Kovalenko 
(1965d) it was shown that in a MIGII system for p < lone can always 
reconstruct B(x) from the observations of the outgoing process except in the 
case when B(x) = 1 - e- IIX, x ~ 0: in this case, as it follows from Berk's 
theorem, the outgoing stream is simple with parameter A. for any J1 ~ A. and 
hence the value of J1 cannot be reconstructed. Ivnitskii solved many of these 
problems; we mention especially the results presented in (1969) and (1977). 

Methods described in this chapter allow us to study systems with an 
incoming stream and sequences of duration of service in the form of 
a semi-Markov process. We shall mention <;inlar's paper (1967) in this 
connection. 

Relations between the distribution of the queue length and the waiting time 
were studied by Haji and Newell (1971), Stidham (1974), and Franken et al. 
(1984). 



5 
Application of More 
General Methods 

In this chapter we shall discuss solutions of a number of problems in queueing 
theory that require more advanced methods of investigation than in the 
preceding chapter. 

5.1. The GIl Gil System 

5.1.1. Basic Recurrence Relations 

Consider a single-server queueing system with waiting. Assume that the 
incoming stream has limited aftereffects. At the initial time the system is empty. 
The arrival times are t1 ~ t 2 ··· ~ tn ~ "', the variables Zn = tn - t n- 1 are 
jointly independent and have the same distribution 

A(x) = P{zn < x}, n ~ 2. (1) 

The service times are jointly independent random variables 11n with 
distribution 

B(x) = P{11n < x}, n ~ 1. (2) 

Also let 'n = 11n-1 - Zn' 

K(x) = P{(n < x} = L'lO A(y - x)dB(y). (3) 

It is assumed that the sequences {zn} and {11n} are mutually independent. 
Let Wn denote the nth customer's waiting time. Clearly, W1 = O. 
We shall consider, following Lindley (1952) how the successive values of Wn 

are formed. 
If the nth customer arrives immediately after the (n - l)th, he or she will 

have to wait Wn- 1 + 11n-1 units of time; in time Zn this quantity is decreased by 
Zn' i.e., the nth customer's waiting time will be Wn- 1 + 11n-1 - Zn = Wn-1 + '" 
units of time. However, the following should be noted. If Zn is sufficiently large, 
wn-1 + 'n may be negative. It is easy to see that the actual waiting time of the 
nth customer is then zero. 
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We thus obtain the recurrence relation 

Wn = max{wn- l + (n,O}, (4) 

or in symbolic notation 

(5) 

Denote 

(6) 

Then relation (4) or (5) may be expressed in terms ofthe distribution functions 
as follows: 

{I X Fn(x - y)dK(y), if x> 0, n ~ 2, 
Fn+l (x) = -00 

0, if x ~ 0, n ~ 1. 

Formulas (7), together with the obvious relation 

( ) _ {O, if x ~ 0, 
Fl X -

1, ifx > 0, 

(7) 

(8) 

enable us in principle to obtain recursively distribution of the waiting time for 
any customer. 

Lindley made an important observation that was due to an appropriate 
choice of a random sequence. 

Formula (7) also retains its meaning when {l1n} and {zn} are dependent 
sequences; the essential point is that the random variables gn} are jointly 
independent. 

Following Lindley we shall give two interpretations of the preceding recur­
rence formulas. 

The first interpretation is a random walk with an impenetrable barrier at 
the origin. 

Imagine a moving particle whose coordinate is x at time n. At the initial 
time n = 1, Xl = 0. At each subsequent instant n the particle is displaced by 
(n, where 'n is independent of, 1, (2' ... , (n-l and has distribution K(x). If at 
any step the particle moves into the negative coordinate domain, it returns 
immediately to the origin. Then the distribution of the coordinate of the 
particle at the instant n coincides with that of the nth customer's waiting time. 
This follows directly from (5), which is a formal representattion of a random 
walk with an impenetrable barrier at the origin. 

The second interpretation that leads to the distribution of the waiting time 
is that of a random walk with an absorbing barrier. Again we consider a 
moving particle with coordinate Xn at the nth step; Xl = 0. Let Xn = xn- l + (n, 
n ~ 2. An absorbing barrier is located at level x. If at any instant Xn ~ x, the 
particle is absorbed. 



5.1. The GIIGII System 227 

We assert that the probability that the particle is absorbed during n steps 
coincides with Fn(x) = P {wn < x}. In other words, for an unrestricted random 
walk 

Xn = Xn- l + 'n, n ~ 2, Xl = 0, 

P {wn < x} = P {max Xi < X}, 
1 ~i~n 

i.e., Wn may be interpreted as maxl!i';i!i';n Xi. This assertion is proved by induca­
tion. For n = 1 it is trivially valid. For n > 1 we have 

{
maX(0,X2) 

max x· = 
l!i';i!i';n' max(O,xd + max [O,(xi - Xl)] 

3~i~n 

(9) 
if max (Xi - xd > 0. 
3~i~n 

However, the distribution ofmax3 !i';i!i';n(xi - X2) coincides with that of the 
random variable maxl!i';i!i';n-l Xi (due to the homogeneity of the walk). Denote 
Ln(x) = P{maXl !i';i!i';n Xi < x}. Then (9) yields the formulas: 

{I X Ln-l(X - y)dK(y) 
Ln(x) = -00 

° 
X> 0, 

X:::; 0. 

These formulas are equivalent to (7) and since the latter uniquely determine 
Fn(x), we have Ln(x) = Fn(x) for all n ~ 1. 

5.1.2. The Integral Equation; the Existence of the 
Limiting Distribution 

We have just proved the result that is equivalent to 

Fn(x) = P {max Xi < X}; 
1 ~i~n 

whence it follows that for every n ~ 2 

Fn(x) :::; Fn- l (x); 

thus, the limit 
F(x) = lim Fn(x) 

(10) 

(11) 

exists in the sense of weak convergence. The definition of F(x) can be com­
pleted by means of continuity from the left. By Lebesgue's convergence theo­
rem we can let n approach infinity in (7), leading to the integral equation 

{I X F(x - y)dK(y), 
F(x) = -00 

0, 

X> 0, 
(12) 

X:::; 0. 
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Equation (12) is an integral equation on a half-line with a kernel depending 
on the difference of the arguments. A general theory of such equations has 
been developed by Krein (1961). The solution is found by factorization of the 
Fourier transform of the kernel of this integral equation. 

We shall investigate whether F(x) is a distribution function, or, equivalently, 
we shall check the value of F( (0) = limx~oo F(x). 

Theorem. Let the mathematical expectation 

a = M(n 

be finite or i1ifinite, but of definite sign. Then 

1. ifa < 0 F(oo) = 1, 
2.ifa>0 F(oo)=O, 
3. if a = 0 F( (0) = 0, unless when (n = 0 with probability 1. 

PROOF. One can write 

F(x) = p{ max Xi < X}, 
l~i~oo 

which also indues the case 

max Xi = 00. 
1 ~i::::;oo 

(13) 

Consider the first case: a < O. In view of the strong law of large numbers only 
finitely many X can be positive. Thus, the maximum is also finite with prob­
ability 1. 

In the second case, we again appeal to the strong law of large numbers: 
Xn ~ 00 with probability 1; this implies that max 1<i':;oo Xi = 00 and 
F(x) = 0 for every x. 

The third case is the most difficult one. There are two possibilities, F( + 0) = 

o or F( +0) > o. If F( +0) = 0, we obtain from Eq. (12) 

J:oo F(-y)dK(y) = - Loo F(y)dK(-y) = O. (14) 

Again there are two possibilities, (n = 0 with probability 1 or P {(n #- O} > O. 
In the first case all the Wn coincide. 
In the second case, since M(n = 0 there exists an 8> 0 such that 

J~e dK(y) > O. However, then equality (14) implies that F(y) = 0 for y < 8. 

Substituting X = 8' < 8 into (12) we obtain F(y) = 0 for y < 8 + 8'; repeating 
this procedure we arrive at F(y) = O. Now let F(O) = (j > 0 and Wi, = Wi 2 = 
... = Win = ... = 0 where the intermediate Wk are positive. Then the differ­
ences i2 - i1 , i3 - i2, ... are independent identically distributed random 
variables. It follows from the theory of Markov chains that F(O) can be valid 
only if M {in - in-d < 00. The strong law of large numbers implies that, if 
mn is the number of Wk equal to zero (1 ~ k ~ n), then mnln -+ (j. Let ~n denote 
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the time between t in _ 1 and tin during which the server is free. All the ~n are 
identically distributed and (for ( ¢ 0) are positive with positive probability. 
Hence, 

L ~ i > en, e > 0, n ~ no· 

However, Wn = W1 + Ii'=2 (i + L ~i· By the strong law of large numbers 

n 

I (i = o(n), n -+ 00; 
i=2 

in conjuction with the bound (15), this implies that 

hence F(x) = ° for every x. The theorem is proved. 

(15) 

We shall now establish the ergodicity of the limiting distribution: for 
each Y 

Fn(xIY) = P{wn < xlw1 = y} ---+ F(x). 
n~OCJ 

Denote by wn(y) the solution of the recurrence system of equations wn(y) = 

(wn- 1 (y) + (n)+ under the initial condition W1 (y) = y. Then since the function 
x+ is monotonically nondecreasing in x we have 

Wn(y) ~ wn(z), y ~ z. (16) 

Suppose that rx < 0. Let Yn be the idle time of a server in the interval (0, tn). 
If at the initial time an additional work that equals Yn was assigned to the 
server, it would have completed it together with the other work, i.e., 

(17) 

Hence, in view of(16) 

P{wn < x} - P{Yn < y} ~ P{wn(Y) < x} ~ P{wn < x}. (18) 

Furthermore, 

Yn ~ tn - (111 + ... + '1n-1) ~ -((2 + ... + (n) 

and in view of the law oflarge numbers Yn -+ 00 in probability. Thus, P{Yn < y} 
---+ 0, and it follows from (18) that Fn(xIY) - Fn(x) ---+ 0, Fn(xIY) n-co n--+oo 

~ F(x). In the case when rx > ° and in the case when rx = 0, P{(n #-
O} = ° we obtain from (16) that 

lim Fn(xIY) ~ lim Fn(x) = 0. 

Only in the case when rx = 0, P{(n = o} = 1 does ergodicity fail to hold: 
wn(Y) = y, n ~ 1. 

Denote 

(19) 
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Then 
(J( 

p-l =-, 
MZn 

hence p < 1, p = 1, or p> 1 according to whether (J( < 0, (J( = 0, or (J( > O. 
Thus, the ergodic distribution of the random sequence {wn } exists for p < 1; 
it evidently does not exist for p > 1, and exists only in the degenerate case 
P{(n = O} = 1 for p = 1. The constant p defined by (19) has the same prob­
abilistic meaning as .kr in a system with a simple incoming stream: it is the 
load on the system. 0 

5.1.3. Analytic Methods 

Let ~m n ~ 1, be independent random variables with the distribution function 
F(x) and characteristic function t/t(t), Sn = ~1 + ... + ~n' So = 0; Fn(x) = 
P{sn < x}. For Izl < 1 and real t 

1 - zt/t(t) = exp{ln(1 - zt/t(t))}, 

001 001 f 
In(1 - zt/t(t)) = - kf:l y/kt/tk(t) = - kf:l T/k eitx dFk(x) 

= u(z, t) + v(z, t) + w(z), 

where 
00 1 foo . 

u(z, t) = - L -k ellx dFk(x), 
k=l +0 

00 1 fO 
v(z, t) = - k~l k Zk -00 eitx dFk(x), 

00 1 
w(z) = - kf:l k zk(Fk( + 0) - Fk(O)). 

The function u(z, t) is analytic in the upper half-plane in the complex variable 
t (1m t > 0) and is continuous in the region {1m t ~ O}. Analogously, v(z, t) 
is analytic in the lower half-plane and continuous for 1m t ~ o. These prop­
erties are preserved also for the functions wz+(t) = exp{ -u(z, t)}, w_At) = 

exp{v(z,t)}. Moreover, Iwz±(t)1 ~ e > 0 in the corresponding half-planes and 
wz+(ioo) = 1. Denoting cp(z) = exp{w(z)}, we obtain the representation 

1 - zt/t(t) = cp(z)wz+(t)/wz-(t), 

which is called factorization. We now disregard that the functions cp(z), wz±(t) 
possess a definite probabilistic meaning and assume that only the factorization 
equation and the previously stated analytic properties of cp, wz ± are known. 
These properties uniquely determine the factorization components cp, Wz+, and 
Wz - up to a constant factor. 

It turns out that various characteristics of random walks are expressed in 
terms of the factorization components of the corresponding function; in par-
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ticular, the stationary distribution of the queue length, waiting time, and 
virtual waiting in the system GIIGll. An important example is Spitzer's 
identity: if Yn = max{O,sI'···' sn}, tpn(t) = Me ilYn , then 

00 

I zntpn(t) = wz +(t)/«(1 - Z)W1+(t)), Izi < 1. 
n=O 

IfMleII < oo,Mei < O,Yoo = sUPn~osn,tp(t)isacharacteristicfunctionofthe 
random variable Yoo' then 

tp(t) = W1+(O)/W1+(t). 

Choosing for F(x) the distribution function K(x) of the random variables (n' 
we obtain an expression for the characteristic function of a stationary distri­
bution of the waiting time in the system GIIGI1. 

Since it is difficult to solve analytically the equations that determine the 
characteristics of the systems GIIGI1, GIIGlm, and similar systems, various 
inequalities between characteristics of these systems and corresponding 
characteristics of simpler systems have acquired substantial importance. 
These are based on stochastic ordering. We shall present an example of such 
a result. (Stoyan (1977)). 

Let FI (t), F2(t) be distribution functions. We define two relations of stochas­
tic ordering: 

(1) 

FI ~ F2 ¢> FI (t) ~ F2(t), -00 < t < 00; 

FI ~ F2 ¢> foo FI(X)dx ~ foo F2(x)dx, -00 < t < 00. 

If F(t) possesses a finite moment mF and F(O) = 0, we define 

1 11
-FR(t) = - F(x) dx, t ~ o. 

mF 0 

h . f ( ·f (1) ( • I (1) ) We say t at F IS 0 NBUE NWUE) type 1 FR ~ F respectIve y, F ~ FR. 
If in a GIl Gil system the distribution A(x) of the interarrival time between 
the customers is of the type NBUE (NWUE), then 

(1) (1) 

F~FM (FM~F), 

where F is the stationary distribution of the waiting time in the given system 
while FM is the corresponding distribution of the system MIGll with the same 
load and the service time distribution. 

5.2. GIIGlm Systems 

5.2.1. Multidimensional Random Walk 

In this section we shall deal with a queueing system with waiting and with m 
servers. The incoming stream has limited aftereffects; B(x) is the distribution 
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function of"n, where"n is the nth customer's service time; A(x) = P{zn < x}, 
where Zn is the length of the interval between the arrival of the (n - 1 )th and 
nth customers. We shall assume that the random variables {"n} and {zn} are 
jointly independent. 

Denote by Wn the nth customer's waiting time until the service begins (n ~ 1). 
When m > 1, there is no direct connections between Wn and Wn- 1 • We shall 
therefore consider a multidimensional random walk. 

Consider the operation of the ith server separately. Assume that the incom­
ing stream for this server is the same as for the whole system and the service 
time of the nth server is equal to "ni, where "ni = "n in the case when the given 
customer actually arrived at this server and "ni = 0 otherwise. We introduce 
the random variable wni-the time from the instant tn up until the time of the 
ith server's disengagement from the customers that appeared before time tn, 
or 0 if all of them were served before time tn. Then for {wnJ the recurrent 
relation analogous to (5) presented in Section 5.1, namely, 

is fulfilled. At the same time 

Wn = min Wni , 
l~i~m 

(1) 

(2) 

since any customer arrive at a server with minimal waiting time. The random 
variables "ni are determined by the formula 

{
"n, Wn = Wni, 

"ni = 0, Wn < Wni , 

in the case that among the numbers Wni' ... ' Wnm only one is minimal. However, 
if, for example, Wn = wni, = ... = Wnik and all the other Wni > Wn, then a rule 
must be determined to choose from the indices iI' ... , ik. Since this rule does 
not affect the distribution of { wn }, we shall assume that from the set {i 1, ... , ik } 

an i is selected-in accordance with an equiprobable distribution-such that 
"ni = "n; for all other j it is assumed that "nj = O. 

The random variables wn = (Wn l' ... , wnm ) determine an m-dimensional 
random walk. 

5.2.2. Kiefer and WolJowitz's Ergodic Theorem (1955) 

Theorem. Let 

t = M"n < 00, A.-I = MZn, P = A.t. 

Then, 

1. if P < m, the random sequence {wn } has an ergodic distribution; 
2. if P > m, then for any x,y = (Yl,Y2,··· ,Ym) 

P{wn < xlw1 =.Y} ~O; (3) 
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3. if p = m and "n :F mZn with positive probability, condition (3) holds; 
4. if P = m and "n = mZn with probability 1, the variables Wn are deterministic 

and bounded; Wn is periodically dependent (with period m) on n. 

We shall prove only that part of the theorem that deals with the case p < m. 
First we shall prove several lemmas. The inequality x < y for vectors x and 
y will be interpreted as a system of inequalities Xi < Yi for the corresponding 
components of this vector. 

Let gn = (gnl' ... ' gnm) be a vector whose components are ordered in a 
nondecreasing order of components of the vector wn: 

Fn(xIY) = P{gn < xlgl = y}, Fn(x) = Fn(xIO). 

Also denote l(z,,,ly) as the value of the vector gn the fixed values gn-l = y, 
Zn = Z, ",,-1 = ". (It is easy to see that the form off unction f does not depend 
on n.) 

Lemma 1. If Y ::::;; y', rt ::::;; ,,', Z ~ z', then, 

l(z, "Iy) ::::;; l(z', ,,'IY')· (4) 

PROOF. Denote by nAx) the number of components of vector x smaller than 
X; E(x) = 0 for X ::::;; 0, E(x) = 1 for x > o. Then 

m 

nx(f(z,,,ly)) = E(x - Yl -" + z) + L E(x - Yi + z). (5) 
i=2 

Since the function E(x) is nondecreasing, it follows from (5) that nx(l(z, "Iy) ~ 
nAl(z', ,,'If)). This means that each component of f(z, "Iy) does not exceed 
the corresponding component of l(z', ,,' I f)· D 

Corollary. Let {gIl} be constructed based on the data "i, Zi' Y = gl' {g~} be an 
analogous sequence constructed based on rt;, z;, and f, where Zi ~ z;, rti ::::;; ,,;, 
and y::::;; y'. Then for any n ~ 1 

To prove the corollary it is sufficient to iterate the inequality (4). Whence 

(6) 

Lemma 2. For any n ~ 2 

PROOF. One can write 

g3 = f(Z3,"2Ig2), ... , gIl = l(z"'''''-llg''-l). 

In the same manner, we shall write the formulas for g~, ... , g~-l where, 
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however, in place of Zj and 11i we shall write Zi+1, 111+1; this naturally does not 
alter the probability distribution: 

g~ = 1(z3' 11210), ... , g~-l = l(zn, 11n-dg~-2)' 

Comparing the last two formulas and applying Lemma 1 we obtain 

g3 = 1(z3' 112Ig2) ~ 1(z3,11210) = g~, 

g4 = 1(z4' 113Ig3) ~ 1(z4' 113Ig~) = g;, 

Thus 

Let Ix(gn) be a random variable which takes on value 1 for gn < x and 0 
otherwise. Then we have from (7) that Ix(gn) ::;:;; Ix(g~-d. Applying mathe­
matical expectations we arrive at 

Fn(x) ::;:;; Fn- 1 (x). o 

Corollary. There exists F(x) = limn-+<X) Fix). 

We shall consider an auxiliary "cyclic" service system in which the alloca­
tion of customers to servers is carried out in a cyclic order: if n == i (mod m), 
then nth customer is assigned to the ith server. The random variables related 
to the cyclic system will be denoted in the same manner as those related to 
the system with the common queue using, however, capital letters. We shall 
assume that in both systems the sequences {zn} and {11n} are the same. 

Let a server serve a customer in the interval (t, t + 11k) in a cyclic system and 
start servicing the next customer at time t + 11k + Sk' In this case set 11~ = 
11k + s. The transition from 11k to 11~ can evidently only increase the values of 
Gni. For the new values of service times there will be no interruptions in the 
service and the system will become a system with a common queue, i.e., 
G~ = g~, where G~ and g~ are the variables obtained from Gn and gn when 11k 
becomes 11~. By the corollary to Lemma 1 under the inverse transition the 
components of gn can only be decreased. Thus, 

(8) 

Let Gnm+i,i = G!i). The sequence {G!i)} has the same meaning as {wn} for the 
system GIIGI1 with the distribution B(x) for the service time and distribution 
A*(n)(x) for the interarrival times of customers. Thus, its load is less than 1, 
whence 

P{G(i) < x} _ <I>(x) 
n n-+oo ' (9) 

where <I>(x) is a distribution function. 



5.2. GIIGlm Systems 235 

Let n = km + io. Then 

G~iO = max {G~io' Zn+1 + ... + zn+m}' 

G~,io+1 = max{(Gn- m+1,io+l - (zn-m+2 + 00. + zn))+,zn+d 

and so on. Hence in view of (9) supn P {G~i ~ x} ~ 0 and then in view 
of (8) this property is also fulfilled for {gni}' It thus follows that F(x) = 

limn--+oo Fn(x) is a distribution function. Since {G!i)} are ergodic Markov chains, 
it follows, in view of the relations between gn and {G!i)} previously derived, 
that there exists x such that the number of returns of gn into the set of states 
{gnm < x} is infinite with probability 1. 

If p < m, this means that '1 < Z 1 + ... + Zm with positive probability. There 
exist e > 0 and (j > 0 such that 

(10) 

Now assume that gni < x, 1 ::::; i ::::; m and that '1. and Z.+l satisfy (10) for 
s ~ n. Then after [mx/eJ + 1 steps the queue disappears; moreover, the dis­
tribution of the random vector gN' N = n + [mx/eJ + 1 ceases to depend 
ongn' 

Furthermore, it is obvious that 

Fn(x1,·oo,xmIYl,·oo,Yn) ~ Fn(Xl - i~ Yi,oo.,Xm - i~ Yi} 

hence we have 

for fixed Yi uniformly in n for sufficiently large x. Denote by Am the event 

{gni::::; x, 1::::; i::::; m;'1s::::; ma - e,Zs+l ~ a,n::::; s::::;~ + I}. 

The events {Am} are recurrent (see Feller (1950)) so one can write 

Fn(x1,···, XmIYl,'" ,Ym) 
n 

= L P{AIA2°o·Ak-lAkIYl,·oo,Ym} 
k=l 

where 

1 = [mx/eJ + 1, 0::::; () ::::; 1, 

(11) 

<I> (x 1,'00 , xm ) is the conditional distribution of the random vector w* = 

(wi*, ... , w!), where Wi* are the random variables 
i 

Wi = '1i - L Zk+l, 1::::; i ::::; m, 
k=l 

(13) 
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arranged in ascending order, under the condition that for all '1i and Zk+l in 
(14), relation (10) holds. 

For some a and sufficiently small t: in view of 

the sequence 
{Fn- l ( . .. )dcI>( . .. )} 

on the right-hand side of (12) is nonincreasing. In view of (10) and (11) 

P{A1,,·An } ~O 

and thus 

In particular, putting Yl = Y2 = ... = Ym = 0 we have 

lim Fn(x1,,, .,XmIYl,,,.,Ym) = F(x1,,,.,xm). 

This shows that the limiting distribution is ergodic. 

5.3. The MIGlmlO System 

5.3.1. The Ergodic Theorem 

Consider the system MIGlm with the distribution function B(x) of service time 
and parameter A of the incoming stream. 

The result presented subsequently states that Erlang's formula (Section 1.4) 
is valid for arbitrary B(x) where p = A:t', r = J~ B(t) dt. 

Let v(t) denote the number of servers that are in service at time t. Assume 
that at a certain instant of time v(t) takes on the value k (1 ~ k ~ m) [hence 
v(t - 0) i= k]. We randomly assign indices from 1 to k to those servers who 
are busy at time t. This can be envisioned as follows: k balls are placed in an 
urn with the numbers of the busy servers indicated on them. Then one ball is 
selected randomly: if its number is j l' the index 1 is assigned to the j 1 th server 
and the ball is not returned to the urn. The index 2 will correspond to the 
second ball selected and so on until all the balls are selected. The assigned 
indices are thus valid as long as v(t) does not attain a new value. Now 
denote by eit) the time from instant t up to the instant when the server with 
index j completes the service that was in progress at time t. The random 
process 

((t) = {v(t); e 1 (t), ... , eV(t)(t)} 

is the basis for our discussion below. 
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Introduce the notation 

Fh(t;X1,X2,""Xk) = P{v(t) = k;e1(t) < X1,e2(t) < X2, ... ,ek(t) < Xk}, 

O~k~n. 

Clearly 

and hence 

Pk = lim Fk(t; 00, 00, ... , (0), 
t-+oo 

(1) 

(2) 

so that the determination of function Fk(' .. ) will solve the problem at hand. 

Theorem. If't < 00, then the random process '(t) possesses an ergodic stationary 
distribution. 

PROOF. The previously introduced random process is a regenerative one. First 
we shall prove that regeneration times that are the times when v(t - 0) = 0, 
v(t + 0) = 1 form an infinite sequence or equivalently each busy period of at 
least one server is finite with probability 1. 

Let to be regeneration time, ro be the duration of the busy period that started 
at this instant. Then for a > 0, n ~ 1 

P{ro > na} ~ P{v(to + a) > 0, ... , v(to + na) > O}. 

Denote by vo(t) the number of servers that are busy at time t whose total service 
time is not less than a units of time; V1 (t) = v(t) - vo(t). Then 

P{v(to + a) > 0, .. , v(to + na) > O} 
n 

~P{vo(to+a»O, ... ,vo(to+na»O}+ L P{v1(to+ka»0}. (3) 
k=1 

We take k = 1, to = 0.1f at no interval ((i - 1)/N,i/N), A ~ i ~ [Na] + 1, a 
customer with a service time longer than a - (i/N) arrived we have vo(a) = O. 
Whence 

[Na)+1 ( A. _ ( i ) ( 1 )) P{vo(a)=O}~ n I--B a-- +0 - . 
,=1 N N N 

(4) 

The same inequality is also fulfilled for P{vo(ka) = Olvo(al > 0, ... , 
vo((k - l)a) > O}. Utilizing the formula 1 - z = exp{ -z + o(z)} for each 
term of the product on the right-hand side of (4) and N approaching infinity 
we obtain 

P{vo(a) = O} ~ exp { -A. f: B(t)dt} ~ e-p • (5) 

In order that the inequality V1 (t) > 0 be valid, it is necessary that in some 
interval (x, x + dx) a customer arrives whose service time is longer than 
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max{a,t - x}. Whence 

P{vl(t) > O} ~). L B(max{a, X - t})dx ~ ).(aB(a) + IX) B(X)dX) = Pa· 

(6) 

With the aid of (3) we obtain from the bounds (5) and (6) 

P{w > na} ~ (1 - e-Pt + nPa. 

We have 

aB(a) = a IX) dB(x) ~ 100 x dB(x) ~ 0; IX> B(x) dx ~ 0 

(7) 

being a remainder of a convergent integral. Therefore, Pa --+ 0, a --+ 00. Now 
the bounds (7) easily implies that P {w > z} --+ 0, Z --+ 00, i.e., w is a proper 
random variable. 0 

The average duration of the interval in which v(t) = 0 is equal to 1/).; at the 
same time for Po(t) = P {v(t) = O} we have analogously to (5) the bound 

(8) 

We thus obtain that the mathematical expectation of a busy interval is finite. 
Ergodicity of the process ((t) now follows from Smith's theorem on regenera­
tive processes. 

5.3.2. Proof of Sevast'yanov's Formula 

We shall present here a proof ofSevast'yanov's formula based on an embedded 
Markov chain. 

Denote by tn the instant of arrival into the system of the nth customer 
(n ~ 1). Let F: i ...... ik (Xl' ... ,xk ) denote the probability of the following event. 
At time tn - 0 k servers are busy, namely, the servers with the numbers 
iI' ... , ik ; at least Xl' ... , Xk time units are still required until the completion 
of the current services. 

We shall prove that F:i, ..... ik (Xl' ... ' X k ) possess limits that are independent 
of the initial state. 

It follows from the mathematical law of a stationary queue that the station­
ary distributions of the Markov chain (n = {v(tn - O);~l(tn - 0)'~2(tn - O), ... } 
and of the random process ((t) coincide. 

Let X be the number of customers serviced during the busy interval w. Then 
X + 1 is the return time of (n into the state O. We have 

P{x> n} = P{ZI + ... + Zn ~ w}, 

where Zk are the interarrival intervals. Next 

(9) 

P{ZI + ... + Zn ~ w} ~ P{ZI + ... + Zn ~ n/(2)')} + P{w > n/(2)')}. (9) 
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If we prove that the right-hand side of (10) is a general term of a convergent 
series, then in view of (9) we shall arrive at 

00 

MX = L P{X > n} < 00. (11) 
n=O 

First, Ln P {w > n/(2l)} < 00 since Mw is finite. Furthermore, for any s > 0 

P{Zl + ... + Zn ~ n/(2l)} ~ esn/(2),)(Me-SZ't 

= (es/(2),)/(1 + s/l)t = exp { - n(;l + 0(S2))} 
(as s --+ 0). 

Thus P{Zl + ... + Zn ~ n/(2l)} ~ en, 0 < e < 1. Hence, the average return 
time of (n into the state 0 is finite. Also a transition from 0 into 0 in one step 
[with probability SO' e-J.x dB(x)] is possible. Hence, {(n} possesses an ergodic 
distribution. 

We introduce the notation PiA) = P{(n E A}. Since the distribution is 
ergodic to prove Sevast'yanov's formula, it is sufficient to show that, if 
{Pn - 1 (A)} is given by this formula, then {PiA)} is also of the same form. 

Denote 

and set 

Since the interarrival time is exponentially distributed with parameter l, 

where IPk(t;x1, ... ,x,,) is the conditional probability of the event under con­
sideration given that tn - tn- 1 = t. 

The formula of the total probability yields the equality 

m!(lpo)-lpk;il ..... ik(Xl> ... , Xk) 

100 m-l lr 100 

= (m - k)! e-J.tLm- kII dt + L e-J.tB(t)L'-kIIdt, 
o r=k (r - k)! 0 

where for abbreviation we set 

L = f: ii(x) dx, 

Integration by parts results in 

k 

II = n ii(t + x;). 
i=1 
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foo 1 foo [k -] = e-J.tLkOdt--- e-J.tLk+10 Adt+ L dB(t+x)/B(t+xj ) • 

o k + 1 0 j=l 

Substituting the last equality into the initial formula we obtain 

m!(APor 1 P;;i , ..... ik (X 1' ... , xk ) 

= (m - k)! Ak- 1 roo e-MO[Adt + t dB(t + x)/B(t + X)] J 0 J=l 

= - (m - k)! A k-1 too d(e- M 0) 

k k 

= - (m - k)! A k-1 e-J.t n B(t + xi)l~o = (m - k)! A k-1 n B(x;). 
i=l i=l 

Sevast'yanov's formula is now obtained by summing over i 1 , ... , ik and 
integrating with respect to Xl' ••• , X k . 

5.4. More Complex Systems with Losses 

We shall consider several more complex systems with losses all having the 
following common features: 

1. The probability that a customer arrives in the interval (t, t + dt) depends 
on the "qualitative" state of the process at the given time and does not 
depend on prehistory. 

2. Servicing of a customer is characterized by a distribution function of the 
amount of work and the speed of executing this work in a particular state. 

3. Probabilities of "qualitative" states (values of a discrete component of a 
Markov process) in a stationary mode do not depend on the form of the 
distribution of the amount of work (the service time) provided the mathe­
matical expectation is fixed. 

4. If it is known that at a given instant (in the stationary mode) the system is 
in a particular qualitative state and specific operations are performed where 
~ 1, ... , ~k are the remaining amounts of work (service times), then ~ l' ... , ~k 
are independent and possess the density 

Pi (X) = B;(x)/ri' 1 ~ i ~ k, 

where Bi(X) are the distribution functions of amounts of work (service times) 
realized at the times of arrival of customers of a particular type. 

Proofs of formulas will not be presented. Basically they fit into the frame­
work presented in Section 5.3 in the course of the proof of Sevast'yanov's 
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theorem although in many cases ingenuity is required to arrive at the final 
formulas. Original proofs obtained by various authors are based as a rule on 
differential equations for multidimensional Markov processes with a qualita­
tive component and with additional components that vary linearly. 

5.4.1. Reliability of a Renewable System 

Consider the following model due to Mar'yanovich (1961b). 
Let a system be given with elements (units) subject to random failures. A 

malfunctioning unit is immediately sent for repair. The renewal time is 
assumed to be a random variable with the distribution function B(x) and a 
finite mathematical expectation 't". Given that k units failed the probability 
that during time dt yet another unit will fail equals Akdt. We shall assume that 
the sequence {Ad is bounded. 

Stationary probabilities of the states of the system are of the form 

_ 1 k/( ~ 1 i) Pk--k,Ao ... Ak-lT .,f..:rAo ... Ai-lT, k~O. 
. 1-0 I. 

Here Pk is the probability that at a given instant k units are being repaired. 
Based on Mar'yanovich (1961b) we shall consider the following example. 

A system consists of n + m + r units of which n are "main" units, m constitute 
active and r passive redundant elements. Failed main units are replaced by 
the active redundant units and these in turn by passive ones. The "main" or 
active redundant units fail with intensity A; Units that are in a passive redun­
dant state do not fail. In our example 

A _ {A(n + m), 
k - A(n + m + r - k), 

k ~ r, 
k>r; 

1 k 
Pk = k! (A(n + m)T) Po, k ~ r + 1; 

2 ~ k - r ~ n + m. 

The availability coefficient is computed by the formula 
m+r 

Kr = L Pk· 
k=O 

The well-known Erlang formula (1.4.15) for the distribution of the number of 
serviceable devices, which was derived under the assumption of exponential 
distribution of the service time, follows from Mar'yanovich's formula as a 
particular case; one should only replace the renewal intensity by a quantity 
that is the reciprocal of the mean renewal time. 
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Let To and T1 be the mean durations of the system in serviceable and 
unserviceable states, respectively. If the system is in a stable state, then the 
times of transition from serviceable to nonserviceable states form a stationary 
stream of homogeneous events with intensity 

J1. = (To + Td-1 = Am+rPm+r· 

The second equation is obtained also from ergodic considerations: 

To/(To + Td = K r · 

Whence 
To = KrI(Am+rPm+r), 

T1 = (1 - Krl/(Am+rPm+r)· 

5.4.2. A Renewable System with a Variable Renewal Rate 

Unlike in the Mar'yanovich model, let B(x) be interpreted as the amount of 
work required for the renewal (repair) of a unit, and the rate of renewal, i.e., 
the rate of decrease in the remaining amount of work is equal to OCk > 0 given 
that k units have failed. 

Let v(t) be the number of failed units at time t. Performing a random 
substitution of time 

s = t oc.(u) du 

we shall denote v*(s) = v(t). In the new time the renewal will occur with a unit 
rate and Ak should be replaced by A: = Ak/OCk. 

Thus 

lim P{v*(s) = k} = ~A*··· A* -r k/( ~ .!..A*··· A!I' -ri) k' 0 k-1 L..- ., 0 ,-1 . 
''''co • i=O I. 

For the initial process 

P*/ co p!I' Pk = lim P{v(t) = k} = --.!. L-.!.... 
t ... co OCk i=O OCi 

This formula may be verified directly from the system of equations for station­
ary probabilities. Its ergodic interpretation is of interest: if the fractions of the 
s-time that the process spends in the states k are equal to P:, then in t-time 
they are proportional to Pt!OCk. 

5.4.3. Incompletely Accessible Service System 

In telephone communication the following model is used. The subscribers are 
subdivided into two groups and the connecting lines into three sets L 1 , L 2 , 

L12 so that only subscribers of the first group can use the lines belonging to 
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L l , only subscribers of the second group have access to L 2 , while the lines in 
the set L12 are accessible to the subscribers of both groups provided the lines 
of "their own" subset are occupied. 

An analogous problem arises in reliability theory. We present Yaroshenko's 
(1962) result. 

A system consists of two subsystems; let the parameters of the stream of 
failures be Al and A2 and the distribution functions of the renewal times be 
Hl(x) and H2 (x); let 01 = Jg> xdH,(x), I = 1,2. nl workers are assigned to the 
first subsystem and n2 to the second; n12 workers can service both subsystems. 
The workers of the third group are assigned to the Ith subsystem only when 
all of the corresponding n, workers are busy (I = 1,2). Denote by Fij (x 1, ... ,Xi; 

Y l' ... , Yj) the probability of the following compound event; i workers are 
servicing the first subsystem, j workers the second, and the repairs in progress 
at the given instant will be completed after at most Xl' ... , Yj time units, 
respectively. If this event occurs at time t, then between the times t and t + h 
service in the first subsystem can commence only if 

i < nl or i ~ nl and nl + n12 - i - max[O,j - n2] > O. (1) 

In the same manner the condition to resume service in the second subsystem 
will be 

j < n2 or j ~ n2 and n2 + n12 - j - max [0, i - nl ] > O. (2) 

Denote 

{ I if condition (1) is satisfied 
Al (i, j) = 0: otherwise; 

{ I if condition (2) is satisfied 
A2 (i, j) = 0,' otherwise. 

For the negative value of at least one of the arguments we define A,(i, j) == O. 
The stationary condition is of the form: 

It follows from conditions (1) and (2) defining the functions A,(i,j) that 
i-l j-l n Al(i',O) = Al(i - 1,0); n A2 (i,j') = A2(i,j - 1); 
i'=O j'=0 

Al(i - I,O)A2(i,j - 1) = A2 (i,j - 1). 

Substituting these values in the preceding formula and approaching all Xi' 

and Yj' to infinity we obtain an expression for the probability that i workers 
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are servicing the first subsystem and j workers the second: 

(AI 'rdi (A2 'r2 }iA2 (i,j - 1) F. 
i!j! 00' 

The constant Foo is determined from the normalizing condition. 

5.4.4. A Necessary and Sufficient Condition for Solvability 
of the State Equations of a System in Constants 

In all the examples presented previously we had the following situation: the 
stationary probabilities of the states of the system were determined by the 
intensity of the stream and the mean service time. An interesting question is, 
for which systems are the stationary probabilities invariant with respect to 
the form of the service time distribution, if the mean waiting time is fixed? 

Kovalenko (1962) dealt with this question for a general scheme. His analy­
tical result may be formulated in the terminology of reliability theory. 

Consider a complex device consisting of s groups of units that may fail. If 
a unit fails, its repair begins immediately. The distribution function Bi(X) of 
the renewal time may depend on the serial number i of the group to which 
the serviced unit belongs. 

The failure law is as follows. Let at some instant t kl units in the first group, 
k2 in the second, ... , and ks in the sth malfunction. Then the probability that 
between t and t + h another unit from the jth group fails is of the form 

Aj (k l ,k2, ... ,ks)h + o(h); 

the probability that two or more units fail during this period is o(h). 
Thus, in general, the reliability of the units of any group may be influenced 

by the number of malfunctioning units in both the given and the other groups. 
If the total number of units is finite, it is easy to prove the existence and 
ergodicity of the stationary distribution of the process 

v(t) = {VI (t), v2(t), ... , vs(t)}, 

where vj(t) is the number of units in the jth group malfunctioning at the 
time t. 

Denote 

p(k l ,k2, ... ,ks) = lim P{v(t) = {k l ,k2, ... ,k.}}. 
t-+ao 

Theorem. The probabilities p(k l , k2, ... , ks) are independent of the functional 
form of BI (x), B2(x), ... , Bs(x), where 

'ri = Lao xdBi(x), 1 ~ i ~ s, 
is fixed, if and only if for any N, for any ordered N-tuple of natural numbers 
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where all mi :%; s, and for any permutation of this N-tuple 

the equality 

(3) 

is valid. If this condition is satisfied, P(k 1 , k2, ... , k.) is determined by the 
formula 

1 
P(kl,···,k.) = kl!k2!. .. ks! A1(0,0, ... ,0))·I(1,0, ... ,0)··· 

x Al(k 1 - 1,0, ... ,0)A2(k 1 ,0, ... ,0)A2(k 1 , 1,0, ... ,0)··· 

X A2(k 1 ,k2 - 1,0, ... ,0)A3 (k 1 ,k2,0, ... ,0)··· 

X As(k 1 , k 2 , ••• , ks- 1 , ks - l)p(O, 0, ... 0). (4) 

The cumbersome condition of this theorem has a very simple interpretation. 
Its meaning is that in any situation the probability that a unit of the ith group 
fails in the interval (t - h, t) and a unit of the jth group fails in (t, t + h) 
coincides up to terms of order 0(h2 ) with the probability that a unit ofthe jth 
group fails in (t + h, t) and a unit of the ith group fails in (t, t + h). The reader 
is invited to verify that formulations in Sections 5.4.1-5.4.3 are particular cases 
of this scheme. 

We shall prove the above theorem, which is due to Kovalenko (1962), (1963) 
and independently to Konig. 

Necessity. Assume that for some fixed {Aj (k 1 ,k2, ... ,ks)} and {tj }, p(k1 ,k2, 
... , ks ) does not depend on the form of the distribution {Bix)} as long as 
the mathematical expectations 

Iro Bj(x) dx = t j , I:%; j :%; s 

are fixed. We express {Bix)} in the following form: 

Bj(x) = 1 - exp{ -x/tj}, j #- i; 

Bi(X) = 1 - J1exp{ -J1x/t;}, ° < J1 < 1, x ~ 0. 
(5) 

In other words, the renewal times l1j for the units of all groups except the ith 
are exponentially distributed, while l1i is a mixture of an exponential and a 
degenerate random variable: the renewal time vanishes with a positive prob­
ability, while when it is positive its conditional distribution is exponential. 
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For brevity, we shall introduce the vector notation. Derrote the k-tuple 
{k J , ••• , ks } by k, writing Ai(k) = Ai(k1 , k2 , ••• ), p(k) = p(kJ,"')' We denote by 
the symbol ej a vector of the form 

j 

,----I'--.. 
{ 0, 0, ... , 0, 1, 0, ... , O}. 

Vector addition will have the usual meaning-namely, addition of the corre­
sponding components. 

In view of (5) the process v(t) is Markovain, and the usual methods yield 
equations that relate the probabilities of its different states. One should 
remember that in this case two transitions of the process from one state to 
another may occur at the same instant: a unit fails, but its renewal time may 
be zero. However, when this happens the process returns to its original state 
and, hence, such transitions may be ignored. The steady-state equations are 
of the form 

[~~i + j~i ~ + Ai(k)/1 + j~i Aj(k)]P(k) 

/1(ki + 1) (k ) "kj + 1 (k ) = p + ei + L., --p + ej 
'i j#i 'j 

+ Ai(k - e;)/1p(k - ei) + L Aj(k - ej)p(k - eJ (6) 
j#i 

Here it should be assumed that 

Aj(k)p(k) = ° if k = {kl' k2 , ••• , ks } and mm kj < 0. 
1 ~j~s 

This corresponds to the probabilistic meaning of the constants p(k). 
Comparing the coefficients of /1 at both sides of (6), we obtain 

[ k. ] k. + 1 --.: + Ai(k) p(k) = -'~p(k + e;) + Ai(k - e;)p(k - e;). 
'i 'i 

(7) 

Fixing kj for j # i, the solution of the system is 

,~i k i 

p(k) = k:! J] Ai(k - re;}p(k - kie;). (8) 

Now fix in (8) all kj except for ki and ki,; we may then express p(k) in terms of 
p(k - kiei - ki,ei'), etc. Finally, we obtain 

s ,~i k, +"·+k. (S 1-1 ) 

p(k) = }J k:! ,IJ Ai, j~ ej mi;1 bj,im p(O), (9) 

where {iI, i2, ... , ik, + ... +k.} is a sequence of integers such that exactly kj of them 
equals j, 1 ~ j ~ s. Equal terms of this sequence are located one next to the 
other. Since i, ii, etc., may be chosen in an arbitrary order, Eq. (9) [provided 
p(O) is not zero which is obviously the case] is consistent if and only if the 
system of equations (3) is satisfied. 
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Sufficiency. Consider another model in which it is assumed that all the 
elements of the system are of different types, i.e., the components of the state 
vector v(t) = (Vl (t), ... , vs(t)) have only zero or one components; otherwise all 
the assumptions stipulated at the beginning of this subsection remain un­
changed. It turns out that the new model is as general as the original one. 
Indeed since the total number of elements is finite, one may correspond to the 
state (k l' ... , k.) of the initial vector an arbitrary vector of the form 

whose components 0 and 1 are such that among the first Nl components there 
are exactly kl ones, among the next N2 components there are k2 ones, and so 
on. We assume (and this is an essential assumption!) that, when an element 
of a certain type fails, each one of the zero components of the corresponding 
array becomes one with equal probability. It is easy to verify that under this 
assumption condition (3) is fulfilled for the process in the new space of states. 
It is therefore sufficient to prove the sufficiency of the condition (3) for the new 
model; we shall then obtain the same assertion by appropriately summing up 
the probabilities of "microstates." 

Denote by Fk(Xi" . .. ,Xi.) the stationary probability that at a given time the 
elements whose numbers correspond to the unit components of vector k are 
malfunctioning (and only these elements) and until the completion of the 
renewal of each one of them less than Xi" ... , Xik time units remain, respec­
tively. Equating the distributions related to the times t and t + dt results in a 
system of differential equations 

s OFk s 

j~ oXj - A(k)Fk + j~ Fk-ejAj(k - ej)Bj(xj) 

= f OFkl - f OFHeil ' 
j=l oXj Xj=O j=l oXj Xj=O 

(10) 

where Fk- ej depends on the same variables Xi as Fk except for Xj; Fk±ej = 0 if 
the vector k ± ej contains components that are different from 0 and 1; A(k) = 
Ij=l Aik). Direct substitution of (9) into (10) verifies that the distribution is 
stationary. One can show that the process possesses an ergodic distribution. 
An alternative proof is to use the same arguments as in the proof of 
Sevast'yanov's theorem. Observe that if Sk is the nth (in ascending order) time 
of renewal of an element, then '(sn - 0) forms an embedded Markov chain 
whose probability distribution is determined by the functions (oFk/oxj)lxj=o, 
Each equation of the system can be integrated, which will result in an integral 
equation in the functions (oFk/oxj)lxJ=o, i.e., a system of equations for the 
ergodic distribution of an embedded Markov chain is obtained. 

5.4.5. Further Generalizations 
Konig and Matthes discovered a very interesting fact: Sevast'yanov's formula 
remains valid if we relax the assumption that the service times of different 
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customers are mutually independent. These times may be arbitrarily depen­
dent random variables possessing an ergodic distribution. 

Next Konig and Matthes introduced the notion of "marked (graded) 
service": a service for each customer consists of several stages each having a 
definite characteristic. Thus, the formula for the state probabilities-taking 
the characteristics of serviced customers into account-depends only on the 
mathematical expectation of the duration of separate stages of the individual 
service. Formula (4) [under condition (3)] may also be generalized to the case 
when the durations of service are arbitrarily dependent (with ergodicity con­
ditions) and the service is subdivided into a number of stages. 

The proof of these assertions is quite cumbersome; it involves operations 
with invariant measures in the space of infinite sequences. 

We shall consider the following particular case, which has numerous 
interpretations. 

In the first of the previously stated models we shall omit the condition of 
independence of durations of service. Let there be given s independent Markov 
chains on the phase space (X, (fj) with the ergodic distribution n(dz) and the 
transition function g(dzlzo). Transitions of the ith Markov chain are asso­
ciated with the times of the beginning of renewal of the ith element. We define 
the random processes IZ 1 (t), ... , zs(t), where Zi(t) is the state of the ith Markov 
chain after the transition associated with the last (before time t) failure of the 
ith element. If at time t the failure of the ith element occurred and the process 
Zi(t) proceeds into the state z, then the renewal time '1i of this element possesses 
the distribution function Bi(xlz) with continuous in x and n-measurable with 
respect to z density b;(xlz), where 

'i = Ix {foro xbi(xlz)dz}n(dz) < 00. 

It is assumed that in this situation '1i does not depend on the whole 
prehistory of the process; thus, the Markov chains, in a certain sense, absorb 
into themselves the possible dependence among the service times of an 
element. 

Denote by Fk(dz l' ... ,dzs ; Xi" ... ,Xi.) the stationary probability of the event 
that v(t) = k = ei, + ... + ei, with Zi(t) E dZi' 1 ~ i ~ s; the remaining renewal 
durations are less than Xi" ... , Xi,; 

(11) 
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We verify that the following distribution 

ik(dz l' ... ,dzs; Xi" ... ,Xi,) 

= POAkn(dz 1)'" n(dzs)Bi, (xi,lzi)'" S;,(xi,lzi,), (12) 

where 
Ak = Ai, (0)Ai 2(ei)'" Ai,(ei, + ... + ei,_,) 

satisfies the system of equations (11) under condition (3). 
The key step in the proof is that, when (12) is substituted into (11), the 

variables on the right-hand side are separated and the integral 

f g(dzjlu)n(du) = n(dzj ) 

is singled out, which allows us to cancel n(dz d'" n(dzs) on both sides of the 
equation. 

We thus obtain a system of equations, which in addition to the variables 
contains only S;(x) and bi(x). It is easy to verify that the system obtained is an 
identity. 

Consider a simple case when under the conditions of the theorem of the 
preceding subsection the service time '1j of a customer of the jth type is 
comprised of several stages. 

Let (T, T + '1j) be the interval of servicing a customer ofthe jth type. Assume 
that for all t in this interval a process a(t) with values aI' a2 , ••• , am' ... is 
defined where Tjm (L~=l Tim = Ti ) is the mathematical expectation of the 
sojourn time in the state am' 

Formula (4) gives the total probability of servicing customers of different 
types. Let it be known that a customer of the jth type is serviced. Then in 
accordance with (10) the conditional distribution of the remainder of the 
service time will have the density 

~(X)/Tj' x> O. (13) 

We shall calculate the conditional probability (under the stated condition) 
that a(t) = m (m = 1,2, ... ). They simplest way to do this is to use renewal 
theory. 

It is known that for a renewal process with F(x) = B(x) the probability 
density of the time until the next renewal is of the form (13). Hence, the 
probability of falling into a certain section '1i is the same as if the renewal 
process 

were valid where '1ik are independent realizations of the random variable 
'1j' In that case, however, the probability of falling into a point for which 
a(t) = m is equal to the ratio of the mean duration in this state to the total 
time: 
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r· 
P{!X(t) = m} =~. 

rj 

Thus one can obtain the overall service probabilities as well as the conditional 
probabilities of sojourn in various states !Xl' !X2' .... The problem is thus 
completely solved. 

EXAMPLE. Let there be a queueing system with losses, m servers, and a simple 
incoming stream with parameter A. The service time '70 of a customer is a 
random variable. 

If at time t servicing of a customer commences, then under the assumption 
that '70 > x the server fails before the time t + x with a positive probability. 
(We shall denote the failure-free service time by '71.) In this case the customer 
is lost and the server is being repaired. The duration ofthe repair is a random 
variable '72. How should one calculate the probabilities of various states? 

Set 
for '70 < '71' 
for '70 ~ '71· 

Then '7 is the busy time of the server. Denote 

r = M'7. 

Under this condition the probability that k servers are busy is obtained from 
Sevast'yanov's formulas 

(Ar)kj m (Ar)i 
Pk =-k' .L -.,-, 0::;;, k::;;, m. 

. ,=0 I. 

Now the conditional probability that out of k busy servers i are in service 
and k - i are in repair is equal to 

qai(l _ a)k-i, 

where 
M {min('7o, '71)} a = -"----'---'------'---"'--'-

M'7 ' 

min('7o, '7d is the time during which the server is servicing a customer. If '70' 
'71' and '72 are given by their distributions, it is easy to obtain integral 
expression for a and r thus completely solving the problem. 

This example is due to Mar'yanovich (1960). 

5.4.6. The Problem of Redundancy with a 
Redistributed Load 

We shall now illustrate the possibility of deriving explicit formulas in the case 
when the distribution associated with the arrival of customers is of a general 
form. 
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Let two elements with the reliability distribution function A(x) be given. 
If at a given instant both elements are functioning, the reliability decreases 
with a unit rate and will have the interpretation of the remaining time of 
faultless performance; if one element is in the state of failure, the reliability of 
the other decreases with the rate a > O. The renewal of the elements is carried 
out independently; B(x) is the distribution function of the renewal time. 

Consider the random process W) = (Vl (t), v2(t); ~ 1 (t), ~2(t)), where vi(t) is the 
indicator function of the failed state of the ith element, ~i(t) (i = 1,2) are its 
reliability for v;(t) = 0 and the duration until its renewal for vi(t) = 1, respec­
tively. The process is a piecewise-linear Markov process. Its additional com­
ponents being positive decrease with the unit rate in any case except for the 
case when vi(t) = 0 and V3- i(t) = 1. In the last case Ut) decreases with the rate 
a, ~3-i(t) with the rate 1. As the component ~i(t) reaches the zero value, the 
state Vi(t) changes and the new value of ~i(t) is a random variable with the 
distribution A(x) or B(x) depending on the new value of vi(t). 

Let Fij(x,y) = P{Vl = i, V2 = j, ~l < X, ~2 < y} where (Vl' V2'~1' ~2) is a ran­
dom vector corresponding to the steady state of the process ((t). The system 
of equation 

oFoo oFoo oFoo I oFoo I oF10 I () OFOl I ( ) --+----- --- +-- Ax +-- Ay =0, 
ox oy ox x~o oy y~O ox x~o oy y~O 

OFlO OFlO OFlO I oF10 I oFoo I () OFll I () 0 --+a----- -a-- +-- B x +-- A Y = 
ox oy ox x~o oy y~O ox x~o oy y~O ' 

oF01 OFOl oF01 I OFOl I OFll I A() oFoo I B() - 0 a--+---a-- --- +-- x +-- Y - , 
ox oy ox x~o oy y~O ox x~o oy y~O 

OFll oFll OFll I OFll I OFOl I () oF10 I B() - 0 --+----- --- +a-- B x +a-- y -
ox oy ox x~o oy y~O ox x~o oy y~O 

is established in the usual manner. 
We introduce the notation 

A*(x) = f: A(t)dt, B*(x) = f: B(t)dt 

and attempt to satisfy this system of equations by setting 

Foo(x,y) = ocA*(x)A*(y), 

F10(x,y) = F01(y,x) = PB*(x)A*(y), 

Fll (x,y) = yB*(x)B*(y), 

where oc, p, and yare constants. In other words we are assuming that for fixed 
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v1 (t), v2 (t) the "remaining" variables are independent and are distributed as 
the value of a jump (a transition) in a renewal process model. 

Substitution into the first equation of the system yields the equality 

(p - IX)(A(x)A*(y) + A*(x)A(y)) = o. 
Set IX = p. Then the second equation ofthe system (as also the third equation 

symmetric to it) results in the equality 

y - alX = O. 

Setting y = alX we obtain that the fourth equation yields an identity. Utiliz­
ing the normalization condition we obtain 

1/1X = ,~ + 2'0'1 + aLi, 

where 

'0 = foro A(x) dx, '1 = foro B(X) dx. 

Stationary probabilities of the consolidated states are 

Poo = 1X,5, P10 = POl = 1X'0'1' Pll = lXa,i· 
The second method of derivation is based on ergodic considerations. Let 

cr(t) = a if V1 (t) + v2 (t) ~ 1 and cr(t) = 1 otherwise. We carry out the time 
substitution s = J~ cr(u) du and set C*(s) = C(t). In the s-time the random pro­
cesses (vt(s), e!(s)) and (vt(s), e!(s)) are independent. Denote Fj*(x) = P{v!(s) = 
j, et(s) < x} assuming the stationary distribution. Then 

FJ"(x) - FJ"(O) + !Ft(O)A(x) = 0, 
a 

!Ft(X) - !Ft(O) + FJ"(O)B(x) = 0, 
a a 

since in s-time the rate of renewals equals l/a. The solution of the last system 
of equations is of the form 

FJ'(x) = A*(x)/(,o + a,d, F!(x) = aB*(x)/(,o + aLd. 

Whence 

p~ = FJ'(oo) = '0/('0 + a,d, pt = F!(oo) = a,d(,o + aLd· 

The stationary distribution (vt(s), vt(s)) is of the form 

p~o = ,~/(,o + a,d2, pto = P~l = a'o,d(,o + a,d2, 

pt1 = a2,i/(,0 + a'1)2. 

Transition to the t-time is carried out according to the formulas 
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Poo = ap~o/(ap~o + pio + P~l + pi1) = r6/(r6 + 2rOrl + ari), 

P10 = POI = rord(r6 + 2rOrl + ari), 

Pll = ari/(r6 + 2rOrl + ari). 

Now it is sufficient to observe that 

For example, 

Foo(x,Y) = A*(x)A*(y)/(r6 + 2rOrl + ari). 

The intensity j,t of the stream of failures of the system interpreted as falling 
into the state (1,1) is determined by the formula 

j,t = (F~l(X,<Xl) + F~l(<Xl,x))lx=o = 2ard(r6 + 2rOr1 + ari). 

The average time To of a "serviceable" and T1 of an "unserviceable" state of 
the system is determined by the formulas To = Poo/j,t, T1 = (1 - Poo)/j,t. 

5.5. Ergodic Theorems 

5.5.1. Sevast'yanov's Theorem 

Among the ergodic theorems used in queueing theory the following theorem 
due to Sevast'yanov is one of the most fruitful. 

Theorem. Let ~(t) be a homogeneous Markov process in the measurable space 
(X, GJ), where GJ is a class of Borel processes with measurable with respect to x 
transition function Px(t, A), x is the initial state, t ~ 0, A E GJ; X n , n ~ 1, are 
selected compact sets in GJ, cp is a probability measure on (X, GJ) for which the 
following properties are satisfied: 

1. lim inf lim PAt, Xn) = 1. (1) 
n-oo x t-co 

2. (2) 

for some T" and Pn > O. 
3. For any initial distribution Po there exist to = to(n) and K = Kn such that 

lim sup [Pg(t) E A} - Kcp(A)] ~ O. (3) 
n-+oo AcXn 

Then there exists an ergodic distribution n = {n(A), A E GJ} of the process 
~(t): 

sup I Px(t, A) - n(A)1 - 0, x E X. 
«::. t-oo 

AEW 

(4) 
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We shall focus on the basic steps of the proof. We shall prove in full the 
important fact that as t -+ 00 the distributions of the process corresponding 
to different initial distributions converge. This part of the proof is based on 
the method of innovation moments developed by Borovkov (1980). 

Let'" be an arbitrary probability measure on (X,6». Denote PI/I(t,A) = 
J Px(t, A)", (dx); let TI/I be a number such that for all t ~ TI/I, PI/I(t, Xo) ~ A, 
o < A < 1, X o is an arbitrary Xn such that 

inf lim PAt, Xn) > A. 

[The existence of TI/I follows from (1) and the measurability of the transition 
function.] 

Assume that Pg(O) E A} = "'o(A), A E 6>, and set t1 = t1("'0) = Tl/lo + T, 
T = T". Then 

Pl/lo(t1,A) ~ Pl/lo(Tl/lo'Xo) inf Px(T,A) ~ lhp(A), A E 6>, (5) 
xeXo 

where 0 = AP, P = Pn, or, equivalently, 

(6) 

where "'1 is a probability measure. 
Equation (6) can be interpreted as follows. A random trial is performed with 

the probability of success O. If the trial is successful, Wd has the distribution 
qJ, otherwise the distribution is "'1. If the trial is successful, we say that t 1 is 
an innovation time. Otherwise the same construction can be applied to "'1 in 
place of "'0 with a time shift in the amount t 1. We then obtain that t2 = 
t1 + TI/I. + T; this time may be an innovation time with probability o. This 
process can be continued indefinitely. 

As a result we obtain 

Pl/lo(t,A) = OP",(t - t1,A) + (1 - O)OPit - t2 ,A) + ... 
+ (1 - O)k-10P",(t - tk, A) + (1 - O)kQl/lo(t, A), t > tk , (7) 

where Q(t, A) is a probability distribution. 
Now let", be an arbitrary probability measure on (X, 6». 
Clearly the sequence {tk } may be selected to be the same for the initial 

distributions "'0 and "'. Then Eq. (7) will be valid for PI/I(t, A) also with "'0 
replaced by"', whence 

IPI/I(t, A) - Pl/lo(t, A)I ~ (1 - 0)\ t> tto 

and hence 

(8) 

We introduce a distance on the space 9Jl of probability measures on (X, 6» 
to be the distance in variation: 
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d(<p,I/I) = f I <p(dx) - 1/1 (dx) I = 2 sup I <p(A) - I/I(A)I. (9) 
x Aeffi 

Then 9Jl becomes a complete metric space. Conditions (1)-(3) imply that for 
a given Xo there exists a sequence {1k} such that 

d(PA1k, .), n(·» ~ 0, (10) 

where {n(A)} is a probability measure on (X, G». We shall denote by 1/10 the 
measure concentrated at xo, I/I(A) = Pxo(t, A). Then 

P"'o(t + 1k, A) = f Px(t, A)P"'o(1k, dx) 

= f PAt,A)n(dx) + f PAt,A)[P"'o(1k,dx) - n(dx)]. (11) 

In view of (10) the last summand is infinitesimal. On the other hand, in view 
of(8) 

P"'o(t + 1k, A) = P",(1k, A) ~ n(A). 

Now we obtain from (11) 

n(A) = f PAt, A)n(dx), (12) 

i.e., n is the stationary distribituon of the process e(t). Relation (4) follows from 
the fact that 

PAt, A) - n(A) = Px(t, A) - P,,(t, A), 

and it remains to apply (8) once again. 

5.5.2. Construction of Innovation Times 

In queueing systems in which periodical clearing of the system occurs, the 
"clearing off" times are characterized by the fact that for the subsequent course 
of the process the whole prehistory is irrelevant-one should only know the 
times of arrival of customers in the future and durations of their service. Thus, 
if these times are independent of the prehistory, then the arrival time that 
follows the "clearing off" time will be an innovation time. Hence, all the 
systems with a simple incoming stream possess innovation times. The system 
GIIGlrn for rn ~ 2 also possesses "innovation" times for p sufficiently small 
but in a deterministic stream with an interarrival intervals A and service time 
uniformly distributed in the interval ((rn - I)A, rnA) there will always be 
customers in the system. Nevertheless, for p < rn it is possible to construct 
innovation times: if interarrival intervals are larger and the service times are 
smaller than certain fixed values, then in a finite number of steps the queue 



256 5. Application of More General Methods 

will disappear and then all the subsequent course of the process is independent 
of the past. We have utilized this device in the proof of the Kiefer-Wolfowitz 
theorem for a GIIGlm system (See section 5.2). 

Now let a service sys'em with several types of customers and service 
operations be given. The operation of the system is determined by the sequence 
{zr), l1r)} where zr) are the interarrival intervals, l1r) are the service times, k is 
the (serial) number, and r is the type of customer (service). Assume that there 
exists a "nominal" mode of operation of the system characterized by the 
"tolerance" zr) :::;; air), l1r) ~ h(r), violation of these inequalities is viewed as a 
disturbance. Any reasonably constructed system is capable of "working out" 
disturbances: if starting with some instant of time the elements of the "con­
trolling" sequences {Zr),l1r)} are within the tolerance limits, then in a finite 
number of steps the process will settle into a "nominal" mode. If the latter is 
characterized by the stationarity of the distribution of the basic Markov 
process, then the time of arrival at this mode will be an innovation time. It is 
only important to verify that the probability that the "tolerance" inequalities 
are satisfied is positive. 

As an example consider a multiphase system of service with blocking 

GIIGlm1 1r1 -+ IGlm2 1r2 -+ I'" -+ IGlmslr., 
consisting of many-server subsystems with a limited number of waiting loca­
tions. Customers that form a renewal process form a queue at the first 
subsystem provided there are already m1 + r1 customers in it. If in the jth 
subsystem (2 :::;; j :::;; s) there are mj + rj customers, then after completion of the 
service in the (j - 1 )th subsystem this customer continues to occupy the server 
("blocking" it) as long as the approach to the jth subsystem is blocked. 

Denote by Zk the interarrival intervals, l1r) durations of servicing customers 
in the ith subsystem. Also let y(t) be total work to be done after time t for 
completion of servicing customers present in the system at time t. As long as 
there is only at least one customer in the system, y'(t) :::;; -1; hence, if suffi­
ciently often we have consecutively l1P) + ... + l1~S) :::;; Zk+1 - e, e > 0, then a 
"clean-up" time will occur [for any given current value of y(t)]. 

Consider the method due to Kovalenko and Kuznetsov (1980), which 
utilizes the existence of an absolutely continuous component of distribution 
of the random variables that determine the service process. Our exposition 
will be sufficiently general to clarify the basic idea. 

Let the behavior of the system be described by a homogeneous Markov 
process '(t) = (' 1 (t), . .. , 'm(t)) where 'i(t) are numerical variables and for 
some point XO = (x?, . .. ,x~), the process with probability 1 returns infinitely 
often to a neighborhood of this point U.(XO) = {(x 1, ... ,xm): 1 Xi - x? 1 < e, 
1 :::;; i:::;; m}. 

It is assumed that up to the instant of a jump, the process follows a 
determined trajectory and the distance between the possible trajectories is not 
increased: if '(t) and 'O(t) are trajectories of the process corresponding to the 
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initial states x and XO at time to, then it follows from x E U.(XO) that 

W) E U.(,O(t», t > to. 

The time of a jump for the first trajectory is t, for the second to where 
It - to I ~ Co6. [If in the intervals between the jumps the process follows the 
differential equation nt) + a('(t» = 0, a(x) = (a l (x), . .. , am (x», ai(x) ~ a' > 0, 
and the jumps occur at the instants at which some component of the process 
reaches a fixed level, then it is easy to verify that c ~ 1/a'.] Denote by H(xlY> 
the distribution of W + 0) where t is the instant of a jump given that 
W - 0) = y. For some m-dimensional set V(yO) of a positive measure I VI. let 
dH(xIY) ~ P dXl ... dxm, P > 0, for any Y E U.(yO) and x E V. Then after each 
hit of W) into U.(XO) an innovation time occurs at which the value of W) is 
uniformly distributed on the set V(yO). (We note that the innovation times 
corresponding to different trajectories are shifted in time one relative to the 
other.) 

Often a situation arises when only one component is "innovated" at ajump 
receiving a nonzero increment. In such a case one must anticipate a time when 
all the components are "innovated". 

EXAMPLE. Let there be m independent renewal processes with the distribution 
B(x) of interrenewal times and 'i(t) be the time until the next renewal of the 
ith one of these processes. Assume that dB(t) ~ Pdt in the interval (a, a + .1), 
where a> 0,.1 > O. We fix an 6, 0 < 6 <.1,6 < a, and let t be the time when 
some 'i(t - 0) = 0 and all the others 'it - 0) < 6. Then during the time 6 a 
renewal of all these processes will occur. If W - 0) = Y, 

dF.1(xIY) = dP{W + .1) < xlW - 0) = y}, 

then 

dF.1(xIY) ~ Pdx l ···dxm, a < Xi < a +.1- 6, 1 ~ i ~ m. 

Consequently the renewal will occur at time t +.1 with probability 
P(.1 - 6t; at that instant the distribution of the state of the process is uniform 
in the hypercube 

a < Xi < a + .1 - 6, 1 ~ i ~ m. 

5.5.3. Stability of Queueing Systems 

Let the operation of the system be determined by the recurrence relation 

z(n + 1) = f(z(n), ~(n», n ~ 0, (13) 

where a = (z(O), ~(O), ~(1), ... ) is the so-called controlling sequence, z(n) is the 
state of the system at the n-step. Along with (13) consider the sequence (z*(n» 
determined by the same relation but with the controlling sequence 
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a* = (z*(O), ~*(O), ~*(1), ... ). 

The stability (continuity) theorems establish the proximity between the 
sequences (z(n)) and (z*(n)) for sufficiently small deviations of a* from a. The 
proximity is determined in terms of a metric, i.e., the distance 

p(a,a*) = max{ Ilz(O) - z*(O)II, sup 11~(n) - ~*(n)II}, (14) 
n~O 

where Ilxll is the norm of the element x [the length of the vector if z(n) and 
~(n) are the vectors in the Euclidean space]. It is possible to consider the 
analog of(14) when II·· ·11 is replaced by Mil·· ·11', r ~ 1. The theory of stability 
of the systems described by eq. (13) for i.i.d. ~(n) was devised by Kalashnikov 
(1978), who developed the method of sample functions that generalizes the 
direct method of Lyapunov. 

A Markov chain [z(n), n ~ 0] with values in a metric space Z is called stable 
on the average in time if for any e > 0 a constant D > 0 is found such that for 

MpAz(O), z*(O)) < D, Mp~(~(n), ~*(n)) < D, n ~ 0, 

where pz and p~ are distances in the corresponding spaces the inequality 

_ 1 n-1 

lim - L P{pAz(n), z*(n)) ~ e} < e 
n--+oo n k=O 

(15) 

is fulfilled. Let Ji.1 be the distance between the distributions z(O), z*(O), and Ji.2 
be the distance between the distributions ~(l) and ~*(1). Let n(Q, Q*) be the 
Levy-Prokhorov distance between the distributions in Z, i.e., the minimal 
value of e > 0 for which for any measurable B c Z 

Q(B) ~ Q*(B.) + e, Q*(B) ~ Q(B) + e, 

where B. is an e-neighborhood of B. It is assumed that for any admissible 
distributions of z(n) and ~(O) there exists the limiting distribution Q(B) of the 
random variable z(n) (n -+ (0). 

A Markov chain {z(n)} is weakly stable in the limit if n(Q, Q*) < e for 
Ji.1 ~ D(e), Ji.2 ~ D(e). It was proved by Kalashnikov that (15) implies the weak 
stability of g(n)} in time. 

To establish the weak stability Kalashnikov considers a sequence x(n) = 

(z(n), z*(n)) and its generating operator 

AW(x) = M{W(x(1))lx(0) = x}, (16) 

where W(x) is a nonnegative function. 
Under certain conditions on A W(x) for the corresponding function W(x), 

the Markov chain {z(n)} is stable on the average in time. The most important 
condition here is the inequality 

AW(x) ~ - e < 0 

for p(z, z*) ~ D. 
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5.6. Heavily Loaded Queueing Systems 

5.6.1. Limit Theorem for Distribution of Waiting Time 
in a GIl Gil System 

A general limit theorem of probability theory will be required in what follows; 
the theorem was proved by Khinchin (1932) in connection with the second 
diffusion problem. 

Let a sequence of random variables So, s l' S2' •.• , Sn' ..• forming a Markov 
chain with the distribution of one-step transition probabilities 

F(x,y) = P{sn < ylsn-1 = x} 

and a certain initial state So, a ~ So ~ b be given. Furthermore, let two barriers 
at levels a and b be available. 

The question is: What is the probability F(x) that given So = Xo the upper 
barrier (x = b) will be the first one attained? 

Theorem. Let F(x, y) depend on a parameter e where for e -+ ° the limiting 
relations (Lindeberg conditions) 

M{sn - sn-1Isn-1 = x} = ea(x) + o(e), 

M{(sn - sn-d2Isn_1 = x} = ep(x) + o(e), 

for any r > ° are valid where 

E(x) = g x>o 
x < 0, 

(1) 

a(x) and P(x) are continuous functions and o(e) is uniformly in x. Then F(x) as 
e -+ ° converges to the solution of the differential equation 

dv 1 d2v 
a(x) dx + 2 P(x) dx2 = ° 

with the following boundary conditions: 

v(a) = 0, v(b) = 1. 

(2) 

(3) 

We note that a similar result is valid also in the case when the lower barrier 
goes to -00 provided only a(x) and P(x) satisfy some additional analytic 
conditions [restriction of the growth of v(a) as a -+ -00; the boundedness of 
P(x) from above and below]. 

The stated theorem allows us to investigate a single-server queueing system 
considered above under the condition of a heavy load (p -+ 1 remaining less 
than 1). 



260 5. Application of More General Methods 

Assume that the random variable (m defined in Section 5.1 depends on a 
small parameter e so that 

Clearly under these conditions p ~ 1. 

(4) 

(5) 

(6) 

As it was shown previously, the stationary distribution of waiting time of 
an arbitrary customer equals the distribution of the maximum of a sum of 
independent random variables (n under the condition that (0 = O. Hence, we 
have here the case when the lower barrier is at the point -00 and the upper 
at point x. However, one can assume that a = -00 and b = 0; we then have 
1 - F(x) = v( - x). Substituting formulas (3) and (4) into Eq. (2) yields o:(x) = 

-1, fJ(x) = (J2, 

(J2 d2 v dv 
2 dx 2 - dx = 0, 

v(O) = I,} 
v( -(0) = o. 

Equation (7) whose general solution is of the form 

v(x) = Ce2xj<1
2 + C1 

(7) 

(8) 

with the boundary conditions (8) has a unique twice continuously differen­
tiable solution 

v(x) = e2Xj<1 2 , 

whence 

F(x) = 1- v(-x) = 1 _ e- 2xj<1 2 • (9) 

We thus see that under conditions of a heavy load the distribution of waiting 
time approaches exponential. 

We note yet another elementary probabilistic approach to the solution of 
this problem. In Section 5.1 it was shown that the limiting distribution of Wn 

as n ~ 00 coincides with the distribution of the variable 

W = sup x n , 

n~O 

where Xo = 0, Xn = Xn- l + (n, n ~ 1. Denote by p the probability of the event 
Al = {maxn)ol {xn } > O}, by WI the first positive element of the sequence 
{Xl' xz,···}, by VI the index of this element in the given sequence. Thus, when 
the event A occurs, we have WI = XVI> o. One can write 

W = WI + sup x~l), 
n~l 
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where X~l) = xn+v, - xv, = x.+v, - (01' Analogously to the previous event, 
one can define the event A2 = {max.;;'llx~l)1 > O}; when this event occurs, we 
have w = (01 + (02 + sup.;;. 1 X(2) and so on. We thus obtain 

where a is the number of "records" in the sequence {xn,n ~ O}. Note that 

P{a=j} =(l-p'Y, j~O, 

and under the condition {a = j} the random variables (Ok which are the 
"record achievements" possess a common distribution G(x). 

For the random variable w we have obtained the same representation as 
for the interval between the events rf a rarefied renewal stream (Chapter 2). 

A direct corollary of the result in Chapter 2 concerning the distribution of 
this variable is the following: 

Theorem. Let p and G(x) depend on the parameter t: > 0, p ~ 0 as t: ~ 0, 
r = S x dG(x) and for some eo > 0 

1 foo sup - G(x) dx ~ O. 
0««0 r T 

(10) 

Then 

P{pw > rx} ~ e-X, x ~ 0, (11) 

uniformly in x ~ O. 

5.6.2. Utilization of the Invariance Principle 

Let {~N(t)} be a sequence of random processes weakly convergent to the 
random process ~(t). [The weak convergence signifies the convergence 

PgN(tJ < Xi' 1 ~ i ~ k} ~ Pg(t i ) < Xi' 1 ~ i ~ k} 

for any k; t 1 , ... , tk ; Xl'"'' x k such that P{WJ = xJ = 0.] 
Let there be a functional f(x(')) defined for the functions x(t), 0 ~ t ~ T 

Consider the random variables X N = f(~N(' )), X = f(~(' )). Under certain 
additional conditions, the distribution of X N weakly converges to the distribu­
tion of X as N ~ 00. 

Let x = x(t), y = y(t) be functions on the interval 0 ~ t ~ T, p(x, y) = 
sUPo";t";Tlx(t) - y(t)l, and the functional is continuous in the given uniform 
metric: 

f(x) p(x.Y)~o) f(y). 

[In particular functionals of the form sUPO";t";TX(t), info";t";Tx(t) and 
g cp(x(t)) dt for uniformly continuous function cp(z) satisfy this condition.] 
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The Donsker-Prokhorov invariance principle ensures the weak conver­
gence of X N to X in particular in the case when e(t) is a standard Wiener 
process, eN(t) is a random broken function with the nodes at the points kiN, 
where 'Nk = eN (kiN) - eN((k - l)/N) are independent identically distributed 
random variables; M'Nk = 0, O'Nk = liN, 

M'~J("Nkl > 6ft) ~ 0 

for any 6 > 0 where J(A) is the indicator of the event A. (The last condition is 
the well-known Linderberg condition.) 

Let the distribution K(x) of random variables 'k in the system GJIGll 
depend on the parameter N and the previously stated conditions be fulfilled 
in the notation 'k = 'Nk ' Since in this case WN,T = maXO";t";TeN(t), the distri­
bution of WN, T as N --+ r:fJ converges to the distribution of the variable 
maxO";t";T e(t). [Recall that K(x) also depends on N.] If the condition 'N k = 0 
is replaced by the condition M'Nk = alN, the distribution of WN, T converges 
to the distribution of the variable maxO";tH g(t) + at}.) Thus it is possible 
to investigate the system with critical load (p = 1) as well as systems with 
undercritical (p < 1) and overcritical (p > 1) loads. In the numerous papers 
of various authors, limit distributions for many stationary and nonstationary 
characteristics of systems under conditions that are close to critical ones are 
obtained. 

5.6.3. Borovkov's Theorem 

In Borovkov's monograph (1980) a general theory of limiting behavior of 
queueing processes was developed under very general conditions on the 
queueing system. Borovkov characterizes the behavior of a queueing system 
by a three-dimensional random process S(t) = (e(t), r(t), s(t)), where e(t) is the 
number of customers arriving at the system before time t, r(t) is the number 
of failures and s(t) is the number of serviced customers. These functions are 
arbitrary; it is only assumed that the variable q(t) = e(t) - r(t) - s(t) is always 
nonnegative. This variable is called the queue size. Quite general conditions 
are imposed on the local behavior (in an appropriate time scale) ofthe process 
S(t). These conditions pertain to the behavior in the region where q(t) is larger 
than the critical value. If, however, q(t) is less than this value, a great variety 
of behavior patterns depending on the structure of the system and specific 
distributions arise. The limiting results are, however, invariant to these struc­
tures. Borovkov obtained limit theorems for multi server systems with waiting 
and with losses in particular when the number of servers increases indefinitely 
and the intensity of the incoming stream tends to infinity. The controlling 
sequences (the intervals between the arrival of customers and service times) 
are generally stationary in the narrow sense random sequences satisfying 
conditions of a very general nature (for example, the condition of strong 
mixing). The limiting processes are of a very comple3< nature; they are reduced 
to diffusion processes only in some particular cases. 



5.7. Underloaded Queueing Systems 263 

5.6.4. Asymptotic Invariance 

Kuznetsov (1981) considered the case when the given invariance condition is 
fulfilled up to quantities 0(8). Based on an analytic-statistical method, an 
algorithm for computing corrections to stationary probabilities of states up 
to quantities 0(8) has been developed. 

In Kuznetsov's papers (1982) and (1984) a method for computing stationary 
probabilities of states of the system GIIGlmlO for which the incoming stream 
of customers in a certain sense is close to the simplest is proposed. The 
proximity is in the following sense. 

Let the distribution function F(x), which defines a recursive stream of 
customers, depend on a small parameter 8 > 0 and ~ be a random variable 
with the distribution function F(x). Under certain conditions ~ can be repre­
sented in the form 

where ~o, '11"'" '1m are independent random variables where ~o possesses an 
exponential distribution and '11' ... , '1m are suitably chosen random variables. 
The proximity condition of the recurrent stream of customers to a Poisson 
stream is that 

P{g(~o, '11"'" '1m) =f. ~o} .....-:::;6 O. 

Under this condition Kuznetsov devised an analytic-statistical method for 
calculating deviations of stationary probabilities of the states of a GIIGlmlO 
system from the corresponding probabilities of an MIGlmlO system. 

5.7. Underloaded Queueing Systems 

5.7.1. Introductory Remarks 

In Section 5.6 we considered the theory of heavily loaded queueing systems. 
This theory is applicable in practical problems characterized by accumulation 
oflarge queues. On the other hand, in many situations accomulation of queues 
is inadmissible, since it may cause material losses, breakdowns, and other 
undesirable effects. Problems related to such situations are of special interest 
in reliability theory, when it is required to construct highly reliable systems. 
In estimating the efficiency of such systems it is essential to investigate the 
case when the intensity of the incoming stream is considerably smaller than 
the critical value; in this case stationary conditions are not available. Further­
more, not only is a numerical value of efficiency for a given set of parameters 
(such as the intensity of the incoming stream) required, but also the changes 
in the efficiency as a function of parameters when these parameters vary. This 
is necessary in order to select characteristics of the system in an optimal 
manner. In this section we present one approach to this problem. 
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5.7.2. Statement of the Problem 
Let a system MI Glmlr with intensity A of the incoming stream and the 
distribution function B(x) of service time, r = SO' x dB(x) < CfJ be given. 
Denote by tk the time of the kth loss of a customer. It is required to investigate 
the limiting distribution of the random variables t 1 , t2 , ••• as A ~ O. This 
problem has many useful interpretations: in reliability theory, in the theory 
of calculating memories of computers, etc. The stated problem reduces directly 
to another one by means of the following lemma. 

Lemma. Let x(T) be the total time in (0, T) during which all the waiting locations 
are occupied. Then if for some function cp(A.) 

Ax(T/cp(A» ;'~Ol T (1) 

for any fixed T> 0 (.4 denotes convergence in probability), the random 
variables cp(A)t1' cp(A)(t2 - t1), ... are asymptotically independent and asymp­
totically exponential with parameter 1. 

PROOF. Let N(z) be the number of lost customers up to the time when the 
variable A.x(T) attains the value z. Then independently of the process of the 
system's operation, N(z) is the number of events of the simplest stream with 
parameter 1 in the interval oflength z. Since the function x(t) is monotone, it 
follows from (1) that on any finite interval with probability, arbitrarily close 
to 1, 

T - e ~ Ax(T/cp(A» ~ T + e. (2) 

Let Zk be the time of the kth loss of a customer in variable z. In view of (2) 
if Zk is located in the bounded interval 

Icp(A)tk - zkl ~ e, 

i.e., the stream {tk } is a result of an infinitely small displacement of events of 
the simplest stream with parameter 1. Whence the assertion of the lemma 
follows. 0 

5.7.3. Investigation of the Process AX(t) 
Let y(t) be the indicator of the event {v(t) = m + r}, where v(t) is the number 
of customers in the system at time t. Then 

x(t) = t y(u) duo (3) 

If y(t) = 1, then a chain of transitions 0 ~ 1 ~ ... ~ m + r with no inter­
mediate state being 0 preceded the current state m + r of the process v(t). The 
chain can be monotone: 0 ~ 1 ~ 2 ~ ... ~ m + r - 1 ~ m + r, or it may not 
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be monotone. In the first case we set Yo(t) = 1, Yl(t) = 0, in the second 
Yo(t) = 0, y! (t) = 1. 

Let' be a busy interval of the system. Then Pg > t} ::::;; Pg* > t}, where '* is the corresponding interval in the MI Gil system. Indeed in the first case 
the service durations overlap, in the second case they are arranged sequentially 
in time; during the extra time other customers may arrive who will only 
increase '*. In accordance with Chapter 4 M,* = !/(1 - .h). If B*(x) = 

Pg* < x},Po(t) = P{v(t) = O}, then 

1 - Po(t) ::::;; A t B*(t - x)dx ::::;; AM,* = A!/(1 - A!). 

Whence 
Po(t) ;;::: 1 - A!/(1 - A!). (4) 

Denote by A(t,~) the probability of the event {Yo(u) = 1, t ::::;; u ::::;; t + ~}. 
The transitions ° -+ 1 ... -+ m + r, which yield the current state, may occur at 
times tl < t2 < ... < tm+r < t; between the times t 1 , t2, ... , tm+r> t there were 
no other customers; at time tl the system should be free. The differential of 
probability of such an event equals PO(tl)A m+r e-;'(tm+r-ttl dtl ... dtm+r. Further­
more, servicings which commenced at times t1 , ••• , tm should continue until 
the time t + A. Thus, 

r(m+r)A(t,~) = f- .. f po(tl)e-;'(tm+r-t' )B(t + ~ -td··· 

(5) 

where the domain of integration was defined previously. Two useful bounds 
follows immediately from formula (5). Replacing the exponent and Po(t) 
by 1 we arrive at the upper bound. On the other hand, denoting B;.(x) = 
e-;,xB(x) we have the inequality e-;'(tm+r-t')B(t + ~ - t1 )···B(t + ~ - tm);;::: 
B;.(t + ~ - t 1)··· B;.(t + ~ - tm). For Po(t) we use the bound (4). In both cases 
we arrive at the integral of a function symmetric in t 1, ... , tm and tm+l' ... , tm+r. 

Thus one can take the integral over the region {O < tm+1 < t; 0< tk < tm+1' 
1 ::::;; k ::::;; m; tm+l < tk < t, m + 2 ::::;; k ::::;; m + r} dividing the expression by 
m!(r - I)!. We thus obtain 

1 - 2A! I'X) ( (t-x _ )m 
I-A! Jo x r- 1 dx Jo B;.(x+y+~)dy dx 

::::;; m!(r - 1)!r(m+r)A(t,~) 

::::;; IX) x r- 1 (t- x 
B(x + y + ~)dy r dx, r;;::: 1. (6) 

For r = ° we have 

1 - 2A! ( (t-x _)m ( (t-x _ )m 
1 _ A! Jo B;.(Y + ~)dy ::::;; m! A-mA(t,~)::::;; Jo B;.(y + ~)dy . 

(7) 
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Assume that 
(8) 

where p > 1 + rim. Then it is easy to verify that 

lim (m!(r - I)! A -(m+r) A(t, Ll)) = 100 x r - 1 iJm(x + Ll) dx, r ~ 1, (9) 
A-O,t-oo 0 

lim (m! rm A(t, Ll)) = Bm(Ll), r = 0, (10) 

where B(x) = f.~ B(t) dt. Let xi(t) = fOO Yi(U) du, i = 0, 1. Since MYo(t) = A(t, 0), 
it follows that 

r ~ 1, (11) 

r = 0, (12) 

where in both cases A -+ 0, t --+ 00. We bound Myo(t)yo(t + Ll). If yo(t) = 
yo(t + Ll) = 1, then either Yo(u) = 1 for t ~ u ~ t + Ll or in the interval 
(t, t + Ll) the busy interval commences. Whence 

Myo(t)Yo(t + Ll) ~ A(t, Ll) + A *(t, O)A*(t + Ll,O), (13) 

where in view of (6) and (7) A *(t, 0) is the upper bound of A(t, 0). 
Consequently, 

Mx~(t) ~ (I A*(u, 0) du Y + 2tJ, (14) 

where 

J = A m+r x r - 1 Bm(x + Ll) dLl dx, 1 100 It -
m!(r - I)! 0 0 

r ~ 1; (15) 

1 It = J=,Am B(Ll)dLl, r=O. 
m. 0 

(16) 

The first summand on the right-hand side of (14) in accordance with the 
above is equivalent to (Mx(t)f; the expression A -(m+r) J is bounded under the 
bound (8) where p > 1 + (r + l)/m. Thus under the last condition 

(17) 

provided tA m+r -+ 00, A -+ O. Hence, for r = 0, say, 

AXo(t) I (~! Am+lrm).4 0 (A --+ 0, t -+ 00). (18) 

From (18) we obtain 
Axo(Tlq>(A)) -+ T (19) 

for q>(A) = Am+1rmlmL Analogously (19) is fulfilled for r ~ 1, 
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A m+r+1 foo = 

o/(A) = '( _ 1)' x r- 1Bm(x)dx. 
m. r . 0 

Consider now the random function Xl (t). With probability 1, Xl (t) does not 
exceed the total length of the busy intervals that started in (0, t) during each 
one of which at least m + r + 1 customers were served. Indeed, if the trajectory 
o --+ 1 --+ ... --+ m + r is not monotone it contains at least m + r + 1 overjumps. 
Thus, 

(20) 

where a is the length of the busy interval if at least m + r + 1 customers were 
served during this interval and is zero otherwise. 

We have noted the relation between the busy intervals in MIGlmir and 
MIG 11 systems. Under this correspondence, as it is easy to see, in the last case 
at least, as many customers are served during a busy interval as in the first 
case. Whence Ma ~ Ma*, where a* is a quantity analogous to the a for the 
system MIGI1. 

We shall consider the probability structure of the random variable a*. We 
arrange in succession the service times '71' ... ' '7m+r of the first m + r customers. 
Let s = '71 + ... + '7m+r. If we envision the inverse order of servicing as pre­
sented in Section 4.3, then the busy intervals n, ... , ,: will be attached to the 
interval of length s as long as at least k + m + r - 1 customers (k ~ 1) arrive 
in the interval of length s. For a fixed value of s the mathematical expectation 
of a* is 

00 (AS)i 
e-;'s . L -.-, (s + (i - m - r + l)t/{1 - At)) 

I=m+r l. 

(AS)m+r 
~ ( )' (s + (m + r)t/(1 - At)). 

m+r. 
(21) 

If SO' x m+r+1 dB (x) < 00, then Msm+r+1 < 00, and in that case averaging (21) 
with respect to the distribution of s we obtain the bound 

Ma* = O(A m+r). 

It now follows from (20) that 

Mxdt) = O(A m+r+1 t), 

From (19) and (23) we obtain 

Ax(T/o/(A)) --+ 1. 

(22) 

(23) 

(24) 

By the lemma proved in subsection 2 it follows that the stream of losses is 
simplest in the limit; the random variables o/(A)t1, o/(A)(t2 - td, ... have 
asymptotically an exponential distribution with parameter 1. 

It remains to note that condition (8) follows from the existence of the 
(m + r + 1 )th moment of the distribution B(x). Indeed 

xm+r+1 B(x) ~ foo ym+r+1 dB(y) -----+ o. x-oo x 
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5.8. Little's Theory and its Corollaries 

5.8.1. General Statements 

Let an arbitrary queueing system be given. Denote by Vn the duration of the 
nth customer in the system, by v(t) the number of customers in the system at 
time t, by N(t) the number of customers who arrived in the time interval (0, t). 

The total time spent by the customers in the system during the interval (0, T) 
is equal to g v(t)dt. This time differs from Vi + ... + vN(T) by no more than 
the total duration R of the customers who are in the system at time T. Under 
sufficiently general conditions R is a variable with a bounded mathematical 
expectation; hence, for large T 

1 (T N(T) 1 N(T) 

T J 0 v(t) dt ~ ----;y- N(T) k~i Vk' 

Thus, if L and V are the mean stationary number of customers in the system 
and the mean duration of a customer in the system, respectively, and A = 

limT _ oo N(T)/T, then 

(1) 

Analogously the total waiting time of the customers in the interval (0, T) is 
equal to g Vi (t) dt, where Vi (t) is the number of customers in the queue (that 
are not being served) at time t. Whence 

Lo = AW, (2) 

where Lo is the mean stationary value of Vi (t), W is the mean waiting time of 
a customer. The assertions offormulas (1) and (2) are called the Little theorem. 

We make the following assumptions: 

1. Let N(T) be the number of events of the incoming stream in the interval 
(0, T) for T > ° and in the interval (T, 0) for T < 0. Then 

{ N(T) } 
p m~A =1. 

2. The process v(t) and the sequence {vk } are stationary and ergodic. 

5.8.2. Little's Theorem 

Theorem. Under the conditions 1 and 2 the equality (1) is fulfilled. 

PROOF. We order the times tk of arrival of customers as follows:'" ~ Li ~ 

to ~ ° < t 1 ~ t2 ~ .... Denote by ~(a, b, c) the total duration time in the 
interval (b, c) of the customers who arrived in the interval (a, b). Evidently this 
function is nonincreasing in a and is nondecreasing in c and we shall prove 
below that ~ is finite. One can write 
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I
T N(T) 

v(t)dt = L Vk + A( -00,0, T) - ,1(0, T, 00), T> 0. 
o k=l 

Whence 

1 IT N(T) 1 N(T) 
-T v(t)dt ~ -T -( -) L vk + A( -00,0, oo)/T. ° N T k=l 

Thus, if A( -00, 0,00) is a nonsingular random variable, then L ~ A V. 
Analogously 

f
o N(-T)-l 
_Tv(t)dt= Jo v_k+A(-oo,-T,O)-A(-T,O,oo), 

whence 

1 fO N( - T) 1 N(-T)-l 
T -T v(t) dt ~ T N( _ T) kf:O V-k - A( -00, 0,00 )/T, 

and hence L ~ A V. Thus, it remains to prove that A( -00, 0,00) is a nonsingular 
random variable. By definition A( -00,0, 00) ~ L~=O(V-k + Ld+. In view of 
condition 1, Lk < -ck, k ~ k1(w), where w is an elementary event. The 
ergodicity of {vk } implies that 

1 n-l 

- L V- k -+ V 
n k=O 

with probability 1 and in particular (l/n)v_ n -+ ° with probability 1. Hence, 
only a finite number of summands in the sum L (V-k + Lkt differ from zero. 
Whence A( -00, 0,00) is a nonsingular random variable. 

Remark. Formula (2) is established analogously. 

Corollary. In a GIIGlm system under steady-state conditions, the mean waiting 
time (duration time in the system) does not depend on the rule of selection from 
the queue. In particular, for random equiprobable selection and inverse selection 
(when a server becomes free, the customer who was the last one to arrive enters 
the server) the mean waiting time is the same as in the case of first come first 
served discipline. 

We present an example of a queueing system where this property is violated 
(clearly also the mean length of the queue is changed). Consider the system 
MI Gil in which, when a customer arrives at the service, the current service is 
interrupted and the server starts servicing the newly arrived customer. When 
a service is completed, the customer who arrived last is selected for the new 
service. This queueing discipline is called the discipline of inverse service with 
interruption. 



270 5. Application of More General Methods 

As usual we denote: A as the parameter of the incoming stream, B(x) as the 
distribution of service time, ( (possibly with the index) as the duration of a 
busy period. 

For a customer whose service time", equals x, the duration time v in the 
system consists ofthe service time and the random number '}'X of busy intervals 
(with customers who arrived after the given one). The variable '}'X has a 
Poisson distribution with parameter AX. Whence 

Yx 

M {vi", = x} = x + M L (k = X + AxM( = x + Axr/(1 - p) 
k=l 

= x/(1 - p), Mv = r/(1 - p). 

If we envision the waiting time w as the time when the customer awaits 
resumption of service (and not its beginning as it is in the case of "the usual" 
queueing discipline), then v = w + ",. Whence 

Mw = pr/(1 - p) = Ar2/(1 - p). 

It is of interest to note that if the service is on the first-come-first-served 
basis, then Mw = A(r2 + 0"2)/[2(1 - p)], where 0"2 is the variance ofthe service 
time, hence this discipline is advantageous if 0" > r. For the exponential 
distribution we have 0" = r and both disciplines yield the same value of Mw. 
This property is evident also from probabilistic considerations: in this case 
switching a server from one customer to another does not affect the behavior 
of the queue length. 

5.8.3. Notes 

A vast amount of literature is denoted to the solution of Eq. (12) in Section 
5.1.2. and similar equations. Combinatorial methods were developed in this 
area in close connection with the theory of functions of complex variables and 
harmonic analysis (Wiener-Hopf and Krein methods). The greatest contribu­
tions to the probability-analytic aspect of the problem are due to Pollaczek, 
Spitzer, Borovkov, Zolotarev, Korolyuk, Rogozin, and Gusak. For the cur­
rent state of the problem see Borovkov (1972). 

Rossberg and Siegel (1974), (1975) and Klimova (1968) generalized the 
analytic theory of the system GIIGI1. The development of Wiener-Hopf's 
method and its applications to queueing theory is the subject of the papers 
by Prabhu (1974) and Malyshev (1976) (in addition to the works cited in the 
text). Numerous results on bounded random walks, which have interesting 
applications in queueing theory, are due to Rogozin (1964), Zolotarev, Borov­
kov, Presman, Korolyuk, Gusak and Ezhov. 

We mention the papers by Whitt (1972) and Presman (1965) in connection 
with the study of GIIGlm systems. 

For ergodic theorems see Prokhorov and Rozanov (1973), Loynes (1962), 
Shurenkov (1981), Kovalenko et al. (1980). Afanas'yeva and Martynov's paper 



5.8. Little's Theory and its Corollaries 271 

(1969) is an example of the application of ergodic theorems to systems with 
constraints. 

See Konig, Schmidt, and Stoyan (1976) and Franken, Konig, Arndt and 
Schmidt (1984) for the relations between stationary distributions and distri­
butions of an imbedded queueing process. 

Azlarov and Khusainov (1974) discuss heavily loaded systems. 
The first rigorous proof of Erlang's formula for the MIGlmlO system was 

given by Sevast'yanov (1957). Fortet (1956) generalized Erlang's formulas 
under the assumption that the distribution of service time is continuous. 

The following papers deal with invariance theorems in queueing theory: 
Basharin and Kokotyshkin (1971), Chaiken and Ignall (1972), Chandy et a!. 
(1977), Guseinov (1970), (1974), Kovalenko (1971), Zhuk (1968), and Takacs 
(1975). 

The result in Section 5.4.6 is due to Bogdantsev et a!. (1984) using the 
method of semi-Markov processes with continuous phase space. Note that 
the result follows from the book by Franken et a!. (1984). 

Stoyan (1978) studies the invariance probelm for a network of queues. The 
network consists of N service centers. Incoming customers form a simplest 
stream and arrive at one of the centers with given probabilities. After the 
service is completed at the ith center the customer either arrives with prob­
ability Pij at the jth service center or with probability Pi,N+1 leaves the system. 
The service time at the ith center has the distribution function Bi(x), which 
for some i is exponential and for the others of a general form. 

Assume that for the service centers with a nonexponential Bi(X) one of the 
following three cases is valid: 

1. The number of servers is infinite. 
2. The number of servers is 1. 
3. The number of servers is arbitrary and a customer with the smallest re­

maining service time possesses an absolute priority (Schrage's discipline; cf. 
Schrage and Miller (1966), Schrage (1968)). 

The stationary state of the system is invariant to the form of Bi(X) for 
"nonexponential" service centers for fixed SO' x dBj(x). 

Pellaumail (1979) investigated a network of queues consisting of several 
centers with an exponential service time with parameter depending on the 
state of the given center in the network "as a whole". Transition probabilities 
of customers between centers may also depend on the state of the network so 
that the whole network is described by an irreducible Markov chain. For the 
networks of this kind, a condition for statistical equilibrium is stated. 

Jansen and Konig (1980) described a network that encompasses a wide class 
of open, closed, and mixed networks of queues studied in the literature. 
Stationary probabilities of states are the subject of investigation. Conditions 
are established under which these probabilities are of multiplicative form and 
a close connection between these properties and the properties of the model 
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under consideration at individual nodes-for example, the simple nature of 
the outgoing streams of customers-is emphasized. 

In Ivnitskirs paper (1982) for networks of queues with a given number of 
customers of different classes necessary and sufficient conditions for inde­
pendence of stationary probabilities of the service time distribution of cus­
tomers when the mean values are fixed are established. Sufficient conditions 
for the existence of an ergodic distribution of the process that describes the 
variation in the states of the system are presented. 

Koeningsberg (1981) presents a survey of the basic papers devoted to 
invariance principles in queueing theory that is a general basis for numerous 
models possessing properties of "product decomposition" of the stationary 
distribution of queues in a network consisting of n nodes 

n 

PG(k 1 ,···, kn ) = n Pi(kJ 
i~l 

LN. Kovalenko's theorem and its generalization due to Guseinov (1970) is 
discussed in detail. A number of corollaries of this theorem, some of which 
were independently obtained by other authors are presented. In particular, 
the fact that, if the stationary distribution PO(k 1 , ••• , kn ) depends on the distri­
bution of service times Bi(t), i = 1, ... , n, only through their mean values, then 
the product decomposition is valid, is noted. Some new applications of the 
invariance principle are discussed. 

Basharin and Tolmachev's (1983) survey reviews the basic results in the 
theory of networks of queues and its applications to analysis of productivity 
of information-computational systems obtained before 1982. Special atten­
tion is devoted to a possible complete description of models of networks for 
which closed expressions of stationary distributions are available. Charac­
teristic properties of these networks are studied and efficient computational 
algorithms for calculation of characteristics are presented. A number of ap­
proximation methods utilized for analytic modeling of real-world information­
computational systems-such as networks of data transmission, computer 
networks, and their components-are described. We also note the papers by 
Basharin and Kokotushkin (1971) and Rybko (1982). In connection with 
queueing networks, see also Kelly (1976) and Walrand and Varaiya (1981). 

Borovkov (1980) based on the innovation method developed by him, unified 
the proofs of theorems of stability and ergodicity of sequences. In his model 
{~(n)} is an arbitrary stationary in the narrow sense metrically transitive 
sequence whose components are the intervals between the arrivals and service 
times of customers. Under the assumption of the existence of innovation times 
(clearing ofthe system) and rather mild additional conditions, the convergence 
of finite-dimensional distributions ~*(n) to the distributions ~(n) implies the 
analogous property for characteristics of the service process (the vector of 
waiting times in a multi server system with waiting, indicator of whether the 
servers are busy at the times of arrival of customers into a system with losses). 
Further results are given in Franken et al. (1984). The papers of Prokhorov 
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(1963), Borovkov (1972), Prokhorov and Viskov (1964) and Viskov (1964) are 
the first papers devoted to the application of general principles of queueing 
theory to the investigation of critical modes of queueing systems. In earlier 
papers by Kingman (1966) and Rise (1962) limit theorems were derived by 
means of investigating analytic expressions for characteristics of queueing 
systems. The previously mentioned works of Soviet scientists have shown the 
possibility of using general theorems on the convergence of distributions of 
functionals on random processes. 

Asymptotic invariance is considered in the afterword to the book by Franken 
et al. (1984) written by Kovalenko and Kuznetsov. 

Grishchenko (1983) generalized the basic theorem is Section 5.6. 
Numerous authors have studied underloaded systems. We mention only 

some monographic literature: chapters written by Solov'yev in the book by 
Barzilovich et al (1983), Kovalenko (1965d), (1971), Korolyuk and Turbin 
(1976), (1978), Anisimov (1976), Sil'vestrov (1971). See also Stoyan (1973) and 
Gnedenko (1961). 

See Stidham (1974) and the book by Franken et al. (1984) concerning 
general conditions for validity of Little's theorem. 
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Statistical Simulation of Systems 

6.1. Principles of the Monte Carlo Method 

6.1.1. Foundation of the Methodology 

The Monte Carlo method is one of the best known computational methods. 
It involves utilization of random trials in solving mainly computational prob­
lems. To apply this method, a "source of randomness" is required, i.e., a device 
that produces realizations of random numbers. Such devices are called random 
number generators (RNG). RNG generate a sequence {wn}, which is viewed 
as a sequence of independent random variables with a given distribution. 
Usually uniform random numbers, {wn }, uniformly distributed on the interval 
(0,1), are used. We shall adopt this convention in what follows. 

Random numbers are generated by a physical generator, i.e., a discrete 
transform of noises from a radio-engineering device; however, more often, in 
place of random numbers, pseudorandom numbers are used. This is a sequence 
{wn} produced by a computer program that simulates a random sequence in 
the frequency sense. Since {wn} are machine generated numbers, their distribu­
tion is actually discrete; however, for practical purposes substitution of a 
continuous distribution by a discrete one does not result in appreciable errors. 

The method in a nutshell is as follows. A characteristic to be computed (a 
number, function, etc.) is represented in the form of a probability characteristic 
of a random process. Thus, if it is required to calculate the value of a numerical 
parameter a, one obtains a random process ~(t) such that a = f(~(' )). (The 
dot in place of the argument indicates that f may be a functional of the 
trajectory of a process and not just a function of an instantaneous value.) Next 
we construct a realization ofthe random process ~(t) depending on a collection 
of independent random variables Wi: ~(t) = ~(t;Wl,W2" .. ). Evidently for 
physical implementation it is necessary that the number of operating variables 
Wi be finite; however, this number may be different for different realizations. 
Reading a value of Wi from GRN, we obtain a realization of ~(t) and with it 
a random variable 1] = f(~('; W 1, W 2 , ••• )). The experiment may be carried out 
N times, where N is a number that is either fixed a priori or is selected in the 
course of the experiment. In each realization new random numbers Wi are 
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utilized. We thus obtain N realizations '11' ... ' 'IN. By the law oflarge numbers 
1/N = (1/N)('I1 + ... + 'IN) converges to the estimated quantity ainprobability 
as N --+ 00; for a sufficiently large number of realizations N, the mean 1/N 
will serve as an estimate of the quantity a with arbitrarily high precision: 
P{I1/N - al > o} < B. This estimator is an unbiased one; if 112 = Df(~(·)) < 00, 

then it is also asymptotically normal. 
Thus the error of estimating a quantity by means of the Monte Carlo 

method (in the case when a finite variance exists) is of order l/fo. 

6.1.2. Weighted Simulation 

In many cases this precision is not satisfactory, especially in calculations 
associated with rare events. In these cases weighted simulation is used. Let 
a = S f(x)P(dx), where P(dx) is a probability measure. Then a = Mf(~), where 
~ is a random variable with the distribution P(dx). If now q(x) ~ 0 is a function 
such that S q(x)P(dx) = 1, then Q(dx) = q(x)P(dx) is the probability distribu­
tion of the random variable 'I and thus 

f!(x) 
a = q(x) Q(dx) = M {J('I)/q('I)}. (1) 

It is assumed that the integral S If I P(dx) over the set of values of x such that 
q(x) = 0 equals o. 

We tend to select the weight function q(x) in such a manner that the variance 
of f('I)/q(Yf) will be as small as possible. Let it be known, for example, that 
I!(x) - fo(x)1 ~ A(x), where ao = S fo(x)P(dx) can be calculated without simu­
lation. Then it remains to calculate a - ao = a1 = S g(x) P(dx), where g(x) = 
f(x) - !o(x), Ig(x)1 ~ A(x). We have 

D {g(Yf)/q(Yf)} ~ M {g2('I)/q2(Yf)} ~ M {A2('I)/q2(Yf)} = f {A2(X)/q(x)} P(dx). 

The solution of minimizing the variational problem results in the formula 

q(x) = A(x) I f A(y) P(dy), (2) 

provided the integral in the denominator on the right-hand side of (2) con­
verges. For q(x) of this form we have 

D {g('I)/q(Yf)} ~ (f A(x) P(dx) r· (3) 

6.2. Simulation of Some Classes of Random Processes 

6.2.1. Preliminary Remarks 

In order to be able to express a random process ~(t) in terms of a sequence 
{wn }, it is required to define this process constructively in the form of a 
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computable function of an element of the sample space. Numerous classes of 
random processes considered in theory and applied in practice by their very 
definition are constructively posed; these processes serve as a basis of mathe­
matical models of queueing systems. This makes the process of constructing 
realizations an intuitive one. Examples are presented below. The method of 
statistical simulation usually requires not a realization of a process, but a value 
of a functional f on such a realization. We shall not dwell on this problem 
nor will we tackle the problem of a stopping rule for realizations based on 
time or a number of cycles. 

6.2.2. Simulation of Random Trials and Variables 

Let E be a trial with possible outcomes Ai> P{AJ = Pi' It is required to 
implement a trial E from the realization of a random variable w uniform on 
the interval (0,1). We subdivide the interval (0,1) into arbitrary measurable 
sets d i of the Lebesgue measure Pi' If w falls into d i , we say that the outcome 
Ai occurred. When operating with a uniform distribution on the set of m-digit 
number generated by computer, for the Lebesgue measure we must take the 
fraction of numbers belonging to the given set. Most often we use the sub­
division ofthe interval (0,1) into the intervals oflength Pi' A random trial with 
two equiprobable outcomes is implemented by means of a particular bit of a 
binary representation of a random number, for example, by the first bit after 
the decimal point. In the case of k equiprobable outcomes, one can choose 
different values of a vector from the first r bits where 2,-1 < k ~ 2' and in the 
case of the appearance of a noncoded r-gram to repeat the trial (for examples, 
using the next r bits). 

A universal method of obtaining a realization ofthe random variable ~ with 
the distribution function F(x) by means of w is as follows. Let t/J(w) = 

min {x: F(x) ~ w}. [If the function y = F(x) is continuous and strictly increas­
ing at any point where it is greater than ° or less than 1, then t/J(x) is the inverse 
to F(x).] 

Then ~ = t/J(w) is a random variable with the distribution function F(x). 
Indeed the events {w < F(x)} and {t/J(w) < x} are equivalent (Fig. 7); it remains 
to note that P{w < F(x)} = F(x). 

Let ~ = (~1" .. , ~n) be an n-dimensional vector. The distribution of ~ can 
be defined by the distribution functions 

F~1 (x), F~21~1 (xix d, ... , F~nl~I'" "~n-l (xlx 1 ,· .. , xn- 1 ), 

where F~I(X) is the distribution function of ~1' F~kl~I""'~k_l(xlxl, ... ,Xk-d is 
the conditional distribution function of ~k given that ~i = Xi' i < k. 

The random variable ~ 1 is realized as in the one-dimensional case by means 
of the random variable WI' When ~ l' ... , ~k-l are realized, then ~k is determined 
in the same manner with F(x) = F~kl~I'''''~k-l (xl~I"'" ~k-d· 

EXAMPLE. Let the random vector (~1'~2) have the density p(x,Y) equal to 2 
for x > 0, y > 0, x + Y < 1 and ° otherwise. Then 
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FIGURE 7 

F~l (x) = 2x - X 2, 

F~21~1(xIY) = x/(1 - y), 

o::e:; x::e:; 1; 

O::e:; x::e:; 1 - y. 

ei = I-Jl- w i; 

e2 = (1 - ei )W2· 

Besides this method numerous other methods are used. For example, let e 
be a random variable with density p(x) where S: p(x) dx = l,p(x) ::e:; c. Consider 
a sequence of pairs (W lo W2), (W3'W4)' .... Let (W2n-i,W2n) be the first pair for 
which p(a + (b - a)w2n-d ;?; CW2n. Then set e = a + (b - a)W2n-i. The aver­
age number of pairs of random variables in calculations per one realization 
of e equals (b - a)c. 

There exist special methods for generation of the most commonly used 
random variables. Thus, a generation of random variables e with the distribu­
tion close to normal is obtained by summing a number of uniform random 
variables (here the central limit theorem is utilized). Given an exponential 
variable y with density te-x/2 , x;?; 0 and variable W independent of it, we 
obtain two independent variables ei and e2 having the standard normal 
distribution by using the formula 

ei = Jy cos2nw, e2 = Jy sin 2nw. 

The Erlang random variable is generated as a sum of independent expo­
nential variables. If F(x) = Li PiFi(X) where Pi > O. Fi(X) is a distribution 
function, then one can either first by means of a random number Wi realize a 
trial and at the ith outcome of this trial proceed to the realization of the 
variable with distribution Fi(X) by means of W2 or to verify the condition 

{Pi + ... + PH ::e:; Wi < Pi + ... + Pi}; 

when this condition is satisfied we proceed as in the first case utilizing the 
same Wi: W2 = (I/Pi)(W i - Pi - ... - PH). 
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6.2.3. Simulation of a Homogeneous Markov Chain 

Let P = Ilpijll be a transition matrix of a Markov chain {vn,n ~ O}: Pij = 
P{vn = jlVn-1 = i}; {pIO)} be the initial distribution. In accordance with sub­
section 1, for each i a subprogram for simulating a random variable whose 
distribution is given by the ith row of the matrix P is constructed. We shall 
call this subprogram Ai. In addition a subprogram A(O) for simulating a 
random variable with distribution {pIO)} is constructed. At the zero step the 
subprogram A(O) is evoked and upon its implementation we obtain Va. We 
then evoke Ai with i = Va. The result of execution of this subprogram is VI. 
Next we evoke Ai with i = VI and obtain V2 and so on. The binary coding of 
states of a Markov chain is convenient for programming the conditional 
transitions described above. 

This simulation algorithm is universal; however, for simulating Markov 
chains that arise in practice, it is necessary to use specific features of the 
problem to save storage in a computer since a Markov chain may possess 
very many states; in such cases it is impossible to write down not only the 
elements ofthe matrix P but even their states. We shall describe two practical 
methods. 

Often a Markov chain represents a bounded random walk in m-dimensional 
space and then the transition from Vn = (vnl , ... , vnm) to Vn+l is performed in 
two stages: first we determine Jl.n = Vn + '7n, where '7n is a random vector with 
a known distribution independent of the preceding one. After that we check 
the condition of positivity of all the Jl.n components. If this condition is fulfilled, 
then Vn+l = Jl.n; otherwise '7n+1 is determined from Jl.n in a more complicated 
manner (possibly from realization of new random variables). We see that the 
very same algorithms allow us to realize the transitions for numerous different 
initial states. This process can be continued utilizing the homogeneity of trans­
itions over components Jl.nj,j E R, if these components tum out to be positive. 

A second method is based on the fact that components of the vector Vn 
usually reflect the states of different objects appearing in a queueing system 
(such as sources of customers, servers, logical devices, etc.) Each transition 
from Vn to Vn+l is associated with a change in the state of a limited number of 
objects (often one or two). Thus, it is sufficient to assign an algorithm of a 
random choice of an object that induces a change in the state and then the 
algorithm of the corresponding local transformations. Here the process is 
often simplified by homogeneity of the objects and relations among them: in 
such a case in the transformation algorithm only the address part will be 
variable. 

6.2.4. Simulation of a Markov Process with 
a Finite Set of States 

Such a process is often defined by an initial distribution {pIO)}, the matrix of 
transition intensities A(t) = IIAij(t)ll, where Aij(t) for j =F i is an instantaneous 
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intensity of the transition from i into j at time t, Aii(t) = - LUi Aij(t) = - Ai(t). 
The common feature of all these methods is the realization of the initial 
random state and a stepwise construction of trajectories of the process, i.e., 
its extension to the intervals [0,t 1 ), [t 1 ,t2 ), [t2 ,t3 ), and so on. The difference 
is in the method of realizatio'1s of the instants tIl: these may be either deter­
ministic or random. 

Method At. In this case At = tIl - t,,-l is a constant quantity A; tIl = nA, 
n ~ 1. The constant A is chosen in such a manner that the possibility of two 
or more transitions during time A can be neglected. Then in place of the 
trajectory v(t) a Markov chain {v,,} is simulated where, v" approximates v(nA). 
Transition probabilities are defined by the approximate formula 

1<,,+1).1 

P{V"+1 = jlvn = i} = Aij(t)dt, j =f. i; 
"A 

1<,,+1).1 

P{V"+l = ilvn = i} = 1 - Ai(t)dt, 
"A 

where in the case of continuous functions Aij(t) the integral is most often 
replaced by the value of the function at the point nA + ll/2. In the case when 
Vn+1 =f. Vn the transition time is approximately represented by a random vari­
able uniformly distributed in the interval (nA, (n + l)A) (provided this is 
essential for investigation of the required characteristic of the process). 

This method is simple to implement, since during a short time the transitions 
are usually quite simple. However, the method is not always convenient: if the 
value of A is too large, then the nature of the process is distorted; if it is too 
small, the computational realization is dragged on due to the slow advance­
ment along the trajectory. 

When simulating a queueing system with v(t) = (Vl (t), ... , vm(t)), where Vi(t) 
is the state of the ith object at time t, one can utilize one of the two variations 
of the At method, which are well illustrated by the following example. Let 
vi(t) = 1 if the ith server is busy, vi(t) = 0 if it is free. The service time of the 
ith server is exponentially distributed with parameter Ili' One can perform a 
random trial for each i separately. If the outcome is success (with probability 
iliA), then the ith server is disengaged. After that we analyze the situation: 
which servers were disengaged during time A and form a new state of a 
Markov chain. Alternatively, a single trial is performed with the probability 
of success being IlA, where Il = V1 (t)lll + ... + Vm(t)llm. The success of this trial 
means that during time A yet another operation was completed. The serial 
number of a disengaged server is chosen in accordance with a distribution with 
probabilities that are proportional to Vi(t)lli' In the case of a compound system 
consisting of objects of the same type, the second method is often preferable 
to the first one. 

The method of nodal moments. Any time of change of a state of the process 
v(t) will be called a nodal moment. A sequence of nodal moments will be 
denoted by t", n ~ 0; to = O. Set v" = v(t,,) assuming that the process v(t) is 
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right continuous with probability 1. Then {(Vn, t n), n ;;.: O} is a homogeneous 
Markov chain. Let vn = i, tn = t. The density function of the random variable 
tn+1 - t is equal to AAt + x)exp{ - fo Ai(t + u)du}.lfthis variable takes on the 
value x, then the next state equalsj with probability Aij(t + x)/ Ai(t + x)(j =F i). 

This method is especially convenient in the case of a homogeneous Markov 
process: the internodal intervals are distributed in accordance with the ex­
ponential distribution with a parameter depending on the current state. 

The drawback of this method is associated with the realization of the 
random variable tn+1 - tn' whose distribution in general depends on time; this 
can be overcome in the following manner. Let Ai(t) ~ ai' ai > ° for all t. If 
(Vn' tn) = (i, t), we simulate an exponential random variable ~ with parameter 
ai and set v(u) = i, t ~ u < t + ~. After that we carry out a random trial with 
probability of the outcome j equal to Aij(t + ~)/ai for j =F i, 1 - Ai(t + ~)/ai for 
j = i. The value of v(t + ~) is determined depending on the outcome and the 
procedure is repeated cyclically. 

If ai ~ a, one can proceed in a simpler manner. We simulate a simple stream 
with intensity a [i.e., by throwing randomly aT points into the interval (0, T) 
where T is sufficiently large] and set ~ to be equal to the time until the next 
event of the stream occurs. Thus the process v(t) may change its state only at 
the times of occurrences of events of a simple stream. 

If the mean value Ai(t) in the given interval is substantially smaller than a, 
the previously described procedure becomes inefficient due to slow advance­
ment along the trajectory. Various modifications of this method are available. 
Thus, for example, if Ai(t) ~ f(t), where f(t) is an integrable function, then 
performing the time replacement r = f~f(u)du we arrive at the preceding case 
with a = 1. 

We indicate yet another useful approach. A random variable with the 
density 

p(t) = A(t)exp { - L A(U)dU}, t > 0, 

where A(t) is an integrable function, fO' A(t) dt = 00, is realized as the value ~ 
of variable t for which A(t) = f~ A(U) du attains the value y, where y is an 
exponential random variable with parameter 1. Utilization of this method 
avoids the necessity of application of random transforms in a small interval 
~. Instead, an integral (with a variable upper limit) of the function Ai(t) 
determined for the given state is calculated. 

This method is efficient, in particular, when constructing realizations of 
processes with fast or slow transitions. Let the states of a given Markov 
process v(t)-"microstates" -be combined into classes-"macrostates" -so 
that within a given class transitions between states have a relatively high 
intensity while the intensity of transitions between macrostates is relatively 
low. Under certain conditions one could average the characteristics of transi­
tions within a class and consider the consolidated process on the set of 
macrostates. However, in many cases it may be necessary to simulate the 
process "in detail." 
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We construct a realization of a random process vo(t) with the same inten­
sities, as in the initial process, of transitions between the states of one class 
and prohibiting transitions between macrostates. Along with this, denoting 
by AP)(t) the intensity oftransition from the state i outside the current macro­
state, we determine the random process x(t) = f~(t) A~~)(U) du, where a(t) is the 
time starting from which the process stays in a given macrostate. At the instant 
of the entry of the process into a given macrostate a random variable 'Y is 
realized, which determines the time t of the next change of the macrostate: 
x(t) = 'Y. 

Thus, realization of v(t) is reduced to realization of the behavior of the 
process inside a macrostate and a random transition during the interchange 
of macrostates. 

6.2.5. Simulation of a Semi-Markov Process with a Finite 
Set of States 

The very definition ofSMP is well adapted to direct simulation. The successive 
states of an embedded Markov chain and the durations of stay are realized 
in succession. Often a different method is used which is as follows. During the 
entry into a state i a set of independent random variables 1'/il, ... , 1'/iN is realized; 
the duration of the stay in the current state is equal to the minimum of these 
variables and the next state is determined by the serial number of the minimal 
variable. In the case when all1'/ij are identically distributed, P {1'/ij ~ x} = Bi(x), 
the first method is preferable since P{min 1'/ij ~ x} = iif(x). In the general case 
the following method can be used. If 1'/j are independent random variables 
with a continuous distribution, Fix) = P{1'/j < x}, Aj(X) = F;(x)/~(x), then the 
min {1'/j} is simulated as the value of ~ such that 

r~ ~ Aix) dx = 'Y, Jo J 

where 'Y is an exponentially distributed random variable with parameter 1. 
This method is expedient in the case of a large number of possible states of a 
process when for a given current state i the intensity of transition into the next 
state is 

Ai(X) = L eijAj(x), 
j 

eij = 1,0, 

and owing to a large number of states it is either unreasonable or impossible 
to construct beforehand an algorithm for realization of the duration of stay 
in an arbitrary state. 

6.2.6. Simulation of a Piecewise-Linear Markov Process 

In accordance with the definition in Chapter 3 a piecewise-linear Markov 
process alternates a continuous variation of additional components in a linear 
manner with random jumps that occur spontaneously and at the times when 
any of these components vanish. When simulating by the method of nodal 



282 6. Statistical Simulation of Systems 

moments it is often expedient to apply this device without spontaneous jumps, 
which allows us to deal with different random durations in the same manner. 
The simulation algorithm is reduced to a realization of an instantaneous 
transform at the instant when the zero value is attained and a time shift: if 
after the instantaneous transformation, the additional components of the 
vector of states equal e l' ... , em and the rates of their decrease form lXI' ... , 
IXm' then the duration until the next jump is 

• = mingj/IXJ, 

where ej/lXj = 00 for IXj = O. At the instant preceding this jump, ej is replaced 
by ej - IXj •. 

6.3. Statistical Problems Associated with Simulation 

As in any statistical experiment, in the course of simulation of the system 
problems of processing statistical data arise-to obtain the most accurate 
estimates of parameters and the most reliable statistical inference concerning 
the object under investigation. At the same time simulation differs from an 
observation of an actual object, first because it is possible to select an arbitrary 
incoming stream, an arbitrary variation of parameters of the system up to a 
change of its structure. The most typical problems are the following: 

1. Choice of the length of realization of a process and the number of repetitions 
of realizations when estimating the service characteristics. 

2. Estimation of the time of the entry of the system into a stationary state 
when estimating stationary characteristics. 

3. Choosing a statistics that will serve as an estimator of the parameter. For 
example, in the case of an MJGJmJO system, the probability of loss of a 
customer is equal to the fraction of time during which all the servers are 
busy. From here two competing statistics for estimating the loss emerge: 
the relative number oflost customers among the first n and the relative time 
during which all the servers are busy in the interval of a given length. 

Deeper problems whose solution requires special knowledge of the systems 
under investigation (engineering, economic, biological, etc.) involve verifica­
tion of the adequacy of a mathematical model, tying up the model to the results 
of a full-scale experiment, joint dynamic planning of a full-scale and statistical 
experiments, statistical estimation of parameters of a model (e.g., A. and .) 
based on a specific statistic. 

In each realization produced by means of a simulation algorithm, the 
independent variables Wn are utilized as the source of randomness, while at 
the output dependent variables, for example, waiting times W n, are obtained. 
This presents some difficulties in the course of processing the results. In those 
rare cases when the correlation function R(n) of the outgoing sequence is 
known or at least the upper bound on JR(n)J is available, one can estimate the 
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variance of, say, the mean statistical value wn = (lin) (or ~ .t Wi) (Wi + 
... + Wn). .-1 

The same state of affairs exists when one observes a continuous process, for 
example, the total time lost in waiting by the customers that arrived in a given 
interval. In such a case an estimate of the correlation function R(t) of a process 
with continuous time is required. 

In the literature on this problem (cf. the papers by Crane and Iglehart (1974), 
(1975) previously cited) a theory of precision of statistical estimates has been 
developed based on the method of regenerative processes. If the process that 
describes the service is regenerative, then the functionals used for estimation 
of the characteristics of the quality of service-such as the number of lost 
customers, the total busy period of all the customers, the total waiting time, 
etc.-are represented as a sum of the corresponding variables over regenera­
tion cycles (which are usually the busy intervals), i.e., in the form of a sum of 
independent random variables. 

Let un be an indicator of the quality of servicing the nth customer (i.e., an 
indicator of the loss of this customer, its waiting time or its duration in the 
system, the number of interruptions of its service), a = MUn in the stationary 
mode. Then it follows from ergodic considerations that 

a = MUIMN, (1) 

where N is the number of customers serviced in one busy interval, U is the 
sum of Un over these customers. Similarly, if f(x) is the function of the state of 
the system and ~(t) is a random process that defines the state at time t, then 
in the stationary mode we have 

ft. 

Mf(~(t)) = M f(~(t))dtIM(tl - to), 
to 

(2) 

where (to, td is a regeneration cycle. In both cases the estimated characteristic 
is in the form a = M U 1M V, where U and V are random variables that are 
defined by the trajectory of the process on the regeneration cycle. Assume that 
(J; = 0 U and (J2 = 0 V are finite and consider the estimator 

an = (U1 + ... + Un )/(Vl + ... + v,,), 

where Ui' Vi are the values of U and Von n regeneration cycles. For large n 
we have the following approximate formulas. 

Denote by mu, my the mathematical expectations of U and V; U? = 
U i - mu, Vio = Vi - my, 1 :::; i :::; n. Then 

mu ( 1 ~ (1 0 1 0)) ::::: - 1 + - L., - Ui - - Vi . 
my n i=l mu my 

(3) 
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Hence the relative error An of the estimator an of the parameter a is 
represented in the form An = (lljn)Cn, where Cn is an asymptotically normal 
random variable; 

DCn ~ D (_1 U __ 1 v) = at = (au )2 + (ay )2 _ 2 cov(U, V). (4) 
n CIJ mu my mu my mUmy 

If the value of at were known, it would be possible, based on the statisti­
cal mean an' to construct an approximate confidence interval (an(l - A), 
an(l + A)) that covers the true value of the parameter a with the probability 
approximately equal to 1 - 28 by setting 

1 
A = jna,Ze, (5) 

where Ze is the root of the equation 

-- e- x2/ 2 dx = e. 1 foo 
J2n z, 

When at is unknown, the result, which is asymptotically equivalent to that 
described above, is valid; here the value of at in formula (5) should be 
replaced by its statistical estimator. The latter is of the same form as the 
right-hand side of (4), where mu and my are replaced by their means Un and 
v" based on n realizations, afj, a~ and cov(U, V) are replaced by 

1 n ~ 

n - 1 i~ (V; - v"f, 

respectively. For a given confidence coefficient 1 - 2e and an admissible 
relative error Ao, the number of trials is calculated as follows. Based on the 
first N trials (e.g., N = 1(0) we calculate the estimator at of the variance at 
as described previously. Then the total number n of trials (including the 
preliminary ones) is determined by the relation 

(6) 

A more accurate method uses a refined expression for the variance and with 
it also the number of realizations after every N realizations. A sequential 
stopping rule was developed by Lavenberg and Sauer (1977). 
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6.4. Simulation of Queueing Systems 

6.4.1. General Principles of Simulation of Systems 

A model of a system is usually constructed purposefully: the problem of 
investigating specific characteristics of the system is posed beforehand with 
the aim to check how well the system fits its purpose, to estimate various 
characteristics of efficiency, to study its behavior in a given environment, to 
discover possible accidents, to optimize the structure of the system and its 
parameters, and so on. Thus, when constructing a model of a system, we have 
in mind specific characteristics to be estimated. Weighing the possible con­
sequences of errors of estimation of these characteristics, we thus determine 
the precision with which the model reproduces the actual process and the 
required duration of the experiment (the number of realizations). 

For example, let the mean virtual waiting time in an MIGlm system with 
periodically varying instantaneous intensity A(t) of the incoming stream be 
investigated. If the period A(t) is comparable to the mean service time, then it 
is permissible to replace A(t) by its mean value over the period I. Another 
characteristic-the distribution of the queue length at the time ofa customer's 
arrival-is more crucial to the variations in intensity: customers have a 
tendency to accumulate in intervals of higher intensity. 

In practice neither too simple nor too complex a model is required: one 
should take into account the basic factors and discard the unessential ones 
(or to average their effect in a reasonable manner). 

When studying a complex real-world system, one usually constructs a 
collection of models that would reveal various aspects of the object under 
investigation. The results of realizations of different models are compared 
among themselves, and often simple models allow us to discover gross errors 
in the complex ones. 

Experts recommend simulation only in those cases when an analytic inves­
tigation is impossible. 

A combined utilization of simulation and queueing theory yields sound 
results. Even if one decides to study a system using "pure" simulation, the 
knowledge of the theory will help us in constructing an appropriate process, 
in choosing the basic functional and in interpreting results. On the other hand, 
a formal application of queueing theory results (i.e. those dealing with the 
simple nature of the rarefied stream) when they are not justified often yields 
a complete misrepresentation of the results. 

6.4.2. Block Principle of Simulation 

When constructing a model of a complex system, it is hardly possible to 
encompass the entire process of its operation as a whole and to mirror it in a 
model. An applicaton of the block principle of simulation is a natural way to 
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overcome this difficulty: the system is provisionally subdivided into blocks 
(units) each one of which admits construction of a corresponding model. The 
simulation process would have thus been completed if the units were to 
operate independently. In a typical case, when the units are interconnected, 
this connection is schematized by the corresponding interaction among the 
units. Thus, operation of each unit involves both internal as well as external 
factors. 

Buslenko (1961), (1969), building upon the wide experience of practical 
simulation, developed the notion of a complex system consisting of aggregates. 
Each aggregate is characterized by its inner state-a time function z(t) that 
evolves as a random process. An aggregate is capable of sending signals Y E Y 
and also receiving signals x E X. Each signal is transmitted instantaneously; 
in the intervals between the arrival of signals the operation of an aggregate 
[i.e., the behavior of the state z(t) and the outgoing signals] is autonomous 
(independent of other aggregates). The fact that the transmission of signals is 
discrete simplifies the construction of the model: a "continuous" signal may 
generate complex feedback. 

Two operators G and H control the model of an aggregate's operation. The 
first determines a transformation associated with the arrival of an incoming 
signal, the second an autonomous operation of a given aggregate. It is con­
venient to represent the signals coming out of aggregates as consisting of an 
address and content parts. 

6.4.3. Piecewise-Linear Aggregates 

Let an operator H realize a piecewise-linear Markov process z(t) = (v(t), ~(t», 
where in general the dimensionality of the vector of additional components 
~(t) depends on the state of v(t). The outgoing signal is sent at the instant when 
an additional component vanishes and is a function of the values of the 
remaining components at this instant. As long as no input signals arrive and 
all the additional components remain positive, these components vary in a 
linear fashion. 

Let the system consist of s aggregates. The state of such a system will be 
z(t) = (z 1 (t), ... , zs(t», where Zi(t) is the state of the ith aggregate. Assume that 
the signals arrive only from one aggregate to another but not from outside 
the system. Then the whole system will be equivalent to an aggregate with a 
wider space of states. A trajectory of the process z(t) is constructed by means 
of a transition from one nodal moment tn to the next one tn+1' The basic 
component of the process z(t) remains unchanged in the interval (tn, tn+1) and 
the additional ones vary in a linear fashion. Transition from z(tn - 0) to 
z(tn + 0) is implemented as follows. At time tn an additional component of an 
aggregate vanishes. Its state at time tn + 0 is determined by means of the 
operator H as well as the outgoing signal if it comes up. Following an 
address(es) of this signal, we transform the states of aggregates that received 
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this signal. This process may be continued.* If the model is correctly con­
structed, there will be no infinite accumulation of signals at a single instant of 
time, and we shall arrive at the state at time tn + O. 

We construct provisional trajectories z1(t) of processes zi(t)-each one up 
to time t1 when an outgoing signal emerges in the corresponding aggregate.t 
The next nodal time will be tn+l = min[t!, ... , tn. 

Note that at nodal times usually the states of only some aggregates are 
changed. Here the previously constructed trajectory z1(t) is "cancelled," i.e., 
the actual trajectory does not coincide with the provisional one; at the same 
time, for the aggregates that did not receive a signal, the provisional trajectory 
is "confirmed" becoming an actual one at least until the next nodal time. 

6.4.4. A Typical Element of the Model 

Software implementation is one of the most important and most difficult 
stages of simulation. This process is substantially facilitated by the availability 
of a collection of rather simple elements-elementary aggregates that serve 
as building blocks for construction of a complex system in accordance with 
definite rules. Simulation software must include standard subroutines of 
elements and a control part that implements the operation of the system as a 
whole. The elements can be chosen at different levels of aggregations. Thus, 
in Lifshits and Mal'ts' (1978) book the principle of choosing typical queueing 
systems and their combined elements-a queue, priority schemes, etc.­
serves as the starting point. 

We shall describe an approach based on the initial level of aggregation that 
has some degree of universality. 

Consider an element (an elementary aggregate) possessing the following 
properties. 

The state of the aggregate is z(t) = (v(t), ~(t)), where v(t) is an element of a 
finite set 2 0, ~(t) takes on nonnegative numerical values. To each i E 20 there 
corresponds a number (Xi: ifv(t) = i, ~(t) > 0, then ~'(t) = -(Xi. The incoming 
and outgoing signals of an aggregate are in the form (i, x), where i is an element 
of a finite set Xo in the case of input and of Yo in the case of output and x is 
a number. 

Sometimes it is more convenient to consider two types of states and signals: 
(i, x) and simply i. Clearly this does not result in a greater generality of the 
scheme. 

Let z(t - 0) = (i, 0), W - e) > 0 for sufficiently small e > O. Then v(t + 0) = 
j with probability Pij. If v(t - 0) = i, v(t + 0) = j, then W + 0) = ({Jij(w), where 
w is a uniform (0, 1) random variable. If, moreover, ~(t, 0) = z', the aggregate 

* The time t. is split into several times; this can be expressed by the notation (t.,j), 
o ~j ~ m, where (t.,0) = t. - 0 (t.,m) = t. + O. 
t In practice the given quantity is bounded by a preassigned number ~i. 
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sends a signal "'ii(z', w'), where w' is a uniform (0,1) random variable inde­
pendent of the preceding one. 

Now let z(t - 0) = (i, z) and let, at time t, the signal (k, x) arrive at the input 
ofa given aggregate. Then v(t + 0) = jwith probability p~). For fixed i,j, k, and 
z' we have e(t + 0) = qJ~)(z',x,w) where w is as above. At the same time an 
outgoing signal "'~)(z', x, w') is sent where z' = W + 0), w' is a uniform (0, 1) 
random variable independent of the preceding one. 

Note that the signals may be empty. Note also that "'ii' "'ff) are functions 
with values (Yo, Yl), where Yl is a number, Yo is an element of a finite set that 
in particular determines the address(es) of the transmission of the signal. 

Summarizing we conclude that an elementary aggregate performs a 
probabilistic-automatic transformation and is also capable of delaying a 
signal for a time determined by its state. The identification of an elementary 
aggregate involves the definition of functions qJ and", with indices. If these 
functions always belong to a finite set, then one can include instead a code of 
the corresponding procedure into the description. If the functions qJii' qJhk) and 
the second components of the functions "'ii' "'hk) are linear, then identification 
is simplified: it is sufficient to assign coefficients that determine these functions. 
In many problems replacement of wand w' by their functions from a given 
finite set leads to a linear case. Then the identification of an elementary 
aggregate involves transition probabilities, coefficients oflinear functions, and 
programs of procedures for obtaining random numbers with given distribu­
tions. This approach is taken in the computer package of applied programs 
AMOS (Aggregated Simulation of Systems) developed by Krivutsa (1980). 

6.4.5. Interpretation of Elements of Queueing Systems 

A server of a system (including a priority system without interruption) with a 
constant rate of service can be interpreted in two ways depending on whether 
the service time is given by an external signal or is realized in the server. In 
the first case the element receives a signal (i, x) (where i is the type of customer, 
x is the service time) and after x units of time the element emits the signal 
(j(i), x). It is assumed that the signal determines the server at which the 
customer arrives; the signal may also serve as a record for accumulation of 
statistics. In the second case, the input signal is of the form i or equivalently 
(i,O). By means of the signal the random variable '1(i) = qJ(i)(W) is realized; the 
rest is the same as above with x replaced by '1(i). 

The source of customers is interpreted by an element of the preceding type 
with feedback: the outgoing signal goes-apart from the address at which 
the customer arrives-to the input of the element. We thus obtain a source 
that generates customers of different types at the transition times of a semi­
Markov process. Evidently a computer program implementation ofthe source 
of customers is simpler: the feedback is superfluous. 

A server with a variable rate and possible interruptions in service is inter­
preted by an element possessing the same properties as previously mentioned 
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with the following modification. The state (i, z) of an element stipulates the 
type of service i and the remaining work z required to complete this service. 
The variable z decreases in time with the rate (Xi ~ O. The input signal (k, x) 
signifies that a new customer arrives. Denote by (i, z) the state of an element at 
time t - 0 when t is the instant of arrival of the signal. We then have two 
customers-the "old" and the "new." The "fate" of these customers depends 
on the pair (i, k). If the service is not interrupted, the state of the element 
remains unchanged, and the signal (k, x) is directed to an appropriate address 
necessarily acquiring characteristic i. Otherwise the new customer remains, 
the state of the element will be (k, x) and, at the same instant, the signal (i, z) 
is transmitted to the address corresponding to the other server, waiting 
location or accumulator of lost customers. 

A waiting location is a memory cell containing information of the form (i, x), 
where i is a qualitative and x is a quantitative characteristic of a customer. 
The outside information contained in the element is transmitted by means of 
the signal to the address indicated depending on i; after that it may be replaced 
by new information contained in the signal or retained in the previous form. 

A customer is an object that is characterized in general by the vector (i, x), 
where i is the type of a customer and x is the amount of work required for his 
or her servicing. Thus, the state of a server is the state of a customer to be 
found in it. Customers available at a given instant may be described by 
elements, but it is almost always simpler to encode a customer in terms of the 
state of the element (server, waiting location) in which he or she is located. 

An "impatient" customer with limited waiting time is characterized by the 
vector (i,X l ,X2), where Xl is the required remaining waiting time (or the 
amount of work), X2 is the remaining admissible waiting time. To describe 
such a customer it is sufficient to take two elements that are characterized also 
by additional variables Xl and x 2 , respectively. The "fate" of a customer is 
determined by the first vanishing variable. Schematization of other types of 
constraints is completely analogous. 

6.5. Calculation of Corrections to Characteristics of 
Systems 

6.5.1. Introductory Remarks 

In calculations associated with service systems one is often required to analyze 
the characteristics of systems that differ only slightly from the systems for 
which the corresponding characteristics are known (for example, those for 
which analytic formulas or numerical estimates are available). It is thus 
natural to pose the problem of calculation of corrections rather than simulating 
the whole system anew. We shall consider some typical examples. 

EXAMPLE 1. A standby system consists of m elements and a single renewal 
channel. The renewal (repair) time has an arbitrary distribution; trouble-free 
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service time has a density p(x), which is arbitrary for 0 < x < xo and equals 
ce-h for x > xo' In this case 

p(x) = Ae-;'x + [(c - A)e-;'x + (p(x) - ce-;'X)E(xo - x)], (1) 

where E(x) = 0 for x ~ 0, E(x) = 1 for x > O. Formula (1) indicates that the 
actual distribution is a perturbation of an exponential distribution with pa­
rameter A. The unperturbed system is a system with a Markov incoming 
stream: given k faulty elements, the probability of yet another faulty element 
during time dt equals (m - k)A dt independently of the foregoing: for this 
systems an analytic theory of stationary characteristics and of mean duration 
in a set of states is available. 

EXAMPLE 2. The system MIGlmlO with an unreliable server may be viewed as 
a perturbation of the well-known MIGlmlO system. 

Numerous examples of this kind are available. In all of them there exists a 
definite unperturbed mode of a service system which is being perturbed from 
time to time. 

6.5.2. Statement of the Problem 

Consider a homogeneous Markov chain {~n} on a measurable space (X, 63), 
o E X is a marked state. The transition function {~n} will be denoted by 

P(Aly) = Pgn E AI~n-1 = y}, A E 63, 

assuming that it is measurable in y. Suppose that the sequence {~n} returns 
to the state 0 with probability 1, the mean return time T is finite and the 
aperiodicity condition is fulfilled. Denote by n(A) the ergodic distribution of 
gn}. This distribution must be estimated. 

Consider also a Markov chain gOn} with the transition function Po(AIY) 
and a known ergodic distribution no (A). 

Let P1(Aly) = P(Aly) - Po(AIY). Set P1(Aly) = e(y)(P+(Aly) - P-(Aly)), 
where e(y) ~ 0, p± (A Iy) are probability measures for any y E X such that 
e(y) > O. The problem is to estimate 

a = f f(x)n(dx) - f f(x)no(dx), (2) 

where f(x) is a given function; it is assumed that both integrals on the 
right-hand side of (2) are finite. We shall assume without loss of generality 
that f(O) = 0, p± ({O}) = O. 

Denote 
p(n)(Aly) = Pgn E A;~k =f. 0,0 < k < nl~o = O}, 

and let p~n)(AIY) be the analogous characteristic of {~On} in place of {~n}' Then 
for 0 rt A 

00 

n(A) = n(O) L: p(n)(AIO). (3) 
n=l 
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The expression for p(n)(A 10) is an integral (over a certain set) of an expression 
that can symbolically be written as 

pn = P(dx 110)P(dx2Ix 1)'" P(dxnlxn- 1). 

We have 

n-1 
pn = (Po + P1)n = Po + L PO-k- 1 P1 pk. 

k=O 

Whence 

n(A) = n(O) n~l p~n)(AIO) + n(O) 1:0 n~l [P1(dZ I0)p(n-1)(A 1Z) 

+ nf r p~n-k-1)(dYI0)P1(dZIY)P(k)(Alz)J. 
k=O Jy#O 

Along with this we have the identity 

no(B) = no(o{ X(B) + n~l p~n)(Blo)J 

(4) 

(5) 

where X(B) = 1 for 0 E B, X(B) = 0 otherwise. Substituting this identity into 
(4) we obtain 

n(O) (f 00 - ) n(A) = no(O) no (A) + nO(dy)P1(dzly) kf:O P(k)(Alz) . (6) 

Whence 

f f(x)n(dx) = :o~~) (f f(x)no(dx) + f nO(dY)P1 (dzly) k~O f f(X)P(k)(dx 1 Z)). 
(7) 

Consider an auxiliary Markov chain gl (z), e2(Z),,,.} with a transition 
function P(A Iy) and the initial state e 1 (z) = z. Denote by v(z) the smallest 
(serial) number of the step for which eiz) = 0 and set 

vIz) 

g(z) = M L f(ek(Z)). (8) 
k=l 

It is easy to verify that g(z) equals the last sum on the r.h.s. of (7). 
Consider the following random variables: eo with distribution c(y)no(dy), 

where c(y) ~ 0, f c(y)no(dy) = 1, fc(y)=o no(dy) = 0; () with distribution 
P{() = I} = P{ () = -I} = t, e1 with distribution P±(dzIY) for eo = y, () = ± 1. 
It follows from (7) and (8) that 

f 00 f {()e( e ) v } 
no (dy)P1 (dzly) kf:O f(X)P(k)(dxlz) = 2M c(eoo) J1 f(ed , (9) 

where {ed is a Markov chain with the transition function 
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Pgn E AI~n-l = y} = P(Aly), n ~ 2, 

and the distributions of ~o and ~l' v = min{n: ~n = O} defined previously. 
Thus 

a = n(O) - no(O) ff(x)no(dX) + 2 n(O) M e6(~0) ± f(~k)' (10) 
no (0) no (0) c( ~o) k=l 

In this formula we set f(x) = 1 for x -# 0 and f(O) = O. We thus obtain the 
equality 

no(O) - n(O) = n(O) - no(O) (1 _ no(O» + 2 (1 + n(O) - no(O») M {e6(~0)v}. 
no (0) no(O) c(~o) 

Whence 

n(O) - no(O) = 2no(0)M {e6(~0)V/c(~0)} 

1 + 2M{e6(~0)V/c(~0)}' 
(11) 

Thus, a correction a to the integral f f(x)no(dx) when no replaces n is 
obtained in the form of a mathematical expectation of a function of random 
variables. This allows us to evaluate the correction by means of the Monte 
Carlo method. If f and Mv are bounded and 6(X) ~ 6, then the correction is 
of order 6 as 6 ~ O. In such a case 

a '" -2foM{e6(~0)V/c(~0)} + 2M {e6(~0) ktl f(~k)/C(~O)}' (12) 

where fo = f f(x)no (dx). 
Let <5 = f 6(x)no(dx). We thus obtain from (12) 

a'" 2<5M {e ktl (f(~k) - fo)} (13) 

for c(x) = 6(X)/<5. 

6.5.3. Remark 

A somewhat different method for calculating corrections may be suggested. 
The random variable ~ 0 is realized as above. Instead of ~ 1, ..• , ~ v two 
sequences ~-;-, ... , ~:+ and G, ... , ~;_ of a Markov chain with the transition 
function P(Aly) and the initial distributions 

(14) 

are realized. Denote by v± the time of the first entry of ~~ into the zero state. 
In this case we obtain in place of (13) 

a"'<5Mt~l (f(~:>-fo)- Xl (f(~k)-fo)}. (15) 

In many practical cases the sequences {~:} and {~;;} are synchronized, i.e., 
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~; = ~;; with a positive probability. If such an event occurs then in the formula 
(15) the summation can be taken only from 1 to n - 1. It is of interest to note 
that the Markov chains {~;} and {~;;} may be arbitrarily connected as long 
as condiion (14) is fulfilled. This fact is used to reduce the mean synchronization 
time as much as possible by a suitable chice of a general probability space. 

6.5.4. Notes 

See Ermakov and Mikhailov (1976), Hammersley and Handscomb (1964), 
Pollyak (1971), Buslenko and Shreider (1961), Crane and Iglehart (1974a, b), 
(1975), and Sobol' (1973) concerning theoretical foundations of the Monte 
Carlo method. 

The works by Cooper (1981), Pugachev (1973), Krein and Lemuan (1982), 
and Sharakshane et al. (1977) deal with statistical problems associated with 
simulation. 

The effect of nonstationarity of a stream for standby systems is discussed 
in Kovalenko (1965d). 

The notion of a piecewise-linear aggregate is due to Kovalenko (1975). 
See Shannon (1978) concerning methodological problems of simulation. 
The books by Glushkov et al. (1975), Fishman (1973), Genchev (1975), and 

Lambrecht (1976) are devoted to computer programming of simulation sys­
tems. We also note the important monographs by Pirogov (1977), Chetverikov 
et al. (1978), and Klimov (1964). 

The principle of automated simulation was realized by Yarovitskii and is 
also described in the book of Bakayev et al. (1978). Buslenko (1961), Lutkov 
(1978), and Krivutsa (1980) deal with Buslenko's aggregate approach and its 
developments. 

We note that formula (11) in Section 6.5.2. is a corollary to formula (7) in 
Kartashov's paper (1981). (In Kartashoy's paper problems of statistical simu­
lation were not discussed.) 

Sil'vestrov (1971) developed the synchronization theory of random se­
quences preserving their marginal distributions. 

Results presented in Section 6.5 can be generalized to algorithms for statisti­
cal simulation of continuous time Markov processes. 
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