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PREFACE 

Th is  book i s  in tended to serve as a text for the course in  analys i s  that i s  usual ly 
taken by advanced undergraduates or by first-yea r st udents who s tudy mathe
mat ics . 

The present ed i t i on covers essen t ial ly the same topics as the second one, 
w i th  some add i t ions , a few m inor on1 i ss ions ,  and considerable rearrangement .  I 
hope tha t  these changes wi l l  make the mater ia l  more access ible amd more attrac
tive to t he st udents who take such a course . 

Exper ience has convinced tne that it i s  pedagogical ly unsound (though 
logica l ly  correct) to star t  off w i th the construct i on of the real  nun1bers from the 
rat i onal ones. At the beginn i ng, most studen ts s i mply fa il to appreci ate the need 
for do ing this . Accord i ngly, the rea l nun1ber systcn1 i s  int rod uced as an ordered 
fie ld w i th  the least-upper-bound property, and a few i nterest i ng appl icat ions of 
th i s  property are qu ickly made . However, Dedek i nd's const ruction i s  not  omit
t ed .  I t  i s  now i n  an Appendi x to Chapter I ,  where it may be stud ied and enjoyed 
whenever t he t ime seems ri pe .  

The mater ia l  on functions of severa l var iables is ahnost comp letely re
wri t ten , wi th many detail s fi l led i n ,  and with n1ore examples and more motiva
t i on .  The proof of the i nverse funct ion theorem--the key i tem i n  Chapter 9-is 
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s impl ified by means of the fixed point t heorem about contract ion mappings . 
Different ial forms are discussed i n  n1uch greater detai l .  Several appl icat ions of 
Stokes' theorem are i ncluded . 

As regards other changes, the chapter on the Riemann- St ie ltjes i ntegral 
has been t rim med a bi t ,  a short do- it-yourself section on the gamma funct ion 
has been added to Chapter 8, and there i s  a large number of new exerc i ses , most 
of them 'W·ith fairly detai led h ints .  

I have a lso included severa l references to art ic les appeari ng in the American 
Mathe1natica/ Monthly and i n  Mathen1atics Magazine, i n  t he hope that s t udents 
w i l l  develop the habit of looking i n to the journal li terat ure. Most of these 
references were k i ndly supplied by R .  B. Burckel. 

Over the years , many peop le , students as we11 as teachers , have sent me 
correct ions ,  cri t ic ism�, and other com ments concern ing the previous ed i t ions 
of t h is book. I have appreciated these , and I take th i s  opportun ity to express 

my s i ncere thanks to all who have written Inc. 

WALTER R UDIN 



1 
THE REAL AND COMPLEX NUMBER SYSTEMS 

INTRODUCTION 

A satisfactory discussion of the main concepts of analysis (such as  convergence, 
continuity, differentiation ,  and integration) must be based on an accurately 
defined number concept. We shal l  not, however, enter into any discussion of 
the axioms that govern the arithmetic of the integers, but assume fami l iarity 
with the rational numbers (i .e . , the numbers of the form mfn, where n1 and n 
are integers and n =I= 0). 

The rational number system is  inadequate for many purposes, both as a 
field and as an ordered set . (These terms wil l be defined in Sees . 1 .6 and 1 . 1 2. )  
For instance, there is no rational p such that p2 = 2. (We shal l prove this 
presently. ) This leads to the introduction of so-cal led "i rrational numbers" 
which are often written as infinite deciinal expansions and are considered to be 
"approximated" by the corresponding finite decimals . Thus the sequence 

I, 1 .4 ,  1 .4 1 ,  1 .414, 1 .4142, . . .  

"tends to J2." But unless the irrational number j2 has been clearly defined , 
the question must arise: Just what is i t  that thi s sequence "tends to"? 
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This sort of question can be answered as soon as the so-cal led "real 
number system " is constructed . 

1.1 Example We now show that the equation 

(1 )  p2 = 2 

is not satisfied by any rational p. I f  there were such a p, we could write p = mfn 
where m and n are integers that are not both even . Let us assume this is done . 
Then (1) impl ies 

(2) 

This shows that m2 is even. Hence n1 is even (if n1 were odd, 1n2 would be odd). 
and so nz2 is divisible by 4. I t  fol1ows that the right side of (2) is div isible by 4. 
so that n2 is even, which impl ies that n i s  even. 

The assumption that ( 1) holds thus leads to the conc l us ion that both m 
and n are even, contrary to our choice of n1 and n. Hence { I)  i s  i rnposs i ble for 
rational p. 

\Ve now examine this situation a l i tt le more closely. Let A be the set of 
all pos itive rationals p such that p2 < 2 and let B cons ist of a l l posit ive rat ional s  
p such that p2 > 2. We shall show that A contains no largest nzonher and B con
tains no smallest. 

More expl icitly, for every p in A \Ve can find a rational q in  A �uch that 
p < q, and for every p in B we can find a ra t ion a l q in B such that q < p. 

( 3) 

Then 

(4) 

To do th i s, we associate wi th each rational p > 0 the number 

p2- 2 2p + 2 
q=p- = . 

p+2 p+2 

2 2 
2(p2 - 2) 

q- = 
(p + 2)2 . 

If p is in A then p2 - 2 < 0, (3) shows that q > p. and (4) shows that 
q2 

< 2. Thus q is in A. 
If p is in B then p2 - 2 > 0, (3) shows that 0 < q < p, and ( 4) shows that 

q2 > 2. Thus q is in B. 

1.2 Remark The purpose of the above discu'-sion has been to shovv that the 
rational number system has certain gaps, in spite of the fact that bet-ween any 
two rationals there is another : If r < s then r < (r + s)/2 < s. The real number 
system fi lls these gaps . This is the principal reason for the fundamental ro]e 
which it p lays in analysis .  
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I n  order to elucidate its structure, as well as that of the complex numbers, 
we start with a brief discussion of the general concepts of ordered set and field. 

Here is some of the standard set-theoretic term inology that wil l  be used 
throughout this book. 

1.3 Definitions I f  A is any set (whose elements may be numbers or any other 
objects) , we write x E A to indicate that x is a me mber (or an element) of A. 

I f  x is not a member of A, we write : x ¢ A .  
The set wh ich contains no element wil l be cal led the empty set. I f  a set has 

at least one element, i t  i s  cal led none1npty. 
I f  A and B are sets, and if every element of A i s  an element of B, we say 

that A is a subset of B, and write A c B, or B => .A. I C in  addi t ion, there is an 
element of B which is not in A, then A is said to be a proper subset of B·. Note 
that A c A for every set A .  

If A c B and B c A, we write A == B. Otherwise A =f:. B. 

1.4 Definition Throughout Chap. 1, the set of all rat ional numbers wi l l  be 
denoted by Q. 

O RDERED SETS 

1.5 Definition Let S be a set . An order on S is a relation, denoted by < ,  with 
the fo l lowing two properties : 

( i )  I f  x E S and y E S then one and only one of the statements 

X < y, X = y, y< x  
is true . 

( i i )  I fx , y, z E S, if x < yand y < x, then x <z. 

The statement "x < y" may be read as "x is less than y" or "x is smaller 
than y" or "x precede� y". 

I t  is often convenient to write y > x in place of x < y. 
The notation x < y ind icates that x < y or x = y, without speci fying which 

of these two is to hold .  I n  other words, x < y i s  the negation of x > y. 

1.6 Definition An ordered set i s  a set S i n  which an order i s  defined . 
For example, Q is an ordered set if  r < s is defi ned to mean that s.- r is a 

posi tive rational number. 

1 .7 Definition Suppose S is an ordered set, and E c S. I f  there exists a 
{3 E S such that x < {3 for every x E £, we say that E is bounded above, and cal l 
{3 an upper bound of E. 

Lower bounds are defined in the same way (wi th > in  place of < ). 
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1.8 Definition Suppose S is an ordered set, E c S, and E is bounded above. 
Suppose there exists an a e S with the following properties : 

(i) a is an upper bound of E. 
(ii) If y < a then y is not an upper bound of E. 

Then a is called the least upper bound of E [that there is at most one such 
a is clear from (ii)] or the supremum of E, and we write 

a =  sup E. 

The greatest lower bound, or infimum, of a set E which is bounded below 
is defined in the same manner : The statement 

a =  inf E 

means that a is a lower bound of E and that no P with P > a is a lower bound 
of E. 

1.9 Examples 

(a) Consider the sets A and B of Example 1 .1 as subsets of the ordered 
set Q. The set A is bounded above. In fact, the upper bounds of A are 
exactly the members of B. Since B contains no smallest member, A has 
no least upper bound in Q. 

Similarly, B is bounded below : The set of all lower bounds of B 
consists of A and of all r e Q with r < 0. Since A has no lasgest member, 
B has no greatest lower bound in Q. 
(b) If a = sup E exists, then a may or may not be a member of E. For 
instance, let £1 be the set of all r e Q with r < 0. Let E2 be the set of all 
r e Q with r < 0. Then 

sup £1 = sup £2 = 0, 

and 0 ¢ £1, 0 e E2• 
(c) Let E consist of all numbers 1 /n, where n = 1 ,  2, 3, . . .. Then 
sup E = 1 ,  which is in E, and inf E = 0, which is not in E. 

1.10 Definition An ordered set S is said to have the least-upper-bound property 
if the following is true : 

If E c S, E is not empty, and E is bounded above, then sup E exists in S. 
Example 1 .9(a) shows that Q does not have the least-upper-bound property. 
We shall now show that there is a close relation between greatest lower 

bounds and least upper bounds, and that every ordered set with the least-upper
bound property also has the greatest-lower-bound property. 
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1 . 1 1  Theorem SupposeS is an ordered set with the least-upper-bound property, 
B c S, B is not empty, and B is bounded below. Let L be the set of all lower 
bounds of B. Then 

rx = supL 
exists in S, and rx = inf B. 

In particular, inf B exists in S. 

Proof Since B is  bounded below, L is not empty. Since L consists of 
exactly those yeS which sati sfy the inequality y < x for every x E B, we 
see that every x E B is an upper bound of L. Thus L i s  bounded above. 
Our hypothesis about S i mpl ies therefore that L has a supremum in S; 
cal l it rx. 

I f  y < rx then (see Definition 1.8) y is not an upper bound of L, 
hence y ¢ B. I t  fol lows that rx < x for every x E B. Thus rx E L. 

I f  rx < P then {3 ¢ L, since r:x i s  an upper bound of L. 
We have shown that rx e L but p ¢ L if  f3 > rx. In other words, rx 

is  a lower bound of B, but P is not if P > rx. This means that rx = inf B. 

FIELDS 

1 .12 Definition A field i s  a set r· with two operations, cal led addition and 
multiplication, which satisfy the fol lowing so-cal led "field axjoms" (A), (M), 
and (D) : 

(A) Axioms for addition 

(At) I f  x E F and y e F, then their sum x + y is in F. 
(A2) Addition is commutative: x + y = y + x for all x, y e F. 
(A3) Addition is associative : (x + y) + z = x + (y + z) for al l x, y, z e f·. 
(A4) F contains an element 0 such that 0 + x = x for every x E F. 
(A5) To every x E F corresponds an element - x E F such that 

x+( - x) = O. 

(M) Axioms for multiplication 

(M 1 )  I f  x e F and y e F, then thei r product xy i s  in F. 
(M2) M ultipl ication is commutative : xy = yx for al l  x, y E F. 
(M3) Multiplication is associative : (xy)z = x(yz) for al l x, y, z e F. 
(M4) F cont�ins an element 1 -:#= 0 such that I x = x for every x e F. 
(M5) I f  x E F and x-:#= 0 then there exists an element 1/x E F such that 

x · (1 /x) = 1 .  
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(D) The distributive law 

x(y + z) = xy + xz 

holds for all x, y, z e F. 

1 . 13 Remarks 

(a) One usually writes (in any field) 

in place of 

X 2 3 x -y, - , x + y + z, xyz, x , x , 2x, 3x, ... 
y 

x + (-y), x ·G), (x + y) + z, (xy)z, xx, xxx, x + x, x + x + x, . . . .  

(b) The field axioms clearly hold in Q, the set of al l rational numbers, if  
addition and multiplication have their customary meaning. Thus Q is  a 
field . 
(c) Although it is not our purpose to study fields (or any other algebraic 
structures) i n  detail ,  it is worthwhile to prove that some fami l iar properties 
of Q are consequences of the field axioms ; once \Ve do this, we wi l l  not 
need to do i t  again for the real numbers and for the complex numbers. 

1.14 Proposition The axioms for addition imply the following statements. 

(a) If x + y = x + z then y = z. 
(b) If x + y = x then y = 0. 
(c) lfx + y=Otheny= -x. 
(d) -(-x) = x. 

Statement (a) is a cancellat ion l aw. Note that (b) asserts the uniqueness 
of the element \Vhose existence is assumed in (A4), and that (c) does the same 
for (AS). 

Proof I f  x + y = x + z, the axioms (A) give 

y = 0 + y = ( - x + x) + y = -x + (x + y) 
= -x + (x + z) = (-x + x) + z = 0 + z = z. 

This proves (a). Take z = 0 i n  (a) to obtain (h). Take z = - x i n  (a) to 
obtain (c). 
Since - x + x = 0, (c) (\vith -x in  place of x) gives (d). 
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1.15 Proposition The axioms for nzultiplication imply the following statements. 

(a) If x #= 0 and xy = xz then y = z. 
(b) If x¥0 and xy=x then y=1 . 
(c) If x #= 0 and xy = 1 then y = lfx. 
(d) If x #= 0 then 1 / ( 1 /x) = x.  

The proof i s  so simi lar to that of Proposition 1 . 14  that we omit it .  

1 .16 Proposition The field axioms inzply the following statements, for any x, y, 
z E F. 

(a) Ox= 0. 
(b) If x =F 0 and y =F 0 then xy #= 0. 
(c) (-x)y = -(xy) = x(-y). 
(d) (-x)(-y) = xy. 
Proof Ox+ Ox= (0 + O)x =Ox. Hence 1 . 1 4(b) implies that Ox= 0, and 
(a)_holds .  

Next, assume x -:f. 0, y =F 0, but xy = 0. Then (a) gives 

l = G)G)xy=G)(:)o=O, 
a contradiction . Thus (b) holds. 

The first equality in (c) comes from 

(-x)y + xy = (-x + x)y = Oy = 0, 

combined with 1.14(c); the other hal f of (c) is proved in the same way. 
Final ly , 

(-x)(-y) = -[x(-y)] = -[-(xy)] = xy 

by (c) and 1. 1 4(d). 

1 . 17 Definition An ordered field i s  a field F wh ich is also an ordered set, such 
that 

(i) x + y < x + z if x, y, z E F and y < z, 
(i i )  xy > 0 if x E F, y E F,  x > 0,  and y > 0. 

If x > 0, we cal l  x positive; if x < 0, xis negative . 

For example, Q is an ordered fie ld . 

All the fami l i ar rules for work i ng with i nequal ities apply in  every ordered 
field: Mul tipl ication by posi t ive [negative]  quantities preserves [reverses] i n
equal i t ies ,  no square i s  nega tive , etc. The fol lowing proposition l ists some of 
these. 
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1 . 18 Proposition The following statements are true in every ordered field. 

(a) If x > 0 then -x < 0, and vice versa. 
(b) If x > 0 and y < z then xy < xz. 
(c) If x < 0 and y < z then xy > xz. 
(d) If x "# 0 then x2 > 0. In particular, 1 > 0. 
(e) lfO < x < y then 0 < Ify < lfx. 

Proof 
(a) If x > 0 then 0 = -x + x > -x + 0, so that - x  < 0. If x < 0 then 
0 = -x + x < -x + 0, so that -x > 0. This proves (a). 
(b) Since z > y, we have z -y > y -y = 0, hence x(z- y) > 0, and 
therefore 

xz = x(z - y) + xy > 0 + xy = xy. 
(c) By (a), (b), and Proposit ion 1.16(c) , 

- [x(z - y)] = (-x)(z- y) > 0, 

so that x(z -y) < 0, hence xz < xy. 
(d) I f  x > 0, part (i i) of Definition 1.17 gives x

2 
> 0. I f  x < 0, then 

- x > 0, hence (-x)2 > 0. But x2 = (- x)2, by Proposition 1.16(d). 
S i nee 1 = 1 2, 1 > 0. 
(e) lfy > 0 and v < 0, then yv < 0. But y · ( 1 /y) = 1 > 0. Hence 1/y > 0. 
Likewise, 1/x > 0. I f  we multiply both sides of the inequa l ity x < y by 
the positive quantity (1/x)(l/y) , we obtain 1/y < lfx. 

TH E REAL FIELD 

We now state the existence theorem which i s  the core of thi s chapter. 

1 . 19 Theorem There exists an ordered field R which has the least-upper-bound 
property. 

Moreover, R contains Q as a subfield. 

The second statement means that Q c R and that the operations of 
addition and multi pl ication in R, when appl ied to members of Q, coincide with 
the usual operations on  rational numbers ; a] so, the positive rational numbers 
are positive elements of R. 

The members of R are cal led real numbers. 
The proof of Theorem 1. 1 9  i s  rather long and a bit tedious and i s  therefore 

presented in an Appendix to Chap. 1. The proof actual ly constructs R from Q. 
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The next theorem could be extracted from this construction with very 
l ittle extra effort. However, we prefer to derive it from Theorem 1 . 1 9  since this  
provides a good i l lustration of what one can do with the least-upper-bound 
property. 

1 .20 Theorem 

(a) If x e R, y E R, and x > 0, then there is a positive integer n such that 

nx > y. 
(b) If x e R, y E R, and x < y, then there exists apE Q such that x < p < y. 

Part (a) is usual ly referred to as the archimedean property of R. Part (b) 
may be stated by saying that Q is  dense in  R: Between any two real numbers 
there is a rational one. 

Proof 
(a) Let A be the set of al l nx, where n runs through the positive in·.cgers . 
I f  (a) were false, then y would be an upper bound of A. But then A has a 
least upper bound i n  R. Put 'Y. = sup A .  Since x > 0, rx - x < rx, and 
rx - x i s  not an upper bound of A. Hence 'Y. - x < mx for some positive 
integer m. But then rx < (m + l)x E A ,  which i s  impossible, since rx i s  an 
upper bound of A .  
(b) S ince x < y, we have y - x > 0, and (a) furnishes a positive integer 
n such that 

n(y- x) > 1. 

Apply (a) again, to obtain positive i ntegers m1 and m2 such that m1 > nx, 
m2 > -nx. Then 

Hence there is an integer m (with - m2 < m < m1) such that 

m - 1 < nx < m. 

I f  we combine these inequal iti es, we obtain 

nx < m < 1 + nx < ny. 

Since n > 0, it fol lows that 

This proves (b), with p = mfn. 

m 
X < - <  y. 

n 
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We shal l now prove the existence of nth roots of posit ive real s .  Thi s 
proof wi l l  show how the difficulty pointed out i n  the I ntroduction ( i rration-

ality of j2) can be handled in  R. 

1 .21 Theorem For every real x > 0 and every integer n > 0 there is one 
and only one real y such that y" = x. 

This number y i s  written �� or x1'"· 
Proof That there i s  at most one such y i s  clear, s ince 0 < y1 < y2 impl ies 
� < J1. 

Let E be the set cons ist ing of a1 1 posit ive rea l numbers t such that 
t" < X. 

I f  t = xf(l + x) then 0 < t < 1 .  Hence t "  < t < x. Thus t E £, and 
E i s  not empty. 

I f  t > 1 + x then t" > t > x, so that t ¢E. Thus 1 + x is an upper 
bound of E. 

Hence Theorem 1.19 i mpl ies the existence of 

y =sup£. 

To prove that y" = x we wi l l  show that each of the inequal it ies y" < x 
and y" > x leads to a contradiction.  

The ident ity b" - a"=(b - a)(b"-1 + b"-2a + · · · + a"- 1 ) yields 
the inequal i ty 

b" - a" < ( b - a )n b"-1 

when 0 <a< b.  
Assume y" < x.  Choose h so that 0 < h < 1 and 

Put a= y, b = y + h. Then 

h< 
x-y" 

n(y 1- 1 )n-1 

(y +h)"- y" < hn(y + h)"-1 < hn(y + 1 )"-1 < x - y". 

Thus (y +h)" < x, and y +h e £.- Since y + h > y, this contradicts the 
fact that y is an upper bound of E. 

Assume y" > x. Put 

y"- X 
k =  . 

ny
n-l 

Then 0 < k < y. I f  t > y - k, we conclude that 

y" - t" < y" - (y- k)" < knyn-l = y" -X. 

Thus t" > x, and t ¢E. I t  follows that y - k is an upper bound of E. 
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But y - k < y, which contradicts the fact that y i s  the least upper bound 
of E. 

Hence y" = x, and the proof is complete . 

Corollary If a and b are positive real numbers and n is a positive integer, then 

(ab) lfn = alfnblfn. 

Proof Put a= a11", {3 = b11". Then 

ab = �"{3" = ( af3)", 

since mu l t ipl ication i s  commutative .  [Axiom (M2) i n  Defin i t ion 1 . 1 2 .] 
The un iqueness assert ion of Theorem 1 .2 1  shows therefore that 

(ab) lfn = a{J = alfnblfn . 

1.22 Decimals We conclude th i s  sect ion by point ing out the relati on between 
real numbers and decimals . 

Let x > 0 be real . Let n0 be the largest i nteger such that n0 < x. (Note that 
the exi stence of n0 depends on t he archi medean property of R.) Having chosen 
n0, n1, . • • •  nk _ 1, let nk be the largest i nteger such that 

Let E be the set of these numbers 

(5) (k = 0, 1 , 2, . .. ) . 

Then x � sup E. The deci mal expansion of xis 

(6) 

Conversely ,  for any infin ite decimal (6) the set E of numbers (5) i s  bounded 
above. and (6) i s  the decima l expans ion of sup E. 

Since we shal l  never use dec imals ,  we do not enter into a detai led 
di scussion . 

THE E XTEN DED REAL NUMBER SYSTEM 

1.23 Definition The extended real number systen1 consi sts of the rea l field R 
and two sytnbols. + ·� and - oo. We preserve the original order i n  R, and 
define 

-oo < x < +oo 
for every x E R. 
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It  is then clear that + oo is an upper bound of every subset of the extended 
real number system, and that every nonempty subset has a least upper bound. 
I f, for example, E is a nonempty set of real numbers which is not bounded 
above in R, then sup E = + oo in the extended real number system. 

Exactly the same remarks apply to lower bounds. 

The extended real number system does not form a field ,  but it is  customary 
to make the following conventions: 

(a) If x i s  real then 

X+ 00 = + 00, X - 00 = -00, 
X 

= � = 0. 
+ oo - oo 

(b) I f  x > 0 then x · ( + oo) = + oo, x · ( -oo) = -oo. 
(c) I f  x < 0 then x · ( + oo) = -oo, x · ( - oo) = + oo. 

When it i s  desired to make the distinction between real numbers on the 
one hand and the symbols + oo and - oo on the other quite explicit, the former 
are called finite. 

THE COMPLEX FIELD 

1.24 Definition A complex number i s  an ordered pair (a, b) of real numbers. 
"Ordered" means that (a, b) and (b, a) are regarded as distinct if a "# b. 

Let x = (a, b), y = (c, d) be t .. �o complex numbers. We write x = y i f  and 
only if a = c and b = d. (Note that this definition is not entirely superfluous ; 
think of equality of rational numbers, represented as quotients of i ntegers.) We 
define 

x + y = (a + c, b + d), 

xy = (ac - ba, ad + be). 

1.25 Theorem These definitions of addition and lnultiplication turn the set of 
all complex numbers into a field, with (0, 0) and ( 1, 0) in the role of 0 and 1. 

Proof We simply verify the field axioms, as l isted in Definition 1.12. 
(Of course, we use the field structure of R.) 

Let x =(a, b), y = (c, d), z = (e,f). 
(Al) is clear. 
(A2) x + y = (a + c, b + d) = (c + a, d + b) = y + x. 
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(A3) (x + y) + z =(a+ c, b +d)+- (e,f) 
= (a + c + e, b + d +f) 
= (a, b) + (c + e, d +f)= x + (y + z)., 

(A4) X + 0 = (a, b) + (0, 0) = (a, b) = X. 
(A5) Put -x =( - a, - b). Then x + (-x) = (0, 0) = 0. 
( M 1) is clear. 
(M2) xy = (ac - bd, ad+ be) = (ca - db, da + cb) = yx. 
(M3) (xy)z = (ac- bd, ad+ bc)(e, f) 

= (ace - bde- adf- bcf, acf - bdf + ade +bee) 
= (a, b)(ce - df, cf + de) = x(yz) . 

(M4) lx = ( 1, O)(a, b) = (a, b) = x. 
(M5) If x -:F 0 then (a, b) "I= (0, 0), which means that at least one of the 
real numbers a, b is different from 0. Hence a2 + b2 > 0, by Proposition 
l.l8(d) , and we can define 

Then 

X. �= (a, b)c2 : b2 ' a2 -:.b

b2) = (1, 0) = J. 

(D) x(y + z) =(a, b)(c + e , d +f) 

= (ac + ae - bd- bf, ad+ af + be + be) 

= (ac- bd, ad+ be)+ (ae - bf, af +be) 

= xy + xz. 

1.26 Theorem For any real nun1bers a and b we have 

(a, 0) + (b, 0) = (a + b, 0), (a, O)(b, 0) = (ab, 0). 

The proof is trivial. 

Theorem 1.26 shows that the complex numbers of the form (a, 0) have the 
same arithmetic properties as the corresponding real numbers a. We can there
fore identify (a, 0) with a. This identification gives us the real field as a subfieJa 
of the complex field. 

The reader may have noticed that we have defined the complex numbers 
without any reference to the mysterious square root of - 1 .  We now show that 
the notation (a, b) is equivalent to the more customary a + bi. 

1.27 Definition i = (0, 1 ) . 
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1 .28 Theorem i2 = - I. 

Proof i2 = (0, I)(O, I )= ( - 1 ,  0) = - 1. 

1 .29 Theorem If a and b are real, then (a, b) = a + hi. 

Proof 

a +  bi =(a, 0) + (b, 0)(0, I) 

= (a, 0) + (0, b) = (a, b). 

1 .30 Definition If a, b are real and z =a+ hi, then the complex number 
z =a- bi is called the conjugate of z. The numbers a and b are the real part 

and the in1aginary part of z, respectively . 
We shall occasionally write 

a= Re(z), b = lm(z). 

1 .31 Theorem If z and w are complex, then 

(a) 
(b) 
(c) 
(d) 

z + w = z + w, 
zw = z . w ' 
z + z = 2 Re(z), z-z = 2i Im(z), 
zz is real and positive (except when z = 0) . 

Proof (a), (b), and (c) are quite trivial. To prove (d), wr ite z = a + hi, 
and note that zz = a 2 + b2• 

1 .32 Definition If z is a complex number , its absolute value I z I is the non
negative square root of zz; that is, I z I = (zz)112• 

The existence (and uniqueness ) of I zl fol lows from Theorem 1.21 and 
part (d) of Theorem I.3 1. 

Note that when x is real, then x = x, hence lxl =J x2• Thus lxl = x 
ifx>O, lxl = -xifx<O. 

1 .33 Theorem Let z and w be complex numbers. Then 

(a) lzl > 0 unless z = 0, 1 01 = 0, 
(b) lzl = lz l , 
(c) lzwl = lzll wl, 
(d) IRe z I < I z I, 
(e) lz+wl<lzl+lwl. 
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Proof (a) and (b) are tr iv ial . Put z = a + bi, w = c + di, with a, b, c, d 
real. Then 

I zw \2 = (ac - bd)2 + (ad + bc)2 = (a2 + b2)(c2 + d2) = I z 121 w 12 

or I zw 12 = ( I  z I I w I )2 • Now (c) follows from the uniqueness assertion of 
Theorem 1.21. 

To prove (d), note that a2 < a2 + b2, hence 

lal = Ja2 < Ja2 + b2. 

To prove (e), note that zw is the conjugate of zw, so that zw + zw = 
2 Re (zw ) . Hence 

lz + w l 2 = (z + w){z + w) = zz + zw + zw + ww 

= I z 12 + 2 Re (zw) + I w \ 2 
< I z 12 + 21 zw I + I w I 2 

= I z I 2 + 21 z I I w I + I w I 2 = <I z I + I w I )2• 

Now (e) follows by tak ing square roots. 

1.34 Notation If x1, • • •  , Xn are complex numbers, we write 
n 

xl + x2 
+ . . . + Xn = L xi. 

J=l 

We conclude this section with an important inequality, usually known as 
the Schwarz inequality. 

1 .35 Theorem If a 1, • • • , an and b1, • • •  , bn are complex numbers, then 

n 
'a·D· � J J 

j= 1 

Proof Put A = l: I ai 12, B = l: I bi 12, C = l:ai 5i (in all sums in th is proof, 
j runs over the values 1 ,  . . .  , n). I f  B = 0, then b1 = · · · = bn = 0, and the 
conclusion is trivial. Assume therefore that B > 0. By Theorem 1.3 1 we 
have 

L I Bai - Chi 12 = L (Bai - Cbi)(E'ai - Chi) 

= B2 L I ai 12 - BC L ai 5i - BC L ai hi + I C \ 2 L I bi 12 
= B2A - B I C I 2 

= B(AB - I Cl2). 
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Since each term in the first sum is nonnegative, we see that 

B(AB -I Cl2) > 0. 

Since B > 0, it follows that AB -I Cl2 > 0. This is the desired inequality. 

EUCLIDEAN SPACES 

1.36 Definitions For each positive integer k, let Rk be the set of all ordered 
k-tuples 

X = (X 1 , X 2 , • • •  , X 
k
), 

where x1, • • •  , x
k 

are real numbers, called the coordinates of x. The elements �f 
Rk are called points, or vectors, especially when k > 1. We shall denote vectors 
by boldfaced letters. If y = (y1, • • • , Yk) and if a is a real number, put 

x + Y = (xl + Yt , · · · , xk + Yk), 

etx = ( ax1, ... , axk) 

so that x + y E Rk and axE Rk. This defines addition of vectors, as well as 
multiplication of a vector by a real number (a scalar). These two operations 
satisfy the commutative, associative, and distributive laws (the proof is trivial, 
in view of the analogous laws for the real numbers) and make Rk into a vector 
space over the real field. The zero element of Rk (sometimes called the origin or 
the null vector) is the point 0, all of whose coordinates are 0. 

We also define the so-called "inner product" (or scalar product) of x and 

y by 
k 

X . y = L XiYi 
i= 1 

and the norm of x by 

I X I = (X • x)l /2 = ( t xf r /2. 

The structure now defined (the vector space Rk with the above inner 
product and norm) is called euclidean k-space. 

1.37 Theorem Suppose x, y, z E Rk, and a is real. Then 

(a) lxl > 0; 
(b) I xl = 0 if and only ifx = 0; 

(c) I ax I = I a I I x I ; 
(d) I X • y I < I X II y I ; 
(e) lx+yl <lxl + IYI; 
(f) lx-zl < lx-yl + ly-zl. 
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Proof (a), (b), and (c) are obvious, and (d) i s  an immediate consequence 
of the Schwarz i nequality. By (d) we have 

I x + y 12 = (x + y) · (x + y) 

=x·x+2x·y+y·y 

< lxl2 + 2lxiiYI + I Y I 2 
= ( I X I + I y I )2' 

so that (e) i s  ptoved . Finally, (/) follows from (e) if we replace x by 
x - y and y by y - z. 

1.38 Remarks Theorem 1.37 (a), (b), and (/) wi ll allow us (see Chap. 2) to 
regard R" as a metric space . 

R1 {the set of all real numbers) is usually called the line, or the real line. 
Likewise, R2 is called the plane, or the complex plane (compare Definitions 1.24 
and 1.36). In these two cases the norm is  just the absolute value of the corre
sponding real or complex number. 

APPENDIX 

Theorem 1.19 wi ll be proved in this appendix by constructing R from Q. We 
shall divide the construction into several steps. 

Step 1 The members of R will be certain subsets of Q, called cuts. A cut is, 
by definition, any set a. c Q with the following three properties. 

{I) a. i s  not empty, a. :F Q. 
(I I )  J f p e a., q e Q, and q < p, then q e a.. 

(I I I ) I f  pea., then p < r for some rea.. 

The letters p, q, r, . . . wil l always denote rational numbers, and a., p, y, . . .  
will denote cuts. 

Note that (I ll) simply says that a. has no largest member ; ( I I )  implies two 
facts which will be used freely : 

I f  pea. and q ¢a. then p < q. 
I f  r ¢ a. and r < s then s ¢ a.. 

Step 2 Define "a.< P" to mean : a. i s  a proper subset of p. 
Let us check that this meets the requirements of Definition 1.5. 
I f  a.< p and P < y it is clear that a.< y. (A proper subset of a proper sub

set i s  a proper subset.) I t  is also clear that at most one of the three relations 

a.< p, a.= p, P<a. 
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can hold for any pair �, {3. To show that at least one holds, assume that the 
first two fai l .  Then r:x i s  not a subset of {3. Hence there is a p e a with p ¢ p. 
I f  q e {3, i t  fol lows that  q < p (since p ¢ {3) , hence q e a, by ( I  1) . Thus f3 ca. 
Since {3 ¥= r:x, we concl ude: fi < a. 

Thus R i s  now an ordered set . 

Step 3 The ordered set R has the least-upper-bound property. 
To prove th is, let A be a nonempty �ubset of R, and assume that fiE R 

i s  an upper bound of A. [)efine y to be the un ion of al l  a EA. In other words, 
p e y if and only i f  p E � for some ct eA. We shal l prove that y e R and that 
y = sup A. 

Since A i s  not empty. there exists an r:x0 eA. This et0 i s  not empty. S i nce 
a0 c y. )' is not en1pty. 1\.cxt, i' c [I (si nce 'X c {3 for every a E A), and therefore 
y "# Q. Th us y sati sfies property (1) .  To prove ( I I )  and ( I I I ) , p ick p E y. Then 
p e r:x1 for some C(1 e A. I f  q < p, then q e ct1, hence q E y; ih is p roves (I I ) . I f  
r e a1 i s  so chosen that r > p, we see that r e y (since a1 c }') ,  and therefore y 
satisfies ( I I 1) . 

Thus y E R.  
I t  i s  clear that C( < i' fc'r every et E A. 
Suppose b < y. Then there i s  an s E y and that s ¢ J. Since s E y, s E r:x 

for some r:x E A. Hence 6 < �. and i5 i s  not an upper bound of A. 
This  gives the desi red resu l t : y = sup A. 

Step 4 I f  r:x E R and f3 E R we define a + {3 to be the set of a11 sums r + s, where 
r e a and s E fi. 

We define 0* to be the se t of  a l l  negative rat ional numbers. It i s  clear that 
0* i s  a cut. We verify that the axion1s .for addition (see Definit ion I . 1 2) hold in 
R, with 0* playing the role of' 0. 

(Al) We have to show that a + {J i s  a cut. It i s  c lear that a + f3 i s  a 
nonempty subset of Q. Take r' ¢ et, s' ¢ [3. Then r' + s '  > r + s for al l  
choices of r e ct, s e fi. Thus r' + s' ¢a + {3. It fol lows that a. + {3 has 
property ( I ) . 

Pick pea+ {3. Then p = r + s, with rea, se {3. If q <p, then 
q-s < r, so q-se'Y.. and q=(q-s)+sea+{J. Thus ( I I )  holds. 
Choose tea so that t > r. Then p < t +s and t +sea+ {3. 'fhus (III) 
holds. 
(A2) r:x + {3 i s  the set of al l r + s, with rea, s e {3. By the same definit ion , 
{3 +a i s  the set of al l  s + r. Since r + s = s  + r for al l  re Q, s e Q, we 
have a + {3 = {3 + �. 
(A3) As above, this fol lo\vs from the associative law i n  Q. 

(A4) If r e a and s e 0*. then r + s < r, hence r + sect. Thus a. + 0* c a. 
To obtain  the opposite i nclusion, pick p e a, and pick rEa, r > p. Then 
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p-re 0*, and p = r +(p-r) ea.+ 0*. Thus a. ca.+ 0*. We conclude 
that a. + 0* = a.. 
(A5) Fix a. e R. Let P be the set of all p with the following property : 

There exists r > 0 such that -p -r ¢ a.. 

I n  other words, some rational number smaller than -p fai l s  to 
be in a.. 

We show that PeR and that a.+ {3 = o:. 
I f  s¢a. and p = -s -1, then -p - 1  ¢a., hence pe {J . So {3 i s  not 

empty. If q e a, then -q ¢ {3. So {3 # Q .  Hence {3 satisfies (1) .  
Pick p e {3, and pick r > 0 ,  so that -p-r ¢a. I f  q < p, then 

-q-r > -p -r, hence -q- r ¢ a. Thus q e {3, and (II) holds. Put 
t = p + (r/2). Then t > p, and - t - (r/2) = -p - r ¢a, so that t e {3. 
Hence {3 satisfies (I I I) . 

We have proved that {3 e R. 
If r e a. and s E fJ, then -s ¢ a, hence r < -s, r + s < 0. Thus 

a.+ p c 0*. 
To prove the opposite inclusion, pick v e 0* , put w = - vf2. Then 

w > 0, and there i s  an i nteger n such that nw e a but (n + 1 )w ¢a.. (Note 
that thi s  depends on the fact that Q has the archi medean property ! )  Put 
p = - (n + 2)w. Then p e {3, s ince -p- w ¢ �, and 

v=nw+pea.+{3. 
Thus 0* c a + f3. 

We conclude that a + f3 = 0* . 
This {3 will of course be denoted by - �-

Step 5 Having proved that the addi t ion defined in  Step 4 sati sfies Axioms (A) 
of Definit ion 1 . 1 2, it fol lows that Proposition  1 . 1 4 i s  val id i n  R, and we can 
prove one of the requi rements of Definition 1 .1 7 :  

/f a, {3, y E Rand {3 < y, then a+ f3 <a.+ y.  
Indeed , i t  i s  obvious from the defi ni ti on of + i n  R that a + {3 c a + y;  if 

we had a + f3 = a + y, the cance1 1ation law (Proposit ion 1 . 1 4) would imply 
{3 = y. 

I t  also follows that a. > 0* if  and only if -a. < 0*. 

Step 6 Multiplication is a little more bothersome than add it ion in the present 
context ,  since products of negative rationals are positive. For this reason we 
confine ourselves first to R +, the set of all a e R with a > 0*. 

I f  a. e R + and {3 e R + , we define a{J to be the set of al l p such that p < rs 
for some choice of rea., s e {3, r > 0, s > 0. 

We define 1 * to be the set of all q < 1 .  
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Then the axioms (M) and (D) of Definition 1.12 hold, with R+ in place ofF, 
and with 1 * in the role of 1. 

The proofs are so similar to the ones given in detail in Step 4 that we omit 
them. 

Note, in particular, that the second requirement of Definition 1.17 holds: 
If a > 0* and fJ > 0* then afJ > 0*. 

Step 7 We complete the definition of multiplication by setting aO* = O*a = 0*, 
and by setting 

( - a)( -P) if IX < 0*, fJ < 0*, 

rxfJ = - [(- a)fJ] if  a < 0*, f3 > 0* , 

- [a· ( - fJ)] if a> 0*, fJ < 0*. 

The products on the right were defined in Step 6. 
Having proved (in Step 6) that the axioms (M) hold in R+, i t  is now 

perfectly simple to prove them in R, by repeated application of the identity 
1 = - ( - y) which is part of Proposition 1.14. (See Step 5.) 

The proof of the distributive law 

a(fJ + y) = afJ + ay 

breaks into cases. For instance, suppose a > 0*, f3 < 0*, fJ + 1 > 0*. Then 
y = (fJ + y) + (- fJ), and (since we already know that the distributive law holds 
in R+) 

ay = a(/3 + y) + a · (-fJ). 

But a · (-fJ) = -(afJ). Thus 

af3 + ay = a(fJ + y) . 

The other cases are handled in the same way. 
We have now completed the proof that R is an orderedfield with the least

upper-bound property. 

Step 8 We associate with each r e Q the set r* which consists of all p e Q 
such that p < r. It is clear that each r* is a cut ; that i s, r* e R. These cuts satisfy 
the fol lowing relations : 

(a) r * + s* = (r + s)*, 
(b) r*s* = (rs)*, 
(c) r* < s* if and only if r < s. 

To prove (a), choose p e r* + s*. Then p = u + v, where u < r, v < s. 
Hence p < r + s, which says that p e (r + s)*. 
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Conversely, suppose p E (r + s)* . Then p < r + s. Choose t so that 
2t = r + s - p, put 

I I r = r - t, s = s - t. 

Then r 1  E r*, S1 E s*, and p = r' + s ' , so that p E r* + s* .  
Thi s proves (a) . The proof of  (b) i s  similar. 
I f  r < s then r E s* ,  but r ¢ r* ; hence r* < s* . 
I f  r* < s* , then there i s  a p E s* such that p ¢ r * .  Hence r < p < s, so 

that r < s. 
This proves (c) .  

Step 9 We saw in  Step 8 that the replacement of the rational numbers r by the 
corresponding "rational cuts ' ' r *  E R preserves sums, products, and order. This 
fact may be expressed by saying that the ordered field Q is isomorphic to the 
ordered field Q* whose elements are the rational cuts . Of course, r*  is by no 
means the same as r ,  but the properties we are concerned with (ari thmet ic  and 
order) are the same in the two fields .  

It is this identification of Q with Q* which allows us to regard Q as a 
subjield of R. 

The second part of Theorem 1 . 1 9  i s  to be understood i n  terms of this 
identification. Note that the same phenomenon occurs when the real numbers 
are regarded as a subfield of the complex field , and it also occu rs at a much 
more elementary level , when the integers are identified with a certa in  subset of Q. 

I t  i s  a fact, which we wi l l  not prove here, that any two ordered fields with 
the least-upper-bound property are isomorphic. The fi rst part of Theorem 1 . 1 9  
therefore characterizes the real field R completely. 

The books by Landau and Thurston ci ted in the Bibliography are enti rely 
devoted to number systems. Chapter I of Knopp's book contains a more 
leisurely description of how R can be obtained from Q. Another construction ,  
in  which each real number  is  defined to be an equ ivalence class of Cauchy 
sequences of rational numbers (see Chap. 3), is carried out in Sec. 5 of the book 
by Hewitt and Stromberg. 

The cuts i n  Q which we used here were invented by Dedekind . The 
construction of R from Q by means of Cauchy sequences is due to Cantor. 
Both Cantor and Dedekind published their constructions i n  1872. 

EXERCISES 

Unless the contrary is explicitly stated, all numbers that are mentioned in these exer

cises are understood to be real. 

1 .  If r is rational (r =I= 0) and x is irrational, prove that r + x and rx are irrational . 
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2. Prove that there is no rational number whose square is 1 2. 
3. Prove Proposition 1 . 1 5 . 

4. Let E be a nonempty subset of an ordered set ; suppose <X is a lower bound of E 

and f1 is an upper bound of E. Prove that <X < {1. 
S. Let A be a nonempty set of real numbers which is bounded below. Let - A  be 

the set of all numbers - x, where x E A.  Prove that 

inf  A =  - sup(- A). 

6. Fix b > 1 .  

(a) If m, n, p, q are integers, n > 0, q > 0, and r = m/n = p/q, prove that 

(bm) l /n = (b")l lq. 

Hence it makes sense to define b' = (hm) 1 '"· 
(b) Prove that b' + s  = h'bs i f  r and s are rational . 

(c) If x is real, define B(x) to be the set of all numbers br, where t is rational and 

t < x. Prove that h' = sup B(r) 

when r is rational. Hence it makes sense to define 

h" = sup B(x) 

for every real x. 

(d) Prove that h" + '  = h"h' fc. all real x and y. 

7. Fix b > 1 ,  y > 0, and prove that there is a unique real x such that h" = y, by 

completing the following outline. (This x is called the logarithm of y to the base b.)  

(a) For any posit ive integer n, b" - 1 > n(b - 1 ). 
(b) Hence b - 1 > n(b 1 1" - 1 ). 

(c) If t > 1 and n > (b - 1 )/(t - 1 ), then b 1 1" < t. 

(d) If w is such that bw < y, then bw + o tn> < y for sufficiently large n ;  to see this, 

apply part (c) with t = y · b - w. 
(e) If bw > y, then bw - o tn> > y for sufficiently large n. 
(/) Let A be the set of all w such that bw < y, and show that x = sup A satisfies 
h" = y. 

(g) Prove that this x is unique. 

8. Prove that no order can be defined in the complex field that turns it into an ordered 

field. Hint: - 1  is a square. 
9. Suppose z = a + hi, w = c + di. Define z < w if a < c, and also if  a = c but 

b < d. Prove that this turns the set of all complex numbers into an ordered set .  
(This type of order relation is ca11ed a dictionary order, or lexicographic order, for 

obvious reasons.) Does this ordered set have the least-upper-bound property ? 

10. Suppose z = a + hi, w = u + iv, and - ( l w l + u) 1 1 2  
a - , 

2 
b - . _ ( I w I - u) 1 1 2  

2 
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Prove that z2 = w if v > 0 and that (z)2 = w if v < 0. Conclude that every complex 
number (with one exception ! )  has two complex square roots . 

11.  If z is a complex number, prove that there exists an r > 0 and a complex number \ 
w with I w l = 1 such that z = rw. Are w and r always uniquely determined by z ?  

12. I f  z. , . . .  , z, are complex, prove that 

l z1 + z2 + · · · + z, l  < l zt l + l z2 l  + · · · + l z, j . 

13. If  x, y are complex, prove that 

l lx i - IY I I  < l x - y l . 

14. If z is a complex number such that I z I = 1 ,  that is, such that zz = 1 ,  compute 

1 1 + z l 2 + l l - z l 2 . 

15. Under what conditions does equality hold in the Schwarz inequality ? 
16. Suppose k > 3 ,  x, y E R", I x - y I = d > 0, and r > 0. Prove : 

(a) I f  2r > d, there are infinitely many z E R" such that 

l z - x l = l z - y l = r. 

(b) If 2r = d, there is exactly one such z. 
(c) If 2r < d, there is no such z. 
How must these statements be modified i f  k is 2 or 1 ? 

17. Prove that 

l x  + Y l 2 + l x - Y l 2 = 2 l x l 2  + 2 I Y I 2  

if x E R" and y E R". Interpret this geometrical ly, as a statement about parallel

ograms. 

18. If k > 2 and x E R", prove that there exists y E R" such that y -::/= 0 but x · y = 0. 
Is this also true if k = 1 ?  

19. Suppose a E R", b E  R" . Find c E R" and r > 0 such that 

l x - a l = 2 l x - b l 

if and only if I x - c I = r. 
(Solution: 3c = 4b - a, 3r = 2 l b - a l .) 

20. With reference to the Appendix, suppose that property (III) were omitted from the 
definition of a cut . Keep the same definitions of order and addition . Show that 

the resulting ordered set has the least-upper-bound property, that addition satisfies 
axioms (A I )  to (A4) (with a slightly different zero-element ! )  but that (AS) fai ls. 



2 
BASIC TOPOLOGY 

FINITE, COUNT ABLE, AND UN COUNT ABLE SETS 

We begin this section with a definition of the function concept. 

2.1 Definition Consider two sets A and B, whose elen1ents may be any objects 
whatsoever, and suppose that with each elen1ent x of A there is associated, in 
some manner, an element of B, which we denote by f(x). Then f is said to be a 
.function from A to B (or a n1apping of A into B). The set A i s  called the domain 
of.! (v'e also say .f is defined on A), and the elements f(x) are cal led the values 
off The set of al l values off is cal led the range off 

2.2 Definition Let A and B be two sets and let f be a mapping of A i nto B. 
If  E c A , f(E) i s  defined to be the set of all elements f(x), for x e £. We cal l 
f(J:) the inzage of E under f In this notation, .f(A ) is the range off I t  is clear 
thatf(A ) c B. I f�f(A ) =-= B, we say thatj' maps A onto B. (Note that, according 
to this usage� onto is tn o rc specific tP�n into. ) 

I f  r; c B, .f. _ 1 ( E) denotes the set of all x e A such that f(x) e E. We call 
/ - 1 (E) the inverse inzage of E under f If y E B, f- 1 (y) is the set of all x e A 
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such that f(x) = y. I[  for each y e B, _{ - 1 (. r) cons ists of a t  most o ne elc rnent 
of A ,  then f is said to be a 1 -1 (one-to-one) n1apping of A into B Thi s may 
also be expressed as follows : f is a 1 - 1 mapping of A into B provided that 

f(x1 ) =I= f(x2) whenever x1 =F x2 , x1 e A,  x2 e A .  
(The notation x. =1= x2 means that x. and x2 are distinct elements ; otherwise 

we write x. = X2 . )  

2.3 Definition If there exists a 1 - 1 mapping of A onto B, we say that A and B, 
can be put in 1 - 1 correspondence, or that A and B have the same cardinal number, 

or briefly, that A and B are equivalent, and we write A - B. This relation clearly 
has the following properties: 

I t  i s  reflex ive : A ,_ A .  

I t  i s  sym n1ctric :  I f  A ,_ B .  then JJ . ._ A .  

I t  i s  t rans i tive : I f  A ,_ B and B ,_ c·, then A -. c· . 

Any relation with these three properties is called an equivalence relation. 

2.4 Definition For any positive integer n ,  let Jn be the set whose elements are 
the integers 1 , 2, . . .  , n ;  let J be the set consisting of all positive integers. For any set 
A ,  we say: 

(a) A is finite if A - Jn for some n (the empty set is also considered to be 
finite) . 

(b) A is infinite if A is not finite. 
(c) A is countable if A - J. 
(d) A is uncountable if A is neither finite nor countable. 
(e) A is at most countable if A is finite or countable . 

Countable sets are sometimes called enumerable, or denumerable. 

For two fi nite sets A and B. \ve eviden t l y  have A ,_  B 1 f  a n d o n l y i f  . 1  a n d 
B con ta in the same n u mbe r  o f  e le me n t s . For i n fi n i t e set s .  however, the  idea of 
uhaving the san1e number of elements• • becomes q u i te vague.  '" hereas the  not i o n  

of 1 - 1  correspondence retai n s  its clar i ty .  

2.5 Example Let A be the  set of a l l  i ntegers . Then A I S  cou n ta b le . For. 

consider the fol low ing arrangen1ent  of the sets A and J :  

A : 0, I ,  - I ,  2, - 2. 3,  - 3, . . . 
J: I ,  2, 3,  4 ,  5, 6, 7 ,  . . . 
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We can, in  this example, even give an explicit formula for a function f 
from J to A which sets up a 1 - l  correspondence : 

(n even), 

(n odd). 

2.6 Remark A finite set cannot be equivalent to one of i ts proper subsets . 
That this is ,  however, possible for infinite sets , is shown by Example 2. 5, in 
which J is a proper subset of A .  

In fact, we could replace Definition 2 .4(b) by the statement : A is infini te if  
A is equivalent to one of its proper subsets . 

2. 7 Definition By a sequence, we mean a function f defined on the set J of al l  
positive integers . If f(n) = xn , for n e J, i t  is customary to denote the sequence 
f by the symbol {xn}, or sometimes by xb x 2 , x3 , • • • • The values off, that is ,  
the elements xn , are called the terms of the sequence . If A is a set and if xn e A 
for all n e J, then {xn} is said to be a sequence in A ,  or a sequence of elements of A .  

Note that the terms x 1 ,  x 2 , x 3 , • . •  of a sequence need not be disti net. 
Since every countable set i s  the range of a 1 - 1  function defined on J, we 

may regard every countable set as the range of a sequence of distinct terms. 
Speaking more loosely, we may say that the elements of any countable set can 
be "arranged in a sequence ." 

Sometimes i t  i s  convenient to replace J in this definition by the set of all 
nonnegative integers , i .e. , to start with 0 rather than with l .  

2.8 Theorem Every infinite subset of a countable set A is countable. 

Proof Suppose E c A , and E i s  infinite. Arrange the elements x of A i n  
a sequence {xn} of distinct elements. Construct a sequence {nk} as follows : 

Let n 1 be the smallest posit ive integer such that Xn 1 e £. Having 
chosen n1 , • • •  , nk _ 1 (k = 2, 3, 4, . . . ), let nk be the smallest i nteger greater 
than nk _ 1 such that xh" e E. 

Putting f(k) = xn" (k = I ,  2, 3, . . .  ), we obtain a 1 - 1  correspondence 
between E and J. 

The theorem shows that, roughly speaking, countable sets represent 
the "smallest" infinity : No uncountable set can be a subset of a countable 
set. 

2.9 Definition Let A and Q be sets, and suppose that with each element ex of 
A there is  associated a subset of Q which we denote by Ea. . 
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The set whose elements are the sets E2 will be denoted by {Ecz} . Instead 
of speaking of sets of sets , we shall sometimes speak of a collect ion of sets, or 
a family of sets . 

The union of the sets Ecz i s  defined to be the set S such that x E S if  and only 
if  x E Ecz for at least one (1 E A .  We use the notat ion 

( I ) 

If A consists of the i ntege rs 1 ,  2,  . . .  , n, one usually \\'rites 

n 
(2) S = U Em 

m = l 

or 

(3) 

If A i s  the se t of all pos i t ive i n tegers,  the usua l notation is 

(4) 

The 'iym bol oo i n  (4) merely i nd icates that  the u n i on of a countable col
lect ion of �ets is  taken,  and s h o uld n ot be confused with the sytnbols + oo ,  - oo ,  
i n t roduc ed i n  Defi n i t i o n  1 . 23 . 

The intersection of the sets Ea is defined to be the set P such that x E P if 
and only if x E Ea for every a E A .  We use the notation 

(5) 

or 

(6) 

u r  

. 7 \  � / 

n 
P = n E"' = E 1 n E 2 n · · · n E,, , 

m -= 1 

OC· 
P = () Em , 

m = l 

as for unions . If A r. B is not empty, we say that A and B intersect ; otherwise they 

are a sjoint. 

2. 1 0  Examples 

(a) Suppose E consists of 1 ,  2, 3 and E2 consists of 2, 3 , 4. Then 
E. u £2 consists of 1 ,  2, 3 , 4, whereas £1 r._ E2 consists of 2, 3 . 
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(b) Let A be the set of real numbers x such that 0 < x < l .  For every 
x E A, let Ex be the set of real numbers y such that 0 < y < x. Then 

(i) 
( i i) 

( i i i) 

Ex c Ez if and only if 0 < x < z < 1 ; 
U Ex = £1 ; x e A  

n Ex is empty ; 
x e A  

(i) and (i i) are clear. To prove (i i i) ,  we note that for every y > 0, y ¢ Ex 
if X < )'. Hence y ¢ nxe A Ex . 

2.1 1  Remarks Many properties of unions and intersections are quite si milar 
to those of sums and products , in fact, the words sum and product were some
times used in  this connection , and the symbols r and n were written in " place 
of u and n .  

(8) 

(9) 

The commutative and associative laws are trivial : 

A u B = B u A · ' A n B = B r. A . 

(A u B) u C = A  u (B u C) ; (A n B) n C = A n (B n C). 
Thus the omission of parentheses in (3) and (6) is j ustified . 

The distributive law also holds : 

( 1 0) A n (B lJ C) = (A n B) u (A n C). 

To prove this, l et the left and right members of ( 1 0) be denoted by E and F, 
respectively. 

Suppose x E £. then x E A and x E R u C, that is, x E B or x E C (pos
sibly both) .  Hence x E A n B or x E A n C, so that x E F. Thus E c;: }"'. 

Next, suppose x E F. Then x E A n B or x E A n C. That is, x E A ,  and 
x E B u C. Hence x E A n (8  u ('), so that F c E. 

I t  follows that E = F. 
We l ist a few more relations which are easi ly verified : 

( 1 1 )  

( 1 2) 

A c A u  B, 

A n B c: A . 

If 0 denotes the empty set, then 

(13) 

If A c: B, then 

( 1 4) 

A u  0 = A , 

A u  B = B, 

A n  0 = 0. 

A n  B = A . 
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2.12 Theorem Let {En}, n = I ,  2, 3 , . . .  , be a sequence of countable sets, and put 

00 
( 1 5) S = U En .  

n = 1 
Then S is countable. 

Proof Let every set En be arranged in  a sequence {xnk} ,  k = I ,  2, 3, . . .  , 
and consider the infinite array 

X2 4 
( 1 6) X34 

( 1 7) 

X4 3 X4 4 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

in which the elements of En form the nth row. The array sontains all 
elements of S. As indicated by the arrows, these elements can be 
arranged in a sequence 

" 
If  any two of the sets En have elements in  common, these will appear more 
than once in ( 1 7). Hence there is a subset T of the set of all positive 
integers such that S ,_ T, which shows that S is at most countable 
(Theorem 2. 8). Since £1 c S, and £1 is infinite, S is infinite, and thus 
countable. 

Corollary Suppose A is at most countable, and, for every ex e A ,  Ba is at most 
countable. Put 

Then T is at most countable. 
For T is equivalent to a subset of ( 1 5). 

2.13 Theorem Let A be a countable set, and let Bn be the set of all n-tuples 
(a1 , • • • , an), where ak e A (k = I ,  . . . , n), and the elements a1 , • • •  , an need not be 
distinct. Then Bn is countable. 

( 1 8) 

Proof That B1 is countable is evident, since B1 = A . Suppose Bn _ 1 is 
countable (n = 2, 3 , 4, . . . ) .  The elements of Bn are of the form 

(b, a) (b E Bn - 1 , a E A). 

For every fixed b, the set of pairs (b, a) is equivalent to A ,  and hence 
countable. Thus Bn is the union of a countable set of countable sets . By 
Theorem 2. 12, Bn i s  countable. 

The theorem follows by induction. 
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Corollary The set of all rational numbers is countable. 

Proof We apply Theorem 2. 1 3 , with n = 2, noting that every rational r 
i s  of the form b/a, where a and b are integers . The set of pairs (a, b), and 
therefore the set of fractions bfa, is countable. 

In fact, even the set of all algebraic numbers is countable (see Exer
cise 2). 

That not all infinite sets are, however, countable, is shown by the next 
theorem . 

2.14 Theorem Let A be the set of all sequences whose elements are the digits 0 
and 1 .  This set A is uncountable. 

The elements of A are sequences l ike I ,  0, 0, l ,  0, I ,  I ,  1 ,  . . . .  
Proof Let E be a countable subset of A ,  and let E consist of the se-• 
quences s1 , s2 , s3 , . . . . We construct a sequence s as follows. If the nth 
digit in sn is I ,  we let the nth digit of s be 0, and vice versa. Then the 
sequence s differs from every member of E in at least one place ; hence 
s ¢ E. But clearly s E A ,  so that E is a proper subset of A .  

We have shown that every countable subset of A is a proper subset 
of A .  It follows that A is uncountable (for otherwise A would be a proper 
subset of A , which is absurd). 

The idea of the above proof was first used by Cantor, and is cal led Cantor's 
d iagonal process ; for, if the sequences s1 , s2 , s3 , • • •  are placed in an array like 
( 1 6), it is the elements on the diagonal which are involved in the construction of 
the new sequence. 

Readers who are famil iar with the binary representation of the real 
numbers (base 2 instead of 10) wi ll notice that Theorem 2. 14  implies that the 
set of all real numbers is uncountable. We shall give a second proof of this 
fact in  Theorem 2.43. 

METRIC SPACES 

2.15 Definition A set X, whose elements we shal l  call points, is said to be a 
metric space i f  with any two points p and q of X there is associated a real 
number d(p, q), called the distance from p to q, such that 

(a) d(p, q) > 0 if p i=  q ;  d(p, p) = 0 ;  
(b) d(p, q) = d(q, p) ; 
(c) d(p, q) < d(p, r) + d(r, q), for any r E X. 

Any function with these three properties is cal led a distance function, or 
a metric. 
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2.16 Examples The most important examples of metric spaces, from our 
standpoint, are the eucl idean spaces R\ especially R1 (the real l ine) and R2 (the 
complex· plane) ; the di stanc� i n  Rk i s  defined by 

( 1 9) d(x, y) = I x - y I 

By Theorem 1 . 37, the cond itions of Definition 2 . 1 5  are satisfied by ( 1 9) .  
It is important to observe that every subset Y of a n1etric space X i s  a metric 

space in its own right, with the same distance funct ion .  For it is clear that if  
condit ions (a) to (c) of Defin ition 2 . 1 5  hold for p, q�  r E X� they also hold i f  we 
restrict p, q, r to l ie in  Y. 

Th us every subset of a eucl idean space i s  a metric space. Other examples 
are the spaces rt'(K) and !e2(J1) ,  which are discussed i n  Chaps .  7 and 1 1 , respec
tively. 

2. 1 7  Definition By the scgnu?nt (a� b) we mean the set of al l real numbers x 

such that a <  x < b. 
By the interval [a, b] we mean the set of al l  real numbers x such that 

a < x < b. 
Occasional ly we sha l l  abo encou nter "hal f-open intervals" [a. b) and (a, b] ; 

the first consi sts of a l l  x such that a < x < b, the second of a ll x such that 
a < x < b. 

I f  a; < h ;  for i =: 1 ,  . . . , k ,  the set of all points x = (x1 • . . .  , xk) i n  Rk whose 
coord inates satisfy the inequal i t ies a; < xi < hi  ( I  < i < k) is cal led a k-eel/. 
Thus a 1 -cel l  is  an i nterval ,  a 2-cel l is  a rectangle, etc . 

I f  x e Rk and r > 0, the open (or closed) ball B with center at x and rad i us r 
i s  defined to be the set of all y E Rk such that I y - x I  < r (or I y - x I  < r) . 

We cal l  a set E c Rk convex if 

Ax + ( 1 - A. )y E E 

whenever x E £, y E E, and 0 < A. < I .  
For example, balls are convex. For i f  I y - x I  < r, I z - x I < r, and 

0 < A. < 1 , we have 

I ,1y + ( 1 - A. )z - x I = I A. (y -- x) + ( I - A.)( z - x) I 

< A I y - x I  + ( I - A.) I z - x I  < ).r + ( 1  - A.)r 

= r. 

The same proof appl ies to closed bal ls . It is also easy to see that k-cel ls are 
convex . 
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2.18 Definition Let X be a metric space. All points and sets mentioned below 

are understood to be elements and subsets of X. 

(a) A neighborhood of a point p is a set Nr(P) consisting of all points q 
such that d(p, q) < r. The number r is called the radius of Nr(p). 

(b) A point p is a limit point of the set E if every neighborhood of p 
contains a point q =I= p such that q e E. 

(c) If p e E and p is not a limit point of E, then p is called an isolated 
point of E. 

(d) E is closed if every limit point of E is a point of E. 
(e) A point p is an interior point of E if there is a neighborhood N of p 

such that N c E. 

(f) E is open if every point of E is an interior point of E. 
(g) The complement of E (denoted by Ec) is the set of all points p e X  

such that p ¢ E. 
(h) E is perfect if E is closed and if every point of E is a limit point 

of E. 
(i) E is bounded if there is a real number M and a point q e X such that 

d(p, q) < M for all p e E. 

(j) E is dense in X if every point of X is a limit point of E, or a point of 
E (or both). 

Let us note that in R1 neighborhoods are segments, whereas in R2 neigh
borhoods are interiors of circles. 

2.19 Theorem Every neighborhood is an open set. 

Proof Consider a neighborhood E = Nr(p), and let q be any point of E. 
Then there is a positive real number h such that 

d(p, q) = r - h. 

For all points s such that d(q, s) < h, we have then 

d(p, s) < d(p, q) + d(q, s) < r - h + h = r, 

so that s e E. Thus q is an interior point of E. 

2.20 Theorem If p is a limit point of a set E, then every neighborhood of p 
contains infinitely many points of E. 

Proof Suppose there is a neighb�rhood N of p which contains only a 
finite number of points of E. Let q1 , • . .  , q" be those points of N n E, 
which are distinct from p, and put 

r = min d(p, qm) 
1 S m S n  
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[we use this notation to denote the smallest of the numbers d(p, q1 ), . . • , 
d(p, qn)] . The minimum of a finite set of positive numbers is clearly posi
tive, so that r > 0. 

The neighborhood N,(p) contains no point q of E such that q :# p, 
so that p is not a limit point of E. This contradiction establishes the 
theorem. 

Corollary A finite point set has no limit points. 

2.21 Examples Let us consider the following subsets of R1 : 

(a) The set of all complex z such that I z I < I .  
(b) The set of all complex z such that I z I < I .  
(c) A finite set. 
(d) The set of all integers . 
(e) The set consisting of the numbers 1 /n (n = I , 2, 3 , . . . ) .  Let us note 
that this set E has a limit point (namely, z = 0) but that no point of E is 
a limit point of E;  we wish to stress the difference between having a limit 
point and containing one. · 
(f) The set of al l com plex numbers (that is ,  R2). 
(g) The segment (a, b). 

Let us note that (d), (e) , (g) can be regarded also as subsets of R 1 • 
Some properties of these sets are tabulated below : 

Closed Open Perfect Bounded 
(a) No Yes No Yes 
(b) Yes No Yes Yes 
(c) Yes No No Yes 
(d) Yes No No No 
(e) No No No Yes 
(f) Yes Yes Yes No 
(g) No No Yes 

I n  (g), we left the second entry blank . The reason i s  that the segment 
(a, b) is not open if we regard it as a subset of R 2 , but it is an open subset of R 1 • 

2.22 Theorem Let {Ea} be a (finite or infinite) collection o.lsets ECI. . Then 
(20) 

Proof Let A and B be the left and right mem bers of (20) . I f  x E A ,  then 
X ¢  Ua Ea ' hence X ¢  Ea for: any a ,  hence X E £� for every X ,  so that X E n  E� .  
Thus A c B. 
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Conversely, if x E B, then x E E� for every a, hence x ¢ E« for any a ,  
hence X ¢  u« E(% ' so that X E ( u« Ea)c . Thus B c A .  

It follows that A = B. 

2.23 Theorem A set E is open if and only if its complement is closed. 

Proof First, suppose Ec i s  closed . Choose x E E. Then x ¢ Ec, and x is 
not a limit point of Ec. Hence there exists a neighborhood N of x such 
that Ec n N is empty, that is ,  N c E... Thus x is an interior point of E, 
and E is  open. 

Next, suppose E is open.  Let x be a li mit point of Ec. Then every 
neighborhood of x contains a point of Ec, so that x is not an in terior point 
of E. Since E is open, this means that x E Ec. It fol lows that E·c is closed . 

Corollary A set F is closed if and only if its complenzent is open. 

2.24 Theorem 

(21 )  

(a) For any collection {Gal of open sets, U« G« is open. 

(b) For any collection {F«} of closed sets, na F« is closed. 
(c) For any finite collection G1 , . • .  , Gn of open sets, n7= 1 G; is open. 
(d) For any finite collection F1 , . . . , Fn of closed sets, U� = 1 Fi is closed. 

Proof Put G = u« Ga . If X E G, then X E G(% for some a. Since X is an 
interior point of G« , x is also an interior point of G, and G is open. This 
proves (a). 

By Theorem 2.22, 

(0 F,.r = v (F�). 
and F� is  open, by Theorem 2.23.  Hence (a) implies that (2 1 )  is open so 
that na F« is closed. 

Next, put H = n�= 1 Gi . For any X E H, there exi st neighborhoods 
Ni of x, with radii rb such that Ni c Gi (i = I ,  . . .  , n). Put 

and let N be the neighborhood of x of rad i us r. Then N c G; for i = I ,  
. . .  , n, so that IV c H, and H is open . 

By taking complements, (d) follows from (c) : 
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2.25 Examples In parts (c) and (d) of the preceding theorem, the finiteness of 

the col lections is essential . For let Gn be the segment (- ! , !) (n = 1, 2, 3, . . .  ) . 
n n .  

Then Gn is an open subset of R1• Put G = n: 1 Gn . Then G consists of a single 
point (namely, x = 0) and is therefore not an open subset of R1 . 

Thus the intersection of an infinite collection of open sets need not be open . 
Similarly, the union of an infinite collection of closed sets need not be closed . 
2.26 Definition If  X is a metric space, if E c X, and if E' denotes the set of 
all limit points of E in X, then the closure of E is the set E = E u E' . 

2.27 Theorem If X is a metric space and E c X, then 

(a) E is closed, 
(b) E = E if and only if E is closed, 
(c) E c F for every closed set F c X such that E c F. 

By (a) and (c), E IS  the smallest closed subset of X that contains E. 

Proof 
(a) If p e X and p ¢ E then p i s  neither a point of E nor a limit point of E. 
Hence p has a neighborhood which does not intersect E. The complement 
of E is therefore open. Hence E is  closed . 
(b) If E = E, (a) implies that E is closed. If E is closed, then E' c: E 
[by Definitions 2. 1 8(d) and 2.26] , hence E = E. 
(c) If F is closed and F -:::J E, then F -:::J F', hence F -:::J E'. Thus F -:::J E. 

2.28 Theorem Let E be a nonempty set of real numbers which is bounded above. 
Let y = sup E. Then y e E. Hence y e E if E is closed. 

Compare this with the examples in Sec. 1 .9 . 

Proof If y e E then y e E. Assume y ¢ E. For every h > 0 there exists 
then a point x e E such that y - h < x < y, for otherwise y - h would be 
an upper bound of E. Thus y is a limit point of E. Hence y e E. 

2.29 Remark Suppose E c Y c X, where X is a metric space. To say that E 
is an open subset of X means that to each point p e E  there is associated a 
posi tive number r such that the conditions d(p, q) < r, q e X imply that q e E. 
But we have already observed (Sec. 2 . 1 6) that Y is also a metric space, so that 
our definitions may equally well be made within Y. To be quite explicit, let us 
say that E is open relative to Y if to each p e E there is associated an r > 0 such 
that q e E whenever d(p, q) < r and q e Y. Example 2.2 l(g) showed that a set 
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may be open relative to Y without being an open subset of X. However, there 
i s  a s in1ple relat ion between these concepts ,  which we now state. 

2.30 Theorem Suppose Y c X. A subset E of Y is open relative to Y if and 
only if E = Y n G for some open subset G of X. 

Proof Suppose E i s  open relative to Y. To each p E E there i s  a posit ive 
number rP such that the conditions d(p, q)  < rP , q E Y imply that q E E. 
Let VP be the set of ai l  q E X such that d(p, q) < r P ,  and define 

G = U vp . 
p e E  

Then G i s  an open subset of X, by Theorems 2. 1 9  and 2.24. 
S ince p E vp for all p E E, i t  i s  clear that E c G n Y. 
By our choice of VP , we have VP n Y c E for every p E E, so that 

G n Y c E. Thus E = G n Y, and one half of the theorem i s  proved. 
Conversely, if  G i s  open i n  X and E = G n Y, every p E E has a 

neighborhood VP c G. Then VP n Y c E, so that E i s  open relative to Y. 

C OMPACT SETS 

2.31 Definition By an open cover of a set E i n  a metric space X we mean a 
collection { G a} of open subsets of X such that E c Ua Ga . 

2.32 Definition A subset K of a metric space X i s  said to be compact if every 
open cover of K contains a finite subcover. 

More expl icit ly, the requi rement is that if { Ga} i s  an open cover of K, then 
there are fi n itely many indices cx 1 , • • .  , cxn such that 

K e G u · · · u G  C! 1 C!n • 
The notion of compactness i s  of great i mportance in  analysis, especial ly 

in connection with continuity (Chap. 4) . 
I t  i s  clear that every finite set i s  compact. The existence of a large class of 

i nfinite compact sets in  Rk wil l  fol low from Theorem 2 .4 1 . 
We observed earl ier ( in Sec . 2 . 29) that i f  E c Y c ..-Y, then E may be open 

relative to Y without being open relative to X. The property of bei ng open thus 
depends on the space i n  which E is embedded . The same is true of the property 
of being closed . 

Compactness, however, behaves better, as we shall now see . To formu
late the next theoren1 . let us say, temporarily, that K is compact relat ive to X i f  
the requi rements of  Defini tion 2 .32 are met .  
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2.33 Th eorem Suppose K c:: Y c X. Then K is compact relative to X if and 
only if K is compact relative to Y. 

By virtue of this theorem we are able, in many situations, to regard com
pact sets as metric spaces in their own right, without paying any attention to 
any embedding space. In particular, although it  makes little sense to talk of 
open spaces, or of closed spaces (every metric space X is an open subset of itself, 
and is a closed subset of itself) , it does make sense to talk of compact metric 
spaces. 

(22) 

(23) 

Proof Suppose K is compact relative to X, and let { Vcr} be a collection 
of sets, open relative to Y, such that K c Ucr Vcr . By theorem 2. 30, there 
are sets Gcr , open relative to X, such that Vcr = Y n G« ,  for all oc ;  and since 
K is compact relative to X, we have 

K c Gcr , u · · · u Gcr,. 

for some choice of finitely many indices ct1 , • • •  , a:" . Since K c Y, (22) 
implies 

K C V « t U • • • U V «n • 

This proves that K is compact relative to Y. 
Conversely, suppose K is compact relative to Y, let {G«} be a cot .. 

lection of open subsets of X which covers K, and put Vcr = Y n Gcr . Then 
(23) will hold for some choice of ct1 , . . .  , ex" ; and since V« c G « ,  (23) 
implies (22). 

This completes the proof. 

2.34 Theorem Compact subsets of metric spaces are closed. 
Proof Let K be a compact subset of a metric space X. We shal l prove 
that the complement of K is an open subset of X. 

Suppose p E X, p ¢ K. If  q E K, let Vq and Wq be neighborhoods of p 
and q, respectively, of radius less than td(p, q) [see Definition 2. 1 8(a)]. 
Since K is compact, there are finitely many points q1 , • • •  , q" in K such that 

K c Wq 1 u · · · u Wq,. = W. 

If  V = Vq , n · · · n Vq, , then V is a neighborhood of p which does not 
intersect W. Hence V c Kc, so that p is an interior point of Kc. The 
theorem follows. 

2.35 Theorem Closed subsets of compact sets are compact. 

Proof Suppose F c K c X, F is closed (relative to X), and K is compact. 
Let { V«} be an open cover of F. If Fe is adjoined to { Vcr}, we obtain an 
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open cover Q of K. Since K is compact, there is a finite subcol lection <I> 
of Q which covers K, and hence F. If Fe is a member of <I>, we may remove 
it from <I> and sti l l  retain an open cover of F. We have thus shown that a 
finite subcollection of { Va} covers F. 

Corollary If F  is closed and K is compact, then F n K is compact. 

Proof Theorems 2. 24(b) and 2.34 show that F n K i s  closed ; stnce 
F n K c K, Theorem 2.35 shows that F n K is  compact. 

2.36 Theorem /f{Ka} is a collection of compact subsets of a metric space X such 
that the intersection of every finite subcollection of {Ka} is nonempty, then n Ka 
is nonempty. 

Proof Fix a member K1 of {Ka} and put Ga = K� . Assume that no point 
of K1 belongs to every Ka . Then the sets Ga form an open cover of K1 ; 
and since K1 is compact, there are finitely many indices ct 1 , • • •  , an such 
that K1 c Ga1 u · · · u Ga, . But this means that 

K1 n Ka, n · · · n Ka, 

is empty, in contradiction to our hypothesis. 

Corollary If {Kn} is a sequence of nonempty compact sets such that Kn :::> Kn + t 
(n = I ,  2, 3 ,  . . .  ), then nf Kn is not empty. 

2.37 Theorem If E is an infinite subset of a compact set K, then E has a limit 
point in K. 

Proof If no point of K were a limit point of E, then each q E K would 
have a neighborhood Vq which contains at most one point of E (namely. 
q, if q E £). It  is clear that no finite subcol lection of { Vq} can cover E;  
and the same is true of  K, since E c K. This contradicts the compactness 
of K. 

2.38 Theorem If {In} is a sequence of intervals in R 1 , such that In :::> In + 1 
(n = 1 , 2, 3,  . . .  ) , then nf In is not empty. 

Proof If In = [an , bn ] , let E be the set of all an . Then E is nonempty and 
bounded above (by b1 ) . Let x be the sup of E. If n1 and n are positive 
integers, then 

so that x < b'" for each m. Since i t  is obvious that am 
< x, we see that 

x E Im for m = I ,  2, 3, . . . .  
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2.39 'fheorem Let k be a positive integer. If {In} is a sequence of k-cel/s such 
that In ::) In + 1 (n = I ,  2, 3, . . .  ) , then n f In is not empty. 

Proof Let In consist of all points x = (x1, • • •  , xk) such that 

( I  < j < k ; n = 1, 2, 3, . . .  ) , 

and put In .i = [an ,j , bn ,j1 · For each j, the sequence {/n ,j} satisfies the 
hypotheses of Theorem 2 .38 .  Hence there are real numbers x;( I  < j < k) 
such that 

( I  <j < k ;  n = 1 ,  2, 3, . . .  ) . 

S 
. 

* - ( * *) h * 1 "' I 2 3 etttng x - x 1 ,  . . •  , xk , we see t at x E n • Of n = , , , . . . . 
theorem follows . 

2.40 Theorem Every k-eel/ is compact. 

The 

Proof Let I be a k-cell, consisting of all points x = {x1, • . • , xk) such 
that ai < xi < b i ( I  < j < k) . Put 

b = {t (bi - aj)l } l /2 

Then .I x - y I < b , i f  x E I, y E /. 
Suppose, to get a contradiction,  that there exists an open cover {G«} 

of I which contains no finite subcover of I. Put ci = (ai + bi)/2. The 
intervals [ai , ci] and [ci , bi] then determine 2k k-cells Q i whose union is I. 
At  least one of these sets Q i ,  cal l  it I1 , cannot be covered by any finite 
subcollection of {G«} (otherwise I could be so covered). We next subdivide 
I1 and continue the process . We obtain a sequence {In} with the following 
properties : 

(a) 1 ::)  I1 ::) 12 ::) I3 :::> • • • ; 
(b) In is not covered by any finite subcollection of {G«} ; 
(c) if X E In and Y E In , then I X - y I < 2 - n b .  

By (a) and Theorem 2 .39, there i s  a point x*  which lies in  every In . 
For some rx, x* E G« . Since G« is open, there exists r > 0 such that 
I y - x* I < r implies that y E G« . If n is so large that 2 - nb < r (there is 
such an n, for otherwise 2n < b/r for all positive integers n, which is 
absurd since R is archimedean), then (c) implies that In c G« , which con
trad icts (b) . 

This completes the proof. 

The equivalence of (a) and (b) in the next theorem is known as the Heine
Bore! theorem. 
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2.41 Theorem If a set E in Rk has one of the following three properties, then it 
has the other two: 

(a) E is closed and bounded. 
(b) E is compact. 
(c) Every infinite subset of E has a limit point in E. 

Proof I f  (a) holds, then E c: I for some k-cell /, and (b) follows from 
Theorems 2 .40 and 2 .35 .  Theorem 2.37 shows that (b) implies (c) . It 
remains to be shown that (c) implies (a) . 

I f  E i s  not bounded , then E contains points xn with 

(n = I ,  2, 3 ,  . . .  ) . 

The set S con�ist ing of these points x" i s  infin ite and clearly has no limi t 
point  in  R\ hence has none in E. Thus (c) implies that E is bounded . 

I f  E i s  not closed , then there i s  a point x0 E Rk which is a l imit  poi n t  
of  .c· but not a point of  E. For n = I ,  2, 3 ,  . . .  , there are points x" e E 
such that ! xn - x0 I < I fn . Let S be the set of these points x" . Then S is 
i nfin i te (otherwise I xr. - x0 I would have a constant posit ive val ue, for 
i nfini tely many n) , S has x0 as a l imit  point, and S has no other l imi t  
point in  Rk. For i f  y e R\ y :# x0 , then 

I Xn - Y I > I Xo - Y I - I Xn -- Xo I 

I 1 
> I Xo - Y I - n 

> 
2 I Xo - Y I 

for all but fi ni tely many n ;  th i s  shows that y i s  not a l imit point of S 
(Theorem 2 .20). 

Thus S has no l i 1n i t  poi nt i n  £ ;  hence E must be closed if (c) holds. 

We should remark , at this point ,  that (b) and (c) are equ ivalent i n  any 
metric space ( [ ,...erci�c 26) but that (a) does not, in general , imply (b) and (c) . 
Examples are furnished by Exerci se 1 6  and by the space 22, which i s  dis
cussed in Chap. I I . 

2.42 Theorem (Weierstrass) Every bounded infinite subset of Rk has a lilnit 
point in Rk. 

Proof Being bounded, the set E i n  question i s  a subset of a k-cel l  I c Rk. 

By Theorem 2 .40, I is compact, and so £ has a l imit point i n  /, by 
Theorem 2 . 37 .  
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PERFECT SETS 

2.43 Theorem Let P be a nonempty perfect set in Rk. Then P is uncountable. 

Proof Since P has l im i t  poi nts, P must be infinite. Suppose P is count
able , and denote the points of P by x1 , x2 , x 3 , • • • •  We shall construct a 
sequence { Vn} of neighborhoods, as fol lows. 

Let V1 be any neighborhood of x1 .  If V1 consists of all y E Rk such 
that I y - x1 I < r, the closure V1 of V1 is the set of all y E Rk such that 
I Y - x 1 l < r. 

Suppose Vn has been constructed, so that Vn n P is not empty. Since 
every point of P is a l im i t  point of P, there is a neighborhood Vn + 1 such 
that (i) vn + 1 c v, ' (i i )  Xn ¢ vn + 1 '  ( i i i )  vn + 1 (\ p is not empty. By (iii) ,  
Vn + 1 sati sfies our ind uction hypothesis ,  and the construction can proceed .  

Put Kn = Vn n P. Since Vn i s  closed and bounded, Vn is compact . 
Since xn ¢ K, + 1 , no point of P l ies in n f  Kn . Since Kn c P, this implies 
that n f  Kn is empty. But each K, is nonempty, by (iii), and Kn ::J,Kn + 1 ,  
by (i) ; th is contradicts the Corol lary to Theorem 2 . 36. 

Corollary Every interval [a, b] (a < b) is uncountable. In particular, the set of 
all real numbers· is uncountable. 

2.44 The Cantor set The set which we are now going to construct shows 
that there exist perfect sets in R 1 which contain no segment. 

Let E0 be the interval [0, l ] .  Remove the segment (!, j), and let E1 be 
the union of the intervals  

[0, !] [f, 1 ] .  

Remove the middle thi rds of these intervals ,  and let £2 be the union of the 
intervals 

[0 , � ] , [� , � ] , [g , � ] , [� , 1 ] . 

Continuing in th is way, we obta in a sequence of compact sets En , such that 

(a) £1 ::J E2 => £3 ::J • 
• 
• ; 

(b) En i s  the un ion of 2n 
intervals ,  each of length 3 - n. 

The set 

00 
P = n En 

n = 1 

is called the Cantor set. P is clearly compact, and Theorem 2.36 shows that P 
is not empty. 
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No segment of the form 

(24) 
(3k + 1 3k + 2) 3m ' 3m , 

where k and m are positive integers , has a point in  common with P. Since every 
segment (a, p) contains a segment of the form (24), i f  

P contains no segment. 

3 -m P - a 
< 

6 , 

To show that P is perfect, it is enough to show that P contains no  isolated 
point. Let x e P, and let S be any segment contain ing x. Let In be that i nterval 
of En which contains x. Choose n large enough,  so that In c S. Let Xn be an 
endpoint of In , such that Xn ¥= x. 

It  fol lows from the construction of P that xn e P. Hence x is a l imit point 
of P, and P is perfect. 

One of the most i nteresting properties of the Cantor set is that i t  provides 
us with an example of an uncountable set of measure zero (the concept of 
measure wil l  be discussed in Chap. I I ) .  

C ONNECTED SETS 

2.45 Definition Two subsets A and B of a metric space X are said to be 
separated if both A n B and A n B are empty, i .e . , if no point of A l ies in the 
closure of B and no point of B lies in the closure of A .  

A set E c X is said to be connected if E is not a union of two nonempty 
separated sets . 

2.46 Remark Separated sets are of course disjoint, but disjoint sets need not 
be separated . For example, the interval [0, I ]  and the segment ( I , 2) are not 
separated, since I is a limit point of ( I ,  2) . However, the segments (0, I )  and 
( 1 ,  2) are separated . 

The connected subsets of the l ine have a particularly simple structure : 

2.�7 Theorem A subset E of the rea/ line R 1 is connected if and only if it has the 
following property: If x e £, y e £, and x < z < y, then z e E. 

Proof If there exist x e £, y e £, and some z E (x, y) such that z ¢ E, then 
E = A z u Bz where 

Az = E n  ( - oo ,  z), Bz = E n (z, 00 ) . 
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Since x e Az  and y e Bz , A and B are nonempty. Since Az c ( - oo ,  z) and 
Bz c {z, oo ), they are separated. Hence E is  not connected. 

To prove the converse, suppose E is not connected. Then there are 
nonempty separated sets A and B such that A u B = E. Pick x e A, y e B, 
and assume (without loss of generality) that x < y. Define 

z = sup (A t1 [x, y]) . 

By Theorem 2.28, z e A ;  hence z ¢ B. In particular, x < z < y. 
I f  z ¢ A ,  i t  fol lows that x < z < y and z ¢ E. 
If  z e A ,  then z ¢ B, hence there exists z1 such that z < z1 < y and 

z1 ¢ B. Then x < z1 < y and z1 ¢ E. 

EXERCISES 

1 .  Prove that the empty set is a subset of every set 
2. A complex number z is said to be algebraic if there are integers ao , . . .  , an , not all 

zero, such that 

a o z11 + a 1 zn - 1 + . • . + On - 1 Z + On = 0. 

Prove that the set of all algebraic numbers is countable. Hint: For every positive 

integer N there are only finitely many equations with 

n + I ao I + I a1 l -+- · · · + I a" I = N. 

3. Prove that there exist real numbers which are not algebraic. 

4. Is the set of all irrational real numbers countable ? 

5. Construct a bounded set of real numbers with exactly three l imit points. 

6. Let £' be the set of all limit points of a set E. Prove that E' is closed . Prove that 

E and E have the same l imit points. (Recall that E = E u E'.) Do E and E' always 

have the same l imit points ? 
7. Let A b A 2 , A 3 ,  • • •  be subsets of a metric space. 

(a) .If Bn = U r= t  A, prove that Bn = U r= t A ,  for n = 1 ,  2, 3, . . . . 
(b) If B = U f: t  A; , prove that B :::::> Ui:: t A , . 
Show, by an example, that this inclusion can be proper. 

8. Is every point of every open set E c R2 a l imit point of E? Answer the same 

quest ion for closed sets in R2 •  
9. Let Eo denote the set of all interior points of a set E. [See Definition 2. 1 8(e) ; 

Eo is called the interior of E. ] 
(a) Prove that Eo is always open . 
(b) Prove that E is open if and only if Eo = E. 

(c) If G c E and G is open, prove that G c Eo . 
(d) Prove that the complement of Eo is the closure of the complement of E. 
(e) Do E and E always have the same interiors ? 
(/) Do E and £� always have the same closures ? 
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10. Let X be an infinite set. For p e X and q e X, define 

d(p, q) = {� (if p ":/: q) 

(if p = q). 

Prove that this is a metric. Which subsets of the resulting metric space are open ? 
Which are closed ? Which are compact ? 

11.  For x e R1 and y e R 1 , define 

dt(X, y) = (x - y)2, 

d2(x, y) = V l x - Y l , 
dJ(x, y) = I x2 - y2 1 ' 
d4(X, y) = I X - 2y I ' 

l x - y l ds(x, y) = 
1 + I X - Y l  · 

Determine .. for each of these, whether it is a metric or not . 
12. Let K c R1 consist of 0 and the numbers 1 /n, for n = 1 ,  2, 3 ,  . . . . Prove that K is 

compact directly from the definition (without using the Heine-Borel theorem). 
13. Construct a compact set of real numbers whose l imit points form a countable set . 

14. Give an example of an open cover of the segment (0, 1 )  which has no fin ite sub

cover. 
15. Show that Theorem 2.36 and its Corollary become false (in R 1 ,  for example) if the 

word "compact" is  replaced by "closed" or by "bounded." 

16. Regard Q, the set of al l  rat ional numbers, as a metric space, with d(p, q) = I P - q 1 . 
Let E be the set of all p e Q such that 2 < p2  < 3 .  Show that E is closed and 

bounded in Q, but that E is not compact. Is E open in Q ?  
17. Let E be the set of all x e [0 .. 1 ]  whose decimal expansion contains only the digits 

4 and 7. Is E countable ? Is E dense in [0, 1 ] ?  Is E compact ? Is  E perfect ? 

18. Is there a nonempty perfect set in  R 1  which contains no rat ional number ? 

19. (a) If A and B are disjoint closed sets in  some metric space X, prove that they 
are separated . 
(b) Prove the same for disjoint open sets. 

(c) Fix p e X, S > 0, define A to be the set of all q e X for which d(p, q) < S, define 

B similarly, with > in place of < .  Prove that A and B are separated . 

(d) Prove that every connected metric space with at least two points is uncount

able. Hint : Use (c) . 
20. Are closures and interiors of connected sets always connected ? (Look at subsets 

of R2.) 
21. Let A and B be separated subsets of some R", suppose a e A, b e  B, and define 

p(t) = ( 1  - t)a + tb 

for t e  R1 • Put Ao = p - 1(A), Bo = p - 1(B) . [Thus t e A0 if and only if p(t) e A . ]  



(a) Prove that A0 and Bo are separated subsets of R1 • 

(b) Prove that there exists to e (0, 1 )  such that p(to) � A u B. 

(c) Prove that every convex subset of R" is connected . 
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: 22. A metric space is called separable if it contains a countable dense subset . Show 

that R" is separable. Hint: Consider the set of points which have only rational 

coord inates . 

: 23. A collection { Var} of open subsets of X is said to be a base for X if the following 
is true : For every x e X and every open set G c X such that x E G, we have 

x E Var c G for some ex. In other words, every open set in X is the union of a 

subcollection of { Var}. 

Prove that every separable metric space has a countable base. Hint: Take 

all neighborhoods with rational radius and center in some countable dense subset 
of X. 

: 24. Let X be a metric space in which every infinite subset has a l imit point. Prove that 
X is separable . Hint : Fix 8 > 0, and pick x1 e X. Having chosen x. , . . .  , x1 e X, 

choose xi + • e X, if possible, so that d(x, x1 + 1 ) > 8 for i = 1 , . . . , j. Show that 
this process must stop after a finite number of steps , and that X can therefore be 
covered by finitely many neighborhoods of rad ius 8. Take 8 = 1 /n (n = 1 ,  2, 3,  . . . ), 

and consider the centers of the corresponding neighborhoods. 

: 25. Prove that every compact metric space K has a countable base, and thdt K is 

therefore separable . Hint: For every positive in teger n, there are finitely many 
neighhorhoods of rad ius I /n whose union covers K. 

: 26. Let X be a metric space in  which every infinite subset has a l imit point . Prove 
that .. :r is compact . Hint :  By Exercises 23 and 24, X has a countable base. I t  
foHows that every open cover of  X has a countahle subcover { Gn}, 11 = I ,  2, 3, . . . . 
I f  no fi n i t e  subcol lcct ion of {G"} covers X, then the comp lement F" of G 1 u · · · u Gn 
i� nonempty for each I I ,  but n Fn is empty. I f  E is a set which contains a point 
from each Fn , consider a l imit point of £, and obtain a con trad ict ion . 

: 27. Define a point p i n  a metric space X to be a condensation point of a set E c X if 
every neighborh ood of p conta in� uncountably many points of £. 

Suppose E c R", E is uncountable, and let P be ihe set of a l l  condensa t i<'n 
points of E. Prove that P is perfect and that at most coun tably many points of E 

are not in P. In  other words, show that pc n E is at most coun table . Hint: Let 

{ Vn} be a counta ble base of R", let U/ be the union of those V" for which E n Vn 
is at most countable, and show that p = we. 

: 28. Prove that every closed set in  a separable metric space is the union of a (possibly 
empty) perfect set and a set which is at most countable. (Corollary: Every count

able dosed set i n  R" has isolated poi nts.) Hint : Use Exercise 27. 

: 29. Prove that every open set in R 1 i s  the union of an at n1ost countable col lect ion of 
disjoint segments. Hint: Use Exercise 22. 
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30. Imitate the proof of Theorem 2.43 to obtain the following result : 

If R" = U f Fn , where each Fn is a closed subset of R", then at least one Fn 

has a nonempty interior. 

Equivalent statement: If Gn is a dense open subset of R", for n = 1 ,  2, 3 ,  . . .  , 

then n fG,, is not empty (in fact, it is dense in R"). 

(This is a special case of Baire's theorem ; see Exercise 22, Chap. 3, for the genera t 
case.) 



3 
NUMERICAL SEQUENCES AND SERIES 

A s  the title indicates, this chapter will deal primarily with sequences and series 
of complex numbers. The basic facts about convergence, however, are just as 
easi ly explained in a more general setting. The first three sections \vi i i  therefore 
be concerned with sequences in eucl idean spaces, or even in metric spaces. 

CONVERGENT SEQUENCES 

3. 1 Definition A sequence {Pn} in  a metric space X i s  said to converge if  there 
is a point p e X with the following property : For every e > 0 there is an integer 
N such that n > N implies that d(pn , p) < e. (Here d denotes the distance in X.) 

I n  this case we also say that {p12} converges to p, or that p i s  the l imit of 
{Pn} [see Theorem 3 .2(b)], and we write Pn --+ p, or 

lim Pn = p. 
n-+ oo 

I f  {Pn} does not converge, it is said to diverge. 



48 PRINCIPLES OF MATH EMATICAL ANALYSIS 

I t  might be wel l to point out that our definition of "convergent sequence" 
depends not only on {p,} but also on X; for instance, the sequence { 1 /n} con
verges in R1 (to 0), but fails to converge in the set of al l  positive real numbers 
[with d(x, y) = I x - y I ] .  I n  cases of possible ambiguity, we can be more 
precise and specify "convergent i n  X" rather than "convergent ." 

We recal l  that the set of all points p, (n = 1 , 2, 3 ,  . . . ) is the range of {p,} . 
The range of a sequence may be a finite set, or i t  may be infinite. The sequence 
{p,} is said to b.e bounded i f  its range is bounded. 

As examples, consider the fol lowing sequences of complex numbers 
(that i s, X =  R2) :  

(a) I f  s, = 1 /n , then l imn-+ oo sn = 0 ;  the range is  infinite, and the sequence 
is bounded. 

(b) I f  sn = n2 , the sequence {s,} is unbounded , is divergent, and ·has 
infinite range. 

(c) I f  s, = 1 + [( - 1 )"/n] ,  the sequence {s,} converges to 1 ,  is bounded , 
and has infinite range. 

(d) I f  s, = i", the sequence {s,} is divergent, is bounded , and has finite 
range. 

(e) I f  s, = 1 (n = I ,  2, 3 ,  . . .  ) ,  then {s,} converges to 1 ,  is bounded , and 
has finite range. 

We now summarize some important properties of convergent sequences 
in metric spaces. 

3.2 Theorem Let {p,} be a sequence in a metric space X. 

(a) {p,} converges to p e X if and only if every neighborhood o.f p contains 
all but finitely many of the terms of {p,}. 

(b) If p e X, p' e X, and if{p,} converges to p and to p' , then p' = p. 
(c) If {p,} converges, then {Pn} is bounded. 
(d) If E c X and if p is a limit point of E, then there is a sequence {p,} in E 

such that p = l im p, . n-+ oo 
Proof (o) Suppose p, --+ p and let V be a neighborhood of p. For 
some e > 0, the conditions d(q, p) < e, q e X imply q e V. Correspond
ing to this e, there exists N such that n > N implies d(p, , p) < e. Thus 
n > N implies p, E V. 

Conversely, suppose every neighborhood of p contains all but 
finitely many of the p, . Fix e > 0, and let V be the set of all q e X such 
that d(p� q) < c. By assumption, there exists N (corresponding to this V) 
such that p, e V if n > N. Thus d(pn , p) < e if n > N; hence p, --+ p. 
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(b) Let e > 0 be given. There exist integers N, N'  such that 

e 
n > N implies d(p,. , p) < 

2
, 

n > N' implies d(p. , p') < ; · 

Hence if  n > max (N, N '), we have 

d(p, p') < d(p, p,.) + d(p,. , p') < e. 
Since c v;as arbitrary, we conclude that d(p, p') = 0. 

(c) Su ppose p,. · -+  p. There is an integer N such that n > N 
in1pl ies d(p,. , p) < 1. Put 

r = max { I , d(p1 , p), . . .  , d(pN , p)} .  

Then d(p,. , p) < r for n = I ,  2,  3, . . . . 
(d) For each positive integer n, there is a point p,. e E such th at 

d(pn , p) < 1 fn . Given e > 0, choose N so that NE > 1. I f  n > lv, i t  
follo\vs that d(p,. , p) < e . Hence p,. -+ p. 

This completes the proof. 

For sequences in Rk we can study the relation bet\\·een convergence, on 
t the one hand , and the algebraic operations on the other. We first consider 
s sequences of complex numbers. 

3 3.3 'fheorem Suppose {s,.} ,  {1,.} are complex sequences, and l i mn .... oo sn -= s, 
I l imn .... 00 tn = 1 . Then 

(a) l im ( s,, + 1 n) = s + 1 ; 
, .... 00 

(b) l im cs, = cs, l im (c + sn) = c + s, �for any nun1ber c ;  n-+ oo  n-+ oo  
n-+oo  

(d) l im � = � ,  prol'ided sn -:1: 0 (n = 1, 2, 3, . . .  ), and s -:1: 0. n-+ oo Sn S 
Proof 

(a) Given e > 0, there exist integers N1 , N 2 such that 

n > N1 implies 

n > N 2 implies 
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( 1 ) 

I f  N = max (N1 , N2), then n > N implies 

1 (s,. + t,.) - (s + t) 1 < 1 s,. - s 1 + I t,. - t 1 < e. 

This proves (a). The proof of (b) is  trivial . 

(c) We use the identity 

s,.t,. - st = (s,. - s)(t,. - t) + s(t,. - t) + t(s,. - s) . 

Given e > 0, there are integers N. , N2 such that 

n > N1 implies I s,. - s l < J�, 
n > N2 implies I t,. - t l < Je. 

I f  we take N = max (N1 ,  N 2), n > N implies 

I { S n - S )( 1 n - t) I < e, 

so that 

l im (s,. - s)(t,. - t) = 0. 

We now apply (a) and (b) to ( 1 ), and conclude that 

l im (s,.t,. - st) = 0. 

(d) Choosing m such that I s,. - s l < ! I s ·l i f  n > m, we see that 

(n > n1) . 

Given e > 0, there is  an integer N > n1 such that n > N implies 

l s,. - s l < ! l s l 2 e . 

Hence, for n > N, 

1 1 
- - - -

s - s n 2 
< 

I s 1
2 I s. - s I < e . 

3.4 Theorem 

(2) 

(a) Suppose x,. e Rk (n = 1 ,  2,  3 ,  . . .  ) and 

Then {x,.} converges to x = (a1 , • • • , ak) if and only if 

l im a .  = a . J ,n J ( 1  < j < k) . 
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(b) Suppose {xn}, {Yn} are sequences in Rk, {Pn} is a sequence of real numbers, 
and Xn --+  X, Yn --+ y, Pn --+ p. Then 

l im (xn + Yn) = X + y, 

Proof 

(a) I f  xn --+ x, the inequali ties 

l im X • y = X · y n n ' l im Pn Xn = px. 

I rx j ,n - rx j I < I Xn - X I , 

which follow immediately from the definition of the norm in Rk, show that 
(2) holds. 

Conversely, if (2) holds, then to each e > 0 there corresponds an 
integer N such that n > N implies 

e 
l rxj ,n - lXj l < jk 

Hence n > N impl ies 

so that xn --+ x. This proves (a) . 

( 1  < j < k) . 

Part (b) follows from (a) and Theorem 3 .3 . 
S UBSEQUENCES 

3.5 Definition Given a sequence {pn}, consider a sequence {nk} of positive 
integers, such that n1  < n2 < n3  < · · · . Then the sequence {pn ;} i s  called a 
subsequence of {Pn} . I f  f PnJ converges , its l imit is cal led a subsequential limit 
of {pn} . 

I t  i s  clear that {Pn} converges to p if and only if every subsequence of 
{pn} converges to p. We leave the detai ls  of the proof to the reader. 

3.6 Theorem 

(a) If {Pn} is a sequence in a compact metric space X, then some sub
sequence of {Pn} converges to a point of X. 

(b) Every bounded sequence in Rk contains a convergent subsequence. 
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Proof 

(a) Let E be the range of {pn} . l f E i s  fin ite then there is a p E E and a 
sequence {n;} with n1  < n2 < n3  < · · · , such that 

Pn 1 = Pn2 = · · · = p. 

The subsequence {PnJ so obtained converges evidently to p. 
I f  E is infinite, Theorem 2.37 snows that E has a l imit point p E X. 

Choose n1 so that d(p, pn ) < I . Having chosen n1 , • • •  , n ; _ 1 , we see from 
Theorem 2.20 that there is  an integer n ;  > n ; _ 1 such that d(p, Pn) < 1 /i. 
Then {PnJ converges to p. 

(b) This follows from (a) , since Theorem 2.4 1 impl ies that every bounded 
subset of Rk lies in a compact subset of Rk . 

3.7 Theorem The subsequential limits of a sequfJnce {pn} in a metric space X 
form a closed subset of X. 

Proof Let £* be the set of all subsequentia l  l im its of {pn} and let q be a 
l imit point of E* . We have to show that q E £* .  

Choose n1 so  that Pn 1 i= q. ( I f  no such n 1  exists , then £* has on ly 
one point, and there i s  noth ing to prove . ) Put t} = d(q, Pn)· Suppose 
n1 , • • •  _ n i - t are chosen . Since q is a l imit  point of £* ,  there is an  x E £* 
with d(x, q) < 2 - ic5.  Since x E £* ,  there is an  n ;  > n ; _ 1 such that 
d(x, Pn) < 2 - i c5. Thus 

d(q, Pn) < 2 1 - ib 

for i = 1 ,  2, 3, . . . . This says that {pnJ converges to q. Hence q E £*.  

CAUCH Y SEQUENCES 

3.8 Definition A sequence {pn} i n  a metric space X i s  said to be a Cauchy 
sequence if for every e > 0 there is an integer N such that d(pn , Pm) < e i f  n > N 
and m > N. 

In our discussion of Cauchy sequences , as wel l  as in other situations 
which wi ll arise later, the following geomet ric concept wi l l  be usefu l .  

3.9 Definition Let E be a subset of  a metric space X, and let S be the set of 
all real numbers of the form d(p, q), with p E E and q E £. The sup of S i s 
called the dia1neter of E�. 
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l f{pn} is a sequence in X and if EN consists of the points PN , PN + 1 , PN + 2 , • . •  , 
i t  is clear from the two preceding definitions that fPn} is a Cauchy sequence 
if and only if 

tim diam EN = 0. 
N -+ oo  

3.10 Theorem 

(a) If E is the closure of a set E in a metric space X, then 

diam E = diam £. 

(b) If Kn is a sequence of compact sets in X such that Kn => Kn + 1 
( n = 1 , 2, 3,  . . . ) and ij� 

l im diam Kn = 0, 

then n f Kn consists of exactly one point. 

Proof 

(a) Since E c £, i t  is clear that 

diam E < diam E.  

Fix  · e  > 0 ,  and choose p E £, q E £ .  By the definit ion of  E,  there are 
poi nts p' , q ' ,  i n  E such that d(p, p') < e, d(q, q') < e. Hence 

d(p, q) < d(p, p') + d(p' q') + d(q
'
' q) 

< 2e + d(p ' , q') < 2e -t diam £. 

I t  follows that 
diam E < 2e + diam £, 

and si nce e was arbitrary, (a) i s  p roved . 
(b) Put K = n f K" . By Theorem 2.36, K is  not empty. I f  K contains 
more than one point , then d iam K > 0. But for each n, K" :::::> K, so that 
diam K" > diam K. This contrad icts the assumption that diam K,, ---+ 0. 

3.1 1  Theorem 

(a) In any 1netric space X, every convergent sequence is a Cauchy sequence . 

(b) rl X is a contpact tnetric space and if {Pn} is a Cauchy sequence in X, 
then {pn} converges to somfJ point o.f X. 

(c) In Rk, every Cauchy sequence converges. 

Note: The difference between the definit ion of convergence and 
the defin ition of a Cauchy sequence is that the l imit  is explici t ly involved 
in the former, but not in  the latter. Thus Theorem 3 . 1 1 (b) may enable us 
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(3) 

to decide whether or not a given sequence converges without knowledge 
of the l imit to which it may converge . 

The fact (contained in Theorem 3 . 1 I )  that a sequence converges in 
Rk if  and only if it is a Cauchy sequence is usually cal led the Cauchy 
criterion for convergence. 

Proof 

(a) I f  Pn --+ p and if e > 0, there is an integer N such that d(p, Pn) < e 
for al l n > N. Hence 

d(pn ' Pm) < d(pn '  P) + d(p, Pm) < 2e 

as soon as n > N and m > N. Thus {Pn} is  a Cauchy sequence . 

(b) Let {Pn} be a Cauchy sequence in the compact space X. For 
N =  1 ,  2, 3 ,  . . .  , let EN be the set consisting of PN , PN + t '  PN + 2 ' . . . . 
Then 

l im diam EN = 0, 
N- oo  

by Definition 3 .9 and Theorem 3 .  I O(a) . Being a closed subset of the 
compact space X, each EN is compact (Theorem 2 .35) .  A lso EN :::::> EN + 1 , 

so that EN => EN + 1 ·  

Theorem 3 . 10(b) shows now that there is a unique p e X which l ies 
in every EN . 

Let e > 0 be given . By (3) there is an integer N 0 such that 
diam EN < e if N > N0 . Since p E EN , i t  fol lows that d(p, q) < e for 
every q E EN , hence for every q E EN . I n  other words, d(p, Pn) < £ if 
n > N 0 • This says precisely that Pn --+ p. 

(c) Let {xn} be a Cauchy sequence in Rk . Define EN as in (b), with X ; 
in place of P; .  For some N, diam EN < I .  The range of {x"} i s  the un ion 
of EN and the finite set {x 1 , . . .  , xN _ 1 } . Hence {x"} i s  bounded .  Since 
every bounded subset of Rk has compact closure i n  Rk (Theorem 2 .4 1 ) , 
(c) fol lows from (b) . 

3.12 Definition A metric space in which every Cauchy sequence converges i s  
said to be complete. 

Thus Theorem 3 . 1 1 says that all compact metric spaces and all Euclidean 
spaces are complete. Theorem 3 .  I I implies also that every closed subset E of· a 
complete metric space X is complete. (Every Cauchy sequence in E i s  a Cauchy 
sequence in X, hence it converges to some p e X, and actually p e E since E is 
closed .) An example of a metric space which is not complete is the space of al l 
rational numbers, with d(x, y) = I x - y I · 
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Theorem 3 .2(c) and example (d) of Definition 3 . 1 show that convergent 
sequences are bounded , but that bounded sequences in Rk need not converge. 
However, there is one important case in which convergence is equivalent to 
boundedness ; this happens for monotonic sequences in R1 • 

3.13 Definition A sequence {sn} of real numbers i s  said to be 

(a) monotonically increasing if sn < sn + 1 (n = 1 ,  2, 3, . . .  ) ; 
(b) monotonically decreasing i f  sn > sn + 1 (n = 1 ,  2, 3 ,  . . .  ) .  

The class of monotonic sequences consists of the increasing and the 
decreasing sequences. 

3. 14 Theorem Suppose {sn} is monotonic. Then {sn} converges if and only if it 
is bounded. 

Proof Suppose sn < sn + 1 (the proof is analogous in the other case). 
Let E be the range of {s"} . I f  {sn} is bounded, let s be the least upper 
bound of E. Then 

(n = 1 ,  2, 3 ,  . . .  ) . 

For every e > 0, there is an integer N such that 

for otherwise s - e would be an upper bound of E. Since {s"} increases, 
n > N therefore implies 

which shows that {sn} converges (to s). 
The converse fol lows from Theorem 3.2(c) .  

UPPER AND LOWER LIMITS 

3. 15  Definition Let {sn} be a sequence of real numbers with the following 
property : For every real M there is an i nteger N such that n > N implies 
sn > M. We then write 

Simi larly, if for every real M there is an integer N such that n > N implies 
sn < M, we write 
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It  should be noted that we now use the symbol --+ (introduced in Defini
tion 3 . 1 )  for certain types of divergent sequences , as well as for convergent 
sequences, but that the definitions of convergence and of l imit, given in Defini
tion 3 . 1 ,  are in no way changed. 

3.16 Definition Let {sn} be a sequence of real numbers . Let E be the set of 
numbers x (in the extended real number system) such that snk --+ x for some 
subsequence {snk}. This set E contains all subsequential limits as defined in 
Definition 3 .5 ,  plus possibly the numbers + oo ,  - oo .  

We now recall Definitions 1 . 8 and 1 .23 and put 

s* = sup E, 

s* = inf E. 

The numbers s* , s* are called the upper and lower limits of { sn} ; we use the 
notation 

lim sup Sn = s*, l im inf sn = s* . 
n-oo  n- oo  

3. 17  Theorem Let {sn} be a sequence of real numbers. Let E and s*  have the 
same meaning as in Definition 3. 1 6. Then s* has the following two properties: 

(a) s* e E. 
(b) If x > s* , there is an integer N such that n > �.V implies sn < x. 

Moreover, s* is the only number with the properties (a) a.nd (b) . 

Of course, an analogous result is true for s • .  

Proof 

(a) If s* = + oo ,  then E is not bounded above ; hence {sn} is not bounded 
above, and there is a subsequence {sn,J such that sn;,. --+ + oo .  

I f  s* is real , then E is bounded above, and at least one subsequential 
limit exists, so that (a) follows from Theorems 3 .7 and 2.28 . 

If  s* = - oo ,  then E contains only one element, namely - oo ,  and 
there is no subsequential l imit. Hence, for any real M, sn > M for at 
most a finite number of values of n, so that sn � - oo .  

This establishes (a) i n  all cases. 
(b) Suppose there is a number x > s* such that sn > x for infinitely 
many values of n. In that case, there is a number y e E such that 
y > x > s*, contradicting the definition of s* . 

Thus s* satisfies (a) and (b). 
To show the uniqueness, suppose there are two numbers, p and q, 

which satisfy (a) and (b) , and suppose p < q. Choose x such that p < x < q. 
Since p satisfies (b), we have sn < x for n > N. But then q cannot satisfy (a). 
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(a) Let {s"} be a sequence containing all rationals. Then every real 
number is a subsequential l imit ,  and 

lim sup s" = + oo ,  lim inf s" = - oo .'  
n --oe 

(b) Let s,. = ( - 1 "/[ 1  + (1 /n)] . Then 

l im sup sn = 1 '  lim inf s" = - I . 
n - oo 

(c) For a real-valued sequence {s"} ,  l im sn = s if  and only if 

l im sup s" = lim inf sn = s. 
n - oo n - oo 

We close this section with a theorem which is useful ,  and whose proof is 
quite trivial : 

3.19 Theorem If sn < In for n > N, where N is fixed, then 

l im inf s" < l im inf In , 
n- oo  n- ee  

l im sup sn < lim sup In . 
n- oo  n- oo  

SOME SPECIAL SEQUENCES 

We shall now compute the l imits of some sequences which occur frequently . 
The proofs wil l  al l be based on the following remark : I f  0 < xn < s" for n > N, 
where N is some fixed number, and if sn --+ 0, · then x" --+ 0. 

3.20 Theorem 

(a) If p > 0, then lim � = 0. 
n- oo n 

(b) If p > 0, then l im fp = 1 .  

(c) l im � = 1 .  

n(l. 
(d) If p > 0 and a is real, then lim 

( )" 
= 0. 

n - ee 1 + P 

(e) If l x l < 1 , then lim xn = 0. 
n- oo 
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Proof 
(a) Take n > (1/e)1111• (Note that the archimedean property of the real 
number system is used here.) 

(b) If  p > 1 ,  put x, = � p - 1 .  Then x, > 0, and, by the binomial 
theorem, 

so that 

1 + nx,. � (1 + x,)" = p, 

p - 1 
0 < x,. � . n 

Hence x, -+ 0. lfp = 1 ,  (b) is trivial, and if O < p < 1 ,  the result is obtained 
by taking reciprocals. 

(c) Put x, = �n - 1 .  Then x, � 0, and, by the binomial theorem, 

Hence 

, n(n - 1) 2 n = ( 1  + x,.) > 
2 

x, . 

0 < x, <j 2 

n - 1 
(n > 2). 

(d) Let k be an integer such that k > a, k > 0. For n > 2k, 

Hence 

, , " _ n( n - 1 )  · · · ( n - k + 1 ) k n"pk 
( 1  + p) > {k) p -

k !  
p > 

2kk !
. 

n« 2"k !  
0 < < na. - k 

( 1  + p)" p" (n > 2k). 

Since a - k < 0, na. - k -+ 0, by (a). 
(e) Take tX = 0 in (d). 

SERIES 

In the remainder of this chapter, all sequences and series under consideration 
will be complex-valued, unless the contrary is explicitly stated. Extensions of 
some of the theorems which follow, to series with terms in R", are mentioned 
in Exercise 1 5 . 
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3.21 Definition Given a sequence {a,.}, we use the notation 

q L a,. (p � q) 
n =  II 

to denote the sum a, + a,+ t  + · · · + a11 • With {a,.} we associate a sequence 
{s,.}, where 

II 
s,. = L ak .  k= 1 

For {s,.} we also use the symbolic expression 

at + a2 + a3 + . . .  
..gr, more concisely, 

(4) 

The symbol ( 4) we call an infinite series, or just a series. The numbers 
s,. are called the partial sums of the series . If  {s,.} converges to s, we say that 
the series converges, and write 

00 
L a,. = s. 

n = 1 
The number s is called the sum of the series ; but it should be clearly under
stood that s is the limit of a sequence of sums, and is  not obtained simply by 
addition. 

If  { s,.} diverges, the series is said to diverge . 
Sometimes, for convenience of notation, we shall consider series of the 

form 
00 

(5) L a,. . 
n=  0 

And frequently, when there is no possible ambiguity, or when the distinction 
is immaterial , we shall simply write I:a,. in place of (4) or (5). 

I t  is clear that every theorem about sequences can be stated in terms of 
series (putting a1 = s1 , and a,. = s,. - s,. _ 1 for n > 1 ), and vice versa. But it is 
nevertheless useful to consider both concepts . 

The Cauchy criterion (Theorem 3 . 1 1 ) can be restated in the following 
form : 

3.22 Theorem I:a,. converges if and only if for every e > 0 there is an integer 
N such that 

(6) 

ifm � n � N. 
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In  particular, by taking m = n, (6) becomes 

(n > N). 
In other words : 

3.23 Theorem If l:a,. converges, then l im,._ cr a,. = 0. 

The condition an --+ 0 is not, however, sufficient to ensure convergence 
of l:a,. . For instance, the series 

<X> 1 
I -n= 1 n 

diverges ; for the proof we refer to Theorem 3.28 . 

Theorem 3 . 14 , concerning ,monotonic sequences, also has an immediate 
counterpart for series . 

3.24 Theorem A series of nonnegative1 terms conz,erges if and only if its 
partial sums form a bounded sequence. 

We now turn to a convergence test of a different nature, the so-cal led 
"comparison test."  

3.25 Theorem 

(a) If I a,. I < c,. for n > N 0 ,  where N 0 is some fixed integer, and if lcn 
converges, then l:an converges. 
(b) If an >  d,. > 0 for n > N0 , and if ld" diverges, then l:an diz'erges. 

Note that (b) applies only to series of nonnegative terms an . 

Proof Given e > 0, there exists N > N0 such that m > n > N implies 

by the Cauchy criterion. Hence 

and (a) follows. 

m m m 
L ak < L I ak I < I ck < e, k = n k = n  k = n  

Next, (b) fol lows from (a), for if l:an converges, so must l:dn [note 
that (b) also follows from Theorem 3 .24] .  

1 The expression " nonnegative " always refers to real numbers. 



NUMERICAL SEQUENCES AND SERIES 61 

The comparison test is a very useful one ; to use it efficiently, we have to 
become familiar with a number of series of nonnegative terms whose conver
gence or divergence is known. 

SERIES O F  N ONNEGATIVE TERMS 

The simplest of all is perhaps the geometric series . 

3.26 Theorem IfO < x < 1 ,  then 
00 1 
I xn = . 
n = O  1 - X 

If x > 1 ,  the series diverges. 

Proof If x '# 1 , 

n 1 - xn + 1 
s = l: x" =  . n k = O 1 - X  

The result fol lows if we let n -+ oo .  For x = 1 ,  we get 

1 + 1 + 1 + · · · , 

which evidently diverges . 

In many cases which occur in applications, the terms of the series decrease 
monotonically. The following theorem of Cauchy is therefore of particular 
interest. The striking feature of the theorem is that a rather "thin" ' subsequence 
of {an} determines the convergence or divergence of ran . 

3.27 Theorem Suppose a1 > a2 > a3 > · · · > 0. Then the series 2::- t an con
verges if and only if the series 

(7) 
00 
L 2"a2" = a1 + 2a2 + 4a4 + 8a8 + · · · 

k = O  
converges. 

Proof By Theorem 3 .24, it suffices to consider boundedness of the 
partial sums. Let 

Sn = a1 + a 2 + . . . + an ' 
tk = a1 + 2a2 + · · · + 2ka2" • 
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(8) 

(9) 

For n < 2\ 

so that 

sn < a1 + (a2 + a3) + · · · + (a2 k + · · · + a2k + 1 _ 1 ) 
< a1 + 2a2 + · · · + 2ka2k 

On the other hand , if n > 2k , 

so that 

s" > a1 + a2 + (aJ -+  a4) + · · · + (a2k - l + t + · · · + a2k) 
> !at + a2 + 2a4 + · · · + 2k - 1 a2 k 
- 1 t - 2 k ' 

By (8) and (9), the sequences {s"} and {tk} are either both bounded 
or both unbounded . This completes the proof. 

1 
3.28 Theorem I -p conz,erges if p > 1 and diverges if p < 1 .  

n 

Proof I f  p < 0, divergence follows from Theorem 3 .23 . I f  p > 0,  
Theorem 3 .27 i s  applicable, and we are led to the series 

00 1 00 ' 2k . - = ' 2( 1 - p)k � 2kp � • 
k = O  k = O  

Now, 21 - P < 1 if and only if 1 - p < 0, and the result fol lows by com
parison with the geometric series (take x = 2 1 - P in Theorem 3 .26) . 

As a further application of Theorem 3 .27, we prove : 

3.29 Theorem If p > 1 ,  

( 10) 
00 1 

ni2 n(log n)P 
converges; if p < 1 ,  the series diverges . 

Remark "log n" denotes the logarithm of n to the base e (compare Exercise 7, 
Chap. I ) ;  the number e will be defined in a moment (see Definition 3 .30). We 
let the series start with n = 2, since log 1 = 0. 



( 1 1 )  

( 1 2) 
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Proof The monotonicity of the logarithmic function (which wil l  be 
discussed in more detail in Chap. 8) implies that {log n} increases . Hence 
{ I  /n log n} decreases , and we can apply Theorem 3 .27 to ( 1  0) ; this 
leads us to the series 

00 1 00 1 1 00 1 J?
k .  

2k(log 2ky 
= 

kf:t (k log 2)P 
=

(log 2)P J1 kP ' 

and Theorem 3 .29 follows from Theorem 3 .28 . 

This procedure may evidently be continued . For instance, 

00 1 

nb3 n log n log log n 

diverges, whereas 

( 1 3) 

converges. 

00 1 JJ n log n(log log n)
2 

We may now observe that the terms of the series ( 12) differ very little 
from those of ( 1 3) .  Sti l l ,  one diverges, the other converges . I f  we continue the 
process which led us from Theorem 3 .28 to Theorem 3 .29 , and then to (1 2) and 
( 1  3), we get pairs of convergent and d ivergent series whose terms differ even 
less than those of ( 1 2) and ( 1 3). One might thus be led to the conjecture that 
there is a limiting situation of some sort, a "boundary" with all convergent 
series on one side, all divergent  series on the other side-at least as far as series 
with monotonic coefficients are concerned . This notion of "boundary" is of 
course quite vague. The point we wish to make is this : No matter how we make 
this notion precise, the conjecture is false. Exercises 1 l (b) and 1 2(b) may serve 
as i l lustrations. 

We do not wish to go any deeper into this aspect of convergence theory, 
and refer the reader to Knopp's "Theory and Application of Infinite Series," 
Chap. IX, particularly Sec. 41 . 

THE NUM BER e 

00 1 
3.30 Deftaition e = L -, . n= o n .  

Here n ! = 1 · 2 · 3 · · · n if n > 1 , and 0 !  == I .  
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Since 

1 1 1 
s,. = 1 + 1 + 

1 · 2 + 1 · 2 · 3 
+ . · · + 

1 · 2 · · · n 
1 1 1 

< 1 + 1 + - + - + · · · + < 3  
2 22 2"- 1 ' 

the series converges, and the definition makes sense. In fact, the series converges 
very rapidly and allows us to compute e with great accuracy. 

It is of interest to note that e can also be defined by means of another 
limit process ; the proof provides a good illustration of operations with limits : 

3.31 Theorem lim ( 1 + !) " = e. 
n -+ oo n 

(14) 

( 1 5) 

Proof Let 
n 1 

s,. = L kt ' k = O  • 
By the binomial theorem, 

t,. = 1 + 1 + .!._ (1 - �) + _!_ (1 - !) (1 - �) + . . .  
2 !  11 3 !  n n 

Hence t,. < s,. ,  so that 

lim sup t,. < e, 
n -+ oo 

by Theorem 3 . 1 9 . Next, if n > m, 

t,. > I + 1 + - 1 - - + · · · + - 1 - - · · · 1 - · 
1 ( 1) 1 ( 1) ( m - 1) 

2 !  n m !  n n 

Let n -+  oo,  keeping nt "fixed . We get 

so that 

I .  . f 
1 1 

1m In I > 1 + 1 + - + · · · + - , II - 2 '  ' n -+ -x. • m .  

Sm < lim inf t,. . 

Letting n1 � oo ,  we finally get 

e < lim inf t,. . 

The theorem fo l lo\a.'s from (14) and ( 1 5). 
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The rapidity with which the series L _.!_ converges can be estimated as 
n !  

fol lows : I f  s" has the same meaning as above, we have 

1 1 1 
e - s = + + + · · ·  n (n + 1 ) !  (n + 2) !  (n + 3) !  

< 1 +  + + · · · ' = -
1 { 1 1 \ 1 

(n + 1 ) !  n + 1 (n + 1 )2 f n !n 
so that 

( 1 6) 
1 

O < e - s < - ·  n n !n 

Thus s1 0 , for instance, approxi mates e with an error less than 1 0 - 7 .  The 
inequal ity ( 1 6) is of theoretica l interest as wel l ,  si nce i t  enables us to prove the 
irrationality of e very easi ly. 

3.32 Theorem e is irrational. 

( 1 7) 

Proof Suppose e i s  rational . Then e = pfq, where p and q are positive 
integers. By ( 1 6  ), 

1 
0 < q !(e - sq) < - .  

q 

By our assumption, q !e is an integer. Since 

q !  s = q ! ( 1 + 1 + _.!_ + 0 0 0 + _!_) q 2 !  q !  

is an integer, we see that q !(e - sq) is an integer. 
Since q > 1 ,  ( 1 7) implies the existence of an integer between 0 and 1 .  

We have thus reached a contrad iction. 

Actually, e is not even an algebraic number. For a s i m ple proof of th is ,  
see page 25 of Niven's book,  or page 1 76 of Herstei n 's, cited in the Bi bl iogra phy. 

THE ROOT AND RATIO TESTS 

3.33 Theorem (Root Test) Gh·en ran ' put a = J i m  sup d I an I .  
Then 

(a) if rx < 1 '  ran converges: 
(b) if rx > 1 ,  I:an dit:erges; 
(c) if a = 1 ,  the test gh,es no information. 
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Proof If ex < 1 ,  we can choose P so that ex < P < 1 ,  and an integer N 
such that 

vJTa,. l < P 
for n � N [by Theorem 3 . 17(b)]. That is, n > N implies 

I a,. I < P". 
Since 0 < P < 1 ,  �P" converges. Convergence of �a,. follows now from 
the comparison test. 

If ex > 1 ,  then, again by Theorem 3. 1 7, there is a sequence {nk} such 
that 

Hence I a,. I > 1 for infinitely many values of n, so that the condition 
a,. -+ 0, necessary for convergence of :to,. , does not hold (Theorem 3.23). 

To prove (c), we consider the series 

For each of these series ex = 1,  but the first diverges, the second converges. 

3.34 Theorem (Ratio Test) The series �a,. 

( ) if l. a,. + 1 . 1 a converges 1 tm sup < , 
,. ... ao a,. 

a (b) diverges if •+ 1 > 1 for n > n0 , where n0 is some fixed integer. a,. 

Proof If condition (a) holds, we can find p < 1 ,  and an integer N, such 

that 

for n � N. In particular, 

I aN+ 1 l < P I aN I , 

< P  

I aN + 2 l < P I  aN+  1 I < P2 1 aN I , 
• • • • • • • • • • • • • • • • • • • 



That is, 
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I a,. J < I aN I P- N • P" 
for n � N, and (a) follows from the comparison test, since I,fJ" converges. 

If I a,. + 1 I > I a,. I for n � n0 , it is easily seen that the condition a,. -+ 0 
does not hold, and (b) follows. 

Note: The knowledge that lim a,. + 1 /a,. = 1 implies nothing about the 
convergence of l:a,. . The series 'I,1/n and l:1/n2 demonstrate this. 

3.35 Examples 
(a) Consider the series 

for which 

1 1 1 1 1 1 1 1 
2 + 3 + 22 + 32 + 23 + 33 + 24 + 34 + · · · , 

lim inf 
a,. + 1 = lim (�) ,. = 0, 

11 -+  00 a,. 11 -+  00 3 
l . . f .. r:: t• 2�1 1 
1m tn v a,. = 1m - = - , 

ft -+  CIO n -+  00 311 J3 
,.j- if. 1 

lim sup v a,. = lim 2" --;; = 
J- , 

n -+  CIO II-+ 00 2 2 

lim sup 
a,. + 1 = lim (�) " = + ao .  

,. ... oo a,. ,. ... oo 2 

The root test indicates convergence ; the ratio test does not apply. 
(b) The same is true for the series 

where 

but 

1 I 1 1 I 1 1 
2 + 1 + 8 + 4 + 32 + 16 + 1 28 + 64 + . . .  ' 

I. . f 
a,.+ 1 1 

1m tn = - , 
,. ... ao a,. 8 

I. a,.+ 1 2 tm sup = , 
,. ... ao a,. 

lim y/ a,. = f. 
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3.36 Remarks The ratio test is frequently easier to apply than the root test, 
since it is usual ly easier to compute ratios than nth roots. However, the root 
test has wider scope. More precisely : Whenever the ratio test shows conver
gence, the root test does too ; whenever the root test is inconclusive, the ratio 
test is too. This is a conseque.nce of Theorem 3 .37, and is illustrated by the 
above examples . 

Neither of the two tests is subtle with regard to divergence. Both deduce 
divergence from the fact that an does not tend to zero as n -+ oo .  

3.37 Theorem .�.Y:?or any sequence {en} of positive numbers, 

( 1 8) 

I . . f en + 1 n/-l ffi  In < J im inf � Cn , n-+ oo Cn n-+ oo 

I
. n /- I .  Cn + l  
1m sup v en < tm sup · 
n-+ oo n-+ oo en 

Proof We shal l prove the second inequality ; the proof of the first is 
quite similar. Put 

I . en + 1 rx = 1m sup · 
.n -+ oo Cn 

I f  rx = + oo ,  there is nothing to prove. I f  rx is finite, choose p > rx. There 
is an integer N such that 

for n > N. In  particular, for any p > 0, 

(k = 0, 1 ,  . . . ' p  - 1 ) .  

Multiplying these inequalities, we obtain  

or 

Hence 

so that 

C < C p -N  • pn n - N (n � N). 

l im sup y/ en < p, 
n -+  oo 
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by Theorem 3 .20(b) .  Since ( 1 8) is true for every p > a, we have 

l im sup ylc;, < a.  
n-+ oc 

POWER SERIES 

3.38 Definition Given a sequence {en} of complex numbers, the series 

( 1 9) 
<X> 
) c z" J....J n 
n = O  

i s  called a power series. The numbers en are called the coefficients of the series ; 
z is a complex number. 

In general , the series wil l  converge or diverge , depending on the choice 
of z. More specifically, with every power series there is associated a ci rcle, the 
circle of convergence, such tha t  f l 9) converges if z is in  the interior of the circle 
and diverges i f  z is in the extei ior (to cover all cases , we have to consider the 
plane as the interior of a circle of infinite radius, and a point as a circle of radius 
zero) . The behavior on the ci rcle of convergence is much more varied and can
not be described so simply. 

3.39 Theorem Given the power series I:c,. z", put 

a = l im sup V'Tc:" l , 
1 

R = - · 
ct 

(lf a = O, R =  + oo ; if a = + oo , R = O.) Then :Ecn z" converges if l z l < R, and 
diverges if I z I > R. 

Proof Put an = en z", and apply the root test : 

l im sup v' l an l = l z l l im sup v'�l n-+ <X> n-+ <X> 

Note: R is called the radius of convergence of I:cn z". 

3.40 Examples 

l z l 
R 

(a) The series :En" z" has R = 0. 
z" 

(b) The series L -; has R = + oo .  ( In  this case the ratio test i s  easier to 
n .  

apply than the root test.) 
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(c) The series l:zn has R = 1 .  I f  l z l  = 1 ,  the series diverges , since {z"} 
does not tend to 0 as n --+ oo .  

zn 
(d) The series L - has R = 1 .  I t  diverges if z = I .  I t  converges for al l  

n 
other z with I z I = 1 .  (The last assertion wil l  be proved in  Theorem 3 .44 .) 

zn 
(e) The series L 2 has R = 1 .  I t  converges for all z with I z I = 1 ,  by 

n 
the comparison test, since I z"/n2 1 = 1 fn2 • 

SUMMATION BY PARTS 

3.41 Theorem Given two sequences {a,}, {b,}, put 

ifn > 0 ;  put- A _ 1 = 0. Then, if O  < p < q, we have 

(20) 

Proof 

q q- 1  
L an bn = L An(b, - bn + l) + Aqbq - Ap- lbp .  
n = p n = p 

q q q q- l 
L an bn = L (An - An - 1 )b, = L An bn - L A, bn + l '  

n = p n = p n = p n= p - l  

and the last expression on the right is clearly equal to the right side of 
(20). 

Formula (20), the so-called "partial summation formula," is useful in  the 
investigation of series of the form l:an bn , particularly when { b,} is monotonic. 
We shall now give applications. 

3.42 Theorem Suppose 

(a) the partial sums An ofl:a, form a bounded sequence; 
(b) b0 > b1 > b2 > · · · ; 
(c) lim b, = 0. 

" .... 00 
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Proof Choose M such that I An I < M for all n. Given e > 0, there is an 
integer N such that bN < (ef2M). For N < p < q, we have 

q q- 1 
L an bn = L An(bn - bn + 1) + Aq bq - Ap- tbp n = p n = p 

q- 1 
< M  L (bn - biJ + 1) + bq + bp n = p  
= 2MbP < 2MbN < e. 

Convergence now follows from the Cauchy criterion. We note that . the 
first inequality in the above chain depends of course on the fact that 
bn - bn + 1 > 0. 

3.43· Theorem Suppose 

(a) l c1 l > l c2 l > l c3 1 > · · · ;  
(b) C2m- 1 > 0, C2m < 0 (m = 1 ,  2, 3, . . .  ) ; 
(c) l imn-+ oo en = 0. 

Then Len converges. 

Series for which (b) holds are called "alternating series" ; the theorem was 
known to Leibnitz. 

Proof Apply Theorem 3 .42, with an = ( - 1 )n + 1, bn = I en I . 

3.44 Theorem Suppose the radius of convergence of rcn zn is 1 , and suppose 
Co > c1 > c2 > . . . ' l imn-+oo Cn = 0. Then rcn zn converges at every point on the 
circle I z I = 1 ,  except possibly at z = 1 .  

Proof Put an = zn, bn = en . The hypotheses of Theorem 3 .42 are then 
satisfied, since 

if 1 z 1 = 1 , z :�= 1 . 

ABSOLUTE CONVERGENCE 

2 
< ---- 1 1 - z l ' 

The series l:an is said to converge absolutely -if the series l: I a,. I converges. 

3.45 Theorem If ra,. converges absolutely, then u,. converges. 
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Proof The assertion follows from the inequality 
m m 
L ak < L l ak l , 

k = n n = k 
plus the Cauchy criterion . 

3.46 Remarks For series of positive terms, absolute convergence is the same 
as convergence. 

I f  l:an converges, but l: I an I diverges, we say that l:an converges non
absolutely. For instance, the series 

( - l )n 
L n 

converges nonabsolutely (Theorem 3 .43). 
The comparison test ,  as well as the root and ratio tests, is really a test for 

absolute convergence, and therefore cannot give any information about non
absolutely convergent  series . Summation by parts can sometimes be used to 
handle the latter. I n  particular, power series converge absolutely in  the interior 
of the circle of convergence. 

We shall see that we may operate with absolutely convergent series very 
much as with finite �urns. We may multiply them term by term and we may 
change the order in which the additions are carried out , without affecting the 
sum of the series. But for nonabsolutely convergent series this is no longer true, 
and more care has to be taken when dealing with them. 

ADDITION AND MULTIPLICATION OF SERIES 

3.47 Theorem If Lan = A,  and l:bn = B, then !'.(an + bn) = A + B, and 
Lean =  cA , for any fixed c. 

Proof Let 

Then 
n 

An + Bn = L (ak + bk) . 
k = O  

Since limn-+ 00 An = A and l imn-+ 00 Bn = B, we see that 

n-+ oo 

The proof of the second assertion is even simpler. 
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Thus two convergent series may be added term by term, and the result
i ing series converges to the sum of the two series. The situation becomes more 
< compl icated when we consider multipl ication of two series. To begin with, we 
I have to define the product. This can be done in several ways ; we shall consider 
1 the so-cal led "Cauchy product." 

� 3.48 Definition Given l:an and l:bn , we put 
n 

en = 2: a, bn - k k = O  
(n = 0, 1 , 2, . . .  ) 

' and call l:cn the product of the two given series. 
This definition may be motivated as follows. I f  we take tw9 power 

� series Ian zn and Ibn zn, multiply them term by term, and collect terms contain
i ing the same power of z, we get 

'X) � 
I an zn · I bn zn = (ao + alz + a2 z2 + · ·  ·><bo + blz + b2 z2 + · · ·> 

n = O  n = O  
= a0 b0 + (a0 h1 + a1 b0)z + (a0 b2 + a1b1 + a2 b0)z2 + · · · 
= c 0 + c 1 z + c 2 z2 + · · · . 

: Setting z = 1 ,  we arrive at the above definition. 

: 3.49 Example I f 

and An -+ A, Bn -+ B, then it i s  not at all clear that { Cn} will converge to AB, 
since we do not have Cn = An Bn . The dependence of {Cn} on {An} and {Bn} is 
quite a complicated one (see the proof of Theorem 3. 50). We shal l now show 
that the product of two convergent series may actual ly diverge. 

The series 

00 ( - I )n 1 1 1 
I = 1 - - + - - - + · · ·  

n = o Jn+l J2 J3 J4 
converges (Theorem 3 .43). We form the product of th is series with itself and 
obtain 

00 ( 1  1 )  ( 1  1 1 )  I Cn = 1 - -J + J- + -� + 
J J + J-n = O  2 2 'J 3 2 2 3 ( 1 1 1 1 ) 

- J4 + J3J2 + J2 J3 + J4 + · · · , 
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so that 

Since (n ) 2 (n ·) 2 (n ) 2 
(n - k + 1 )(k + 1 )  = 

2 + 1 -
2

- k < 
2 + 1 · 

we have 

I I � 2 
_

2(n + l )  
c > � - ' n -k= o n + 2 n + 2 

so that the condition en -+ 0, which is necessary for the convergence of l:cn , is 
not satisfied. 

In view of the next theorem, due to Mertens, we note that we have here 
considered the product of two nonabsolutely convergent series. 

3.50 Theorem Suppose 

Then 

00 
(a) L an converges absolutely, 

n = O  00 
(b) L an = A, 

n = O  00 
(c) L b, = B, 

n = O  n 
(d) Cn = L ak bn- k  

k = O  
(n = 0, 1 ,  2, . . .  ) .  

00 
L c, = AB. 

n= O  

That is, the product of two convergent series converges, and to the right 
value, if at least one of the two series converges absolutely. 

Proof Put 

Then 

en = ao bo + (ao bl + albo) + . . . + (ao b, + albn - l + . . . + a,. bo) 

= aoBn + at Bn - t + · · · + an Bo 

= ao(B + Pn) + al (B + /3,- 1 ) + · · · + a,(B + Po) 
= AnB + ao/Jn + atf3n - t  + · · · + anPo 



(21)  

Put 
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'Yn = ao f3n + atf3n - 1  + . . .  + a,. f3o . 
We wish to show that C,. -+ AB. Since A,. B -+  AB, it suffices to 

show that 

lim '}',. = 0. n� oo 
Put 

[It is here that we use (a) . ]  Let e > 0 be given . By (c), {3,. -+ 0. Hence we 
can choose N such that I {3,. I < e for n > N, in which case 

I Y,. I < l f3o a,. + · · · + f3N an-N I + I PN+ tan-N - 1 + · · · + P,. ao l 
S l f3o a,. + · · · + f3N an-N I + B!X. 

Keeping N fixed, and letting n -+ oo ,  we get 

lim sup I )',. I < e!X, n� oo 
since a" -+ 0 as k -+  oo .  Since e is arbitrary, (2 1 )  follows. 

Another question which may be asked is whether the series l:c,. , if con
vergent, must have the sum AB. Abel showed that the answer is in the affirma
tive. 

3.51 Theorem If the series l:a,. , "Lb,. , l:c,. converge to A ,  B, C, and 
c,. = a0 b,. + · · · + a,. b0 , then C = AB. 

Here no assumption is made concerning absolute convergence. We shall 
give a simple proof (which depends on the continuity of power series) after 
Theorem 8 .2. 

REARRANGEMENTS 

3.52 Definition Let {k,.}, n = 1 ,  2, 3,  . . . , be a sequence in which every 
positive integer appears once and only once (that is, {k,.} is a 1 - 1  function from 
J to J, in the notation of Definition 2.2) .  Putting 

I a = a" n " (n = 1 ,  2, 3,  . . .  ) , 

we say that l:a� is a rearrangement of l:a,. . 
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I f  {sn} , {s�} are the sequences of partial sums of l:an , l:a� , i t  is easily seen 
that, in  general ,  these two sequences consist of entirely different numbers . 
We are thus led to the problem of determining under what conditions all 
rearrangements of a convergent series wil l  converge and whether the sums are 
necessari ly the same. 

3.53 Example Consider the convergent series 

(22) . 1 - t + ! - ! + t - ! + · · · 

and one of its rearrangements 

(23) 1 + ! - ! + t + � - ! + � + fr - A + · · · 

i n  which two positive terms are always followed by one negative. I f  s i s  the 
sum of (22), then 

Since 

s < 1 - ! + -!- = i. 

1 1 1 
4k - 3 + 4k - 1 

-
2k 

> 0 

for k > 1 ,  we see that s) < s� < s9 < · · · , where s� is nth partial sum of (23). 
Hence 

I
. ' ' _S_ 1m SUp Sn > S3 = 6 '  
n-+ oo 

so that (23) certainly does not converge to s [we leave it to the reader to verify 
that (23) does, however, converge] .  

This example il lustrates the fol lowing theorem, due to Riemann. 

3.54 Theorem Let 1:an be a series of real numbers which converges, but not 
absolutely. Suppose 

Then there exists a rearrangement l:a� with partial sums s� such that 

(24) l im inf s� = (X, lim sup s� = p. 
n-+ oo n-+ oo 

Proof Let 

(n = 1 ,  2, 3, . . .  ) . 
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Then Pn - qn = an '  Pn + qn = I an I ' Pn > 0, qn > 0. The series "£pn '  "£qn 
must both diverge. 

For if both were convergent, then 

would converge, contrary to hypothesis. Since 

N N N N 
I an = L (Pn - qn) = I Pn - I qn ' n = 1  n = 1  n = l  n = 1  

divergence of Ipn and convergence of Iqn (or vice versa) implies diver
gence of "£an , again contrary to hypothesis .  

Now let P1 , P2 , P3 ,  • • •  denote the nonnegative terms of Ian , in the 
order in which they occur, and let Q1 , Q2 ,  Q3 , • • •  be the absolute values 
of the negative terms of Lan , also i n  the ir  original order. 

The series IPn , I Qn differ from Ipn , Iqn only by zero terms, and 
are therefore divergent. 

We shal l  construct sequences {Inn} ,  {kn} ,  such that the series 

(25) P1 + · · · + P, .  - Qr - · · · - Qk . + P , , + 1 + · · .  
+ p m2 - Qk ,  + 1 - • • · - Qk2  + · · · ' 

which clearly is a rearrangement of Lan , satisfies (24 ) . 
Choose rea l-valued sequences {an}, {/3n} such that an � a, Pn � /3, 

an < Pn , P1 > o. 
Let n11 , k1 be the smal lest integers such that 

P1 + · · ·  + Pm1  > f3t , 
P1 + · · · + p m 1  - Ql - · · · - Qk , < (.Xl ; 

let m2 , k2 be the smallest integers such that 

P1 + . . .  + P , . - Qt - . . . - Qk , + P, ,  + 1 + · · · + P,2 > f12 ,  

P1 + · · · + Pm ,  - Q1 - · · · - Qk 1 + p m 1  + 1 + · · · + p m2 - Qk , + 1 
- . . . - Qk2 < (12 ; 

and cont inue in this way. This  is possible since 'LP" and I Qn diverge. I 
I f  Xn ' Yn denote the part ial sums of (25) whose last terms are p mn ' 

- Qk" , then 

Since Pn � 0 and Qn � 0 as n --.  oo ,  we see that x" --. /3, Yn --. a. 
Final ly, i t  i s  clear that no number less than a or greater than fJ can 

be a subsequential l imit  of the partia l  su 1ns of (25) .  
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3.55 Theorem Jf�an is a series of complex numbers which converges absolutely, 
then every rearrangement of�an converges, and the, .  all converge to the same sum. 

(26) 

Proof Let �a� be a rearrangement, with partial sums s� . Given e > 0, 
there exists an integer N such that m > n > N implies 

m 
L l ad < 8· 
i = n 

Now choose p such that the integers 1 ,  2, . . . , N are all contained in the 
set kb k2 , • • •  , kP (we use the notation of Definition 3 . 52) . Then if n > p, 
the numbers a1 , • • .  , aN will cancel in  the difference sn · - s� , so that 
I sn - s� I < e, by (26). Hence {s�} converges to the same sum as {sn} . 

EXERCISES 

1. Prove that convergence of {sn} implies convergence of { I  sn I } . Is the converse true ? 

2. Calculate lim (v n2 + n - n). n -+oo  
3. I f  St = v2, and 

( n = 1 , 2, 3,  . . . ), 

prove that {sn} converges, and that sn 2 for < n = 1 ,  2, 3, . . . . 

4. Find the upper and lower limits of the sequence {sn} defined by 

5. For any two real sequences {an}, {bn}, prove that 

lint sup (an + bn) < l im sup an + lim sup bn , 
n-+oo  n -+ oo  n -+ oo  

provided the sum on the right is not of the form oo - oo . 
6. Investigate the behavior (convergence or divergence) of Lan if 

(a) an = Vn +  1 - Vn ;  
(b) On = V n + 1 - V� ; n 
(c) On = (V" n - 1 )n ; 

1 
(d) On = 

1 + z" , for complex values of z. 

7. Prove that the convergence of Lan implies the convergence of 

if an > 0. 

v� 
L n ' 
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8. If l:a" converges, and if {bn} is  monotonic and bounded, prove that La" bn con
verges. 

9. Find the radius of convergence of each of the following power series : 

2" 
(b) L n ! z", 

10. Suppose that the coefficients of the power series :La" z" are integers, infinitely many 
of which are d ist inct from zero . Prove that the radius of convergence is at most I .  

1 1 .  Suppose a" > 0, Sn = a1 + · · · + a" , and l:a,. d iverges . 

(a) Prove that L 
1 

a. diverges. 
+ an 

(b) Prove that 

aN + l + • · · + aN + k > } - SN 
SN + 1  SN + k  SN + k  

and deduce that L a" 
diverges. 

Sn 

(c) Prove that 

""' an 
and deduce that £.... 2 converges. 

Sn 

(d) What can be said about 

12. Suppose a" > 0 and l:a" converges. Put 

(a) Prove that 

00 
rn = L am .  m = n 

if m < n, and deduce that L 
an 

d iverges. 
r,. 
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(b) Prove that 

� � n 
< 2( v r 11 - v r 11 + 1 ) 

·v r,. 

a,. 
and deduce that � � 1 -- converges. 

v r,. 

13. Prove that the Cau,·hy product of two absolutely convergent series converges 

absolutely. 
14. If {s,.} is a complex sequence, define i ts arithmetic means a,. by 

So + St + . . .  + Sn 
a,. = 

n + 1 (n = 0, 1 ,  2, . . . ) . 

(a) If  l im s,. = s, prove that l im a,. = s. 
(b) Construct a sequence {s,.} which does not converge, al though l im a,. = 0. 

(c) Can it happen that s,. > 0 for all n and that l im sup s, = oo ,  although lim a, = 0 ?  
(d) Put a,. = s,. - s,. - t , for n > 1 . Show that 

1 n 
s,. - a,. = 1 � kak .  

n + k = I  

Assume that l im (na,.) = 0 and that {a,.} converges . Prove that {s,.} converges. 

[This gives a converse of (a), but under the additional assumption that na,. -+ 0.] 

(e) Derive the last conclusion from a weaker hypothesis : Assume M < oo ,  

I na,. I <  M for all n, and J im a,. = a. Prove that l im s, = a, by completing the 

following outl ine : 

If m < n, then 

For these i, 

m + 1 1 n 
s,. - a, = (a,. - am) + � (s,. - s,). 

n - m n - m t = m + l 

(n - i)M (n - m - 1 )M 
I s,. - sd < i + 1 < m + 2 

. 

Fix e > 0 and associate with each n the integer m that sat isfies 

n - e 
m < 1 < m + l .  + e  

Then (m + 1 )/(n - m) < 1 /e and I s,. - s, l < Me. Hence 

lim sup l s,. - a l < Me. n -+ oo  
Since e was arbitrary, l im s,. = a. 
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1 5. Definition 3.21 can be extended to the case in which the a, l ie in some fixed R". 

Absolute convergence is defined as convergence of l: I a, 1 . Show that Theorems 

3 .22, 3.23, 3.25(a), 3 .33, 3 .34, 3.42, 3.45, 3 .47, and 3.55 are true in this more 

general setting. (Only sl ight modifications are required in any of the proofs.) 

1 6. Fix a positive number oc. Choose x1 > v' �' and define x 2 , x 3 , x4, . . .  , by the 

recursion formula 

Xo + 1 = � ( Xn + X�) , 
(a) Prove that {x,} decreases monotonically and that lim x,. = v oc. 

(b) Put e, = x, - v�, and �how that 

so that, setting f3 = 2 v �, 

2 E2 e, n e, + t = -
2 

< � I x,. 2v oc 

Eh+ . < P (P r· (n = 1 , 2, 3, . . .  ) . 

(c) This is a good algorithm for computing square roots .. since the recursion 

formula is s imple and the convergence is extremely rapid . For example, if oc = 3 

and x1 = 2, show that e t ff3 < 110 and that therefore 

E s  < 4 · 1 0 - 1 6, 

17.  Fix oc > 1 .  Take x 1 > vi;, and define 

2 
oc + x, oc - x,. Xn + 1  ---
1 

= Xn + -
1
-- . + x,. + x,. 

(a) Prove that x. > XJ > Xs > · · · . 
(h) Prove that x 2  < X4 < x6 < · · · . 
(c) Prove that l im x,. = vi;. 
(d) Com pare the rapidi ty of convergence of this process wi th the one described 

in Exercise 1 6. 

1 8. Replace the recursion formula of Exercise 1 6  by 

p - 1 oc 
X" + 1 = X,. -t- - X,- P + 1 

p p 

where p is a fixed positive integer. and describe the behavior of the resulting 

sequences {x,}. 

19. Associate to each sequence a =  {oc,}, in which oc, is 0 or 2, the real number 

co oc 
x(a) = L --; . n =  1 3 

Prove that the set of all x(a) is precisely the Cantor set described in Sec. 2.44. 
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20. Suppose {p,.} is a Cauchy sequence in a metric space X, and some subsequence 

{p,.,} converges to a point p E X. Prove that the full sequence {p,.} converges to p. 

ll. Prove the following analogue of Theorem 3 . 10(b) : If  {E,.} is a sequence of closed 

and bounded sets in a complete metric space X, if E,. => E,. + 1 ,  and if 

lim diam E,. = 0, 
n -+ oo  

then n f E,. consists of exactly one point. 

ll. Suppose X is a complete metric space, and {G,.} is a sequence of dense open 

subsets of X. Prove Baire's theorem, namely, that n iG,. is not empty. (In fact, 

it is dense in X.) Hint: Find a shrinking sequence of neighborhoods E,, such 

that E, c G,. , and apply Exercise 21 . 

23. Suppose {p,.} and {q,.} are Cauchy sequences in a metric space X. Show that the 

sequence {d(p,. , q,.)} converges. Hint: For any m, n, 

d(p,. , q,.) < d(p,. ,  Pm) + d(pm , qm) + d(qm , q,.) ; 

it follows that 

I d(p,. , q,.) - d(pm , qm) I 

is small if m and n are large. 

24. Let X be a metric space. 

(a) Call two Cau�hy sequences {p,.}, {q,.} in X equivalent if 

l im d(p,. , q,) = 0. 

Prove that this is an equivalence relation. 

(b) Let X* be the set of all equivalence classes so obtained . If P E X*, Q E X*, 
{p,.} E P, {q,} E Q, define 

�(P, Q) = lim d(p,. , q,.) ; ,. .... 00 
by Exercise 23, this l imit exists . Show that the number �(P, Q) is unchanged if 

{p,.} and {q,.} are replaced by equivalent sequences, and hence that � is a distance 

function in X* . 

(c) Prove that the resulting metric space X* is complete. 

(d) For each p E X, there is a Cauchy sequence all of whose terms are p ; let Pp 
be the element of X* which contains this sequence. Prove that 

�(Pp , Pq) = d(p, q) 

for all p, q E X. In other words, the mapping fP defined by cp(p) = P p is an isometry 

(i.e. , a d istance-preserving mapping) of A- into X* . 

(e) Prove that cp(X) is dense in X*, and that cp(X) = X* if X is complete. By (d), 

we may identify X and cp(X) and thus regard X as embedded in the complete 

metric space X* . We call X* the completion of X. 
25. Let X be the metric space whose points are the rational numbers, with the metric 

d(x, y) = I  x - y I ·  What is the completion of this space ? (Compare Exercise 24.) 



4 
CONTINUITY 

The function concept and some of the related terminology were introduced in  
Definitions 2. 1 and 2.2.  Although we shall (in later chapters) be mainly interested 
in real and complex functions (i .e. , in  functions whose values are real or complex 
numbers) we shal\ also discuss vector-valued functions (i .e . , functions with 
values in Rk) and functions with values i n  an arbitrary metric space . The theo
rems we shall discuss in this general setting would not become any easier if  we 
restricted ourselves to real functions, for instance, and it actually simplifies and 
clarifies the picture to discard unnecessary hypotheses and to state and prove 
theorems in an appropriately general context. 

The domains of definition of our functions will also be metric spaces, 
suitably specialized in various instances . 

LIMITS OF FUNCTIONS 

4.1 Definition Let X and Y be metric spaces ; suppose E c X, f maps E into 
Y, and p is a limit point of E. We write f(x) � q as x � p, or 

( 1 )  Iim f(x) = q 
x -+ p 
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if there is a point q E Y with the fol lowing property : For every e > 0 there 
exists a � > 0 such that 

(2) dy(f(x), q) < e 

for all points x E E for which 

(3) 0 < dx(x, p) < �. 

The syn1bols dx and dy refer to the distances in  X and Y, respectively. 
If X and/or Y are replaced by the real l ine, the complex plane, or by some 

euclidean space Rk, the distances dx , dy are of course replaced by absolute values, 
or by appropriate norms (see Sec. 2. 1 6). 

It should be noted that p E X, but that p need not be a point of E 
in the above definition . Moreover, even if p E £, we may very well have 
f(p) =I= limx .... p f(x) . 

We can recast this definition in terms of limits of sequences : 

4.2 Theorem Let X, Y, E, f, and p be as in Definition 4. 1 .  Then 

(4) l imf(x) = q 
x -+ p 

if and only if 

(5) 
, .... oc 

for every sequence {Pn} in E such that 

(6) Pn =/= p, lim Pn = p. n-+ oo 
Proof Suppose (4) holds . Choose {Pn} in E satisfying (6) . Let e > 0 
be given. Then there exists � > 0 such that dy(f(x), q) < e if x E E 
and 0 < dx(x, p) < �. _Adso, there exists N such that n > N implies 
0 < dx(Pn , p) < �. Thus, for n > N, we have dy(f(Pn), q) < e, which 
shows that (5) holds. 

Conversely, suppose (4) is fa1se .  Then there exists some e > 0 such 
that for every {J > 0 there exists a point x E E (depending on �), for which 
dy(f(x), q) > e but 0 < dx(x, p) < �. Taking bn = 1 /n (n = 1 ,  2, 3, . . .  ), we 
thus find a sequence in E satisfying (6) for which (5) is false. 

Corollary Iff has a limit at p, this limit is unique. 

This follows from Theorems 3 .2(b) and 4.2. 
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4.3 Definition Suppose we have two complex functions, l and g, both defined 
on E. By I +  g we mean the function which assigns to each point x of E the 
number l(x) + g(x) . Similarly we define the difference 1 - g, the product fg, 
and the quotientf/g of the two functions, with the understanding that the quo
tient is defined only at those points x of E at which g(x) =F 0. Iff assigns to each 
point x of E the same number c, then f is said to be a constant function, or 
si mply a constant, and we write I = c. If f and g are real functions, and if 
f(x) > g(x) for every x E £, we shall sometimes write f >  g, for brevity. 

Similarly, if f and g map E into Rk, we define f + g and f · g by 

(f + g)(x) = f(x) + g(x), (f · g)(x) = f(x) · g(x) ; 

and if A. is a real number, ()�f)(x) = ) .. f(x) . 

4.4 Theorem Suppose E c X, a metric space, p is a limit point of E, f and g 
are complex functions on E, and 

l im f(x) = A , 
x -+ p 

Then (a) lim (f + g)(x) = A + B ;  
x -+ p 

(b) l im (fg)(x) = A B ;  
x -+ p 

(c) lim (1) (x) = A , if B =I= 0.  
x -+ p  g B 

lim g(x) = B. 
x -+ p 

Proof In view of Theorem 4.2, these assertions follow immediately from 
the analogous properties of sequences (Theorem 3 .3) .  

Remark If f and g map E into Rk, then (a) remains true, and (b) becomes 
(b') l im (f · g)(x) = A · B. 

x -+ p 

(Compare Theorem 3.4.) 

CONTINUOUS FUNCTIONS 

4.5 Definition Suppose X and Y are metric spaces, E c X, p E £, and f maps 

E into Y. Then f is said to be continuous at p if for every e > 0 there exists a 
� > 0 such that 

dy(f(x),f(p)) < e 

for all points x e E for which dx(x, p) < �. 
If I is continuous at every point of E, then I is said to be continuous on E. 
It should be noted that I has to be defined at the point p in  order to be 

continuous at p. (Compare this with the remark following Definition 4. 1 . ) 
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If p is an isolated point of E, then our definition implies that every function 
f which has E as its domain of definition is continuous at p. For, no matter 
which e > 0 we choose, we can pick � > 0 so that the only point x E E for which 
dx(x, p) < � is x = p ;  then 

dr(f(x) ,f(p)) = 0 < e. 
4.6 Theorem In the situation given in Definition 4. 5, assume also that p is a 
limit point of E. Then f is continuous at p if and only if limx - pf(x) = f(p) . 

Proof This is clear if we compare Definitions 4. 1 and 4. 5. 

We now turn to compositions of functions . A brief statement of the 
following theorem is that a continuous function of a continuous function i s  
continuous. 

4.7 Theorem Suppose X, Y, Z are metric spaces, E c X, f maps E into Y, g 
maps the range off, f(E), into Z, and h is the mapping of E into Z defined by 

h(x) = g(f(x)) (x e £). 

Iff is continuous at a point p E E and if g is continuous at the point f(p ), then h is 
continuous at p. 

This function h is cal led the composition or the composite of f and g. The 
notation 

h = g o j 
i s  frequently used i n  this context. 

Proof Let e > 0 be given. Since g is continuous at f(p), there exists 
'7 > 0 such that 

dz(g(y), g(f(p))) < e if dy(y, f(p)) < '1 and y ef(E) . 

Since f is continuous at p, there exists � > 0 such that 

dy(f(x),f(p)) < '1 if  dx(x, p) < � and x E £. 

It fol lows that 

dz(h(x) , h(p)) = dz(g(f(x)), g(f(p))) < e 
if dx(x, p) < � and x E £. Thus h is  continuous at p. 

4.8 Theorem A mapping f of a metric space X into a metric space Y is con
tinuous on X if and only if /- 1 (V) is open in X for every open set V in Y. 

(Inverse images are defined in Definition 2.2.) This is a very useful charac
terization of continuity. 
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Proof Suppose / is continuous on X and V is an open set in Y. We have 
to show that every point of f - t ( V) i s  an interior point of f- 1 ( V) . So, 
suppose p E X  and f(p) E V. Since V is open, there exists e > 0 such that 
y E V if dy(f(p), y) < e ;  and since f is continuous at p, there exists � > 0 
such that dy(f(x), f(p)) < e if dx(x, p) < �. Thus x ef- 1 ( V) as soon as 
dx(x, p) < �. 

Conversely, suppose f - 1 ( V) is open in X for every open set V in Y. 
Fix p E X and e > 0, let V be the set of all y E Y such that dy(y, f(p)) < e. 
Then V i s  open ; hence f - 1 ( V) is open ; hence there exists � > 0 such that 
x ef - 1 ( V)as soon as dx(P, x) < �. But if  x e f - 1( V) ,  then f(x) E V, so 
that dy(f(x),f(p)) < e. 

This completes the proof. 

Corollary A mapping f of a nletric space X into a metric space Y is continuous if 
and only iff - 1 (C) is closed in X for every closed set C in Y. 

This fol lows from the theorem, since a set i s  closed if and only if its com
plement is  open, and since f - 1 (Ec) = [f - 1 (E)]c for every E c Y. 

We now turn to complex-valued and vector-valued functions, and to 
functions defined on subsets of Rk. 

4.9 Theorem Let f and g be complex continuous functions on a metric space X. 

Then f + g, fg, andffg are continuous on X. 

In  the last case, we must of course assume that g(x) =I= 0, for all x e X. 

Proof At isolated points of X there i s  nothing to prove. At l imit points, 
the statement fol lows from Theorems 4.4 and 4.6. 

4.10 Theorem 

(7) 

(a) Let .ft , . . . , .h be real functions on a metric space X, and let f be the 
mapping of X into Rk defined by 

f(x) = (/1 (x), . . .  , J,.(x)) (x e X) ; 
then f is continuous if and only if each of the functions /1 , • • •  , h. is continuous. 
(b) If f and g are continuous mappings of X into Rk, then f + g and f · g 
are continuous on X. 

The functions /1 , • • •  , h are called the components of f. Note that 
f + g i s  a mapping into Rk, whereas f · g i s  a real function on X. 
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Proof Part (a) fol lows from the inequalities 

lfi(x) - jj(y) l < l f(x) - f(y) l =tt
1

1Ji(x) - /b) l 2r. 
for j = 1 ,  . . .  , k. Part (b) fol lows from (a) and Theorem 4.9. 

4.1 1  Examples If x" . . .  , xk are the coordinates of the point x e Rk, the 
functions tPi defined by 

(8) t/J;(x) = xi 

are continuous on Rk, since the inequality 

shows that we may take � = e in Definition 4. 5. The functions tjJ i are sometimes 
called the coordinate functions. 

Repeated application of Theorem 4.9 then shows that every monomial 

(9) xp�l . . . �k 
where n1 , • • • , nk are nonnegative integers ,  is continuous on Rk. The same is 
true of constant multiples of (9), since constants are evidently continuous. It  
fol lows that every polynomial P, given by 

( 1 0) 

is continuous on Rk. Here the coefficients cn . · · · nk are complex numbers, n1 , • • •  , nk 
are nonnegative integers, and the sum in ( 1  0) has finitely many terms. 

Furthermore, every rational function in x1 , • • •  , xk , that i s, every quotient 
of two polynomials of the form ( 1 0), is continuous on Rk wherever the denomi
n ator is different from zero . 

From the triangle inequality one sees easily that 

( 1 1 ) l l x i - I Y I I < I x - y l (x, y e Rk). 

Hence the mapping x --+  I x I is  a continuous real function on Rk. 
If now f is a continuous mapping from a metric space X into Rk, and if tjJ 

is defined on X by setting t/J(p) = I f(p) I , i t  fol lows, by Theorem 4. 7, that tjJ i s  a 
continuous real function on X. 

4.12 Remark We defined the notion of continuity for functions defined on a 
subset E of a metric space X. However, the complement of E in X plays no 
role whatever i n  this definition (note that the situation was somewhat different 
for l imits of functions). Accordi ngly, we lose nothing of interest by discarding 
the complement of the domain off This means that we may just as wel l  talk 
only about continuous mappings of one metric space into another, rather than 
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of mappings of subsets. This simplifies statements and proofs of some theorems . 
We have already made use of this principle in Theorems 4. 8 to 4. 1 0, and wi l l  
continue to do so in the fol lowing section on compactness . 

CONTINUITY AND COM PACT NESS 

4. 13 Definition A mapping f of a set E in to Rk i s  said to be bounded if there is 
a real number M such that I f(x) I < M for al l  x E £. 

4. 14 Theorem Suppose f is a continuous n1apping of a con1pact n1etric space 
X into a metric space Y. Then f(X) is compact. 

Proof Let { V2} be an open cover off( X). Si ncefis continuous, Theorem 
4. 8 shows that each of the sets f - 1 ( Vt%) is open . Since X is compact, 
there are fin itely many indices, say ct 1 , • • .  , ctn , such that 

( 1 2) X c f - 1 ( Va 1 ) u · · · u f - 1 ( Vt%,). 

( 1 3) 

Since .f(f - 1 (£)) c E for every E c Y, ( 1 2) implies that 

f(X) c V u · · · u V . t% I t% tl 

This completes the proof. 

Note : We have used the relation f(f - 1 (£ )) c E. valid for E c Y. I f  

E c X, then f - 1 (((£ )) => E;  equality need not hold in either case . 
We shall now deduce some consequences of Theorem 4. 1 4 . 

4.15 Theorem If f is a continuous mapping of a con1pact n1etric space X into 
Rk, then f(X) is closed and bounded. Thus, f is bounded. 

This follows from Theorem 2.4 1 . The result is particularly important 
when .f is real : 

4.16 Theorem Suppose f is a continuous real function on a compact n1etric 
space X, and 

( 1 4) M = sup f(p), n1 = inf .f(p) . 
p e X  p e X  

Then there exist points p, q E X  such that f(p) = A1 and f(q) = n1 . 

The notation in ( 1 4) means that M is the least upper bound of the set of 
all numbersj (p), where p ranges over X, and that m is the greatest lower bound 
of this set of numbers. 
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The conclusion may also be stated as fol lows : There exist points p and q 
in X suclz that f(q) < f(x) < f(p) for all x E X� that is .  f atta ins i ts m a x i m u n1 

(at p) and i ts m in im um (at q). 

Proof By Theorem 4. 1 5 , f( X )  is a cl osed and bounded set of real  nu tn
bers ; hence f(X )  contai ns 

M = sup f(X ) and m = i nfj( X).  

by Theorem 2 .28 .  

4. 17 Theorem Suppose f is a continuous 1 - 1  nzapping o.f a con1pact nzetric 
space X onto a metric space Y. Then the inverse mapping f - 1 defined on Y by 

(x E X ) 

is a continuous n1apping of Y onto X. 

Proof Applying Theorem 4. 8 to .f - 1  i n  place off, we see that  i t  suffices 
to prove that f( V )  is an open set in Y for every open set V in .X'. Fi x such 

a set V. 
The com plement V c of V is closed in  X, hence com pact (Theorem 

2 . 35) ; hence .f( V c) is a com pact subset of Y (Theorem 4. 1 4) a n d  so i s  

closed i n  Y (Theorem 2. 34) . Si nce .f is one-to-one and onto,  /( V )  is the 
complement off( V c) . Hence /( V) is open . 

4. 18 Definition Letfbe a mapping of a metric space X in to a metric space Y. 
We say th at f is uniform�J' continuous on X i f  for every e > 0 there exists b > 0 
such that 

( 1 5) dy(f(p), f(q)) < e 

for all p and q in X for wh ich dx(P, q) < b. 
Let us consider the differences between the concepts of continuity and of 

uniform continuity. Fi rst, uniform continuity is a property of a function on a 
set, whereas continuity can be defi ned at a si ngle point .  To ask whether a given 

function is uniformly continuous at a certain point is mean ingless. Second, if 
f is continuous on X, then it is possible to find, for each e > 0 and for each 
point p of X, a number {) > 0 having the property specified in Definiti on 4. 5 .  This 
{J depends on e and on p. If f is, however, uniformly continuous on X, then it is 
possible, for each e > 0, to find one number 1J > 0 which wi l l  do for all points 
p of X. 

Evidently, every uniformly continuous function is continuous. That the 
two concepts are equivalent on compact sets fol lows from the next theorem . 
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4.19 Theorem Let f be a continuous n1apping o.f a co1npact n1etric space X 
into a n1etric space Y. Then 1· is unijor1nly continuous on X. 

( 1 6) 

( 1 7) 

( 1 8) 

( 1 9) 

(20) 

Proof Let e > 0 be given . Since f i s  cont inuous, we can associate to 
each point p E X a posi tive number ¢(p) such that 

t; 
q E X, dx(P, q) < ¢(p) impl ies dr(f( p), f(q)) < 2 · 

Let J(p) be the set of all q E X for which 

dx(P, q) < !¢(p) . 

Si nee p E J(p ), the col lect ion of all sets J(p) is an ·open cover of X; and 
since X is compact , there is a finite set of points p1 , • • • , Pn i n  X, such that 

We put 

tJ = ! min [ ¢(p1 ), • • •  , ¢(Pn) ] . 

Then 1J > 0.  (Th is i s  one point where the fini teness of the coveri ng, in
herent in the defi nit ion of compactness. is essential . The min imum of a 
fin i te set of posi t ive numbers is posi t ive, whereas the inf  of an i nfinite set 
of positive numbers may very well be 0 . )  

Now l et q and p be points of X, such that dx(P, q) < f> .  By ( 1 8) .  there 
is an in teger n1 , I < 111 < n ,  such that p E J(p'") ; hence 

and we also have 

dx(q, Pm) < dx(p, q) + dx(P, Pm) < tJ + !c/>(Pnr) < l/J(pm). 

Final ly, ( 1 6) shows that therefore 

dl'(.f(p), f(q)) < dy(f(p),f(Pm)) + dy(f(q),f(p'")) < e. 

This completes the proof. 

An alternative proof is sketched i n  Exercise 1 0. 
We now proceed to show that compactness i s  essential in the hypotheses 

of Theorems 4. 1 4, 4. 1 5 , 4. 1 6 , and 4. 1 9 . 

4.20 Theorem Let E be a noncon1pact set in R 1 • Then 

(a) there exists a continuous function on E which is not bounded,· 
(b) there exists a continuous and bounded function on E which has no 
maxin1un1. 

If, in addition, E is bounded, then 
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(2 1 )  

(22) 

(23) 

(c) there exists a continuous function on E which is not unijorn1ly 
continuous. 

Proof Suppose fi rst that E is bounded , so that there exists a l imi t  point 
x0 of E which is not a point of E. Consider 

1 
f(x) = --

x - x0 
(x E E) .  

This is conti nuous on E (Theorem 4.9) ,  but evidently unbounded . To see 
that (2 1 )  is not uniformly  continuous, let e > 0 and () > 0 be arbi trary, and 
choose a point x E E such that I x - x0 I < f>. Taking t close enough to 
x0 , we can then make the difference 1/(t )  - f(x) I greater than e, alth.ough 
I t - x I < f>. Since this is true for every () > 0, f is not uniformly conti nu
ous on E. 

The function g given by 

1 
g(x) = 

l + (x - Xo)2 (x E £) 

is continuous on E, and is bounded, since 0 < g(x) < 1 .  It  i s  clear that 

sup g(x) = 1 ,  
x e E 

whereas g(x) < 1 for a l l  x E E. Thus g has no max imum on £. 
Having proved the theorem for bounded sets E. let us now suppose 

that E is unbounded. Then f(x) = x establ ishes (a), whereas 

establ ishes (b), since 

x2 
h(x) = 

1 2 + x  
(x E £) 

sup h(x) = 1 
x e E 

and h(x) < 1 for al l  x E E. 
Assertion (c) would be fal se if boundedness were omitted from the 

hypotheses . For, let E be the set of al l integers. Then every function 
defined on E is uniformly continuous on E. To see this ,  we need merely 
take {> < 1 in Definition 4. 1 8 . 

We conclude this section by showing that compactness is  also essentia l  i n  
Theorem 4. 1 7 . 
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4.21 Example Let X be the half-open interval [0, 2rr) on the real l ine, and 
let f be the mapping of X onto the circle Y consisting of all points whose distance 
from the origin is 1 ,  given by 

(24) f(t ) = (cos t, sin t) (0 < t < 2n). 

The continuity of the trigonometric functions cosine and sine, as wel l  as their 
periodicity properties, wi1 l  be established in Chap. 8 .  These results show that 
f is a continuous 1 - 1  mapping of X onto Y. 

However, the inverse mapping (which exists, s ince f is one-to-one and 
onto) fails to be continuous at the point ( I ,  0) = f(O). Of course , X is no t com
pact in this example. (It may be of interest to observe that f - t fai ls to be 
continuous in spite of the fact that Y is compact !) 

CO NTINUITY AND CONNECTEDNESS 

4.22 Theorem Iff is a continuous mapping of a n1etric space X into a n1etric 
space Y, and if E is a connected subset of X, then f(E) is connected. 

Proof Assume, on the contrary, that j'(E) = A u B, where A and B are 
nonempty separated subsets of Y. Put G = E n / - 1 (A ), H = t� n / - 1 (B) . 

Then E = G u H, and neither G nor H is empty. 
Since A c A (the closure of A ), we have G c f - 1 (A) ; the latter set is 

closed, since f is continuous � hence G c f - 1 (A). I t  fol lows that f{G) c A . 
Since .f(H) = B and A n B i s  empty, we conclude that G n H i s  empty. 

The same argument shows that G n H is empty. Thus G and H are 
separated . This is impossible if E is connected . 

4.23 Theorem Let f be a continuous real function on the interval [a, b] . If 
f(a) <f(b) and if c is a number such that f(a) < c <f(b), then there exists a 
point x e (a, b) such that f(x) = c. 

A similar result  holds, of course, if f(a) > f(b) . Roughly speaking, the 
theorem says that a continuous rea l  function assumes all intermediate values on 
an interval . 

Proof By Theorem 2.47, [a, b] is connected � hence Theorem 4. 22 shows 
that /([a, b ]) is a connected subset of R 1 ,  and the assertion fol lows if we 
appeal once more to Theorem 2.47 . 

4.24 Remark At first glance, it might seem that Theorem 4.23 has a converse . 
That is , one might think that if for any two points x1 < x2 and for any number c 
between f(x1 ) and f(x2) there is a point x in (x1 , x2) such that f(x) = c, then f 
must be continuous .  

That this i s  not so may be concluded from Example 4.27(d) . 
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DISCO NTINUITI ES 

If x is a point in the domai n of definition of the function f at which f is not 
continuous, we say that / i s  discontinuous at x, or tha t / has a discontinuity at x. 
If f is defined on an i nterval or on a segment, i t  i s  customary to div ide d i scon
tinui ties into two types. Before giving this classificat ion ,  we have to define the 
right-hand and the left-hand lin1 its of.lat x, which we denote by f(x + ) andf(x -- ) ,  
respectively. 

4.25 Definition Let ;· be defined on (a, b) . Consider any point x such that 
a <  x < b. We write 

f(x + ) = q 

if  f(t") ---+> q as n ---+> oo ,  for all sequences {t,} i n  (x, b) such that t" ---+> x. To obta in  
the defini tion of  f(x - ) ,  for a < x < b, we restrict ourselves to sequences { t11} i n  
(a, x). 

It i s  clear that any point x of (a, b) , l im f(t ) ex i sts if and only i f  
t - x  

f(x + ) =f(x - ) = I im f(t ) .  

4.26 Definition Let f be defined on  (a, b). I ff i s  disconti nuous at a point x, 
and if f(x + ) and j'(x - )  exist. then .l is said to have a d i scontinuity of the first 
kind, or a simple discontinuity, at x. Otherwise the discontinui ty is sai d  to be of 
the second kin d. 

There are two ways in  which a function can have a si tnple di sconti nui ty : 
ei ther f(x + )  =F f(x - ) [i n which case the val ue f(x) is  immateri al] ,  or f(x + )  = 
f(x - )  =F .f(x) . 

4.27 Examples 
(a) Define 

f(x) = {� (x rat ional), 
(x i rrat ional). 

Then f has a discontinu ity of the second k ind at every point x. since 
neither f(x + ) nor f(x - ) exi sts . 
(b) Define 

f(x) = {� (x rat ional), 
(x i rrational). 
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Then f is continuous at x = 0 and has a discontinuity of the second 
kind at every other point. 
(c) Define 

x + 2 

f(x) = - x - 2 

x + 2 

( - 3 < X < - 2), 

( - 2 < x < 0)� 

(0 < X <  1 ) .  

Then j' has a s in1ple d iscontinu i ty at x = 0 and i s  continuous at 
every other point of ( - 3 , I ) . 
(d) Define 

. 1 
stn -

.f(x) = x 
(x i= 0), 

0 (x = 0). 

Since nei ther f(O + ) nor f(O - ) exists, .f has a discontinuity of the 
second kind at x = 0. We have not yet shown that s in x i s  a continuous 
function. If '"'·e assume th i s  result for the moment, �fheorem 4. 7 implies 
that f is continuous at every point x =F 0. 

M O NOTONIC FUN CTIONS 

We shal l now study those funct ions which never decrease (or never increase) on 
a given segment. 

4.28 Definition Let f be real on (a. b). Then f is said to be 1nonotonical/y 
increasing on (a, b) if  a <  x < y < b impl ies .f(x) < f(y). If  the last inequal i ty 
is reversed , we obtain the definition of a 1nonotonical/y decreasing function. The 
class of monotonic functions consists of both the increasing and the decreasing 
functions. 

4.29 Theorem Let f be monotonically increasing on (a, b) . Then f(x + ) and 
f(x - ) exist at every point of x of (a, b) . .\lore precisely, 

(25) sup f( t ) = f ( x -- ) < j{ x) < f (x + ) = in f f ( t ) . 
a < t < x  x < t < b  

Furthermore, if a < x < y < b, then 

(26) f{x + )  < f(y - ) .  

Analogous results evidently hold for monotonically decreasing functions. 
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(27) 

(28) 

(29) 

(30) 

Proof By hypothesis ,  the set of numbersf(t ), where a < t < x, i s  bounded 
above by the number f(x) , and therefore has a least upper bound which 
we shall denote by A .  Evidently A < f(x) . We have to show that 
A = f(x - ) .  

Let e > 0 be given . I t  follows from the defin ition of A as a least 
upper bound that there exists {> > 0 such that a < x - {> < x and 

A - e <f(x - f>) < A .  

Since f i s  monotonic, we have 

f(x - f>) < .f(t ) < A  (x - [, < t < x) .  

Combi ning (27) and (28), we see that 

lf(t ) - A I < e (x - {> < t < x) . 

Hence f(x - )  = A . 
The second half of (25) is  proved i n  precisely the same way. 
Next, if a < x < y < b, we see from (25) that 

f(x + ) = inf  f(t ) = i nf f(t ) . 
x < t < b  x < t < y  

The last equal i ty is obtai ned by applyi ng (25) to (a, .:v) i n  place of (a, b). 
Similarly, 

f(y - ) = sup f(t ) = sup .f(t ) . 
a < t < y  x < t < y 

Comparison of (29) and (30) gives (26). 

Corollary Monotonic functions have no discontinuities of tlze second kind. 

Th is corol lary implies that every monotonic function i s  discontinuous at 
a countable �et of points at most .  I nstead of appeal i ng to the general theorem 
whose proof is sketched in Exercise 1 7 . we give here a simple proof which is 
appl icable to n1onotonic funct ions .  

4.30 Theorem Let f be n1on()tonic on (a� b) . Then the set of points of (a, b) at 
which f is discontinuous is at most countable. 

Proof Suppose� for the sake of definiteness , that f is increasi ng, and 
let E be the set of po i nts at wh ich f is d iscontinuous . 

With every poi n t  x of E we associate a rational number r(x) such 
that 

f(x - )  < r(x) <f(x + ) . 
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Since x1 < x2 impl ies f(x1 + ) <f(x2 - ) , we see that r(x 1 ) =I= r(x2) if 

x1 # x2 • 
We have thus establi shed a 1 - 1  correspondence between the set E and 

a subset of the set of rational numbers. The latter_ as we know, is count
able. 

4.31 Remark I t  should be noted that the disconti nu ities of a monotonic 
function need not be isolated . I n  fact given any countable subset £ of (a, b). 
which may even be dense . we can construct a function j: monotonic on (a� b), 
discontinuous at every point of F.. and at no other point of (a, b). 

To show this, let the points of E be arranged in a sequence {x"}, 
n = L 2, 3, . . . .  Let (cnJ be a sequence of positive numbers such that I:c

" 
converges. Define 

(3 1 )  f(x) = L Cn (a <  x < b). 
."Cn < X  

The summat ion is to be understood as follows : Sum over those indices n 
for wh ich xn < x. If  there are no points xn to the left of x, the sum is empty ; 
fol lowing the usual convention, we define it to be zero . Since (3 1 )  converges 
absolutely, the order in  which the tern1s are arranged is imn1aterial . 

We leave the verification of the follo\ving properties of 1· to the reader : 

(a) .f is monoton ically increasing on (a� b) ; 
(b) 1· is discontinuous at every point of £; in fact 

f(xn + ) -f(xn - ) = Cn · 

(c) f is continuous at every other point of (a. b) . 

Moreover. it i s  not hard to see that .f(x - ) = .f(x) at all poi nts of (a, b). I f  

a function satisfies th is  condition� we say that f i s  continuous fronz the left . I f  
the summation i n  (3 1 )  were taken over all ind ices n for which x, < x. we would 
have f(x + ) = f(x) at every point of (a, b) ; that is. f would be continuous .from 
the right. 

Functions of this sort can also be defi ned by another n1ethod � for an 
example we refer to Theorem 6. 1 6 . 

INFINITE LIM ITS AND LII\1 1TS AT IN FIN ITY 

To enable us to  operate in  the extended real nun1ber system, \Ve shal l  no·.v 
enlarge the scope of Definition 4. 1 ,  by reformulating it in terms of neighborhoods. 

For any real number x, we have already defined a neighborhood of x to 
be any segment (x - �, x + £5). 
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4.32 Definition For any real c, the set of real numbers x such that x > c is  
cal led a neighborhood of + oo and is \vri t ten (c. + oo ) . Si mi larly. the set ( - oo, c) 
is a neighborhood of - oo .  

4.33 Definition Let j� be a real fu nction defined on E. We say that 

f(t ) � A as t � x, 

where A and x are in the extended real number sy�ten1 .  if for every ne ighborhood 
U of A there is a neighborhood V of x such that V n E is not empty, and such 
that .f( t ) E L1 for a l l  t e V n £, t -=1:- x. 

A mo1nent's consideration wil l  show that this coi ncides with Defi nit ion 
4. 1 when A and x are rea l .  

The anal0gue of Theorem 4.4 i s  sti l l  t rue. and the proof offers noth ing 
new. We state it ,  for the sake of completeness. 

4.34 Theorem Let f and g be defined on E. Suppose 

Then 
g (t )  � B 

(a) f(t )  � A ' in1plies A ' = A .  
(b) (.{ + g)( t ) � A + B, 

(c) (.(g)(t ) -+  A B, 
(d) (j/g)(t ) � A / B, 

as t � x. 

provided the right 111e1nbers of (b), (c) , and (d) are defined. 
Note that OC' - oo ,  0 · oo ,  oofoo.  A/0 are not defined (see Definit ion 1 . 23). 

EXERCISES 

1.  Suppose f i s  a real function defined on R1 which sat isfies 

lim [f(x -t h) - f(x -- h)] --= 0 
.. .... o 

for every x E R 1 • Does this imply that f is  continuous ? 
2. If / is a conti nuous mapping of a metric space X into a metric space Y, prove that 

.f(£) c /(£) 

for every set E c X. (E denotes the closure of £. ) Show, by an example, that 

/(E) can be a proper subset of /(E). 

3. Let /be a conti nuous real function on a metric space X. Let Z (/) (the zero set off) 
be the set of all p E X at which f( p) = 0. Prove that Z(/) is closed . 

4. Let f and g he continuous mappings of a metric space .Y into a metric space Y, 
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and Jet E be a dense subset of X. Prove that /(E) is dense in /(X). If g(p) = f(p) 

for all p E £, prove that g(p) = f(p) for all p E X. ( I n  other words, a continuous 

mapping is determined by its values on a dense subset of i ts domain.) 

5. I ff is a real continuous function defined on a closed set E c R1 ,  prove that there 

exist continuous real funct ions g on R1 such that g(x) = f(x) for aiJ x E E. (Such 

functions g are called continuous extensions of f from E to R 1 .) Show that the 
result  becomes false if the word "closed" is omitted . Extend the result to vector

valued functions. Hint: Let the graph of g be a straight l ine on each of the seg

men ts which constitute the complement of E (com pare Exercise 29, Chap. 2). 

The result remains true if R 1 is replaced by any metric space, but the proof is not 

so simple . 

6. If  f is defined on E, the graph of / is the set of points (x, f(x)), for x E E. In partic

ular, if E is a set of real numbers, and f is real-valued, the graph off is ·a subset of 

the plane . 

Suppose E is compact, and prove that f is continuous on E if  and only if 

its graph is compact . 

7. I f  E c X and if / is a function defined on X, the restriction of f to E is the function 

g whose domain of defin ition is E, such that g(p) = f(p) for p E E. Define f and g 
on R 2 by : /(0, 0) = g(O, 0) = 0, j'(x, y) = xy2 /(x2 + y4), g(x, y) = xy2/(x2 + y6) 
if (x, y) =f- (0, 0). Prove that f is bounded on R 2; that g is unbounded in every 

neighborhood of (0, 0), and that f is not continuous at (0, 0) ; nevertheless, the 

restrictions of both f and g to every straight line in R2 are continuous ! 

8. Let f be a real uniformly continuous function on the bounded set E in R1 • Prove 

that f is bounded on E. 

Show that the conclusion is  false if boundedness of E is omitted from the 

hypothesis. 

9. Show that the requirement in the defini tion of uniform continuity can be rephrased 

as follows, in terms of d iameters of sets : To every e > 0 there exists a 8 > 0 such 

that diam f(E) < e for all E c X with diam E < 8 . 
10. Complete the details of the following alternative proof of Theorem 4. 1 9 :  Iff is not 

uniformly continuous, then for some e > 0 there are sequences {pn} , {qn} in X such 

that dx(Pn , Qn) -+ 0 but dr(f(Pn), f(qn)) > e .  Use Theorem 2.37 to obtain a contra

d iction. 

1 1 . Suppose f is a uniformly continuous mapping of a metric space X into a metric 

space Y and prove that {/(xn)} is a Cauchy sequence in  Y for every Cauchy se
quence {xn} in  X. Use this result to give an alternative proof of the theorem stated 

in Exercise 1 3 . 

12. A uniformly continuous function of a uniformly continuous function is uniformly 

continuous. 
State this more precisely and prove it. 

13. Let E be a dense subset of a metric space X, and let f be a uniformly continuous 

real function defined on E. Prove that f has a continuous extension from E to X 
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(see Exercise S for terminology). (Uniqueness follows from Exercise 4.) Hint: For 

each p e X  and each positive integer n, let V,.(p) be the set of all q e E with 

d(p, q) < 1/n. Use Exercise 9 to show that the intersection of the closures of the 

sets f( V1(p)), /( V2(p)), . . .  , consists of a single point, say g(p), of R1•  Prove that 

the function g so defined on X is the desired extension of f. 

Could the range space R1 be replaced by Rk ? By any compact metric space ? 

By any complete metric space ? By any metric space ? 

14. Let I = [0, 1 ]  be the closed unit interval. Suppose f is a continuous mapping of I 
into I. Prove that /(x) = x for at least one x e I. 

15. Call a mapping of X into Y open if/( V) is an open set in Y whenever V is an open 

set in X. 

Prove that every continuous open mapping of R 1  into R1 is monotonic. 

16. Let [x] denote the largest integer contained in x, that is, [x] is the integer such 

that x - 1 < [x] < x ;  and let (x) = x - [x] denote the fractional part of x. What 

discontinuities do the functions [x] and (x) have ? 

17. Let f be a real function defined on (a, b). Prove that the set of points at which f 

has a simple discontinuity is at most countable. Hint: Let E be the set on which 

f(x - )  <f(x + ). With each point x of E, associate a triple (p, q, r) of rational 

numbers such that 

(a) /(x - ) < p  <f(x+ ), 
(b) a < q  < t < x implies f(t) < p, 

(c) x < t < r < b implies /(t) > p. 

The set of all such triples is countable. Show that each triple is associated with at 

most one point of E. Deal similarly with the other possible types of simple dis

continuities. 

18. Every rational x can be written in the form x = m/n, where n > 0, and m and n are 

integers without any common divisors. When x = 0, we take n = 1 .  Consider the 

function I defined on R1 by 

0 
f(x) = 1 

n 

(x irrational), 

Prove that f is continuous at every irrational point, and that /has a simple discon

tinuity at every rational point. 

19. Suppose f is a real function with domain R1 which has the intermediate value 

property : If f(a) < c < f(b), then f(x) = c for some x between a and b. 
Suppose also, for every rational r, that the set of all x with f(x) = r is closed . 

Prove that f is continuous. 

Hint: If x,. � Xo but f(x,.) > r > f(xo) for some r and all n, then f(t ,.) = r 

for some t,. between xo and xra ; thus t,. � Xo . Find a contradiction. (N. J. Fine, 

Amer. Math. Monthly, vol. 73, 1 966, p. 782.) 
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20. If E is a nonempty subset of a metric space X, define the distance from x E X to E 
by 

PE(x) = inf d(x, z). 

(a) Prove that PE(x) = 0 i f  and only if x E £. 
(b) Prove that p E is a uniformly continuous function on X, by showing that 

I PE(x) - PE(y) I < d(x, y) 

for all x E X, y E X. 
Hint: pE(x) < d(x, z) < d(x, y) + d(y, z), so that 

PE(x) < d(x, y) + PE(y) . 
21 . Suppose K and f .. are disjoint sets in a metric space X, K is compact, F is closed . 

Prove that there exists S > 0 such that d(p, q) > S i f  p e K, q E F. Hint: PF is a 
continuous positive function on K. 

Show that the conclusion may fail for two d isjoint closed sets if  neither is 

compact . 
22. Let A and B be disjoint nonempty closed sets in a metric space X, and define 

f(p) = pA(p) (p E X). 
PA(p) + p B(p) 

Show that f is a continuous function on X whose range l ies in [0, 1 ], that f(p) = 0 
precisely on A and f(p) = 1 precisely on B. This establishes a converse of Exercise 

3 :  Every closed set A c X is Z(/) for some continuous real f on X. Setting 

v = J- 1 ([0, !)) . 
show that V and W are open and disjoint, and that A c V, B c W. (Thus pairs of 

disjoint closed sets in a metric space can be covered by pairs of d isjoint open sets. 

This property of metric spaces is cal led normality.) 
23. A real-valued function f defined in (a, b) i s  said to be convex i f  

/( ..\x + ( I  - ..\)y) < ..\f(x) + (1  - ..\)f(y) 

whenever a < x < b, a < y < b, 0 < A < 1 . Prove that every convex function is 

continuous. Prove that every increasi ng convex function of a convex function is 

convex . (For example, iff is convex , so is e1. )  

Iff is  convex in  (a, b) and if  a <  s < t < u < b, show that 

f(t)  - f(s) f(u) - f(s) f(u) - f(t ) ---- < < . 
t - s  - u - s  - u - t 

24. Assume that / i� a continuous real function defined in (a, b) such that 

1(x ; y) < f(x) ; f(y) 

for all x, y E (a, b). Prove that f is convex . 
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25. If A c R" and B c Rk, define A +  B to be the set of all sums x + y with x E A ,  
y e B. 

(a) If K is compact and C is closed in Rk, prove that K + C i s. closed . 
Hint: Take z ¢ K + C, put F = z - C, the set of aJI z - y with y E C. Then 

K and F are disjoint. Choose S as in Exercise 2 1 . Show that the open ball with 
center z and radius S does not intersect K + C. 
(b) Let oc be an irrational real number. Let c. be the set of all integers, let C2 be 

the set of all na. with n E C1 . Show that c. and C2 are closed subsets of R 1  whose 

sum C1 + C 2 is not closed, by showing that C1 + C 2 is a countable dense subset 
of R 1 • 

26. Suppose X, Y, Z are metric spaces, and Y is compact. Let I map X i nto Y, let 

g be a continuous one-to-one mapping of Y into Z, and put h(x) = g(f(x)) for 

X E X. 
Prove that f is uniformly continuous if h is uniforn1ly continuous. 

Hint:  g- 1 has compact domain g( Y), and l(x) = g- 1(h(x)). 
Prove also that I is continuous if  h i s  continuous. 

Show (by modifying Example 4.2 1 ,  or by finding a different example) that 
the compactness of Y cannot be omitted from the hypotheses, even when X and 

Z are compact. 



5 
DIFFERENTIATION 

In this chapter we shall (except in the final section) confine our attention to real 
functions defined on intervals or segments. This is not just a matter of con
venience, since genuine differences appear when we pass from real functions to 
vector-valued ones. Differentiation of functions defined on Rk wil l  be discussed 
in Chap . 9.  

THE DERIVATIVE OF A REAL FUNCTION 

5. 1 Definition Let f be defined (and real-valued) on [a, b ] .  For any x e [a, b] 
form the quotient 

( 1 ) ¢(t ) = f(t ) - f(x) 
t - X 

(a < t < b, t :F x), 

and define 

(2) f'(x) = lim cp(t ), 
t -+ .x  
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provided this l imit exists in accordance with Definition 4. 1 .  
We thus associate with the function f a function f' whose domain 

is the set of points x at which the limit (2) exists ; f' is called the derivative 
off 

Iff' is defined at a point x, we say that f is differentiable at x. Iff' is 
defined at every point of a set E c [a, b ], we say that f is differentiable on E. 

It is  possible to consider right-hand and left-hand limits in (2) ; this leads 
to the definition of right-hand and left-hand derivatives. In particular, at the 
endpoints a and b, the derivative, if i t  exists, is a right-hand or left-hand deriva
tive, respectively. We shall not, however, discuss one-sided derivatives in any 
detail . 

Iff is defined on a segment (a, b) and if a < x < b, then f'(x) is defined 
by ( I )  and (2), as above. But f'(a) and f'(b) are not defined in this case. 

5.2 Theorem Let f be defined on [a, b ]. Iff is differentiable at a point x E [a, b ] , 
then f is continuous at x. 

Proof As t -+  x, we have, by Theorem 4.4, 

f(t ) - f(x) 
f(t ) - f(x) = · (t - x) --+ f'(x) · 0 = 0. 

t - X 

The converse of this theorem i s  not t rue. It  is easy to construct continuous 
functions which fail to be differentiable at isolated points . In Chap. 7 we shall 
even become acquainted with a function which is continuous on the whole line 
without being differentiftble at any point ! 

5.3 Theorem Suppose f and g are defined on [a , b] and are differentiable at a 
point  x E [a, b]. Then f + g, fg, and ffg are differentiable at x, and 

(a) (f + g)'(x) = f'(x) + g'(x) ; 

(b) (fg)'(x) = f'(x)g(x) + f(x)g'(x) ; 

(c) (f) ' 
(x) = 

g(x)f'(x) - g'(x)f(x) 

g g2(x) 

In (c), we assume of course that g(x) =I= 0. 

Proof (a) is clear, by Theorem 4.4. Let h = fg. Then 

h(t ) - h(x) =f(t ) [g(t ) - g(x)] + g(x) [f(t )  - f(x)] .  
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If we divide this by t - x and note thatf(t ) -+ f(x) as t -+  x (Theorem 5.2) , 
(h) fol lows. Next ,  let h = ffg. Then 

h(t )  - h(x) 
= 

1 [
u<xl(t )  -f(x) _ f(x) 

g(t )  - g(x)] . 
t - x g(t )g(x) t - x  t - x 

Letting t -+  x, and applying Theorems 4 .4 and 5 .2, we obtain (c) . 

5.4 Examples The derivat ive of any constant is clearly zero. Iff i s  defined 
by f(x) = x, then .f'(x) = I .  Repeated appl ication of (b) and (c) then shows that 
x" is different iable, and that its derivative is nx" - 1 , for any integer n (if n < 0, 
we have to restrict ourse lves to x =1= 0). Thus every polynomial is d ifferentiable, 
and so is every rational funct ion, except at the po ints where the denominator is  
zero. 

The following theorem is known as the "chain rule" for d ifferentiation. 
It deals with different ia t ion of compos ite funct ions and is probably the most 
important theorem about derivat i ves. We shall meet more general versions of it 
in Chap. 9. 

S.S Theorem Suppose f is con tinuous on [a, b],f'(x) exists at son1e point 
x E [a, h ] ,  g is defined on an in terral I ' rhich contains the range off, and g is 
differentiable at the point f(x). �l 

h(t ) = g(f( t )) (a < t < b), 

then h is d(!Jerentiab/e at x, and 

(3) h'(x) = g'(f(x))f'(x). 

Proof Let y = f(x). By the definition of the derivative, we have 

(4) f(t )  -f(x) = (t - x)[.f'(x) + u(t )], 

(5) g(s) - g(y) = (s - y)[g'(y) + v(s)] , 

(6) 

where t E [a, b] , s E /, and u(t ) -+ 0 as t -+  x, v(s) -+  0 as s -+ y. Let s = f(t ). 
Using first (5) and then ( 4) , we obtain 

h(t ) - h(x) = g(f(t )) - g(f(x)) 
= [f(t ) -f(x)] · [g'(y) + v(s)] 
= (t - x) · [f'(x) + u(t )] · [g'(y) + v(s)] , 

or, if t :F x, 

h( 1 ) - h( X) 
= [g' ( y) + v( S)) . (f' (X) + u( 1 )) .  t - x 

Letting t -+  x. we see that s -+  y, by the continuity off, so that the right 
side of (6) tends to g'(y)f'(x), which gives (3). 
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5.6 Examples 

(7) 

(8) 

(9) 

( 1 0) 

( 1 1 )  

(a) Let / be defined by 

. 1 
X S in -

f(x) = x 
(x =1: 0), 

0 (x = 0). 

Tak ing for granted that the der ivat ive of s in x i s  cos x (we shall 
d iscuss the trigonometric funct ions in Chap. 8) ,  we can apply Theorems 
5 .3  and 5 . 5 whenever x -:1 0, and obtain 

!'( . I 1 I 
x) = sin - - - cos -

X X X 
(x -:1 0). 

At x = 0, these theorems do not apply any longer, since 1 /x is not defined 
there,  and we appea l d irectly to the definit ion : for t -:1 0, 

f(t ) - /(0) . I ---- = stn - .  
t - 0 t 

As t --+  0, this does not tend to any l im it ,  so that .f'(O) does not ex ist .  
(b) Let f be defined by 

2 . I 
X Sin -

f(x) = x 

0 

As above, we obtain 

!'( 
. I I 

x) = 2x sin - - cos -
X X 

(x =I= 0), 

(x = 0), 

(x =I= 0). 

At x = 0, we appeal to the definition, and obta in 

f(t ) -f(O) . I 
I I ---- = t sin - < t 

t - 0 t -

letting t -+ 0, we see that 

j"'(O) = 0. 

(t =I= 0) ; 

Thus f is differentiable at a l l  points x, but f' i s  not a continuous 
function , since cos ( 1 /x) in ( 1 0) does not tend to a l imit as x --+  0. 
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MEAN V.l�LUE THEOREMS 

5. 7 Definition Let f be a real function defined on  a metric space X. We say 
that /has a local maximunz at a po int p E X i f  there exists b > 0 such that f(q) < 
f(p) for al l  q E X with d(p, q) < b . 

Loca l min ima are defined likewise. 
Our next theorem is the basis of many applicat ions of differentiation. 

5.8 Theorem Let f be defined on [a, b] ; iff has a local maximum at a point 
x E (a, b),  and if f'(x) exists, then j''(x) = 0. 

The a nalogous statement for loca l m in ima is of course also true. 

Proof Choose b in  accordance with Definition 5 .  7 ,  so that 

a < X - b < X < X + b < b. 

If x - b < t < x, then 

f(t ) - f(x) 
---- > 0. 

t - X 

Let t ing t � x, we see that f ' (x) > 0. 
If x < t < x + b,  then 

f(t ) -f(x) ---- < 0, 
t - x 

which shows that f '(x) < 0. Hence f'(x) = 0. 

5.9 Theorem If f  and g are continuous real functions on [a, b] which are 
d(lferentiable in (a, b) , then there is a point x e (a , b) at which 

( 1 2) 

[f(b) -f(a)]g'(x) = [g(b) - g(a)]f'(x). 

Note that differentiability is not required at the endpoints. 

Proof Put 

h(t ) = [/(b) - f(a)]g(t ) - [g(b) - g(a)]f(t ) (a < t < b).  

Then h is  continuous on [a, b ] ,  h is differentiable in (a, b) , and 

h(a) = f(b)g(a) - f(a)g(b) = h(b). 

To prove the theorem, we have to show that h'(x) = 0 for some x e (a, b). 
If h is constant, th is holds for every x E (a, b) . If  h(t ) > h(a) for 

some t E (a, b) , let x be a point on [a, b] at which h attains its maximum 
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(Theorem 4. 1 6). By ( 1 2), x E (a, b), and Theorem 5 .8  shows that h'(x) = 0. 
If h(t ) < h(a) for some t E (a, b) , the same argument appl ies if we choose 
for x a point on [a, b] where h attains its minimum. 

This theorem is often cal led a generalized n1ean ralue theoren1 ;  the fo l lowing 
special case is  usual ly referred to as "the" mean va lue theorem : 

5. 10 Theorem Iff is a real continuous function on [a, b] •rhich is d�fferentiable 
in (a, b), then there is a point x E {a, b) at u·hich 

f(b) - f(a) = (b - a)f'(x). 
Proof Take g(x) = x in Theorem 5.9 .  

5.1 1  Theorem Suppose f is differentiable in (a, b). 
(a) if f'(x) > 0 for all x E (a , b), then f is n1onotonical/y increasing. 
(b) If f'(x) = 0 for all x E (a , b) , then / is constant. 
(c) If f'(x) < 0 for all x E (a, b) , then f is monotonically decreasing. 
Proof Al l  conclusions can be read off from the equation 

which is val id ,  for each pair of numbers x1 , x 2 in (a, b) , for sorne x between 
x1 and x2 • 

THE CO NTINUITY OF DERIVATIVES 

We have a lready seen [Example 5 .6(b)] that a function f may have a derivative 
f' which exists at every point, but is d iscontinuous at some point. However, not 
every function is a derivative. In particu lar, derivat ives which exist at every 
point of an in terval  have one important property in common with functions 
which are continuous on an interva l : Intermediate values are assumed (compare 
Theorem 4.23). The precise statement fol lows. 

5.12 Theorem Suppose f is a real differentiable function on [a, b] and suppose 
f'(a) < A <f'(b). Then there is a point x E (a, b) such that f'(x) = A. 

A similar result holds of course if f'(a) > f'(b). 
Proof Put g(t ) = f(t ) - J�t .  Then g'(a) < 0, so that g(t1 ) < g(a) for some 
t1 E (a, b) , and g'(b) > 0, so that g(t2) < g(b) for some t2 E (a, b). Hence 
g attains i ts m inimum on [a, b] (Theorem 4. 1 6) at some point x such that 
a < x < b. By Theorem 5 . 8 ,  g'(x) = 0. Hence .f'(x) = A. 
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Corollary Iff is differentiable on [a, b ] ,  then f' cannot hat·e any simple dis
continuities on [a, b ] .  

But f' may very wel l  have discontinuities of the second kind. 

L'HOSPITAL'S RULE 

The following theorem is frequently useful in the evaluation of limits. 

5.13  Theorem Suppose f and g are real and differentiable in (a, b), and g'(x) =I= 0 
for all x e (a, b) , where - oo < a < b < + oo .  Suppose 

(1 3) 

If 
( 1 4) 
or if 
( 1 5) 

then 

( 1 6) 

f'(x) 
-- -+ A as x -+ a. g'(x) 

f(x) -+ 0 and g(x) -+ 0 as x -+  a, 

g( x) -+ + oo as x -+ a, 

f(x) - -+ A as x -+ a. g(x) 
The analogous statement i s  of course also true i f  x -+  b, or i f  g(x) -+ - oo 

in ( 1 5) .  Let us note that we now use the lim i t  concept in the extended sense of 
Defin i tion 4. 3 3 .  

( 1  7) 

( 1 8) 

( 1 9) 

Proof We fi rs t consider the case in wh ich - oo < A < + oo .  Choose a 
real number ·q such that A < q, and then choose r such that A < r < q. 
By ( 1 3) there is a point c E (a, b) such that a < x < c implies 

f'(x) -- < r. g '(x) 
If a < x < y < c, then Theorem 5 .9 shows that there is  .a point t E (x, y) 
such that 

f(x) - f(y) f'(t) 
g(x) - g(y) = g'(t) < r. 

Suppose ( 1 4) holds. Lett ing x -+  a in ( 1  8) ,  we see that 

f(y) 
< r < g(y) - q (a < y < c). 
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(20) 

(2 1 )  

(22) 

Next, suppose ( 1 5) holds. Keeping y fixed in ( 1 8) ,  we ca n choose 
a point c1 E (a, y) such that g(x) > g(y) and g(x) > 0 if a < x < c1 • M ulti
plying ( 1 8) by [g(x) - g(y)]/g(x) , we obtain 

f(x) 
< r _ r g(y) + f(y) 

( ) a <  x < c 1 • 
g(x) g(x) g(x) 

I f  we let x � a  in (20) , ( 1 5) sho'NS that there is a po int  c2 E (a ,  c1 ) 
such that 

f(x) 
g-(-x) 

< q 

Summing up, ( 1 9) and (2 1 )  show that for any q, subject only to the 
condition A < q, there is a point c2 such that f(x)fg(x) < q if a < x < c2 • 

In  the same manner, if - oo < A  < + 
oo ,  and p is chosen so that 

p < A ,  we can find a point  c3 such that 

f(x) p < (a < x < c3), 
g(x) 

and ( 1 6) fol lows from these two statements. 

DERIVATIVES OF HIGHER O RDER 

5.14 Definition If  fhas a derivative f' on an interval , and i ff' is i tself d ifferen
tiable, we denote the derivative off' by f" and ca l l /" the second deri vative off 
Continuing in this manner, we obtain functions 

J, f' J" /(3) J(n) ' ' ' , . . . , ' 

each of wh ich is the derivative of the preceding one. J<n> is ca l led the nth deriva
tive ,  or the derivative of order n, off 

In order for t<n> (x) to exist at a point x , J<n - 1 > (t ) must exist in a neighbor
hood of x (or in a one-sided neighborhood, if x is an endpoint of the interva l 
on which / is defined), and f<n - t ) must be differentiable at x. Since f<n - t ) must 
exist in  a neighborhood of x, j·<r. - 2>  must be differentiable in  that neighborhood . 

TAYLOR 'S THE OREM 

5.15 Theorem Suppose f is a real function on [a, b ] ,  n is a positive integer, 
J<n - 1 > is continuous on [a, b ] ,  J<n>(t ) exists for every t E (a, b) . Let et, f3 be distinct 
points of [a, b ], and define 

(23) 
n - lj(k){et) 

P( t )  = L ( t - rx )k . k= O k ! 
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Then there exists a point x between r:t. and p such that 

(24) 

For n = I ,  this is j ust the mean value theorem.  In general , the theorem 
shows that .f can be approximated by a polynomial of degree n - I ,  and that 
(24) al lows us  to  est imate the error, if \Ve know bounds on IJ.<")(x) ! -

(25) 

(26) 

(27) 

(28) 

Proof Let M be the number defined by 

and put 

l(fi) = P({J) + M({J - et)n 

g( t ) = I ( t )  - P( 1 )  - M ( 1 - Ct )n (a < t < b) . 

We have to show that n !A1 = l<n>(x) for some x between r:t. and p. By 
(23) and (26), 

(a < t < b).  

Hence the proof wi l l  be complete if we can show that g<n >(x) = 0 for some 
x between et and P. 

S ince P (k)(::x) = l< k>(a) for k = 0, . . .  , n - 1 .  we have 

g(r:t.) = g'(rt.) = . . . = 9(11 - l )(::x) = 0. 

Our choice of ltf sho\vs that g({J) = 0, so that g' (x1 ) = 0 for some x1 
between ':1. and fi. by the mea n va lue thcoretn . Since g'(�) = 0, we conclude 
s im i larly that g''(x2) = 0 for some x2 between r:t. and x1 . After n steps we 
arr ive at the conclusion that g<n>(xn) = 0 for some xn between ::x and xn _ 1 ,  

t ha t  i s .  between 'Y. and {3. 

DIFFER ENTIATION OF VECTO R-VA LU ED FUNCTIONS 

5. 16  Remarks Defin itjon 5 .  I appl ies without any change to  complex functions 
f defi ned on [a, b ] ,  and  Theorems 5 . 2  and 5 . 3 ,  as well as the ir  proofs ,  remain 
val id .  If 11 and 12 are the real and imaginary parts off, that i s ,  if 

I ( t ) = It ( t ) + if2 ( t ) 

for a < t < b, where ft (t ) and l2(t ) are real ,  then we clearly have 

(29) l'(x) = l{(x) + if2(x) ;  
also ,  I i s  differentiable at x if and only if both 11 and 12 are d ifferentiable at x. 
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Passing to vector-valued functions in  general ,  i .e. , to functions f which 
map [a, b] into some Rk, we may sti l l  apply Definition 5. 1 to define f'(x). The 
term </J(t ) in  ( I ) is now, for each t, a point i n  Rk, and the l imit in (2) is taken with 
respect to the norm of Rk. In other words ,  f '(x) is that point of Rk (if there is 
one) for which 

(30) l im 
f(t ) - f(x) - f'(x) = 0, 

t -+ x  t - X  

and f'  i s  again a function with values in Rk. 
If /1 , • • .  , h are the components of f, as defined in Theorem 4. 1 0, then 

(3 1 )  f' = (f; '  . . . ' ��)' 
and f is differentiable at a point x if and only if each of the functions ft ,  . . · . , h 
is  d ifferentiable at x. 

Theorem 5.2 is  true in  this context as wel l ,  and so is Theorem 5 .3(a) and 
(b), i f  fg is replaced by the inner product f · g (see Definition 4.3). 

When we turn to the mean value theorem , however, and to one of its 
consequences , namely, L'Hospital 's rule, the si tuation changes . The next two 
examples will show that each of these results fails to be true for complex-valued 
functions. 

5.17 Example Define, for real x, 

(32) f(x) = eix = cos x + i sin x. 

(The last expression may be taken as the defin it ion of the com plex exponential 
eix ; see Chap. 8 for a full discussion of these functions .)  Then 

(33) 

but 

(34) 

/(2n) - /(0) = 1 - I = 0,  

f'(x) = ieix, 
so that lf'(x) I = 1 for all real x. 

Thus Theorem 5. 1 0  fails to hold in this case. 

5. 18 Example On the segment (0, 1 ) , define f(x) = x and 

(35) 

Since I ei ' I = 1 for all real t, we see that 

(36) l im 
f(x) = 1 .  

x-+0 g(x) 
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Next , 

(37) { 2i } " / 2 
g ' ( x) = I + 2x --

x 
e' x (0 < X <  I ) , 

so that 

(38)  2i 2 
l g '(x) l > 2x - - - I  > - - 1 . 

X X 
Hence 

(39) .f' (x) 
g'(x) 

I X --- < --
l g '(x) l - 2 - x  

and so 

(40) l im f'(x) == 0 
x- o  g'(x) . 

By ( 36) a nd (40) , L,Hospi tars  rule fa i l s  i n  th is case. Note a l so that g'(x) i= 0 
on (0� I ) ,  by (3R ) . 

However. there is a consequence of the mean va lue theorem wh ich , for 

purposes of a ppl icat ions ,  i s  a l most a s  usefu l  as  Theorem 5 . 1 0. and wh ich re

mains  t rue fo r vector-va l ued funct ion s : From Theorem 5. I 0 i t  fo l l ows that 

( 4 I )  If( b) - j"(a) I < (h - a) sup  lf" ' (x) i .  
a < x < b  

5. 1 9  Theorem Suppose f is a continuous n 1apping o.f [a . b] into Rk and f is 
diff£)rentiable in (u, b). Then there exists x E (a, h) such that 

l f(h) -- f(a) l < (b - a) l f'(x) ! . 

Proof 1 Put z = f(b) - f(a) , a nd defi ne 

q>( t ) = z . f( t ) (a < t < b). 
Then <p i s  a rea l -va l ued con t in uous funct ion on [a , h] wh ich is d i fferen t i a

ble i n  (a. b). The mean val ue theorem shows therefore that 

l{J(h) - q>(a) = (b - a)q /(x) = (b - a)z • f'(x) 

for some x E (a . b). On the other ha nd, 

<p( h) - <p( a) = z · f( b) - z · f( a) = z · z = I z I 2 • 

The Schwar7 ineq ua l i ty now gives 

l z l 2  == (h - a) l z • f'(x) l < (b - u) l z l l f'(x) l . 

Hence I z I < (h - a) I f'(x) I , which i s  the desi red concl usion . 

1 V .  P. H av i n  t ranslated the second ed i t ion of t h is book into Russ ian and added this  

proof to t he orig inal  one.  
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EXER CISES 

1.  Let f be defined for all real x, and suppose that 

1/(x) - f(y) I < (x - }') 2 

for all real x and y. Prove that f is constant .  
2. Suppose .f'(x) > 0 i n  (a, b) .  Prove that / is strictly increasing in (a, h) ,  and let ,q be 

its inverse funct ion . Prove that g is differentiable, and that 

g'(f(x)) = 
f'�x) 

(a < x < h). 

3. Suppose g is a real function on R 1 , with bounded derivative (say l _q ' I < M). Fix 
e > 0, and define f(x) = x + eg(x). Prove that f is one-to-one if E is smal l enough . 
(A set of admissible values of E can be determined which depends only on M.) 

4. If 

C 
c 1 c·n - I c n = 0 o + - + · · · + + --
2 n 11 + 1 

' 

where Co , . . . , Cn are real constants ,  prove that the eq uation 

C 0 + C 1 X + . . • + C n - 1 Xn - 1 + C n Xn = 0 

has at least one real root between 0 and 1 .  
5. Suppose / is defined and differentiable for every x > 0, and ['(x) � 0 as x � + oo . 

Put g(x) = f(x + 1 )  - /(x). Prove that g(x) � 0 as x � + oo .  
6. Suppose 

(a) f is continuous for x > 0, 
(b) /'(x) exists for x > 0, 

(c) f(O) = 0, 

(d) [' is monotonically increasing. 
Put 

g(x) = f(x) 
(x > 0) 

X 

and prove that g is monotonically increasing. 
7. Suppose /'(x), g'(x) exist, g '(x) "* 0, and /(x) = g(x) = 0. Prove that 

l im 
f(t) = f'(x) . 

r -+ x  g(t ) g'(x) 

(This holds also for con1plex functions.)  
8. Suppose /' is continuous on [a, b] and e > 0. Prove that there ex ists S > 0 such 

that 

/(t) - f(x) - f'(x) < e 
t - x  
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whenever 0 < I t - x I < S,  a < x < b, a < t � b. (Th is could be expressed by 
saying that f is uniformly differentiable on [a, b] i ff ' is  cont in uous on [a, b ] . )  Does 
this hold for vector-val ued funct ions too ? 

9. Let f be a continuous real function on R 1 , of which it is known that /'(x) exists 
for all x #- 0 and that /'(x) -+ 3 as x -+ 0. Does it fol low that /'(0} exists ? 

10. Suppose f and g are complex different iable funct ions on (0, I ), /(x) � 0, _q(x) --+ 0, 
/'(x) -+ A , g'(x) --+ B as x -+ 0, where A and B arc complex numbers, B #- 0. Prove 
that 

I im /(x) = A . 
x -+ o g(x) B 

Compare with Example 5 . 1 8 . Hint : 

/(x) = {/(x) -- A \ . � + A . � .  
g(x) x } g(x) g(x) 

Apply Theorem 5 . 1 3  to the real and imaginary parts of f(x)/x and g(x)/x. 
1 1 . Suppose f is  defined in a neighborhood of x, and suppose /"(x) exists. Show that 

I
. f(x + h) + f(x - h) - 2/(x) = /"( ) 1m 

h2 
X • h - 0 

Show by an example that the J imit n1ay exist even if f''(x) does not .  
Hint: Use Theorem 5 . 1 3 . 

12. I f  /(x) = I x 1 3 , compute f'(x), f"(x) for a l l  real x, and show that j< 3 >(0) does not 
ex ist .  

13. Suppose a and c are real numbers, c > 0, and f is defined on [ - 1 ,  1 ]  by {Xa sin (x - c) 
f(x) = 

0 

Prove the fol lowing statements : 
(a) f is continuous if and only if  a > 0. 
(b) /'(0) exists if and only if a >  1 . 
(c) f' is  bounded if and only if a >  1 + c. 
(d) f' is continuous if and only if a > I + c. 
(e) /"(0) exists if and only if a >  2 + c. 

(/) /" is bounded if and only if a >  2 + 2c. 
(g) f" is continuous if and only if a >  2 + 2c. 

( i f  X =f- 0), 

( if X =  0). 

14. Let f be a differentiable real function defined in (a, b). Prove that f is convex i f  
and only i f  f '  i s  monotonically increasing. Assume next that /"(x) ex ists for 
every x E (a, b), and prove that / is convex if and only if f''(x) > 0 for al l x E (a, b). 

15. Suppose a E R 1 , /is  a twice-differentiable real function on (a, oo ) , and M o , M. , M 2 
are the least upper bounds of 1/(x) I ,  lf'(x) I ,  1/"(x) I ,  respectively, on (a, oo ) . 

Prove that 
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Hint: If h > 0, Taylor's theorem shows that 

f'(x) = 2� [f(x + 2h) - /(x)] - hf"(g) 

for some g E (x, x + 2h) . Hence 

lf'(x) l < hM, + �0 • 

To show that M� = 4M o M  2 can actually happen,  take a =  - 1 ,  define 

f(x) = x2 - I 
x2 + 1 

( - I < x < O), 

(0 < X < X>), 

and show that Mo = 1 ,  M1 = 4, M2 = 4. 
Does Ml < 4Mo M2 hold for vector-valued functions too ? 

1 6. Suppose I is twice-differentiable on (0, oo ) , /" is bounded on (0, rX; ) , and /(x) � 0 
as x � oo .  Prove that /'(x) � 0 as x � XJ .  

Hint: Let a � oo i n  Exercise 1 5 . 

17. Suppose I is a real, three t imes d ifferentiable fu nction '-- · •  [ -\1 , I ] , such that 

/(- I ) =  0, /(0) = 0, /( I ) = I , /'(0) = 0. 
Prove that l< 3>(x) > 3 for some x E ( - 1 ,  1 ) . 

Note that equali ty holds for �(x 3 + x2 ) . 

Hint: Use Theorem 5 . 1 5 , with ex = 0 and f3 = ± I , to show that there exist 
s E (0, 1 )  and t E ( - I ,  0) such that 

J< 3 >(s) + j< 3 >(t ) = 6. 

18. Suppose f is a real furtction on [a, b ], n is a posit ive in teger, and j<" - 1 > exists for 
every t E [a, b]. Let ex, f3, and P be as in Taylor's theorem (5 . 1 5) .  Define 

for t E [a, b ], t i= f3, differentiate 

Q(t) = f(t ) - f(f3) 
t - f3 

/(t) - /({3) = (! - f3) Q(t ) 

n - 1 t imes at t = ex, and derive the fol lowing version of Taylor's theorem : 

Q<" - l )(ex) /(fJ) = P(f3) + (n _ I ) ! ({3 - ex)". 
19. Suppose f is defined in (- I ,  1 )  and /'(0) exists. Suppose - I < ex, < f3,. < I ,  

ex, � 0, and fJ,. � 0 as n � oo .  Define the difference quotients 

D, = 
/({3,) - /(ex,) . 

f3,. - ex, 
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Prove the following statements : 

(a) If  oc,. < 0 < f3, , then l im D, = /'(0}. 

(b) If  0 < oc, < fJ, and {f3nl(f3n - oc,}} i s  bounded, then l im D, = /'(0) . 

(c) If I' is continuous in  ( - 1 ,  1 ), then lim D, = 1'(0). 

Give an example in  which I is differentiable in  ( - 1 ,  1 )  (but f' i s  not cont in

uous at 0) and in  which oc, , f3, tend to 0 in  such a way that l im D, ex ists but is d iffer

ent from /'(0). 

20. Formulate and prove an inequal ity which fol lows from Taylor's theorem and 

which remains valid for vector-valued functions.  

21 . Let E be a closed subset of R 1 • We saw in  Exercise 22, Chap. 4, that there is a 

real cont in uous function f on R 1  whose zero set is  E. I s  it possible, for each closed 

set £, to find such an f which is d ifferentiable on R 1 ,  or one which is n t imes 

differentiable, or even one wh ich has derivatives of al l  orders on R ' ? 

22. Suppose I is a real function on ( - '""£ , oc ) . Cal l x a fixed point off i f  /(x) = x. 
(a) If/ is d ifferentiable and /'(t ) -=/:- I for every real t, prove that / has at most one 

fixed point .  

(b) Show that the function f defined by 

l(t) = t -+- ( I + e') - 1  

has no fixed point ,  al though 0 < f'( t )  < 1 for a l l  real  t. 
(c) H owever, if  there is a constant  A < 1 such that 1/'(t ) I < A  for al l real t, prove 

that a fixed po in t  x of f exists, and  that x = l im Xn , where x 1 is an arbitrary real 

number and 

for n = 1 ,  2, 3,  . . . . 

(d) Show that the process described in  (c) can be visualized by the zig-zag path 

23. The function f defined by 

l(x) = xJ + 1 

3 

has three fixed points, say oc ,  (3, y, where 

- 2 < oc < - 1  , 0 < {3 < 1 , I < y < 2. 

For arbitrarily chosen x� , define {x,} by setting x, + 1 = f(x,) . 
(a) If  x .  < oc, prove that x,, -+ - oo as n � oo . 
(b) If  oc < x .  < y, prove that x, � f3 as n � oo .  
(c) I f  y < x � , prove that Xn -+ + oo as n � oo . 
Thus fJ can be located by this method, but oc and y cannot. 
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24. The process described i n  part (c) of Exercise 22 can of course also be applied to 

functions that map (0, oo) to (0, oo ) . 

Fix some oc > I ,  and put 

oc + x  g(x) = . 
l + x 

Both f and g have v oc as their only fixed point in  (0, oo ) . Try to explain ,  on the 

basis of properties off and g, why the convergence in Exercise 1 6, Chap. 3, is so 

much more rapid than it is i n  Exercise 1 7. (Compare [' and g ' , draw the zig-zags 

suggested i n  Exercise 22.)  
Do the same when 0 < oc < I .  

25. Suppose f i s  twice differentiabl e on [a, b], f(a) < 0, /(b) > 0, f
'(x) > S > 0, and 

0 < f"(x) < M for all  x E [a, b ] .  Let e be the un ique point in  (a, b) at wh ich 

/(e) = 0. 

Complete the details i n  the foHowing outl ine of Newton's method for com

puting e. 
(a) Choose X t  E (e, b), and define {x,} by 

f(xn) 
x, -t- 1 = x, -

/
'
(x,)

. 

Interpret this geometrical ly, in terms of a tangent to the graph of f. 

(b) Prove that x, + 1 < Xn and that 

l im x, = e. 
n -+ oo 

(c) Use Taylor's theorem to show that 

for some t, E (g, Xn) . 

/"(t,) 2 Xn + 1 - g = 
2/

'
(x,) 

(x, - g) 

(d) I f  A = M/28, deduce that 

0 < Xn + 1 - t < � [A(x1 - g)] 2" .  

(Compare with Exercises 1 6  and 1 8 , Chap. 3.) 

(e) Show that Newton's method amounts to finding a fixed point of the function 

g defined by 

f(x) 
g(x) = x -

f '(x)
. 

How does g '(x) behave for x near e ? 

(/) Put f(x) = x1 1 3  on ( - oo , oo) and try �ewton's method . What happens ? 
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2 26. Suppose f i s  d ifferent iable on [a, b], f(a) = 0, and there is a real number A such 

that if'(x) I < A  lf(x) I on [a, b]. Prove that f(x) = 0 for all x E [a, b). Hint: Fix 

Xo E [a, h], let 
Mo = sup l f(x) l ,  M 1 = sup 1/'(x) I 

for a <  x < Xo . For any such x, 

1/(x) l < Mt (Xo - a) < A(xo - a)Mo . 

Hence Mo = 0 if A(xo - a) < 1 .  That is, f = 0 on [a, xo]. Proceed . 

2 27. Let cf> be a real funct ion defined on a recta ngle R in the plane, given by a < x < b, 
oc < y < fJ. A solution of the in itial-value problem 

y' = c/>(x, y), y(a) = c (ex < c < fJ) 
is, by defin it ion,  a d ifferentiable funct ion / on [a, b] such that/(a) = c, oc </(x) < fJ, 
and 

.f'(x) =-= 4>(x, /(x)) (a < x < b). 

Prove that such a problem has at most one solution if there is a constant A such 
that 

l c/>(x, Y2) - c/>(x, Y 1 ) I < A  I Y2 - Yd 
whenever (x, y. ) E R and (x, Y2) E R. 

Hint: Apply Exercise 26 to the difference of two solutions. Note that this 

un iqueness theorem does not hold for the init ial-value problem 

y' = yl t 2, y(O) = 0, 

wh ich has two solutions : /(x) = 0 and f(x) = x2 /4. Find all other solutions. 
2 28. Formulate and prove an analogous uniqueness theorem for systems of differential 

equat ions of the form 

yj = cf>ix, Y t ,  . . . , Y�c), yJ(a) = c1 (j = I ,  . . . , k). 

Note that this can be rewri t ten in the form 

y' = cl>(x, y), y(a) = c 

where y = (Y t ,  . . .  , y") ranges over a k-cell, <I> is  the mapping of a (k + 1 )-cell 

into the Eucl idean k-space whose components are the functions cf> . ,  . . . , 4>" ,  and c 
is the vector (c � ,  . . .  , c�c). Use Exercise 26, for vector-valued functions. 

2 29. Special ize Exercise 28 by considering the system 
' 

Y1 = YJ + t (j = 1 ,  . . .  , k - 1 ), 
" 

y� = J<x> - L uix)yj , 
J = l 

where /, g . , . . .  , g" are contin uous real functions on [a, b], and derive a uniqueness 

theorem for solut ions of the equation 

y<" > + U�c(x)y0' - 1 > + · · · + g2(x)y' + U• (x)y = /(x), 

subject to initial cond itions 

y'(a) = c2 , . . . ' 



6 
THE RIEMANN-STIELTJES INTEGRAL 

The present chapter is based on a definition of the Riemann integral which 
depends very explicitly on the order structure of the real line. Accordingly, 

we begin by discussing integration of real-valued functions on intervals. Ex
tensions to complex- and vector-valued functions on intervals follow in later 
sections. Integration over sets other than intervals is discussed in Chaps. 1 0  
and 1 1 . 

DEFINITION AND EXISTENCE OF THE INTEGRAL 

6.1 Definition Let [a, b] be a given interval . By a partition P of [a, b] we 
mean a finite set of points x 0 ,  x1 , • • •  , x" , where 

We write 

a - x < x < · · · < x < x - b - 0 - 1 - - n - 1 - n - • 

(i = 1 ,  . . . , n). 
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Now suppose f i s  a bounded real function defined on [a, b]. Corresponding to 
each partition P of [a, b] we put 

and finally 

( 1 )  

(2) 

M; = supf(x) 

n1 ; = inf/(x) 
n 

U(P,f) = L M; Ax; , 
i = 1 

n 
L(P,f) = L m;  Ax; , 

i = 1 

(X; _ 1 < X <  X;) , 

(X; - 1 < X < X;), 

- b  Ia f dx = inf U(P,f), 

r f dx = sup L(P,f), _a 
where the inf and the sup are taken over all partitions P of [a, b] . The left 
members of (1 ) and (2) are called the upper and lower Riemann integrals off 
over [a, b ] ,  respectively. 

I f  the upper and lower integrals are equal, we say that f is Riemann
integrable on [a, b ] , we write f e §I (that is, � denotes the set of Riemann
integrable functions), and we denote the common value of ( 1 )  and (2) by 

(3) J:tdx, 

or by 

(4) J: f(x) dx. 

This is  the Riemann integral of f over [a, b ] . Since f is bounded , there 
exist two numbers, m and M, such that 

m <f(x) < M (a <  x < b). 

Hence, for every P, 

m(b - a) < L(P,f) < U(P,f) < M(b - a), 

so that the numbers L(P,f) and U(P,f) form a bounded set .  This shows that 
the upper and lower integrals are defined for every bounded function f The 
question of their equality, and hence the question of the integrabi l ity off, is a 
more delicate one. Instead of investigating it separately for the Riemann integral, 
we shall immediately consider a more general si tuation. 
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6.2 Definition Let e< be a monotonical ly increasing function on [a, b] (since 
a(a) and a(b) are finite, i t  fol lows that a i s  bounded on [a , b]). Corresponding to 
each partition P of [a, b ] ,  we wri te 

�ai = a(x ;) - a(x ; _ 1 ) . 

I t  is  clear that �a i > 0. For any real function f which i s  bounded on [a, b] 
we put 

n 
U(P,J, a) = I M; �a i , 

i =  1 
n 

L(P,J, a) = L m; �a i , 
i = 1 

where Mi ,  n1 i have the same meaning as in Definit ion 6 . 1 ,  and we define 

(5) 

(6) 

- b  

fu f drx. = inf U(P, J, a.) , 

b J f drx. = sup L(P, J, a.) , _a 
the inf and sup again being taken over a l l  partitions. 

I f  the left members of (5) and (6) are equal, we denote their common 
value by 

(7) 

or sometimes by 

(8) 
b { f(x) drx.(x) . 

This i s  the Riemann-Stie/tjes integral (or simply the Stieltjes integral) of 
f with respect to a, over [a, b ] .  

I f  (7) exists, i .e . ,  if  (5) and (6) are equal ,  we say that f i s  integrable with 
respect to a, in the Riemann sense, and write f e Bl(a) . 

By taking a(x) = x, the Riemann integral i s  seen to be a special  case of 
the Riemann-Stieltjes integral . Let us mention explicitly, however, that in the 
general case a need not even be continuous. 

A few words should be said about the notation. We prefer (7) to (8), since 
the letter x which appears in (8) adds nothing to the content of (7) . I t  i s  im
material which letter we use to represent the so-called "variable of i ntegration." 
For instance, (8) i s  the same as 

b L f(y) drx.(y) . 
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The integra l depends on f, a, a and b, but not on the variable of i ntegration, 
which may as wel l be omitted . 

The role played by the variable of integration i s  quite analogous to that 
of the index of summation : The two symbols 

n n 
L C; ,  L Ck i = l  k = l 

are the same, s ince each means c 1 + c 2 + · · · + en . 
Of course, no hann is done by i nserting the variable of integration, and 

i n  many cases it i s  actual!y convenient to do so. 
We shal l now investigate the existence of the integral (7) .  Without saying 

so every t ime, f will be assumed real and bounded , and a. monotonically increas-

ing on [a, b] ; and , when there can be no misunderstanding, we shall write J i n  
b 

place of l · 

6.3 Definition We say that the partit ion P* i s  a refinenzent of P if  P * => P 
(that i s ,  i f  every point of P is a point  of P *) .  Given two partit ions ,  P1 and P2 , 
we say that P* is their common refinement i f  P*  = P1 u P2 • 

6.4 Theorem If P* is a refinement of P, then 

(9) 
and 
( 1 0) 

L(P,f, a) < L(P* ,J,  a) 

U(P* , J,  a.) < U(P, f, a) . 

Proof To prove (9) ,  suppose first that P* contains just one point more 
than P. Let th is ext ra point be x* ,  and suppose xi - t < x* < xb where 
X; _ 1 and xi are two consecutive points of P. Put 

W1 = i nff(x) 

w2 = inff(x) · 

(xi - t < x < x*) , 

(x* < X <  X ;) . 

Clearly w1 > m; and w2 > 1n ; ,  where, as before, 

mi = inff(x) 
Hence 

L(P*, f,  a) - L(P, f, a) 

= w1 [a(x*) - a(x ; - 1 )] + w2 [a(xi) - a(x*)] - m;[a(x;) - a(x; - t )1 
= (w1 - m;)[a(x*) - a(xi _ 1 )] + (w2 - m ;) [a(x;) - a(x*)] > 0. 

I f  P* contains k points more than P, we repeat this reasoning k 
t imes, and arrive at (9) . The proof of ( 1  0) is analogous.  
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b -b 
6.5 Theorem J.. fda. < Ia fda.. 

( 1 1 ) 

( 12) 

Proof Let P* be the common refinement of two partitions P1 and P2 • 
By Theorem 6.4, 

Hence 

L( P 1 , f, a) < L( P*, f.. a) < U ( P*, f, a) < U ( P 2 , f, a). 

L(P1 ,f, a) < U(P 2 ,f, a). 

I f  P 2 is fixed and the sup is taken over all P1 , (1 1 )  gives 

The theorem fol lows by taking the inf over all P 2 in ( 1 2). 

6.6 Theorem f e fJt(a) on [a, b] if and only if for every e > 0 there exists a 
partition P such that 

(1 3) 

( 1 4) 

( 1 5) 

U(P,f, a) - L(P,f, a) < e. 

Proof For every P we have 

L(P, J, oc) < If da. < If da. < U(P,J, a.). 

Thus ( 1 3) impl ies 

0 < Ijd�X - I fda. < e. 

Hence, if ( 1 3) can be satisfied for every e > 0,  we have 

I 1 da. = I 1 da., 

that is, f e 91( a) . 
Conversely, suppose f e fJt(a), and let e > 0 be given . Then there 

exist partitions P 1 and P 2 such that 

U(P2 , f, a) - If da. < ; . 

If da. - L(P. ,J,  a.) < � . 
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We choose P to be the common refinement of P1 and P2 • Then Theorem 
6.4, together with ( 14) and ( 1 5), shows that 

U(P,f, a) < U(P2 , f, a) < f fda + � < L(Pt > f. a) + e < L(P, f, a) + e, 

so that ( 1 3) holds for this  partition P. 

Theorem 6.6 furnishes a convenient criterion for integrabi l i ty . Before we 
apply it, we state some closely related facts. 

6.7 Theorem 
(a) If ( 1 3) holds for some P and some e, then ( 1 3) holds (with the same e) 

for every refinement of P. 
(b) If ( 1 3) holds for P = {x0 , • • •  , xn} and if S; , I ; are arbitrary points in 

[xi _ 1 , X;], then 
n 
L lf(si) - f(t ;) I Aa.; < e. 
i =  1 

(c) Iff e 9l(!X) and the hypotheses of (b) hold, then 

itl 
f(t ;) Aa; - { f da < e. 

Proof Theorem 6.4 implies (a) . Under the assumptions made in (b) , 
bothf(s;) andf(ti) lie in  [m ; , M;], so that If(�·;) -f(t;) I < Mi - mi . Thus 

n 
L lf(s;) -f(t ;) I Aa.; < U(P,f, a.) - L(P,f, a.), 
i = 1 

which proves (b). The obvious inequalities 

L(P,f, a.) < 'l_f(t;) Aa.; < U(P,f,a.) 
and 

L(P,f, a.) < J fda. < U(P,f, a.) 
pr.ove (c). 

6.8 Theorem Iff is continuous on [a, b] then f e al(a.) on [a, b] . 

( 16) 

Proof Let e > 0 be given. Choose 11 > 0 so that 

[a.( b) - a.( a) ]17 < e. 
Sinee f i s  uniformly continuous on [a, b ] (Theorem 4. 1 9),  there exists a 
� > 0 such that 

lf(x) -f(t ) I < '1 
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( 1 7) 

i f  x e  [a, b] , t e  [a, b] , and l x - t l  < b. 
I f  P is any partition of [a, b] such that �x; < () for al l i, then ( 1 6) 

implies that 

and the ref ore 

M · - nl · < n ' l - . ,  (i - 1, . . . , n) 

n 
U(P, f, a) - L(P, J: a.) = L (A1 ; - nzJ �'Y. i i = 1 

n 
< '1 L A a. ;  = '1 [a( b) - a.( a)] < e. i = 1 

By Theorem 6.6, f E f!A(r:�.). 

6.9 Theorem Iff is 1nonotonic on [a, b ] ,  and if �  is continuous on [a, b ] ,  then 
f E !!A( a.) . ( We still assume, of course, that a. is 1nonotonic . )  

Proof Let e > 0 be given . For any pos i t ive integer n,  choose a part it ion 
such that 

�et . = a(b) - a.( a) 
' ( i  = 1 ,  . . . , n) . 

n 

This is  poss ible since a. is  cont inuous (Theorem 4.23). 
We suppose that/is monotonical ly increasing (the proof is  a na logous  

in  the other case) . Then 

so that 
Mi = f(x;), ( i = 1 ,  . . .  , n ) ,  

a. (  b)  - a( a) n ' 
U(P,f, et) - L( P, f,  a) = I [f(x;) - ftx i - t )J 11 i =  1 

= a(b) - �(b) 
· [f(b) - f(a)] < c 

n 

if n i s  taken large enough . By Theorem 6.6, f E fJ(rJ). 

6.10  Theorem Suppose j' is bounded on [a, b ] , f has only finitely 1nany points 
of discontinuity on [a, b], and a. is continuous at ez,ery point at which f is discon
tinuous. Then f E �(a.). 

Proof Let e > 0 be given . Put M = sup l �f(x) I , let E be the set of points 
at which f i s  discont inuous. Since E: i s  fin i te and a. i s  cont in uous at every 
point of E, we can cover E by finitely many disjo int interval s [uJ , vJ] c 
[a, b] such that the sum of the corresponding ditferences a(v1) - �(u1) i s  
less than e .  Furthermore , we can place these in tervals in such a way that 
every point of E n  (a, b) l ies in the interior of some [uJ , vJ] .  
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Ren1ove the segmen ts (ui , vi) from [a. b] . The remaining set K is 

compact . Hence I is un iformly continuous on K� and there exists b > 0 
such that ll(s) - l(t ) l  < e if s E K, t E K, I s - t l  < b . 

N ow form a part ition P = {x0 ,  x1 , • . •  , xn} of [a, b] ,  as fol lows : 
Each ui occurs i n  P. Each lj occurs in P. No point of any segment (ui , vi) 
occurs in  P. I f  x ; _ 1 is not one of the ui , then L\x i < fJ .  

Note that AI ; - rn ; < 2M for every i, and that Ali - n1 i < e unless 
x; _ 1  is o ne of the ui . l-Ienee, as i n  the proof of  Theorem 6 .8 ,  

U(P, f, a) - L( P, f, a) s [et(b) - et(a)]e + 2l'tfe . 

Since e is arbi t rary, Theorem 6 .6  shows that �f E . .::l(a) . 
Nvte: I f  I and 'Y. have a com mon point of discontinuity, then f need not 

be in JtCx). Exercise 3 shows thi s .  

6.1 1  Theorem 5'uppose j'e !J,I(a) on [a, b ] ,  m < .f < t\-1 , </> is continuous on 
[n1 , A-1],  and 11(.>.:) = lj>(f(x)) on [a, b ] . Then h E 31(�) on [a, b ] . 

( 1 8) 

( 1 9) 

Proof Choose e > 0. S ince </> is uniformly conti nuous on [n1 , M], there 
exi sts <5 > 0 such that c5 < c and 1 </>(s) - </>(t ) I < e i f  I s - t I < b and 
s, t E [nz , M]. 

Since IE :Jl(l:), there i s  a partition P = {x0 , x1 ,  • • •  , xn} of [a, b] such 
that 

U"( P, f, et) - L(P,J, 'Y.) < !52 •  

Let M; .. n1 ; have the same meaning as  in  Definition 6 . 1 ,  and let Mt, 1nT 
be the analogous numbers for h.  Divide the numbers I ,  . . . , n in to two 
classes : i E A i f  1'11; - n1 ; < b ,  i E B i f  lvli - mi > b.  

For i e 'A ,  our choice of b shows that Mt - mi < e . 
For i E B, Jvl;* - nti < 2K, where K = sup j ¢(t ) I ,  nz < t < M. By 

( 1 8), we have 

b '  Aa . < ' (Jvf . - nl ·) �rJ. .  < b2 � , _ L ' , , 
i E B  i e B 

so that Li e  8 �ai < b .  I t  fol lows that 

V(P, h. 'Y.) - L(P, h, ::t.) = L ( Mt - 1nj) �a ; -t- I (M( - mj) L\a; 
i e A  i e B  

< e [cc(b) - a(a)] + 2KJ < e [a(b) - et(a) + 2K] . 

Since e was arbitrary, Theorem 6.6 impl ies that h E  Bl(a) .  
Remark: This theorem suggests the question : Just what funct ions are 

Riemann-integrable ? The answer is given by Theorem 1 1 . 33(b ) .  
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PROPERTIES OF THE INTEGRAL 

6.12 Theorem 
(a) If ft e at(rx) and /2 e at(rx) on [a, b] , then 

/1 + !2 e at(rx), 

cf e ffi(rx) for every constant c, and 

r. (fl + /2) dr1. = r. �. da. + r /2 da.. 

r cfda. = c (fda.. 

(b) /fft (x) < /2(x) on [a, b], then 

ib ib a It drx < a 12 drx. 

(c) If fe at(rx) on [a, b] and if a < c < b, then fe Bl(rx) on [a, c] and on 
[c, b], and 

f fda. + (fda. = (fda.. 

(d) lffe Bl(�) on [a, b] and if lf(x) l < M on [a, b] , then 

(fda. < M[a.(b) - a( a)]. 

(e) Iff e Bl(rx1) and f e at(rx2), then f e ffi{rx1 + rx2) and 

b b ib I.. f d(a.1 + a.2) = f. f da.l + 
"

f da.2 ; 

iff e af(rx) and c is a positive constant, then f e 9l(crx) and 

( f d(ca.) = c (fda.. 

Proof Iff =  /1 + /2 and P is any partition of [a, b] , we have 

(20) L(P,/1 , rx) + L(P,/2 , rx) < L(P,f, rx) 

< U(P,f, a) < U(P,ft ,  rx) + U(P,/2 ,  a) . 

I f  /1 e Bl(rx) and /2 e at( a), let e > 0 be given. There are partitions Pi 
(j = 1 ,  2) such that 



(2 1 )  
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These inequal ities persi st if Pt and P 2 are replaced by thei r common 
refinement P. Then (20) i mplies 

U(P, f, oc) - L(P, f, oc) < 2e, 

which proves that f e al(oc). 
With this same P we have 

(} = 1 ,  2) ; 

hence (20) implies 

J f d:�. < U(P, f,  a.) < J /1 da. + J 12 da. + 2e . 

Since e was arbitrary, we conclude that 

J Ida. < J It drx + J 12 doc. 

I f  we replace It and /2 in (21 )  by -11 and -/2 , the i nequality is 
reversed , and the equality is  proved. 

The proofs of the other assertions of Theorem 6. 1 2  are so similar 
that we omit the details . In part (c) the point is that (by passing to refine
ments) we may restrict ourselves to partitions which contain the point c, 
i n  approximating J fda.. 

6.13 Theorem ll.fe Jf(e<) and g e Bl(a.) on [a, b], then 
(a) IB e 91(e<) ; 

b b 
(b) 1/ 1  E 9l{a) and { fda < { 1/ 1  da . 

Proof l f we take ¢(1 ) = t 2 , Theorem 6 . 1 1  shows thatl2 e �(e<) iffe �(e<). 
The identity 

4fg = (I + 9)2
- (1 - g)2 

completes the proof of (a) . 
I f  we take ¢(t ) = I t I , Theorem 6 . 1 1  shows s imi larly that 1/1 .  e af(a.). 

Choose c = + 1 ,  so that 
c Jfdoc > 0.  

Then 
I J I da. l = c J f doc = J cf doc < J 1/ 1 da., 

since cf < lfl . 

6.14 Definition The unit step function I is defined by 

J(x) = {� (x < 0), 

(x > 0). 
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6.15 Theorem If a < s < b, f is bounded on [a, b ] ,  f is continuous at s, and 
cx(x) = l(x - s), then 

b L f drx = f(s) .  

Proof Consider part it ions P = {x0 , x1 • x2 , x3} , where x 0  = a, and 
x1 = s < x2 < x3 = b . Then 

U(P, f, ex) = M 2 ,  L(P,f, �) = n1 2 • 

Since ;· i s  continuous at s, we see that M2 and n z 2  converge to f(s) as 
x2 -+ s. 

6. 16 Theorem Suppose C11 > 0 for 1 ,  2, 3 ,  . . .  , Len converges, {sn} is a sequence 
of distinct po in ts in (a, b), and 

00 
(22) cx(x) = I en l(x - sn) .  

II = 1 

Let f be continuous on [a, b]. Then 

(23) 

Proof The comparison test shows that the series (22) converges for 
every x. I ts sum cx(x) i s  evidently monotonic, and cx(a) = 0, a( b) = :I:cn . 

(This i s  the type of function that occurred i n  Remark 4.3 1 .) 
Let e > 0 be given, and choose N so that 

OC· 
I en < e. 

N + l 

Put 
N 00 

C(l (x) = L en l(x - Sn) , a2(x) = I en I(x - sn) . 
n = 1 N + l 

By Theorems 6 . 1 2  and 6 . 1 5, 
b N 

(24) L f drx.l = i�t cnf(sn). 
Since cx2(b) - cx2(a) < e, 

(25) 



(26) 
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where M = suJ1If(x} l  : ·  Since a = a 1 + a2 , it follows from (24) and (25) 
that 

b N L f dcx -
i
�

1 
cnf(sn) < Me.  

I f  we let N -+  oo, we obta in  (23) .  

6. 17 Theorem Assu1ne a increases monotonically and a' E Bl on [a, b] . Let f 
be a bounded real function on [a, b] . 

Then f E Bl( a) if and only if fa' E Bl. In that case 
b b 

(27) L f dcx = L f(x)cx'(x) dx. 

Proof Let e > 0 be given and apply Theorem 6.6 to a' : There i s  a par
tit ion P = {x0 , • • •  , x,} of [a, b] such that 

(28) U(P, a') - L(P, a') < e . 

(29) 

(30) 

(3 1 ) 

The mean value theorem furnishes points t i E [x ; _ 1 , x J such that 

A.a . = a'(t ·) �x .  ' I I 

for i =  1 ,  . . . , n .  I f  S; E [x ; - b x;], then 
n 
L l a'(s;) - a'(t ;) l  �x; < e, 

i = 1 

by (28) and Theorem 6.7(b) . Put M = sup lf(x) I · Since 
n n 
L f(s;) �a; = L f(s;)a'(t;) �x; 

i = l i = 1  

i t  fol lows from (29) that 
n n 
L f(s;) �a; - L f(s;)a'(s ;) �X; < Me. 
i = 1 i = 1  

In  particular, 
n 

L f(s;) �a; < U(P, fa') + Me, 
i = 1 

for all choices of s; e [x ; _ 1 , x ;] ,  so that 

U(P,J, a) < U(P,fa') + Me. 

The same argument leads from (30) to 

U(P,fa') < U(P,J, a) + Me. 
Thus 

I U(P, J, a) - U(P, fa') I < Me. 
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(32) 

Now note that (28) remains true if P is replaced by any refinement. 
Hence (3 1 )  also remains true. We conclude that 

- b  - b  Ia f drx. - Ia f(x)rx.'(x) dx < Me. 

But e is arbitrary. Hence 

- b  - b  Ia f drx. = Ia f(x)rx.'(x) dx, 

for any bounded f. The equality of the lower integrals follows from (30) 
in exactly the same way. The theoren1 foilows. 

6.18 Remark The two preceding theorems illustrate the generality and 
flexibility which are inherent in the Stieltjes process of integration. If ex is a pure 
step function [this is the name often given to functions of the form (22)], the 
integral reduces to a finite or infinite series. If ex has an integrable derivative, 
the integral reduces to an ordinary Riemann integral . This makes it possible 
in many cases to study series and integrals simultaneously, rather than separately. 

To illustrate this point, consider a physical example. The moment of 
inertia of a straight wire of unit length, about an axis through an endpoint, at 
right angles to the wire, is 

(33) 

where m(x) is the mass contained in the interval [0, x]. If  the wire is regarded 

as having a continuous density p, that is, if m'(x) = p(x), then (33) turns into 

l 
(34) fa x2 p(x) dx. 

On the other hand, if the wire is composed of masses m; concentrated at 
points xi , (33) becomes 

(35) I xt mi .  
i 

Thus (33) contains (34) and (35) as special cases, but it contains much 
more ; for instance, the case in which m is  continuous but not everywhere 
differentiable. 

6.19 Theort:nt (change of variable) Suppose qJ is a strictly increasing continuous 
function that maps an interval [A , B] onto [a, b ] .  Suppose ex is monotonically 
increasing on [a, b] andfe 9l(cx) on [a, b] . Define fJ and g on [A , B] by 

(36) {J(y) = a.(qJ(y)), g(y) = f(qJ(y)). 
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Then g e 91(/J) and 

(37) 

(38) 

(39) 

I� g dp = I: I drt. 

Proof To each partition P = {x0 , • • •  , xn} of [a, b] corresponds a partition 

Q = {y0 ,  . • •  , Yn} of [A , B], so that X; = tp(y;). All partitions of [A , B] 
are obtained in this way. Since the values taken by f on [x; - b x;] are 
exactly the same as those taken by g on [Yi - 1 , y;j, we see that 

U(Q, g, p) = U(P, f, r1.), L(Q, g, P> = L(P, f, rJ.). 
Since fe al{r1.), P can be chosen so that both U(P, f, r1.) and L(P, f, r1.) 

are close to J f dr1.. Hence (38), combined with Theorem 6.6, shows that 
g e 9l(P) and that (37) holds. This completes the proof. 

Let us note the following special case : 
Take r1.(x) = x. Then p = tp. Assume tp' e 9l on [A , B]. I f  Theorem 

6. 1 7  is applied to the left side of (37), we obtain 

fb IB a f(x) dx = 
A 

f(tp(y))tp '(y) dy. 

INTEGRATION AND DIFFERENTIATION 

We still confine ourselves to real functions in this  section. We shall show that 
integration and differentiation are, in a certain sense, inverse operations. 

6.20 Theorem Let f e 9l on [a, b ] .  For a < x < b, put 

F(x) = {'' f(t) dt. 

Then F is continuous on [a, b]; furthermore, iff is continuous at a point x0 of 
[a, b ], then F is differentiable at x0 , and 

F'(x0) = f(xo) .  

Proof Since f e 9l, f is bounded. Suppose !f(t ) I < M for a < t < b. 
If a � x < y < b, then 

I F(y) - F(x) I = r f(t) dt < M(y - x), X 
by Theorem 6. 1 2(c) and (d) .  Given e > 0, we see that 

I F(y) - F(x) l < e, 
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provided that I Y - x !  < E/M. This proves continu ity (and,  i n  fact , 
uniform continuity) of F. 

Now suppose f i s  continuous at x0 • Given E > 0, choose {) > 0 such 
that 

lf(t )  - f(xo) I < E 

if I t  - x0 I < b, and a < t < b. Hence, if 

x0 - {) < s < x0 < t < x0 + {) 

we have, by Theorem 6 . 1 2(d), 
and a <  s < t < b, 

F(t ) - F(s) - f(xo) _ 
t - s 

1 ft 
t - s s [f(u) - .f(x0)] du < e .  

J t  fol lows that f- '(x0) = f(xo). 

6.21 The fundamental theorem of calculus If f e Bl on [a, b] and if there is 
a differentiable function F on [a, b] such that F' = f, then 

b { f(x) dx = F(b) - F(a) . 

Proof Let e > 0 be given . Choose a partit ion P = {x0 , • • •  , xn} of [a, b] 
so that U(P,f) - L(P,f) < e. The mean value theorem furni shes points 
t i e [x;- b x;] such that 

for i = 1 ,  . . .  , n. Thus 
n 

L f(t i) �X; = F(b) - F(a). 
i = 1 

It  now fol lows from Theorem 6.7(c) that 

b 
F(b) - F(a) - { f(x) dx < e. 

Since this holds for every e > 0, the proof is  complete. 

6.22 Theorem (integration by parts) Suppose F and G are differen tiable junc
tions on [a, b] , F' = fe Bl, and G' = g E f!lt. Then 

b b { F(x)g(x) dx = F(b)G(b) - F(a)G(a) - J/(x)G(x) dx. 

Proof Put H(x) = F(x)G(x) and apply Theorem 6 .2 1  to H and its deriv
ative. Note that H' e 31, by Theorem 6 . 1 3 . 
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INTEG RATIO N  OF VECTOR-VALUED FUNCTIONS 

6.23 Definition Let .fh . . . , fk be real functions on [a, b], and let f = {f1 , • • . ,h) 
be the corresponding mapping of [a, b] into Rk. I f  ex increases monotonical ly 
on [a, b ], to say that f e PA(cx) means that./j e fll(cx) for j = 1 ,  . . .  , k. I f  this is the 
case, we define 

J:c drx = (f: ft da, . . . , J: /, drx) . 

I n  other words, Jf dcx is the point  in  Rk whose jth coordinate is Jjj dcx. 
I t  is  clear that parts (a), (c) , and (e) of Theorem 6. 1 2  are valid for these 

vector-valued i ntegrals ; we simply apply the earlier results ·to each coordinate. 
The same is true of Theorems 6. 1 7, 6 .20, and 6 .2 1 . To illustrate, we state the 
analogue of Theoretn 6 .2 1 . 

6.24 Theorem Iff and F 1nap [a. b] into Rk, iff E � on [a, b], and ifF' = f, then 

fb f( t )  dt = F(b) - F(a) . 
.i a  

The analogue of Theoretn 6. 1 3(h) offers some new features, however, at 
least i n  its proof. 

6.25 Theorem If f maps [a, b] into Rk and if f  e fll(cx) for some monotonically 
increasing function a on [a, b], then I f l  E fll(cx), and 

fb fb (40) a f da < a I f l dcx. 

Proof If /1 , . • • •  , fk are the components of f, then 

(4 1 )  I f l = C/i + · · · + lk2) 1 12 • 

(42) 

By Theorem 6. 1 1 ,  each of the functions/i2 belongs to �(a) ; hence so does 
their sum .  Since x2 is a continuous function of x, Theorem 4. 1 7  shows 
that the square-root function is continuous on [0, M], for every real M. 
I f  we apply Theorem 6. 1 1 once more, (4 1 )  shows that l f l e �(a) . 

To prove ( 40) , put y = ( y1 , • . • , Yk), where Yi = J.fj da . Then we have 
y = Jf da, and 

I Y 1 2 = I y; = I Y1 J ./j da = J (I Y1ij) drx. 

By the Schwarz inequality, 

L Yi�{t) < I Y I I f(t) l  (a < t < b) ;  
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hence Theorem 6. 1 2(b) implies 

(43) 

If  y = 0, (40) i s  trivial . If y #= 0, division of (43) by I y I gives (40). 

RECTIFIABLE CURVES 

We conclude this chapter with a topic of geometric interest which provides an 
application of some of the preceding theory. The case k = 2 (i .e. , the case of 
plane curves) i s  of considerable importance in the study of analytic functions 
of a complex variable. 

6.26 Definition A continuous mapping y of an interval [a, b] into R" is called 
a curve in R". To emphasize the parameter interval [a, b], we may also say that 
y i s  a curve on [a, b]. 

If y is  one-to-one, y is called an arc. 
I f  y(a) = y(b), y is  said to be a closed curve. 

I t  should be noted that we de1ine a curve to be a mapping, not a point set. 
Of course, with each curve y in R" there i s  associated a subset of R", namely 
the range of y, but different curves may have the same range. 

We associate to each partition P = {x0 , . • .  , xn} of [a, b] and to each 
curve y on [a, b] the number 

n 
A(P, y) = L I y(x;) - y(xi - t ) l .  

i =  1 

The ith term in this sum is  the distance (in R") between the points y(x; - 1 ) and 
y(x;). Hence A(P, y) i s  the length of a polygonal path with vertices at y{x0) , 
y(x1 ), . . .  , y(xn), in this order. As our partition becomes finer and finer, this 
polygon approaches the range of y more and more closely. This makes it seem 
reasonable to define the length of y as 

A(y) = sup A(P, y), 

where the supremum i s  taken over all partitions of [a, b ] .  
If A(y) < oo, we say that y is  rectifiable. 
In certain cases, A(y) is given by a Riemann integral .  We shall prove this 

for continuously differentiable curves, i .e . , for curves y whose derivative y' is  
continuous. 
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6.27 Theorem If y' is continuous on [a, b] , then y is rectifiable, and 

A(y) = I:  I y'(t) l dt. 

Proof I f  a <  xi _ 1  < x, < b, then 

Hence 

JX i  JXi 
I y(x;) - y(x; - t) I = y'(t) dt < I y'(t) I dt. 

X i - 1 Xi - 1  
b 

A(P, y) < L l i(t) l  dt 

for every partition P of [a, b] . Consequently, 

A(y) < ( l y '(t ) l dt. 

To prove the opposite inequality, let e > 0 be given. S ince y' is 
uniformly continuous on [a, b ] ,  there exists � > 0 such that 

I y'(s) - y'(t) I < e if l s - t l < � . 

Let P = { x0 ,  • • •  , xn} be a partit ion of [a, b ], with Ax; < � for all i. If  
X;- 1 < t < .x; ,  i t  fol lows that 

I y'(t ) l < I y'(x;) l + e. 
Hence 

f I i(t) I dt < I y'(xi) I Ax1 + s Ax, 
x; - 1 

- r· [y'(t ) + y'(xi) - y'(t)] dt + e Ax; 
X; - 1 

< r· y'(t ) dt + r [y'(xi) - y'(t)] dt + e �xi 
X; - t Xi - I 

< I Y( xi) - Y( x;- 1 ) I + 2e L\x i . 

I f  we add these inequalities, we obtain 

J: I y'(t )  I dt < A(P, y) + 2e(b - a) 

< A(y) + 2e(b - a). 
Since e was arbitrary, 

b f.. I y'(t) l dt < A(y). 

This completes the proof. 
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EXERCISES 

1.  Suppose ex increases on [a, b ] ,  a < x o < b,  ex is continuous at x o , f(x o) = 1 ,  and 
f(x) = 0 if x #- Xo.  Prove that f E Bl(ex) and t hat f f dex = 0. 

2. Suppose f> 0, f is continuous o n  [a, b], and I: /(x) dx = 0. Prove that /(x) = 0 

for all x E [a, b ] .  (Compare this with Exercise 1 . ) 
3. Define three funct ions f3h {32 , {33 as follows : f3J{x) = 0 i f  x < 0, f3ix) = 1 i f  x > 0 

for j = 1 ,  2, 3 ;  and {3 1 (0) = 0, {32(0) = 1 ,  {33(0) = ! .  Let f be a bounded function on 
[ -- 1 '  1 ] .  
(a) Prove that f E f!A(/3 . )  i f  and only if  ((0+ ) = /(0) and that then 

I 1 df3, = /(0). 

(b) State and prove a similar result for !32 . 

(c) Prove that f E flt(/33) i f  and only if f is continuous at 0. 
(d) Iff is continuous at 0 prove that 

4. If f(x) = 0 for all irrat ional x, /(x) = 1 for all rational x, prove that f ¢ f!A on [a , b] 
for any a <  b. 

5. Suppose f is a bou�ded real function on [a, b] , and 12 E 8l on [a, b] . Does it 
follow that I E  fit ?  Does the answer change if we assume that / 3 E fit ?  

6. Let P be the Cantor set constructed in Sec. 2.44. Let f be a bounded real function 
on [0, 1 ]  which is continuous at every point outside P. Prove that f E fit on [0, 1 ] .  
Hint: P can be covered by finitely many segments whose total length can be made 
as small as desired . Proceed as in Theorem 6. 1 0. 

7. Suppose I is a real function on (0, 1 ]  and f E fit on [c, 1 ]  for every c > 0. Define 

1 1 f l(x) dx = l im I f(x) dx 
0 C -+ 0 C 

if this l imit exists (and is finite) . 
(a) I f  I E  fit on [0, 1 ] ,  show that this definit ion of the integral agrees with the old 
one. 
(b) Construct a function f such that the above limit exists, although it fails to exist 
with I I I in place of f. 

8. Suppose f E fit on [a, b] for every b > a where a is fixed . Define 

I «>  f(x) dx = l im Ib f(x) dx G b -+ CX> G 
if this l imit exists (and is finite). In that case, we say that the integral on the left 
converges. If  i t  also converges after f has been replaced by Il l , it is said to con
verge absolutely. 
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Assume that f(x) > 0 and that f decreases monotonically on [1 , oo ) . Prove 
that 

J."" /(x) dx 

converges i f  and only if 
00 
L f(n) 

n = l 

converges. (This is the so-called "integral test " for convergence of series.)  

9. Show that integration by parts can sometimes be applied to the " improper " 

integral s  defined in Exercises 7 and 8 .  (State appropriate hypotheses, formulate a 

theorem, and prove i t . )  For instance show that 

foo COS X dx = 
f(£ sin X dx. 

o 1 + x o ( 1  +x)2  

Show that one o f  these integrals converges absolutely, but that the other does not. 

1 0. Let p and q be posit ive real numbers such that 

1 1 - + - = 1 .  p q 

Prove the fol lowing statements .  

(a) If u > 0 and v > 0, then 

u" vq uv < - + - . 
p q 

Equality holds i f  and only if u" = v4• 
(b) Iff E �(ex), g E �(ex), /> 0, g > 0, and 

then 

b b f. p da. = 1 = f. g• da., 

r fg da. < 1 . .. 
(c) Iff and g are complex functions in  �(ex), then 

r fg da. < {f l f i • da.}"'{f l u i • da.r·
. 

This is Holder 's inequality. When p = q = 2 i t  is usually called the Schwarz 
inequality. (Note that Theorem 1 .35 is a very special case of this.) 

(d) Show that Holder's inequali ty is also true for the " improper " integrals de

scribed in Exercises 7 and 8.  
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11.  Let <X be a fixed increasing function on [a, b) . For u E !Jt(<X), define { b } 1 / 2 
l lu l l 2 = J. I u l 2  drx • 

Suppose f, g, h E !Jt(<X), and prove the triangle inequali ty 

I I/- h l l 2  < 1 1/- u lb + l lu - h l l 2 

as a consequence of the Schwarz inequality, as in the proof of Theorem 1 . 37. 

12. With the notations of Exercise 1 1 , suppose f E 9t{a) and e > 0. Prove that 

there exists a continuous function g on [a, b] such that I I/- g l 1 2 < e. 
Hint: Let P = {xo , . . .  , x,.} be a suitable partition of [a, b), define 

x, - t t - x, - 1  g(t ) = � /(x, _ t ) + � f(x,) x, x, 

if X 1 - 1 � t < X t .  
13. Define fx + l  

f(x) = x sin (t 2) dt. 

(a) Prove that 1/{x) I <  1 /x if x > 0. 

Hint: Put t 2 = u and integrate by parts, to show that /(x) is equal to 

cos (x2) cos [(x + 1 ) 2] J<x + 1>2 cos u 
--- - - du 2x 2(x + 1 ) .x2 4u31 2 • 

Replace cos u by - 1 .  
(b) Prove that 

2xf(x) = cos (x2) - cos [(x + 1 )2] + r(x) 

where I r(x) I < c/x and c is a constant . 

(c) Find the upper and lower l imits of xf(x), as x � oo .  

(d) Does Jo"' sin (1 2) dt converge ? 

14. Deal similarly with 

fx + l  
f(x) = x sin (e') dt. 

Show that 

ex ! /(x) l < 2 

and that 

exf(x) = cos (ex) - e - 1 cos (e.¥ + 1) + r(x), 

where I r(x) I < Ce - ", for some constant C. 
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15. Suppose f is a real, continuously differentiable function on [a, b], /(a) = /(b) = 0, 
and 

ff2(x) dx = 1 .  

Prove that 

b f. xf(x)f'(x) dx = - l  

and that 

b b f. [f'(x)J2 dx · f. x2/2(x) dx > 1. 

16. For 1 < s < oo, define 

«> 1 
'(s) = L - · 11 = 1 11' 

(This is Riemann's zeta function,  of great importance in the study of the distri

bution of prime numbers.) Prove that 

f 
«> 

[
x

] 
(a) '(s) = s 1 r + 1 dx 

and that 

S foo X - [x] 
(b) '(s) = 1 - s  s + 1 dx, 

s - 1 x 

where [x] denotes the greatest integer < x. 
Prove that the integral in (b) converges for all s > 0. 

Hint: To prove (a), compute the difference between the integral over [1 , N] 

and the Nth partial sum of the series that defines '(s). 

17. Suppose rx increases monotonically on [a, b] ,  g is continuous, and g(x) = G'(x) 
for a <  x < b. Prove that 

fot(x)g(x) dx = G(b)ot(b) - G(a)rx(a) - f G dot. 

Hint: Take g real , without loss of generality. Given P = {xo , Xt , • . .  , x��}, 
choose t ,  e (x , _ 1 ,  x,) so that g(t,) �x, = G(x,) - G(x, - 1 ) . Show that 

II II 
L rx(x,)g(t,) �x, = G(b)rx(b) - G(a)rx(a) - L G(x, - l ) �a, . 

1 = 1 1 = 1 
18. Let y� , Y2 , y3 be curves in the complex plane, defined on [0, 27T] by 

Show that these three curves have the same range, that y1 and Y2 are rectifiable, 

that the length of Y1 is 277', that the length of Y2 is 477', and that YJ is not rectifiable. 



142 PRINCIPLES OF MATHEMATICAL ANALYSIS 

19. Let Yt be a curve in Rk, defined on [a, b] ; let ¢> be a continuous 1 - 1  mapping of 

[c, d] onto [a, b], such that 4>(c) = a ; and define y2(s) = Yt (c/>(s)). Prove that Y z  is  

an arc, a closed �urve, or a rectifiable curve if and only if the same is t rue of y 1 • 
Prove that Y2 and Yt have the same length. 



7 
SEQUENCES AND SERIES OF FUNCTIONS 

In  the present chapter we confine our' attention to complex-valued functions 
(i ncluding the real-valued ones, of course) , although many of the theorems and 
proofs which follow extend \vithout difficulty to vector-valued functions, and 
even  to mapp ings into general metric spaces . We choose to stay within this 
s i mple framework in order to focus attention on the most important aspects of 
the problems that arise \Vhen lirnit processes are interchanged . 

DISClJSSION OF' MAIN PROBLEM 

7. 1 Definition Suppose {/,}, n = 1 ,  2, 3 ,  . . .  , i s  a sequence of functions 
defined on a set E, and suppose that the sequence of numbers {/n(x)} converges 
for every x E E. We can then define a function / by 

( 1 )  f(x) = l im/,.{x) (x E E). 
n -+  oo 
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Under these circumstances we say that {f,.} converges on E and that f is 
the limit, or the limit function, of{J,.}. Sometimes we shall use a more descriptive 
terminol ogy and shall say that "{J,.} converges to f pointwise on E" if ( 1 )  holds. 
Similarly, if �f,.(x) converges for every x e £, and if we define 

00 
(2) f(x) = L:fn(x) (x e E), 

n = l 

the function f is called the sum of the series �f,. . 
The main problem which arises i s  to determine whether important 

properties of functions are preserved under the l imit operations ( I )  and (2). 
For i nstance, if the functions fn are continuous, or differentiable, or integrable, 
is the same true of the l imit function ? What are the relations between f� and f', 
say, or between the i ntegrals off,. and that off? 

To say that f i s  continuous at x means 
limf(t) = f(x) . 
t -+ x  

Hence, to ask whether the l imit of a sequence of continuous functions i s  con
tinuous is the same as to ask whether 

(3) lim lim/11(t) = lim limf,.(t), 
t -+ x  n -+ oo n -+ oo t -+ x  

i .e . ,  whether the order i n  which limit processes are carried out is immaterial . 
On the left side of (3), we first let n � oo ,  then t � x ;  on the right side , t � x 

first, then n � oo .  
We shall now show by means of several examples that limit processes 

cannot in general be interchanged without affecting the result. Afterward, we 
shall prove that under certain conditions the order in  which l imit operations 
are carried out is immaterial. 

Our first example, and the simplest one, concerns a "double sequence . "  

7.2 Example For m = I ,  2, 3,  . . .  , n = 1 ,  2, 3 ,  . . . , let 

Then, for every fixed n, 

so that 

(4) 

m 
s = . 

m ,n m + n 

lim s,. ,n = 1 ,  
m -+ oo 

lim lim s, '" = 1 .  
" ..... 00 ,. ..... 00 
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On the other hand, for every fixed m, 

so that 

(5) 

lim s,. ,, = 0, 
n-+ oo 

lim lim s,. ,, = 0. 
m-+ oo n-+ oo  

7.3 Example Let 

(x real ; n = 0, I ,  2, . . .  ) ,  

and consider 

(6) 

Sincef,.(O) = 0, we havef(O) = 0. For x #= 0, the last series in (6) is a convergent 
geometric series with sum I + x2 (Theorem 3 .26). Hence 

(7 ) f(x) = {� + x2 
(x = 0), 
(x #= 0), 

so that a convergent series of continuous functions may have a discontinuous 
sum. 

7.4 Example For m = I ,  2, 3 ,  . . .  , put 

fm(x) = lim (cos m !nx)2". 
, -+ 00 

When m !x is an integer,fm(x) = I . For all other values of x, f,,(x) = 0. Now let 

f(x) = lim fm(x). 
m-+ oo  

For irrational x, fm(x) = 0 for every m ;  hence f(x) = 0. For rational x, say 
x = p/q, where p and q are integers, we see that m !x is an integer if m > q, so 
that f(x) = I . Hence 

(8) lim lim (cos m !nx)2" = {01 
m-+ oo n-+ oo  

(x irrational), 
(x rational) . 

We have thus obtained an everywhere discontin uous limit function , which 
is not Riemann-integrable (Exercise 4, Chap. 6). 
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7.5 Example Let 
0 

(9) 
stn nx 

J,.(x) = J
� (x real , n = I ,  2, 3, 0 0 0 ) , 

and 
f(x) = lim fn(x) = 0. 

n-+ oo  
Then .f'(x) = 0, and 

.f�(x) = J n cos nx, 
so that (f�} does not converge to .f ' 0 For i nstance, 

f�(O) = J� --+ + oo 

as n --+  oo, whereas f'(O) = 0. 

7.6 Example Let 

( 10) (0 < X < 1 , 11 = 1 ,  2, 3,  . o o ) o 

For 0 < x < 1 ,  we have 

lim fn(x) = 0, 

by Theorem 3 o20(d) o Since fn(O) = 0, we see that 

( I I ) l im fn(x) = 0 (0 < X < 1 ) . 
n_. oo 

A simple calculation shows that 

Thus, in  spite of ( 1 1 ), 

as n --+  oo.  

J
t I 
x( I - x2 )" dx = · 

o 2n + 2 

If, i n  ( I O) , we replace n2 by n,  ( 1 1 )  sti l l  holds, but we now have 

whereas 

l im {!n(x) dx = lim 
n 

= � .  
" __.  oo o " __.  oo 2n + 2 2 

{ [ l imfn(x)] dx = 0. 
0 " __.  00 
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Thus the limi t  of the integral need not be equal to the integral of the l imit, 
even if both are finite. 

After these examples, which show what can go wrong if limit processes 
are interchanged carelessly, we now define a new mode of convergence, stronger 
than pointwise convergence as defined in Definition 7 . I ,  which wiJ l enable us to 
arrive at positive results . 

UNIFORM CONVERGENCE 

7.7 Definition We say that a sequence of functions {fn} ,  n = I ,  2,  3 ,  . . .  , 
converges uniformly on E to a function 1· if for every B > 0 there is an integer N 
such that n > N implies 
( 1 2) lfn(x) - f(x) I < B 
for all x E £. 

I t  is clear that every un iformly convergent sequence is pointwise con
vergent .  Quite explic itly, the d ifference between the two concepts is this : If  {/n} 
converges po intwise on E, then there ex ists a funct ion f such that , for every 
B > 0, and for every x E £, there is an integer N, depending on B and on x, such 
that ( 1 2) holds if n > N ;  if {/,} converges uniformly on £, it is possible, for each 
B > 0, to find one integer N which wi l l  do for all x E £. 

We say that the series L.fn(x) converges un iformly on E if the sequence 
{ sn} of part ial sums defi ned by 

n 
L /;(x) = sn(x) i = 1 

converges uniformly on E. 
The Cauchy criteri on for uniform convergence is as follows. 

7.8 Theorem The sequence of funct ions {.(,.}, defined on E, converges uniformly 
on E if and only ij'for every B > 0 there exists an integer N such that m > N, 
n > N, x E E implies 
( 1 3) l /,,(x) - j�(x) I < B .  

Proof Suppose {/,} converges uniformly on E, and let f be the limit 
function. Then there is an integer N such that n > N, x E E implies 

B 
l f,(x) -f(x) I < 

2
, 

so that 

Jf,.(x) - fm(x) I < Jfn(x) - f(x) I + lf(x) - fm(x) I < B 

if n > N, m > N, x E £. 
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( 14) 

Conversely , suppose the Cauchy condition holds. By Theorem 3 . 1 1 ,  
the sequence {/,.(x)} converges, for every x, to a limit which we may call 
f(x). Thus the sequence {/,.} converges on E, to f. We have to prove that 
the convergence is uniform. 

Let e > 0 be given, and choose N such that ( 1 3) holds. Fix n, and 
let m -+  oo in ( 1 3) .  Since fm(x) -+ f(x) as m -+  oo , this gives 

l.fn(x) -f(x) I � e 

for every n > N and every x e £, which completes the proof. 

The following criterion is  sometimes useful . 

7.9 Theorem Suppose 

limf,(x) = f(x) (x e E). 
n -+  oo 

Put 
M,. = sup l.fn(x) -f(x) 1 .  

x e E  

Then /,. -+ f uniformly on E if and only if M,. -+ 0 as r. -+ oo .  

Since this is an immediate consequence of Definition 7.  7, we omit the 
details of the proof. 

For series, there is a very convenient test for uniform convergence, due to 
Weierstrass . 

7. 10 Theorem Suppose {/,.} is a sequence of functions defined on E, and suppose 

l.fn(x) I < M,. (x e E, n = I ,  2, 3, . . .  ) . 

Then "Lf,. converges uniformly on E if "LM,. converges. 

Note that the converse is not asserted (and is, in fact, not true). 

Proof If "LM,. converges, then, for arbitrary e > 0, 

m m 

Lf;(x) < L M; < e 
i = lf  i = n  

(x e E), 

provided m and n are large enough. Uniform convergence now follows 
from Theorem 7.8.  
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UNIFORM CONVERGENCE AND CONTINUITY 

7. 11 Theorem Suppose/, --+  f uniformly on a set E in a metric space. Let x be 
a limit point of E, and suppose that 
( 1 5) limf,(t) = A;. (n = I ,  2, 3,  . . . ) .  

t -+ x  

Then {A,.} converges, and 
( 1 6) Iimf(t) = lim A,. .  

( 1 7) 

( 1 8) 

t -+ x  n -+ oo 

In other words, the conclusion is that 

lim limf,(t) = lim lim f,(t). 
t-+x n -+ oo n -+ oo  t -+ x 

Proof Let e > 0 be given. By the uniform convergence of {/,}, there 
exists N such that n > N, m > N, t e E imply 

Jf,(t) -fm(t) I < e. 

Letting t --+  x in ( 1 8), we obtain 

lA,. - Am I < t 

for n > N, m > N, so that {A,.} is a Cauchy sequence and therefore 
converges, say to A . 

Next, 

( 1 9) lf(t) - A I < lf(t) - f,(t) I + Jf,(t) - A,. I + lA,. - A I . 

(20) 

(2 1 )  

(22) 

We first choose n such that 

e ff(t) -J,(t) I < 
3 

for all t e E (this is possible by the uniform convergence), and such that 

e 
lA - A I < - · ,. - 3 

Then, for this n, we choose a neighborhood V of x such that 

if t e V n E, t #= x. 
Substituting the inequalities (20) to (22) into ( 1 9), we see that 

lf(t) - A I � e, 

provided t e V n £, t:#:x. This is equivalent to ( 16).  
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7.12 Theorem If{/,} is a sequence of continuous functions on E, and if/, -+ 1· 
uniformly on E, then f is continuous on E. 

This very important result is an immediate corollary of Theorem 7. 1 1 . 
The converse is not true ; that is, a sequence of continuous functions may 

converge to a continuous function, although the convergence is not uniform . 
Example 7 .6 is of this kind (to see this, apply Theorem 7.9). But there is a case 
in which we can assert the converse. 

7.13  Theorem Suppose K is compact, and 

(a) {/"} is a sequence of continuous functions on K, 
(b) {/n} converges pointwise to a continuous function f on K, 
(c) f,(x) > /,+ 1 (x) for all x e K, n = I ,  2, 3, . . . . 

Then /, -+ f uniformly on K. 
Proof Put g" = fn - f  Then g" is cont inuous, g" -+ 0 poi ntwise, and 
g" > gn + t · We have to prove that g" -+ 0 uniformly on K. 

Let e > 0 be given . Let K" be the set of al l  x E K with g"(x) > e. 
Since g" is continuous,  K" is closed (Theorem 4. 8), hence compact (Theorem 
2. 35). Since g" > gn + t ' we have K" => Kn + t ·  Fix x e K. Since gn(x) -+ 0, 
we see that X ¢  K, if  n is sufficiently large. Thus X ¢ n K" . I n  other words, 
n Kn is empty. Hence KN is empty for some N (Theorem 2. 36) .  It fo l lows 
that 0 < g"(x) < e for a l l  x e K and for a l l  n > N. This proves the theorem. 

Let us note that compactness i s  really needed here. For i nstance, i f  

I 
f,(x) = 

nx + I 
(0 < x < 1 ; n = 1 ,  2, 3 ,  . . .  ) 

then f"(x) -+ 0 monotonical ly in (0, 1 ), but the convergence is not un iform. 

7.14 Definition If  X is a metric space, <e'(X) wi l l  denote the set of al l complex
valued, cont inuous, bounded funct ions wi th  domain X. 

[Note that boundedness is redundant if X is compact (Theorem 4. 1 5) . 
Thus �(X) consists of all complex continuous functions on X i f  X is compact. ] 

We associate with each f E �(X) i ts supren1um norm 

1 1! 1 1 = sup lf(x) 1 . 
x e X  

Since f is assumed to be bounded ,  1 1! 1 1  < oo .  It is obvious that 1 1 / 1 1 = 0 only if 
f(x) = 0 for every x e X, that is, only iff = 0. If h = f + g, then 

l h(x) I < Jf(x) I + lg(x) I < l lfl l + l l g l l 
for all x e X; hence 

I ll+ g il � 1 1/ 1 1  + l lg l l -
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If we defi ne the distance between f E �(X) and g E �(X) to be 1 1/- g il , 
it fol lows that Axioms 2. 1 5  for a metric are satisfied . 

We have thus 1nade �(X) into a metric space. 
Theorem 7. 9 can be rephrased as fol lows : 

A sequence {fn} converges to f with respect to the metric of �(X) if and 
only if In ---+ f uniformly on X. 

Accord ingly, closed subsets of �(X) are sometimes called uniformly 
closed, the closure of a set d c �(X) i s  cal led its uniform closure, and so on. 

7. 15 Theorem The above metric makes �(X) into a complete metric space. 

Proof Let {.fn} be a Cauchy sequence i n  �(X). This  means that to each 
e > 0 corresponds an N such that 1 1/n - /m i l < e i f  n > N and 1n > N. 
I t  fol lows (by Theorem 7 .8) that there is a function f with domain X to 
which {/n} converges u niformly. By Theorem 7 . 1 2, f is continuous. 
Moreover, f is bounded ,  s ince there is an n such that lf(x) - fn(x) I < 1 
for al l x E X, and In i s  bou nded . 

Thus f E rc(X), and since In ---+ f uniformly on X, we have 
1 1/ - .fn l l ---+ 0 as n ---+ oo .  

UNIFORM C O NVERGENCE AND INTEGRATIO N 

7.16 Theorem Let r:x. be monotonically increasing on [a, b ] .  Suppose /, e f!l(r:x.) 
on [a, b ] , for n = I ,  2, 3,  . . . , and suppose f, ---+ f uniformly on [a, b ] .  Then f e f!l(r:x.) 
on [a, b ], and 

(23) 
.. b Ib J f dr:x. = l im fn dr:x.. 
a n-. oo a 

(The existence of the l imit  is part of the conclusion.) 

Proof It suffices to prove this for real f, .  Put 

(24) en = sup l.fn(x) -f(x) I ,  
the supremum being taken over a < x < b. Then 

In - en < f <In + en , 
so that the upper and lower integrals off (see Definition  6.2) satisfy b - b 

(25) I (f, - e.) da. < I 1 da. < I 1 da. <  I (/,. + e.) da.. 
a _ a 

Hence 

0 < I f da. - If da. < 2e. [a.(b) - r:x.(a)] .  
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Since en � 0 as n � oo (Theorem 7 .  9), the upper and lower integrals of f 
are equal . 

Thus f E Bl(a). Another application of (25) now yields 

b b 
(26) I fda - I  fn dr�. < en [a(b) - a( a)] .  

a a 

This implies (23) . 

Corollary If[, e 9l(a) on [a, b] and if 

00 
f(x) = L f,.(x) (a <  x < b), 

n = l 

the series converging uniformly on [a, b ] ,  then 

b 00 b 
I f da = I I /, da. 

a n = 1 a 

In  other words, the series may be integrated term by term . 

UNIFORM CONVERGENCE AND DIFFE RENTIATION 

We have already seen, i n  Example 7. 5, that uniform convergence of {.fn} implies 
nothing about the sequence {/�} . Thus stronger hypotheses are required for the 
assertion that/,' � f' iff,. � f 

7. 17 Theorem Suppose {.fn} is a sequence of functions, differentiable on [a, b] 
and such that {f,.(x0)} converges for some point x0 on [a, b] .  If {/�} converges 
uniformly on [a, b ] ,  then {/,} converges uniformly on [a, b ] ,  to a function f, and 

(27) 

(28) 

(29) 

f '(x) = I imf;(x) (a < x < b) .  
n-+ oo 

Proof Let e > 0 be given. Choose N such that n > N, m > N, implies 

and 

lf�(t) -f:.(r) I < 2(b 
e
_ a) 

(a < t < b) .  



(30) 

(3 1 )  

(32) 

(33) 
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I f  we apply the mean value theorem 5 . 1 9  to the function fn - /,, , (29) 
shows that 

l x - t l e e 
lfn(x) -fm(x) - fn(t) + fm(t) I < 

2(b _ a) 
< 

2 

for any x and t on [a, b] , if n > N, m > N. The inequality 

lfn(x) - fm(x) I < IJ,.(x) - fm(x) - fn(xo) + fm(xo) I + lfn(xo) - fm(xo) I 

implies, by (28) and (30), that 

lfn(x) - fm(x) I < e (a < x < b, n > N, m > N), 

so that {.fn} converges uniformly on [a, b ]. Let 

f(x) = l im .fn(x) (a < x < b) .  
n -+ oo 

Let us now fix a point x on [a, b] and define 

lPn(t) = fn(t) - fn(x)
, 

t - X l/J(t) = f(t) - f(x) 
I - X 

for a < t < b, t i= x. Then 

(n = 1 ,  2, 3, . . . ) . 
t-+ x 

The first inequality in (30) shows that 

(n > N, m > N), 

so that { l/Jn} converges uniformly, for t =I- x. Since {/,,} converges to f, we 
conclude from (3 1 ) that 

l im l/Jn(t) = l/J(t) 

uniformly for a < t < b, t i= x. 
I f  we now apply Theorem 7. 1 1  to { l/Jn} , (32) and (33) show that 

l im l/J(t) = l imf:(x) ; 
t -+ x n -+ ::t:>  

and this is (27), by the definition of l/J(t) . 

Remark : If the continuity of the functions 1: is assumed in  add i tion to 
the above hypotheses, then a much shorter proof of (27) can be based on 
Theorem 7. 1 6  and the fundamental theorem of calculus. 
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7.18 Theorem There exists a real continuous function on the real line »,'hich is 
nowhere differentiable. 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

Proof Define 

q>(x) = l x I { - l < x < l ) 

and extend the definition of <fJ(x) to an real x by requiring that 

q>(x + 2) = q>(x). 

Then, for al l s and t, 

l q>(s) - q>(t) I < I s - t 1 . 
In particular, q> is continuous on R1 • Define 

00 
f(x) = I (i)"q>(4"x) . n = O  

Since 0 < q> < 1 ,  Theorem 7. 1 0  shows that the series (37) converges 
uniformly on R1 • By Theorem 7. 1 2, f is continuous on R1 • 

Now fix a real number x and a positive integer m. Put 

b = + .1 .  4 - m m - 2 

where the sign is  so chosen that no integer lies between 4mx and 4m(x + bm). 
This can be done, since 4m I bm I = ! . Define 

q>(4"(x + bm)) - q>(4"x) Yn = 

When n > m, then 4"bm is  an even integer, so that Yn = 0. 
(36) i mplies that 1 r" I < 4" . 

Since I Ym I :;:: 4m, we conclude that 

f(x + bm) - f(x) 

m- l > 3m - 2: 3" 
n = O  

= !(3m + 1 ) . 

When O < n  < m, 

As m � oo ,  bm � 0. It follows that f is not differentiable at x. 

EQUICONTINUOUS FAM ILIES O F  FUNCTIONS 

In Theorem 3 .6 we saw that every bounded sequence of complex numbers 
contains a convergent subsequence, and the question arises whether something 
similar i s  true for sequences of functions. To make the question more precise, 
we shall define two kinds of boundedness. 
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7. 19 Definition Let {/,} be a sequence of functions defined on a set E. 
We say that {/,} is pointwise bounded on E if the sequence {f,(x)} i s  bounded 

for every x E E, that is ,  i f  there exi sts a finite-valued function l/J defined on E 
such that 

lfn(x) I < l/J(x) (x E E, n = I ,  2, 3,  . . .  ) . 

We say that {/,} is uniformly bounded on E if  there exists a number M 
such that 

lfn(x) I < M (x e E, n = I ,  2, 3 ,  . . .  ) . 
Now if {/,} is  pointwise bounded on E and £1 i s  a countable subset of E, 

it  i s  always possible to find a subsequence {f,k} such that {f,;k(x)} converges for 
every x E £1 • This can be done by the diagonal process which is  used in  the 
proof of Theorem 7 . 23 .  

However, even if {/,} is  a uniformly bounded sequence of continuous 
functions on a compact set E, there need not exist a subsequence which con
verges pointwise on E. In  the following exam ple, th is would be quite trouble
some to prove wi th the equipment which we have at hand so far, but the proof 
is quite s imple if we appeal to a theorem from Chap. I I . 

7.20 Example Let 

fn(x) = sin nx (0 < x < 2rr, n = I ,  2, 3 ,  . . .  ) . 
S uppose there exists a sequence {nk} such that {s in nkx} converges, for every 
x E [0, 2rr] . I n  that case we must have 

l im (sin nkx - sin nk + 1 x) = 0 
k-+ oo  

hence 

(40) l im (sin nkx - sin nk + 1 x)2 = 0 
k -+ 00 

(0 < x < 2rr) ; 

(0 < x < 2rr). 

By Lebesgue's theorem concerning integration of boundedly convergent 
sequences {Theorem I I . 32), ( 40) implies 

(4 1 )  
2 1t 

l im J (sin nkx - sin nk + 1 x) 2 dx = 0. 
k -+ 00 0 

But a simple calculation shows that 

2 1t Jo (sin nkx - sin nk + 1 x)2 dx = 2rr� 

which contradicts ( 4 I  ) . 
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Another question is whether every convergent sequence conta ins  a 
uniformly convergent subsequence . Our next exam ple wi l l  show that th i s  
need not be so, even if the sequence i s  uniformly bounded on  a com pact set . 
(Exan1ple 7 .6 shows that a sequence of bounded functions may converge 
without being uniformly bounded ; but i t  i s  trivial to see that un iform conver
gence of a sequence of bounded functions implies uniform bounded ness . )  

7.21 Example Let 

x2 
/,(x) = x2 + ( I  - nx)2 

(0 < x < 1 ,  n = 1 ,  2,  3,  . . .  ) . 

Then l.fn(x) I < I ,  so that {fn} is un iformly bounded on [0, 1 ] .  Also 

l im fn(x) = 0 (0 < X  < 1 ) , 
II -+ 00 

but 

(n = 1 , 2 , 3 , . . . ) , 

so that no subseq uence can converge uniformly  on [0, 1 ] .  

The concept which is needed in  this connection is that of cqu iconti nu i ty ; 
it  is  given in the follo\\'· ing definition . 

7.22 Definition A fami ly !F of complex functions f defined on a set E i n  a 
m etric space X i s  said to be equicontinuous on E. i f  for every c > 0 there exi sts a 
{) > 0 such that 

lf(x) - f(y) I < c; 

whenever d(x, y) < b, x E £, y E £, and f E !F .  Here d denotes the metric of X. 
I t  i s  clear that every member of an equicontinuous fami ly i s  un iformly 

continuous.  
The sequence of Example 7 .2 1 is  not equicontinuous.  
Theorems 7.24 and 7.25 wil l  show that there is a very close relat ion 

between equicontinu i ty, on the one hand, and uniforn1 convergence of sequences 
of conti nuou� functions,  on the other. But first  we descri be a selecti on process 
which has nothing to do with continuity .  

7.23 Theorem Jf{fn} is a pointwise bounded sequence oj� co1nplex functions on 
a countable set E, then {f,} has a subsequence {j�k} such that {fnk(x)} converges for 
every x E £. 
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Proof Let {x;} , i = 1 ,  2, 3 ,  . . .  , be the points of 1:, arranged in a sequence . 
Since {f,,(x 1 )} i s  bounded, there exists a subsequence, which we shall 
denote by {ft ,k} , such that {/1 ,k(x1 )} converges as k -+  oo .  

Let us now consider sequences Sh S2 , S3 , • . •  , which we represent 
by the array 

sl : It , 1  h ,2 h , 3 1. ,4 
s2 : /2 , 1 /2 ,2  /2 ,3 /2 ,4 . . . 

s3 : 13 , 1  13 , 2  13 ,3  /3 ,4 . . . 

. • • • • • • . • . . . . . . . • • 

and which have the fol lowing properties : 

(a) sn is a subsequence of sn - 1 '  for n = 2, 3, 4, . . . .  
(b) {f,. ,"(xn)} converges, as k -+ oo (the boundedness of {/n(xn)} 
makes it possible to choose sn in  this way) ; 
(c) The order in  which the functions appear is the same in each se
quence ; i .e . , if one function precedes another in  S1 , they are in the same 
relation in every S" , until one or the other is deleted . Hence, when 
going from one row in the above array to the next below, functions 
may move to the left but never to the right. 

We now go down the diagonal of the array ; i .e . ,  we consider the 
sequence 

s · f f f r . . .  . 1 1 , 1 2 , 2 3 , 3  1 4 ,4 . 
By (c), the sequence S (except possibly its first  n - l terms) is  a sub
sequence of S" , for n = I ,  2, 3, . . . . Hence (b) impl ies that {fn,n(xi)} 
converges, as n -+ oo ,  for every X; E £. 

7.24 Theorem If K is a conzpact nzetric space, if/,. e �(K)for n = I ,  2, 3 ,  . . . , 
and if{f,.} converges unijorn1ly on K, then {f,} is equicontinuous on K. 

Proof Let e > 0 be given. S ince {fn} converges uniformly, there is an 
integer N such that 

( 42) I I/,. -IN I I < e (n > N). 

(43) 

(See Definition 7. 1 4.) Since continuous functions are uniformly con
tinuous on compact sets, there i s  a {) > 0 such that 

l/;(x) - [;(y) I < e 

if 1 < i < N and d(x, y) < �. 
If n > N and d(x, y) < �, i t  follows that 

lfn(x) -f,.(y) I < lf,(x) - fN(x) I + lfN(x) -fN(Y) I + lf"(y) - /,,(y) I < 3e. 

In conjunction with ( 43), this proves the theorem. 



158 PRINCIPLES OF MATHEMATICAL ANALYSIS 

7.25 Theorem If K is con1pact, if. In E f(}(K) for n = I ,  2, 3, . . . , and if {.fn} is 
pointwise bounded and equicontinuous on K, then 

(44) 

(45) 

(46) 

(a) {j�} is unifonnly bounded on K .. 
(b) {fn} contains a uniform�r convergent subsequence. 

Proof 

(a) Let e > 0 be given and choose b > 0, in  accordance with Defini tion 
7.22, so that 

lfn(x) - f,.(y) I < e 

for all n, provided that d(x, y) < b .  
Since K i s  compact, there are finitely many points p1 , • • •  , p, i n  K 

such that to every x E K corresponds at least one Pi with d(x, P;) < b.  
Since ffn} i s  pointwise bounded , there exist M; < oo such that lf,(p;) I < M; 
for all n. If M = max (Mh . . .  , M,), then lf(x) I < M + e for every 
x e K. This proves (a) . 
(b) Let E be a countable dense subset of K. (For the ex istence of such a 
set £, see Exercise 25 , Chap. 2.) Theorem 7 .23 shows that {.fn} has a 
subsequence {.fnJ such that {fnlx)} converges for every x e £. 

Put f,., = g ; , to simplify the notation. We shall prove that {g ; } 
converges uniformly on K. 

Let e > 0, and pick <5 > 0 as in  the beginning of this proof. Let 
V(x, �) be the set of all y E K with d(x, y) < b .  Since E is dense in K, and 
K is compact, there are finitely many points xh . . .  , xm in  E such that 

Since {g ;(x)} converges for every x e £, there is an integer N such 
that 

whenever i > N, j > N, I < s < m. 
If x E K, (45) shows that x E V(x5 , b) for some s, so that 

for every i. If i > N and j > N, it follows from ( 46) that 

lg i(x) - gi(x) I < lg ;(x) - g ;(Xs) I + l g ;(xs) - gi(xs) I + lgi(xs) - gi(x) I 
< 3e. 

This completes the proof. 



SEQUENCES AND SERIES OF FUNCTIONS 159 

TH E STONE-WEIERSTRASS TH EOREM 

7.26 Theorem If f  is a continuous con1plex function on [a, b ] ,  there exists a 
sequence of polynoJnials Pn such that 

l im Pn(x) = f(x) 
n-+ :�:; 

unijorn1ly on [a, b ] .  Iff is real, the Pn may be taken real. 

This  i s  the form in which the theorem was origi nal ly discovered by 
Weierstrass. 

(47) 

(48) 

(49) 

Proof We may assume, without loss of general i ty, that [a, b] = [0, 1 ] . 
We may also assume that /(0) = /( I ) = 0. For if the theoren1 i s  proved 
for this case, consider 

g(x) = f(x) - /(0) - x[f( I ) - /(0)] (0 < X < 1 ) . 

Here g(O) = g( I )  = 0, and if g can be obtained as the l imi t  of a uniformly 
convergent sequence of polynomial s ,  i t  i s  clear that the same i s  true for J, 
since f - g is  a polynom ial . 

Furthermore ,  we define j'(x) to be zero for x outside [0, 1 ] .  Then f 
i s  uniformly conti nuous  on the whole l ine. 

We put 

(n = I ,  2, 3, . . .  ), 

where c n is  chosen so that 
1 J Qn(x) dx = I  

- 1 (n = 1 ,  2, 3, . . .  ) . 

We need some information about the order of magnitude of en . Since 

f ( I  - x2)" dx = 2 ( ( I - x2)" dx > 2 f1.r, ( I  - x2)n dx 
- 1 0 0 

i t  follows from (48) that 

f 1 J·ln > 2  ( l - nx2) dx 
0 

4 
- 3J� 

1 
> - , r;, 'V 
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(50) 

(5 1 )  

The inequal i ty ( I - x2)" > I - nx2 which we used above is easily 
shown to be true by considering the function 

( 1 - x2)" - 1 + nx2 

which is zero at x = 0 and whose derivative is  positive in  (0, 1 ) . 
For any {) > 0,  ( 49) implies 

Qn(x) < Jn ( 1  - �2)n (<5 < lx I < 1 ) , 

so that Qn � 0 uniformly in {> < l x  I < 1 .  
No\v set 

1 
P.(x) = J f(x + t)Q.(t) dt - 1 

(0 < X < 1 ) . 

Our assumptions about / show, by a simple change of variable , that 

1 - x 1 

P.(x) = J - x f(x + t)Q.(t) dt = t f(t)Q.(t - x) dt, 

and the last integra l i s  clearly a polynomial i n  x. Thus {Pn} is a sequence 
of polynomials, which are real iff is real . 

Given e > 0,  we choose b > 0 such that IY - x I < {> implies 

e 
lf(y) - f(x) I < 2 · 

Let M = sup Jf(x) 1 .  Using (48), (50), and the fact that Qn(x) > 0, we 
see that for 0 < x < I ,  

1 

I Pn(x) - f(x) I ' =  f [/(x + t) -f(x)] Qn(t) dt .. - 1 
1 

< J _ 
1 

lf(x + t) - f(x) I Q.(t} dt 

< 2M s�: Q.(t) dt + �r 6 Q.(t) dt + 2M f Q.(t) dt 

< 41-.1 Jn ( I  - b2)" + ; 
< e 

for all large enough n, which proves the theorem. 

I t  is instruct ive to sketch the graphs of Qn for a few values of 11 ; a] so , 
note that we needed uniform continuity of .f to deduce uniform convergence 
of {Pn} . 
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J n the proof of Theorem 7.32 we shall not need the fu ll strength of 
Theorem 7.26, but only the following special case, which we state as a corol lary. 

7.27 Corollary For et,ery intert'al [ - a, a] there is a sequence of real poly

nonlials P,. such that P,.(O) = 0 and such that 
l im P,.(x) = l x I ,. -. 00 

unifonnly on [ - a, a] . 

Proof By Theorem 7 .26, there exists a sequence {P:} of real polynomials 
wh ich converges to l x I uniformly on [ - a, a] . In particular, P:(o) � 0 
as n � XJ .  The polynon1ials 

P,.(x) = P:(x) - P:(o) (n = 1 ,  2, 3, . . .  ) 

have desired properties . 

We shall now isolate those properties of the polynomials wh ich make 
the Weierstrass theorem possible. 

7.28 Definition A family . .91 of complex fu nction� defi ned on a set F. is said 
to be an algehra if (i)/ + g E .s:l. ( i i)fg E d. and ( i i i) c.f E .9f/ for a l l /' E .. w ,  {} E .91 
and for all complex constants c, that is, if  d i s  closed under add i t ion, nlulti
pl ication , and scahtr multipl ication . We shall also have to consider algebras of 
real fu ncti ons ; i n  th is case, ( i i i )  is of course only requi red to hold for a l l  rea l c.  

If d has the property that 1· E .91 whenever f, E .91 (n = I , 2 ,  3 ,  . . . ) and 
/,. � f uniformly on £, then d is sa id to be uniforn7ly closed. 

Let :B be the set of al l functions v.'h ich are limits of uniformly convergent 
sequences of members of d .  Then dl i s  called the unijonu closure of sv . (See 
Definition 7 . 1 4.) 

For exan1ple, the set of all polynomials is  an algebra , and the Weierstrass 
theorem may be stated by saying that the set of continuous functions on [a, b] 
is the uniform closure of the set of polynomials on [a, h j .  

7.29 Theorem Let f!4 be the unifornz closure of· an algebra s1 of bounded 
functions. Then � is a uniformly closed algebra. 

Proof If f e 81 and g E �, there exist un iformly convergent sequences 
{/,.}, {g,.} such that /,. � j� g,. � g and .1;, E sf, g" E d. S i nce \Ve are deal ing 
with bounded functions, it is easy to show that 

f,g,. -+ .fg ' cj� � cf, 

where c is any constant, the convergence being un iforn1 in each case. 
Hence f + g E ffl,fg E &1, and cf E :14 ,  so that PA is an algebra . 
By Theorem 2 .27, fJI is (uniformly) closed . 
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7.30 Definition Let d be a fam ily of functions on a set E. Then d i s  said 
to separate points on E if  to every pair of disti ncts point x1 , x2 e E there corre
sponds a function / e d such that f(x1 ) ¥ f(x2) . 

If to each x e E there corresponds a function g e d such that g(x) ¥ 0, 
we say that d vanishes at no point of E. 

The algebra of all polynomials in one variable clearly has these properties 
on R1 • An example of an algebra which does not separate points i s  the set of 
al l even polynomials, say on [ - 1 ,  I ] , since f( -x) = f(x) for every even function f 

The following theorem will illustrate these concepts further. 

7.31 Theorem Suppose .91 is an algebra of functions on a set E, d separates 
points on E, and d vanishes at no point of E. Suppose x1 , x2 are distinct points 
of E, and c. , c2 are constants (real if d is a real algebra) . Then d contains a 
function f such that 

Proof The assumptions show that d contains  functions g ,  h, and k 
such that 

h(x1 ) ¥ 0, 

Put 
u = gk - g(x1 )k, 

Then u e d, v e d, u(x1 ) = v(x2) = 0, u(x2) ¥ 0, and v(x1 ) ¥ 0. Therefore 

has the desired properties. 

We now have all the material needed for Stone's generalization of the 
Weierstrass theorem. 

7.32 Theorem Let d be an algebra of real continuous functions on a compact 
set K. If d separates points on K and if d vanishes at no point of K, then the 
uniform closure � of d consists of all real continuous functions on K. 

We shall divide the proof into four steps. 

STEP 1 l.f f e dl, then lfl e dl. 
Proof Let 

(52) a = sup lf(x) I (x e K) 



(53) 
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and let e > 0 be given. By Corollary 7.27 there exist real numbers 
Ct , • • •  , Cn SUCh that 

n 
L c;yi - IY I < e 

i =  1 

Since 14 i s  an algebra, the function 

n 

(- a <  y < a). 

g = L C;/i 
i =  1 

is  a member of a. By (52) and (53), we have 

J g(x) - Jf(x) I I < e (x e K). 
Since 14 is uniformly closed , this shows that 1/ 1 e !!1. 

STEP 2 Iff e 14 and g e 14, then max (J, g) e 14 and min (J, g) e !!1. 

By max (J, g) we mean the function h defined by 

h(x) = {f(x) 
g(x) 

if f(x) > g(x), 
i f  f(x) < g(x), 

and min (J, g) is defined likewise. 

Proof Step 2 follows from step I and the identities 

(J, ) I+ g + If- g I 
max , g = 

2 2 
, 

min (J, g) = 
f; g 

- If; g 1 . 

By iteration, the result can of course be extended to any finite set 
of functions : If It ,  . . .  , In e 14, then max (ft , . . .  , fn) e 14, and 

min (ft , . . . ,/,) e 14. 

STEP 3 Given a real function J, continuous on K, a point x e K, and e > 0, there 
exists a function g x e 14 such that g x(x) = f(x) and 

(54) 

(55) 

(t e K). 

Proof Since d c a and d satisfies the hypotheses of Theorem 7.3 1 so 
does 14. Hence, for every y e K, we can find a function h, e 14 such that 

h,(x) = f(x), h,(y) = f(y). 
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(56) 

(57) 

By the continuity of hy there exists an open set JY , containing y, 

such that 

Put 

hy(t) > f(t) - 8 (t E Jy) . 

Since K i s  compact, there is  a finite set of points y1 , • • • , Yn such that 

By step 2, g e 81, and the relations (55) to (57) show that gx has the other 
requ ired properties . 

STEP 4 Given a real function/, continuous on K, and E > 0, there exists a function 
h e 81 such that 

(58) l h(x) - f(x) I < E (x e K). 
Since 81 i s  uniformly closed, this statement i s  equivalent to the conclusion 

of the theorem. 

(59) 

(60) 

(6 1 )  

(62) 

Proof Let us consider the functions g x ,  for each x e K, constructed in  
step 3 .  By the continui ty of gx , there exist open sets Vx containing x, 
such that 

Since K is compact, there exists a finite set of points x 1 ,  . . .  , x'" 
such that 

K c V u · · · u V X l Xm ' 

Put 

By step 2, h E 81, and (54) i mplies 

h(t) > j(t) - E 

whereas (59) and (60) impJy 

fl(t ) < j(t )  + E 

Final ly ,  (58) fo l lows from (6 1 )  and (62) . 

(t E K), 

(t E K). 
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Theorem 7. 32 does not hold for complex algebras.  A counterexample is 
given in Exercise 2 1 . However, the conclusion of the theorem does hold, even 
for complex algebras, if an extra cond ition i s  imposed on .91, namely, that .91 
be self-adjoin t . This means that for every f e .91 its complex conjugate J must 

also belong to .91 ;  J i s  defined by J(x) = f(x) . 

7.33 Theorem Suppose .stl is a self-adjoint algebra of complex continuous 
.functions on a compact set K, .s;l separates points on K, and .s;l vanishes at no 
point of K. Then the uniform closure � of .91 consists of all complex continuous 
functions on K. In other words, .91 is dense rc(K). 

Proof Let .91 R be the set of al l real functions on K which belong to d. 

Iff e .91 and f = u + iv , with u, v real , then 2u = f + J, and since .91 

is self-adjoint, we see that u E .91 R • If x 1 #= x 2 , there exists f E .91 such 
that f(x 1 ) = I ,  f(x 2 ) = 0 ;  hence 0 = u(x 2 ) #= u(x 1 )  = I ,  which shows that 
.91 R separates points on K. If x E K, then g(x) #= 0 for some g E d, and 
there is a complex number }. such that ) .. g(x) > 0 ;  iff = ).g , f  = u + iv, i t  
follows that u(x) > 0 ;  hence .91 R vanishes a t  no point  of K. 

Thus d R satisfies the hypotheses of Theorem 7 . 32. It  follows that 
every real continuous function on K l ies in  the un iform closure of .91 R ,  
hence lies i n  f!4 .  If f is  a complex continuous function on K, .f = u + iv, 
then u e 14, v E f!4 ,  hence f E 14. This completes the proof. 

EXERCISES 

1 .  Prove that every uniformly convergent sequence of bounded funct ions is uni

formly bounded . 
2. If  {/n} and {gn} converge uniformly on a set E, prove that {fn + gn } converges 

uniformly on E. I f, in  addit ion, {/n} and {gn} are sequences of bounded funct ions, 
prove that {fngn} converges uniformly on E. 

3. Construct sequences {/�}, {g,.} which converge uniformly on some set E, but such 
that {/nOn} does not converge uniformly on E (of course , {f,,g, } must converge on 

E). 

4. Consider 

00 1 
f(x) = L 1 2 • n = 1 + n X 

For what values of x does the series converge absol utely ? On what i n tcrvab does 
i t  converge uniformly ? On what interva ls does i t  fa i l  to converge un i formly ? Is  1· 
continuous wherever the series converges ? Is f bounded ? 
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s. Let 

f,(x) = • 2 7T 
sin -

X 
( I < x < �) , n + l - - n 

0 (! < x) . 

Show that {/,} converges to a continuous function, but not uniformly. Use the 
series "'Lfn to show that absolute convergence, even for all x, does not imply uni
form convergence. 

6. Prove that the series 

converges uniformly in  every bounded interval, but does not converge absol utely 

for any value of x. 

7. For n = 1 ,  2, 3, . . . , x real ,  put 

X 
f,(x) = I 2 . 

+ nx 

Show that {/,} converges uniformly to a funct ion /, and that the equation 

f'(x) = l imf�(x) 
n-. oo 

is correct i f  x =f:. 0, but false i f  x = 0 .  

8. I f  

I(x) = {� (x < 0), 
(x > 0), 

if {xn} i s  a sequence of distinct points of (a, b), and if "'L I Cn I converges, prove that 
the series 

00 
f(x) = L Cn l(x - Xn) 

n = l  

converges uniformly , and that f is cont inuous for every x -i=- Xn . 
9. Let {/,} be a sequence of continuous functions which converges uniformly to a 

function f on a set E. Prove that 

l im f,(xn) = f(x) 

for every sequence of points Xn E E such that Xn � x, and x E £. Is the converse of 

this true ? 
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10. Letting (x) denote the fractional part of the real number x (see Exercise 16, Chap. 4, 
for the definition), consider the function 

f(x) = f (n�) n = l n (x real). 

Find all discont inui t ies of /, and show that they form a countable dense set . 

Show that f is nevertheless Riemann-integrable on every bounded interval . 
1 1 .  Suppose {f,}, {gn} are defined on E, and 

(a) l.: In has uniformly bounded part ial sums ; 

(b) On -7 0 uniformly on E; 
(c) g 1(x) > g2(x) > g3(x) > · · · for every x E E. 

Prove that :E fngn converges uniformly on E. Hint : Compare with Theorem 

3.42. 
12. Suppose g and f,(n = 1 ,  2, 3, . . .  ) are defined on (0, oo ), are Riemann-integrable on 

[t, T] whenever 0 < t < T < oo ,  I f, I < g, ln -7 f uniformly on every compact sub

set of (0, oo ), and 

Prove that 

00 I g(x) dx < oo.  
0 

00 00 
l im I J,(x) dx = I l(x) dx. n-+ oo 0 0 

(See Exercises 7 and 8 of Chap. 6 for the relevant definitions. ) 

This is a rather weak form of Lebesgue's dominated convergence theorem 

(Theorem 1 1 .32) . Even in the context of the Riemann integral, uniform conver
gence can be replaced by pointwise convergence if it is assumed that f E !11. (See 

the articles by F. Cunningham in Math. Mag. , vol . 40, 1 967, pp. 1 79-1 86, and 

by H. Kestelman in  Amer. Math. Monthly, vol .  77, 1 970, pp. 1 B2-1 87.) 
13. Assume that {f,} is a sequence of monotonically increasing functions on R1 with 

0 <f,(x) < 1 for all x and all n. 
(a) Prove that there is a function I and a sequence {n"} such that 

l(x) = l im J,k(x) k-+ 00 
for every x E R1 • (The existence of such a pointwise convergent subsequence is 
usually called Helly's selection theorem.) 
(b) If, moreover, f is continuous, prove that f," -7 / uniformly on R1 • 

Hint : (i) Some subsequence {f,,} converges at all rational points r, say, to 

f(r). (ii) Define /(x), for any x E Rt ,  to be sup f(r), the sup being taken over all 
r < x. (iii) Show that J,,(x) -7 f(x) at every x at which I is continuous. (This is 
where monotonicity is strongly used. )  (iv) A subsequence of {f,,} converges at 

every point of discontinuity of f since there are at most countably many such 
points . This proves (a). To prove (b), modify your proof of (iii) appropriately. 
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14. Let f be a continuous real function on R1  with the following propert ies : 
0 < f(t) < 1 , /(t + 2) = f(t )  for every t, and 

f(t) = {� (0 < t < i) 
(f < t < 1 ) . 

Put <l>(t) = (x(t ), y(t )) , where 

00 00 
�x( t) = L 2 - "/(3 2 " - 1 t ), y(t )  = L 2 - n/(3 2"t ) .  

n = l n = l 

Prove that <I> is continuous and that <I> maps I =  [0, 1 ]  onto the unit square /2 c R2 • 
If  fact, show that <I> maps the Cantor set onto /2 •  

Hint: Each (xo , Yo) E /2 has the form 

00 
Xo = L 2 - "a2n - h 

n = l 

where each ai is 0 or 1 .  If 

O(i 

00 
Yo = L 2 - "a2n n = l  

to = L: 3 _ 1 _ 1 (2a i) 
I =  1 

show that /(3"to) = ak , and hence that x(to) = Xo ,  y(to) = Yo .  
(This simple example of a so-cal led " space-fil ling curve " is due to I .  J .  

Schoenberg, Bull. A . M.S. ,  vol . 44, 1 938 ,  pp . 5 1 9 .)  
IS.  Suppose f is a real continuous function on R1 , f,(t ) = f(nt ) for n = 1 ,  2, 3 ,  . . . , and 

{/�} is equicontinuous on [0, 1 ] .  What conclusion can you draw about f ?  
16. Suppose {/n} is an equicontinuous sequence of funct ions on a compact set K, and 

{f,} converges pointwise on K. Prove that {f,} converges uniformly on K. 
17. Define the not ions of uniform convergence and equicont inuity for mappings into 

any metric space. Show that Theorems 7.9 and 7. 1 2  are val id for mappings into 

any metric space, that Theorems 7.8 and 7 . 1 1 are val id for mappings into any 

complete metric space, and that Theorems 7 . 1 0, 7 . 1 6 , 7. 1 7 , 7 . 24, and 7 .25 hold for 

vector-valued functions, that is, for mappings into any Rk. 
1 8. Let {/n} be a uniformly bounded sequence of funct ions which are Riemann-inte

grable on [a, b ], and put 

X 
F.(x) = J f.(t ) dt 

Q 
(a < x < b). 

Prove that there exists a subsequence {Fnk} which converges uniformly on [a, b] . 
19. Let K be a compact metric space, let S be a subset of CC(K) .  Prove that S is compact 

(with respect to the metric defined in Section 7. 1 4) if and on ly if S is uniformly 
closed, pointwise bounded , and equicont inuous . (I f S is not eq u icont inuous , 

then S contains a sequence which has no equicontinuous subsequence, hence has 

no subsequence that converges uniformly on K. ) 
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: 20. J f f is continuous on [0, 1 ]  and if 

1 J f(x)x" dx = 0 
0 

(n = 0, 1 ,  2, . . . ), 

prove that f(x) = 0 on [0, 1 ] .  Hint: The integral of the product of f with any 

polynomial is zero. Use the Weierstrass theorem to show that J � f'(x) dx = 0. 

21.  Let K be the unit ci rcle in the complex plane ( i .e . ,  the set of all z with I z I = 1 ), and 

let d be the algebra of all funct ions of the form 

N 
f(e ' B) = L Cnetn9 ( (} real). 

n = O  

Then d separates points o n  K and s/ van ishes at no point of K, but nevertheless 
there are continuous func t ions on K which are not in the uniform closure of d. 
Hint: For every /E sl 

27t J f(e18)e 18  dO = 0, 
0 

and this is also true for every f i n t he closure of d. 
22. Assume / E  BI((X) on [a, h] , and pro\ e that there are polynomials Pn such that 

• b 
l im j I /- Pn 1 2 d(X = 0. n- co a 

(Compare with Exercise 1 2, Chap. 6 . )  

23. Put Po = 0, and define, for n = 0,  1 , 2, . . .  , 

Prove that 

uniformly on [- 1 , I ] . 

l im p n( X) = I X I ' n- :r;,  

(This makes it possible to prove the Stone-Weierst rass theorem without first 

proving Theorem 7.26.) 

Hint: Use the identity 

l x l  - Pn + t (X) = l l x l - P.(x)] [ l - lx l  �P.{x)] 
to prove that 0 < Pn(x) < Pn + 1 (x) < I x l if I x l  � 1 ,  and that 

l x i - P.(x) < l x l ( t -
1; 1 ) " <

n � l 

if I x l < I . 
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24. Let X be a metric space, with metric d. Fix a point a e X. Assign to each p E X  
the function /P defined by 

fp(x) = d(x, p) - d(x, a) (x e X). 

Prove that I fp(x) I < d(a, p) for all x E X, and that therefore fp E �(X). 
Prove that 

for all p, q E X. .. 
If  c'l>(p) = fp it follows that c'l> is an isometry (a distance-preserving mapping) 

of X onto c'l>(X) c �(X). 
Let Y be the closure of c'I>( X) in �(X). Show that Y is complete. 

Conclusion: X is isometric to a dense subset of a complete metric space Y. 
(Exercise 24, Chap. 3 contains a different proof of this.) 

25. Suppose 4> is a continuous bounded real function in the strip defined by 

0 < x < 1 , - oo < y < oo .  Prove that the initial-value problem 

y' = cp(x, y), y(O) = c 

has a solution.  (Note that the hypotheses of this existence theorem are less stringent 

than those of the corresponding uniqueness theorem ; see Exercise 27, Chap. 5 .) 
Hint: Fix n. For i =  0, . . .  , n, put x, = i/n. Let f,. be a continuous funct ion 

on [0, 1 ]  such that f,.(O) = c, 

and put 

[',(t)  = cp(x, , J,(x,)) if x, < t < Xt + � ,  

�,.(t ) = /�(!) - cp(t, f,.(t)), 

except at the points x, , where �,.(!) = 0. Then 

JC 
/.(x) = c + J [</>(t, /.(t)) + a.(t )] dt. 

0 

Choose M < oo so that 1 4> I < M. Verify the following assertions. 

(a) l/� 1  < M, l �n l  < 2M, �,. e rH, and I fn i < l e i + M = M� ,  say, on [0, 1 ] , for 

all n. 
(b) {/,.} is equicontinuous on [0, 1 ], since I /� I < M. 
(c) Some {f,,J converges to some /, uniformly on [0:. 1 ] . 
(d) Since cp is uniformly continuous on the rectangle 0 < x < 1 ,  I Y I < Mh 

cp(t, f,k(t )) � </>(t, f(t )) 

uniformly on [0, 1 ]. 

(e) �,.(t) � 0 uniformly on [0, 1 ], since 

in (x, , x , + . ) . 

�,.(!) = cp(x , , f,.(x,)) - </>(t, f,.(t)) 
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% 
f(x) = c + J </>(t. f(t)) dt. 

0 

This f is a solut ion of the given problem. 
26. Prove an analogous existence theorem for the initial-value problem 

y' = cl»(x, y), y(O) = c, 

where now c E Rk, y E Rk, and 4» is a cont inuous bounded mapping of the part of 
Rk + 1 defined by 0 < x < 1 ,  y E Rk into Rk. (Compare Exercise 28, Chap. 5 .) Hint: 
Use the vector-valued version of Theorem 7.25. 



8 
SOME SPECIAL FUNCTIONS 

POWER SERIES 

In th i s  sect ion we sha 1 1  der ive some propert ies of  funct ions wh ich a re represented 
by power series, i .e . , fu nct ions of the form 

oc 
( 1 )  f(x) = L cn x" 

n = O  
or, more genera l ly, 

00 
(2) f(x) = I cn(x - a)" .  

·1 = 0 
These are ca l led analytic functions. 
We sha l 1  restrict ourse1ves to rea l val ues of x. I nstead of c i rcles of con

vergence (see Theorem 3 . 39) we shal l therefore encounter i nterva ls of conver
gence. 

If ( 1 )  converges for a l l  x i n  ( - R, R), for some R > 0 (R may be + oo ), 
we say that f i s  expanded i n  a power series about the poi nt x = 0. S imi lar ly, i f  
(2) converges for I x - a I < R, f i s  said to be expanded i n  a power series about 
the poin t  x == a. As a matter of convenience, we sha l l  often take a = 0 without  
any loss of genera l ity. 
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8.1 Theorem Suppose the series 
CX) 

(3) L cn xn 
n = O  

converges for I x I < R, and define 
CX) 

(4) f(x) = L cn xn ( l x l < R). 
n = O  

Then (3) converges uniformly on [ - R + e, R - e ] ,  no matter which e > 0 
is chosen . The function f is continuous and differentiable in ( - R, R), and 

(5) 
CX) 

f'(x) = I ncn xn - l ( I x l < R). 
n = l  

Proof Let e > 0 be given .  For l x l < R - e ,  we have 

I cnxn I < I cn(R - e)n I ; 

and since 

LCn(R - e) n 

converges absol ute ly (every po\ver series converges absolu tely i n  the 
i n ter ior of its interva l of convergence, by the root test), Theorem 7. 10  
shows the un i form convergence of (3) on  [- R + e, R - e] . 

r -
Since .V n � I as n � oo ,  we have 

l i m  sup y/ n I c: f = l i m  sup  y/ I en I , n--+  oo 
so that t he series (4) and (5) have the same i n terva l of convergence. 

S i nce (5) i s  a power series, i t  converges un iformly in [ - R + e, 
R - e], for every e > 0, and we can apply Theorem 7. 1 7  (for ser ies in
stead of sequences). It fol lows that (5) holds if  I x l < R - e .  

But ,  g iven any x such that I x I < R, we ca n fi nd an c: > 0 such that 
I x I  < R - e. This shows that (5) holds for I x I  < R. 

Cont inui ty off fol lows from the existence off' (Theorem 5 .2). 

Corollary Under the hypotheses of Theorem 8 . 1 ,  f has derivatives of all 
orders in ( - R, R), ·which are given by 

CX) 
(6) J<k>(x) = I n(n - 1 )  · · · (n - k + 1 )en xn - k . 

n = k  
In particular, 

(7) (k = 0, 1 , 2 , . . . ) . 

(Here J<0> means J, and J<k> i s  the kth derivative off, for k = 1 ,  2, 3 , . . .  ) . 
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Proof Equat ion (6) fol lows i f  we apply Theorem 8 . 1 success ively to f, 
f' , f", . . . .  Putt i ng  x = 0 i n  (6), we obtain (7) .  

Formula (7) i s  very in terest ing. I t  shows, on the one hand, that the 
coefficien ts of the power ser ies deve lopmen t off are determ ined by the va l ues 
off and of i t s  derivat i ves at a s i ngle point .  On the other hand,  i f  the coefficients 
are given , the val ues of the derivat ives off at the center of the i n terva l of con
vergence can be .. read off i mmed iate ly from the power ser ies . 

Note, however, that a l though a funct ion f may have der ivat i ves of a l l  
orders, the  ser ies �en xn , where en i s  computed by  (7), need not converge to  f(x) 
for any x i= 0. I n  th i s  case, / cannot be expanded i n  a power ser ies about x = 0. 
For i f  we had f(x) = �an xn, we shou ld have 

n !an = / (
n

)(O) ; 

hence an = en . A n  example of thi s s i tuat ion i s  g iven i n  Exerc i se I .  
If  the ser ies (3) converges at an endpoint ,  say at x = R, then / i s  cont in uous 

not only in ( - R, R), but a l so at x = R. This fo l lows from Abel 's theorem (for 
s impl ic ity of notat ion ,  we take R = I ) : 

8.2 Theorem Suppose �en converges. Put 

Then 

(8) 

(9) 

00 
f(x) = I en xn ( - 1 < X <  1 ) . 

n = O  

00 
l im f(x) = L en . 
x -+ 1 n = O  

Proof Let sn = Co + . . .  + en , s - 1  = 0. Then 

m m m - 1 

I en xn = I (sn - Sn - l )x" = ( I - x) I Sn Xn + sm xm. 
n = O  n = O  n = O  

For l x l < I , we let m � oo and obta in 

00 
f( x) = ( I  - X) I sn x

n . 
n = O  

Suppose s = l i m  s" . Let e > 0 be g iven . Choose N so that n > N 
n-+0  

impl ies 
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Then,  s ince 

00 
( I - x) L x" = I ( I X I < I ), 

n = O  

we obtain from (9) 

if  x > I - b, for some su i tably chosen b > 0. Th is impl ies (8). 

As an appl icat ion, let us prove Theorem 3 . 5 I ,  which asserts : If' 'La" , 'Lb" , 
'Lc" , converge to A ,  B, C, and if c" = a0 b" + · · · + a" b0 , then C = AB. We let 

00 00 00 
f(x) = I a" x", g (x) = L bn x", h(x) = I en x", 

n = O  n = O  n = O 

for 0 < x < I .  For x < I ,  these series converge abso lu tely and hence may be 
mult ipl ied according to Defini t ion 3 . 48 ; when the multiplication i s  carried out, 
we see that 

( I O) f(x) · g(x) = h(x) (0 < X < I ) . 

By Theorem 8 .2 , 

( I I )  f(x) � A , g(x) � B, h(x) � C 

as x --+  I .  Equat ions ( I O) and ( I I )  i mply AB = C. 
We now require a theorem concerning an inversion i n  the order of sum

mation.  (See Exercises 2 and 3. ) 

8.3 Theorem 
suppose that 

Given a double sequence {a ii} ,  i = I ,  2, 3, . . .  , j = I ,  2, 3 ,  . . . ' 

00 
( I 2) L l a ii l = h i  (i = I , 2, 3 ,  . . .  ) 

j = l  

and 'Lb i converges. Then 

( I 3) 
00 00 00 00 
I I a ij = I I aij . 

i = l j = l j = l i = l  

Proof We could establ ish ( I 3) by a d i rect procedure s imi lar to (al though 
more i nvolved than) the one used in Theorem 3 . 55 .  However, the fol lowing 
method seems more interesting. 
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( 14) 

( 1 5) 

( 1 6) 

Let E be a countable set , consisti ng of the points x0 , xb x2 , • • •  , and 
suppose x" -+ x0 as n -+ oo .  Define 

00 
fi(xo) = I a ii 

j = l 
(i = 1 ' 2 ,  3 , . . .  ) , 

" 
fi(x") = L a ii (i, n = 1 , 2, 3 ,  . . .  ) , 

j = l 
00 

g(x) = I flx) (x e £). 
i= 1 

Now, ( 1 4) and ( 1 5), together with ( 1 2) , show that each fi is con
t inuous at x0 • Since lfi(x) I < b i for x E £, ( 1 6) converges un i formly, so 
that g is continuous at x0 (Theorem 7 . 1 1  ) . I t  fol lows that 

00 00 00 
I L aii = I fi(xo) = g(x0) = l i m  g(x") i = l j = l i = l n-+ oc, 

oo ct:; n 
= l im  L .fi(xn) = l im  L L aii n-+ oo i = l n -+ oo i= l j = l  

n oo oo oo 
= l i m  ' ' a  . .  = ' ' a . � � lj � � l) • n -+ oo j = l i = l j = l i = l 

8.4 Theorem Suppose 

00 
f(x) = I en x", 

n = O  

the series converging in I x I  < R. If - R < a < R, then f can be expanded in a 
power series about the point x = a �vhich converges in I x - a I < R - I a I ,  and 

oo f(n )(a) 
f(x) = � , (x - a)" 

n - 0  n . 
( 1 7) ( l x -· a l < R - l a l ) . 

Th is i s  an extens ion of Theorem 5 . 1 5  and i s  a lso known as Taylor 's 
theorem. 

Proof We have 

00 
f(x) = L c" [(x - a) + a]" 

n = O  



( 1 8) 

( ]  9) 
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Th is  i s  the desired expansion about the point x = a. To prove i ts va l idity , 
we have to just ify the change which was made i n  the order of summat ion. 
Theorem 8 .3  shows that this is permiss ible i f  

converges . But ( 1 8) i s  the same as 

CX) 
L I c n I · ( I X - a I + I a I )n, 

n = O  

and ( 1 9 ) converges i f  l x - a l  + l a l < R. 
F inal ly, the forn1 of the coefficient� in  ( 1 7) fol lows from (7). 

It shou ld be noted that ( 1 7) may actual ly converge in a larger interval than 
t he one given by l x - a l  < R - l a l . 

I f  two power series converge to the same function in  ( - R, R), (7) shows 
that the two series must be identical , i .e . ,  they must have the same coefficients. 
It i s  i nterest ing that the �a1ne concl usion can be deduced from much weaker 
hypotheses : 

8.5 Theorem Suppose the series Lan x
n and f.}Jn x

n 
conL'erge in the segment 

S = ( - R. R ) . Let E he the set of all x E S at  which 

(20) 
CX) CX) 
2: a, x" = I h n x" . 

rr -= 0 n = O  

if E has a lin1it point in S, then an = bn for n = 0. 1 ,  2 ,  . . . . Hence (20) holds for 
a/1 X E S. 

(2 1 )  

Proof Put en = an - bn and 

CX) 
f(x) = L cn x

n 

,. = 0 

Then f(x) =- 0 on E. 

(x E S). 

Let A be the set or a l l l i n1 i t  points of E i n S, and let B cons i st of a l l  
other points of S. I t  i �  c lear from the defin i t ion of H l i m i t  point" that B 
i s  open.  Suppose \\t e  can prove that A i s  open . Then A and B are d isjoint 
open sets. Hence they are separated (Defin i t ion 2 .45) .  Since S = A u B, 
and S i s  connected, one of A and B must be empty . By hypothes i s , A is 
not em pty. Hence B i s  empty, and A = S. Since .f i s  cont inuous in  S, 
A c E. Thus E = S, and (7) shows that en = 0 for n = 0, I ,  2, . . .  , which 
is  the des i red conclusion. 



178 PRINCIPLES OF MATHEMATICAL ANALYSIS 

(22) 

(23) 

(24) 

that 
Thus we have to prove that A i s  open . I f  x0 E A ,  Theorem 8. 4 shows 

00 
f(x) = L dn(X - Xo)n ( l x - xo l  < R - l xo l ) . 

n = O  

We claim that dn = 0 for a l l  n .  Otherwise ,  let k be the sma1 1est non
negative - i nteger. such that dk i= 0. Then 

( l x - x0 1 < R - l x0 ! ) , 

where 
00 

g(x) = I dk +m(x - Xo)m . 
m = O  

Since g i s  cont inuous at x0 and 

g(x0) = dk i= 0, 

there exi sts a b > 0 such that g(x) i= 0 i f  ! x - x0 I < b. It fol lo\vs from 
(23) that f(x) i= 0 i f  0 < I x - x0 I < b .  But th i s  contrad ict s  the fact that 

x0 i s  a l im i t  point of E. 
Thus dn = 0 for a l l  n ,  so that f(x) = 0 for a l l  x for which (22) holds, 

i .e . , in a ne ighborhood of x0 • This shows that A i s  open, and comp letes 
the proof. 

THE EXPON ENTIAL AND LOGARITHMIC FU N CTI O N S  

We define 

(25) 
00 zn 

E(z) = L ' n = O n .  

The rat io test shows that this series converges for every complex z. Apply ing 
Theorem 3 . 50 on mu lt ip l icat ion of absol utely con-vergent ser ies , we obtain 

00 zn oc li;'m oc n zkwn - k 
E(z)E(w) = I - L - = L I 

n = O  n !  m = O m ! n = O k = O k ! (n - k) ! 

- � 1 � (11) k n - k - � (z + w)n 
- L - L  z w  - L ' 

n = O  n !  k = O  k n = O n !  

which gives us  the i mportant addit ion formula 

(26) E(z + w) = E(z)E(»') (z, w complex). 

One consequence i s  that 

(27) E(z)E( - z) = E(z - z) = £(0) = I (z complex). 
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fhis shows that E(z) i: 0 for al l  z. By (25), E(x) > 0 if x > 0 ;  hence (27) shows 
that E(x) > 0 for a l l  real x. By (25), E(x) -+ + oo as x -+  + oo ;  hence (27) shows 
that E(x) -+ 0 as x -+ - oo along the real axis. By (25), 0 < x < y impl ies that 
E(x) < E(y) ; by (27), i t  fol lows that E( -y) < E( - x) ; hence E is strictly in
creasing on the whole real axis. 

(28) 

Th� addi t ion formula also shows that 

I . E(z + h) - E(z) 
( ) 

1 .  E(h) - I 
1 m  = E z 1m  = E(z) · 

h = O  h h = O  h ' 

the last equal i ty fol lows d irectly from (25). 
I terat ion of (26) gives 

(29) 

Let us take z1 = · · · = z" = I . Since E( I ) = e, where e is the number defined 
i n  Defin it ion 3 . 30, we obtai n 

(30) E(n) = e
" (n = I , 2 ,  3 ,  . . .  ) . 

If p = njn1 , where n ,  m are posit ive i n tegers, then 

(3 1 )  [E(p)]m = E(mp) = E(n) = e"
, 

so that 

(32) E(p) = eP (p > 0, p rational) .  

I t  fol lows from (27) that £( -p) = e
- P if p is  posit ive and rational . Thus (32) 

holds for a l l  rat ional p. 
In Exercise 6, Chap. I , we suggested the defin it ion 

(3 3) 

where the sup is  taken over a l l  rat ional p such that p < y, for any real  y, and 
x > 1 .  If we thus define, for any rea l x ,  

(34) (p < x, p rat ional) ,  

the conti nui ty and monotonici ty properties of E, together with (32), show that 

(35) E(x) = e
x 

for a l l  real x. Equation (35) explains why E i s  cal led the exponential function . 
The notat ion exp (x) is often used in  place of eX, expecial ly when x is a 

compl icated expression. 
Actual ly one may very wel l  use (35) instead of (34) as the definit ion of ex ; 

(35) i s  a much more convenient start ing poi nt for the investigation of t he 
propert ies of e

x
. We sha l l  see presently that (33) may also be replaced by a 

more conven ient defini t ion [see (43) ] .  
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We now revert to the customary notat ion , eX, in place of E(x), and sum
marize what we have proved so far. 

8.6 Theorem Let ex be defined on R1 by (35) and (25). Then 
(a) ex is continuous and differentiable for all x; 

(b) (ex) ' = ex ; 
(c) ex is a strictly increasing function of x, and ex > 0 ;  
(d) ex+ )'  = exey ; 
(e) ex � + 00 as X �  + 00 ,  ex � 0 as X �  - 00 ;  
(f) l imx .... + 00x"e- x  = 0, for every n .  

Proof We have a lready proved (a) to (e) ; (25) shows that 

for x > 0, so that 

x" + t 
ex > ---(n + 1 ) ! 

" 
_ 

x 
(n + 1 ) !  

x e < , 
X 

and (f) fol lows. Part (f) shows t hat ex tends to + oo "faster" than any 
power of x, as x � + oo .  

Since E i s  strictly increasing and different iab le on R1 , i t  has an i nverse 
function L which is also strictly i ncreas ing and differentiable and whose domain 
is £(R1 ), that is, the set of al l  pos i t ive numbers. L is defined by 

(36) E(L(y)) = y (y > 0), 

or, equivalen t ly, by 

(37) L(E(x)) = x (x rea l) . 

Differentiat ing (37) , we get (compare Theorem 5. 5) 

L'(E(x)) · E(x) = I . 

Wri t ing y = E(x) , th i s  g ives us 

(38) 
1 

L'(y) = 
y 

(y > 0). 

Taking x = 0 i n  (37),  we see that L( l )  = 0. Hence (38) impl ies 

(39) JY dx 
L(y) = - .  

t X 
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Qui te frequent ly, (39) i s  taken as the start i ng poin t  of the theory of the logarithm 
and the exponent ia l  funct ion . Wri t ing u = E(x), v = E(y), (26) gives 

L(uv) = L(E(x) · E(y)) = L(E(x + y)) = x + y, 
so that 

(40) L(uv) = L(u) + L(v) (u > 0, v > 0) . 

This  shows that L has the fami l iar property which makes logar i thms usefu l  
tools for computat ion .  The customary notat ion for L(x) i s  of course log x. 

As to the behav ior of log x as x � + oo and as x � 0, Theorem 8 . 6(e) 
shows that 

(4 1 )  

log x � + oo 

log x � - oo 
It i s  eas i ly seen that 

as x � + oo ,  

as x � o. 

x" = E(nL(x)) 

if  x > 0 and n i s  a n  i n teger. S im i larly, i f  n1 i s  a pos i t ive i n teger, we have 

(42) x l fm = E (,� L(x)) , 
s ince each term of ( 42), when rai sed to the 1nth power, yie lds the correspond ing 
term of (37) .  Combin i ng (4 1 )  and (42), we obta i n  

(43) x� = E(�L(x)) = e(I log x 

for any rat iona l  a. 
We now defi ne xa, for any rea l � and any x > 0, by (43). The con t inu i ty 

and monoton ic i ty of E and L sho\v that th i s  defin i t ion leads to the same resu l t  
as the prev ious ly suggested one. The facts s tated in  Exerc ise 6 of Chap. I , are 
tr iv ia l  consequences of ( 43). 

If we d ifferent iate (43), we obta in ,  by Theorem 5 . 5, 

(44) 

Note that we have previously used (44) only for i n tegra l val ues of ct ,  i n  wh ich 
case (44) fol lows eas i ly from Theorem 5. 3(b). To prove (44) d i rect ly from the 
defin it ion of the derivat ive, i f  xa i s  defined by (33) and a i s  i rrat iona l ,  i s  qu i te 
troublesome. 

The wel l -known i ntegrat ion formula for x(l fol lows fron1 (44) i f  ':I. #  - I, 
and from (38) i f  a = - I . We wish to demonstrate one more property of log x, 
namely, 
(45) l im  x - a log x = O 

x -+  + oo 
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for every a > 0. That i s , log x � + oo "s lower" than any pos i t ive power of x, 
as x � + oo .  

For i f O < e < a , and x > 1 ,  then 
X X 

x- « log x = x - « I t - 1 dt < x- « I t • - 1 dt 1 1 
Xe - 1 Xe - a: 

= x - a . < -- , 

and (45) fol lows. We could also have used Theorem 8. 6(/) to derive (45) . 

THE TRIGONOMETRIC FUNCTIONS 

Let us define 

(46) 
I 

C(x) = 
2 

[E(ix) + E( - ix)] ,  
1 

S(x) = 
li 

[E(ix) - £( - ix)] .  

We shal l  show that C(x) and S(x) coincide with the funct ions cos x and sin x, 
whose defin it ion is usual ly based on geometric considerat ions. By (25) , £(z) = 

E(z). Hence ( 46) shows that C(x) and S(x) are rea l for rea l x. Also, 

(47) E(ix) = C(x) + iS(x) . 

Thus C(x) and S(x) are the real and i maginary parts, respect ively, of E(ix), i f  
x i s  real . By  (27) , 

I E(ix) 1 2 = E(ix)E(ix) = E(ix)E( - ix) = 1 ,  

so that 

(48) I E(ix) l = l  (x real) .  

From ( 46) we can read off that C(O) = 1 ,  S(O) = 0, and (28) shows that 

(49) C'(x) = - S(x), S'(x) = C(x). 

We assert that there exi st pos i t ive numbers x such that C(x) = 0. For 
suppose th i s  i s  not so. Si nce C(O) = 1 ,  i t  then fol lows that C(x) > 0 for a l l  
x > 0,  hence S'(x) > 0,  by ( 49), hence S i s strictly i ncreas ing ; and s ince S(O) = 0, 
we have S(x) > 0 if x > 0. Hence if 0 < x < y, we have 

(50) S(x)(y - x) < r S(t ) dt = C(x) - C(y ) < 2. 
X 

The last inequal i ty fol lows from (48) and (47). Since S(x) > 0, (50) cannot be 
true for large y, and we have a contradict ion. 
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Let x0 be t he smal lest pos i t ive number such that C(x0) == 0. This exists, 
s i nce the set of zeros of a cont inuous function is c losed, and C(O) i= 0. We 
define the nun1ber rr by 

(5 1 )  n = 2x0 . 
Then C(rr/2) = 0, and (48) shows that S(n/2) = + I . Since C(x) > 0 i n  

(0, rr/2), S i s  i ncreas i ng i n  (0, n/2) ; hence S(rr/2) = I .  Thus 

£Gi) = i, 

and the add i t ion formula gives 

(52) E(rri) = - I ,  E(2ni) = I ;  

hence 

(53) E(z + 2rri) = E(z) (z complex). 

8.7 Theorem 

(a) The function E is periodic, ·with period 2rri. 
(b) The functions C and S are periodic, with period 2n. 
(c) lf O < t < 2rr, then E(it ) i= I .  
(d) If z is a complex number with I z I = I , there is a unique t in [0, 2n) 

such that E(it ) = z. 

Proof By (53} , (a) holds ; and (b) fol lows from (a) and (46) . 
Suppose 0 < t < rr/2 and E(it )  = x + iy, with x, y rea l .  Our preceding 

work shows t hat 0 < x < I ,  0 < y < I .  Note that 

E(4it ) = (x + iy)4 = x4 - 6x2y2 + y4 + 4ixy(x2 - y2) . 

I f  E(4it ) i s  rea l ,  i t  fol lows t hat .x2 - y2 = 0 ;  s ince x2 + y2 = I ,  by (48), 
we have x2 = y2 = -! ,  hence £( 4it ) = - 1 .  This proves (c) . 

I f  0 < t 1 < t 2 < 2rr, then 

£{it2 ) [£(it1 )] - 1  = E(it2 - it1 ) i= I ,  

by (c) . Th is  estab l i shes the un iqueness assert ion in (d) . 
To prove the existence assert ion i n  (d), fix z so that I z I = I .  Write 

z = x + iy, wi th x and y rea l .  Suppose first that x > 0 and y > 0. On 
[0, rr/2], C decreases from I to 0. Hence C(t ) = x for some t E [0, n/2] .  
Since C2 + S2 = 1 and S > 0 on [0, rr/2], i t  fol lows that z = E(it ) .  

If  x < 0 and y > 0.  the preced ing condit ions are sati sfied by - iz. 
Hence - iz = E(it ) for some t E [0, n/2] ,  and s ince i = E(rri/2), we obtain 
z ;=: E(i(t + n/2)) . Fina l ly,  i f  y < 0, the preceding two cases show that 
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- z = E(it ) for some t e (0, n) . Hence z = - E(it ) = E(i(t + n)) . 
Thi"s proves (d), and hence the theorem. 

It fol lows from (d) and (48) that the curve y defined by 

(54) y(t) = E(it) (0 < t < 2rr) 

is  a s imple c losed curve whose range i s  the un i t  ci rcle i n  the plane. Since 
y' (t) = iE(it), the length of y is 

2 1t f 1 y '(t) 1 dt = 2n, 
0 

by Theorem 6.27. This is of course the expected result for the c i rcumference of 
a circle of radius I .  I t  shows that :-: ,  defined by (5 1 ) , has the usual  geometric 
sign ificance. 

I n  the same way we see that the point y(t) describes a ci rcular arc of length 
10 as t i ncreases from 0 to t0 • Considerat ion of the tr iangle whose vert ices are 

z1 = 0, z2 = y(t0) , z3 = C (t0) 

shows that C(t)  and S(t )  are i ndeed ident ica l w i th  cos t and s in t, if the latter 
are defined i n  the usua l way as  rat ios of the sides of a r ight tr iangle. 

I t  should be stressed that we derived the bas ic propert ies of the tr igono
metric funct ions from ( 46) and (25), without any appea l to the geometric not ion 
of angle. There are other nongeometric approaches to these funct ions. The 
papers by W. F. Eberle in  (An1er. Math. Monthly, vol .  74, 1 967, pp. 1 223- 1 225) 
and by G. B. Robi son (1\-lath. Mag . , vol . 4 1 , 1 968 , pp. 66-70) dea l with these 
topics . 

THE ALGEBRAIC COMPLETENESS OF TH E COM PLEX FIELD 

We are now in a posit ion to give a s imple proof of the fact that the complex 
field is algebraica l ly complete, that i s  to say, that every nonconstant  polynomial 
with complex coefficients has a complex root . 

8.8 Theorem Suppose a0 ,  • . •  , an are complex numbers, n > I ,  an i= 0, 
n 

P(z) = I ak zk. 
0 

Then P(z) = 0 for some complex number z. 

Proof Without loss of general ity, assume an = I .  Put 

(55) J1 = inf I P(z) I (z complex) 

I f  l z l = R, then 

(56) J P(z) l > Rn[ l - l an - t i R- 1 - · · · - l ao f R - n] .  
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The right s ide of (56) tends to oo as R ---+ oo .  Hence there exi sts R0 such 
that I P(z) I > J1 if I z I > R0 • S ince I P I  is cont i nuous on the c losed d i sc 
with center at 0 and rad i us R0 , Theorem 4. I 6  shows that I P(z0) I = J1 for 
some z0 • 

We c la im that J1 = 0. 
If not , put Q(z) = P(z + z0)/P(z0). Then Q i s  a nonconstant poly

nomia l ,  Q(O) = I ,  and I Q(z) I > I for a l l  z. There i s  a sma1 Iest i n teger k,  
I < k < n ,  such that 

(57) Q(z) = 1 + bk zk + · · · + bn z", b
k 

i= 0. 

By Theorem 8. 7(d) there i s  a rea l 0 such that 

(58) eikobk = - I bk 1 .  

If r > 0 and r
k

l bk l  < I ,  (58) impl ies 

I I + bk rkeiko l = I - r
k 

I bk I , 
so that 

For sufficiently sma l l  r, the expression i n  braces i s  pos i t ive ; hence 
I Q(re ;8) I < I ,  a contradict ion . 

Thus JL = 0, that i s , P(z0) = 0. 

Exercise 27 conta ins  a more genera l resu l t .  

FOURIER SER IES 

8.9 Definition A trigonon1etric po/yno1nia/ i s  a fin i te sum of t he form 
N 

(59) f(x) = a0 + L (an cos nx + bn s i n  nx) (x rea l) ,  
n = l  

where a0 , • . •  , aN , b1 , . . .  , bN are complex numbers. On account of the ident i t ies 
(46), (59) can a l so be wri tten i n  the form 

N 
(60) f(x) = L en einx (x real) ,  

- N 

which i s  more conven ient for most purposes . It i s  clear that every tr igonomet ric 
polynomia l  is per iodic ,  with period 2rr. 

If n is a nonzero i nteger, e inx i s  the der ivat ive of einx/in , which a lso has 
period 2rr. Hence 

(6 I )  
I Jn inx d _ { I - e x -

2n - n 0 
( if  n = 0) ,  
( if n = + I ,  + 2, . . . ) . 
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Let us mult iply (60) by e - imx, where m is an integer ; if we in tegrate t he 
product, (6 1 )  shows that 

(62) 

for I m I < N. I f  I m I > N, the i ntegral i n  (62) i s  0. 
The fol lowing observat ion can be read off from (60) and (62) : The 

trigonometric polynomia l  f, given by (60), i s  real if  and on ly if c - n  = c" for 
n = 0, . . .  , N. 

In agreement with (60), we define a trigonometric series to be a ser ies of 
the form 

(63) (x rea l ) ; 
- oo 

the Nth part ia l  sum of (63) i s  defined to be the r ight  s ide of (60). 
I ff is  an i n tegrable funct ion on [ - n ,  n] ,  the numbers em d�fined by (62) 

for a l l  integers m are ca l led the Fourier coefficients off, and the series (63) formed 
with these coefficients is ca l led the Fourier series off 

The natura l  quest ion which now arises i s  whether the Four ier ser ies of .f 
converges to f, or, more genera l ly, whether / i s determi ned by i t s Fourier  ser ies. 
That is to say, i f  we know the Fourier coefficients 0f 3 funct ion , ca n we fi n d  
the funct ion,  a nd  if  so, how ? 

The study of such series, and ,  i n  part icu lar, the problem of repre�cn t i ng  a 
given funct ion by a tr igonometr ic ser ies, or iginated i n  phys ica l problems such 

as the theory of osc i 1 lat ions and the theory of heat conduct ion ( Fourier's 
"Theorie analytique de Ia cha leu r' ' was pub l i shed i n  1 822) . The many d ifficu lt 
and del icate problems which arose during th i s  st udy caused a t horough rev i � ion 
and reformulation of the whole theory of funct ions  of a rea l var iable .  Among 
many prominent names , those of R iemann ,  Cantor, and Lebesgue are i n t i mate ly 
connected with th i s  fie ld ,  which nowadays, with a l l  i ts genera l i zat ions and ra mi
ficat ions ,  may wel l be sa i d  to occupy a centra l  pos i t ion in  the whole of ana lys is .  

We sha l l  be content to der ive some basic theorems which are eas i ly 
accessible by the methods developed in the preceding chapters . For more 
thorough i nvest igat ions ,  the Lebesgue in tegra l i s  a natura l and ind i spensab le 
too l .  

We sha l l  fi rst study more general systems of funct ions which share a 
property analogous to (6 1 ). 

8.10 Definition Let { cPn} (n = 1 ,  2, 3 ,  . . .  ) be a sequence of complex funct i ons 
on [a, b ] , such that 

(64) 
b J fi>n(x)fi>m(x) dx = 0 

a 
(n # m). 
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Then { c/Jn} is said  to be an orthogonal system of functions on [a, b ]. If, in  addition, 

(65) 
b J l cf>n(x) l 2 dx = 1 

a 

for a l l  n, { c/Jn} i s  sa id to be orthonormal. 
For example, the funct ions (2rr) - iei

n
x form an orthonormal system on 

[ - rr, rr]. So do the real funct ions 

I cos x s in  x cos 2x si n 2x 

J2rr ' Jrr '  Jn '  Jrc ' Jrc ' 
If  { cPn} i s  orthonormal on [a, b] and if 

b 
(66) Cn = J f(t )cPn(t) dt (n = l ,  2, 3, . . .  ) , 

a 

\Ve ca l l  en t he nth Fourier coefficient of / relative to {c/Jn} . We write 

CX) 
(67) f(x) "' L en cPn(x) 

1 

and ca l l  th i s  �eries t he Fourier series off (rela t ive to { c/Jn} ) .  
Note that the sy mbol .-. used in  (67) impl ies noth ing about the conver

gence of the serie� ; it merely says that t he coefficients are given by (66) . 
The fol lowing t heorems show that t he part ia l  sums of the Four ier series 

off' have a certa in min in1 um property. We sha l l  assume here and in the res t of 
th is chapter that f E .!1, although th is  hypothes is can be weakened. 

8. 1 1  Theorem Let { </>,. } he orthonor1nal on [a, h ] .  Let 

,. 
(68 )  s,.(x) = L em </>m(x) 

m = l  

he the nth partial sun1 of the Fourier series of(, and suppose 

(69) 

Then 

(70) 

n 
tn(X) = L Ym c/J,(x) . 

m = l 

b b J lf - sn l 2 dx < J lf - tn l 2 dx, 
a a 

and equality holds if and only if 

(7 1 ) Ym = em (m = 1 ,  . . . , n ) .  

Tha� is to say, among al l  funct ions tn , sn gives the best possible mean 
square approximation to f 
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(72) 

Proof Let J denote the i ntegra l over [a, b ] , l: the sum from 1 to n. Then 

I/111 = IJI Ym</Jm = l >m Ym 
by t he defin i t ion of {em}, 

I I 1,. i 2 = I I ll  (II = I I fm 1/J,. I "i'k</Jk = I I )',. 1 2 
s ince { ¢,.} i s  orthonorma l .  and so 

I IJ- f 11 1 2 = I 1/ 1 2 - I /f 11 - I fi 11 + f I f n 1 2  

= J 1/ 1 2 - L c, �, - L Cm }'m + L l'm Ym 

which i s  eviden t ly m in imized if  and on ly i f  Ym = c m .  
Pu t t i ng )', = em i n  th i s  calculat ion , we obta in  

b n b f I sn(x) 1 2 dx = L I em 1 2 < I IJ'(x) 1 2  dx, 
.. a 1 a 

s ince J If - t, l 2 > 0. 

8. 12 Theorem If { </>n} is orthonorn1al on [a,  b] .  and if 

then 

(73) 

oc 
f(x) "' L c, <f>n(.x), 

n = l  

,r b 
I l c. l 2 < I lf<xW dx. 

'' = 1 a 

In particular. 

(74) l im en = 0. 
n-+ oc-

Proof Let t i ng n � oo i n  (72), we obta in  (73), the so-ca l led "Bessel 
i nequa l i ty ." 

8.13 Trigonometric series From now on we sha l l  dea l  on ly with the tr igono
metric �ystetn . We sha l l  cons ider funct ions / that  have period 2rr and that are 
R iemann- i ntegrab le  on [ - rr ,  rr] (a nd hence o n  every bounded i n terval) .  The 
Four ier series of 1· is then the series (63) whose coefficients en are given by t he 
integra l s  (62), and 

(75) 
N 

sN(x) = sN(.f; x) = L en e inx 
- N  
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i s  the Nth part ia l  sum of the Four ier series of f. The i nequal i ty (72) now takes 
the form 

(76) 

I n  order to obta in  an express ion for sN that is more manageable than (75) 
we i ntroduce the Dirichlet kernel 

(77) 
N s in  (N + 1)x 

DN(x) = L einx = 
n =  - N  s i n  (x/2) 

The first of these equal i t ies i s  the defini t ion of DN(x). The second fol lows if  
both s ides of the iden t i ty 

(eix - I ) DN(x) = ei(N + l )x - e - iNx 

are mu l t i pl ied by e - ix / 2 • 
By (62) and (75), we have 

N I 1f . . 
sN(f ; x) = L - J f(t )e - • • • dt e'"x 

- N 2rr - 7( 
I f1f N . = - f(t )  L e"'<)r. - n dt, 

2rr - 7( - N 

so that 

(78) I n I n 
sN(.f ; x) = - f f(t )D:v(X - t )  dt = -

f 
f(x - t ) D,v(f) dt. 

2rr - 7(  2rr - n  
The per iod icity of a l l  funct ions  i nvolved shoY.'S that i t  i s  i m materia l over which 
i nterva l we integra te, as long as i t s length is 2rr. Th i s  shows that the two i ntegra ls 
i n  (78) are equa l .  

We sha l l  prove just one theorem about the poin twise convergence of 
Fourier ser ies . 

8.14 'fheorem If: for some x, there are constants <5 > 0 and M < oo such that 

(79) 

for all t E ( - <5, <5),  then 
(80) 

Proof Define 

(8 1 )  

lf(x + t) - f(x) l < M \  t \  

l im  sN(f ;  x) = f(x). 
N-+ oo 

( )  
f(x - t ) - f(x) g t  = -----

s in (t/2) 
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for 0 < I t I < rr, and put g(O) = 0. By t he defini t ion (77) ,  

I 1( 
-
2 

J DN(.\) dx = 1 .  
rr - n 

Hence (78) shows that 

sN(f ; x) - f(x) = - J g(t )  s i n  N + - t dt 
1 1( ( I ) 

2rr - n  2 

I n [ t ] I In [ t] = - J g(t ) cos - sin Nt dt + - g(t) s in - cos Nt dt. 
2rr - n 2 2rr - n 2 

By (79) and (8 1 ) ,  g(t )  cos (t/2) and g (t ) s in  (t/2) are bounded . The last 
two i ntegra ls  thus tend to 0 as N ---+ oo ,  by (74) . This proves (80) . 

Corollary If f(x) = 0 for all x in some segn1ent J, then l i m sN(f : x) = 0 for 
every x e J. 

Here i s  another formulat ion of this corol lary : 

If f(t ) = g(t ) for all t in so1ne neighborhood of x, then 

sN(f ; x) - sN(g ; x) = sN(f - g ; x) ---+ 0 as N ---+ oo .  

This i s  usual ly ca l led the localization theoren1 . I t  shows tha t  the behav ior 
of the sequence {sN(f ; x)} ,  as far as convergence is  concerned , depends only on 
the values of f i n  some (a rbitrar i ly sma l l) neighborhood of  x. Two Fourier 
series may thus have the same behavior i n  one i n terval , but  may behave in  
entirely d ifferent ways i n  some other in terva l .  We have here a ve ry st ri k i ng 
contrast between Fourier series and power series Cfheorem 8 . 5 ). 

We concl ude with two other approximat ion theorems. 

8.15 Theorem Iff is con tinuous ( �rith period 2rr) and if e > 0, then there is a 
trigonometric polynomial P such that 

I P(x) - f(x) l < £ 
for all real x. 

Proof If we ident ify x and x + 2rr, we may regard the 2rr-per iodic func
t ions on R1 as funct ions on the un i t  c i rcle T, by means of the mapping 
x ---+ e ;x. The tr igonometr ic polynomia ls ,  i .e. , the funct ions of the form 
(60) , form a se lf-adjoin t  a lgebra d. which separates poin ts on T, and 
wh ich van i shes at no poi n t  of T. Since T is compact ,  Theorem 7. 33 tel ls 
us that d i s  den se in f(J?(T ). Th is is  exactly what the theorem asserts. 

A more precise form of th i s theorem appears in Exercise I 5 . 
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8. 16 Parseval 's theorem Suppose f and g are Rienzann-integrable functions 
with period 2n, and 

(82) 

Then 

(83) 

(84) 

(85) 

(86) 

(87) 

(88) 

(89) 

(90) 

(9 I )  

00 00 
f(x) "' I en e i"x, g(x) "' L Yn einx. 

- oo  - oo  

l im -
1 r if(x) - sN(f ; xW dx = 0, 

;rv ..... "J 2n .. - n 
1 1r - X. - J f(x)g(x) dx = I c. Y. , 

2n - n - oc.  
I n oc - J I j'(x) 1 2 d X = L I c" r 2 • 

2rr - n - oo 
Proof Let us use the nota t ion 

l l h l l 2 = {21

n f n 
l h<xW dxr2

• 

Let c > 0 be given.  Si nce fe .11 and /(rr) = f( - n), the construction 
descr ibed in Exercise 1 2  of Chap. 6 yields a cont i nuous 2n-periodic func
t ion h wi th 

1 1/ - h l ! 2  < e. 
By Theorem 8 . 1 5 , there is a trigonometric polynomial P such that 

l h(x) - P(x) / < e  for al l  x. Hence l l h - P I I 2 < e. If P has degree N0 , 
Theorem 8. 1 I  shows that 

l l h - sN(h) l l 2 < l l h - Pl l 2 < e 

for a l l  N > N0 • By (72), with h - f in place off, 

l l sN(h) - sN(/) 11 2 = l l sN(h - /) 11 2 < l l h - /1 1 2 < e. 

Now the triangle inequal ity (Exercise I I , Chap. 6), combined wi th 
(87), (88), and (89) , shows that 

I I/ - sN(/) 11 2 < 3e (N > N0). 

This proves (83). Next , 

I Jn N I Jn . N 
- sN(f)g dx = L c" -2 

e' "x g(x) dx = L en Yn , 
2n - n - N 7r - n  - N 

and the Schwarz inequal ity shows that 
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which tends to 0, as N --+  oo , by (83). Comparison of (9 I )  and (92) gives 
(84) .  Finally, (85) is the special case g = f of (84). 

A more general version of Theorem 8 . I 6  appears in Chap. 1 1 .  

THE GAMMA :FUNCTION 

This function i s  closely related to factorials and crops up i n  many unexpected 
places in analysi s .  J ts origin ,  history, and development are very wel l  described 
in an interest ing article by P. J. Davis (Amer. Math. Monthly, vol . 66, I 959, 
pp. 849-869). Art in's book (c ited in the Bibl iography) is  anofher good elemen
tary introduct ion .  

Our presentat ion \Vi i i  be very condensed , with only a few comments after 
each theorem. This sect ion may thus be regarded as a large exercise, and as an 
opportun ity to apply some of the material that has been presented so far. 

8.17 Definition For 0 < x < oo, 

.. oc 
(93) r(x) = J t" - l e - t dt. 

0 

The in tegral converges for these x. (When x < I ,  both 0 and oo have to 
be looked at.) 

8.18 Theorem 
(a) The functional equation 

r(x + I ) == xr(x) 

holds if O  < x < oo .  
(b) r(n + I )  = n !  for n = I .. 2, 3, . . . . 

(c) log r is convex on (0, oo ) .  
Proof An i ntegrat ion by parts proves (a). Since r{ I ) = I , (a) i mpl ies 
(b) , by i nduct ion . If 1 < p < oo and ( 1 /p) + ( 1 /q) = I ,  apply Holder's 
inequa l i ty (Exercise I 0, Chap. 6) to (93), and obta in 

r(; + �) < nx)1 1Pr(y) 1 1'. 

This is equ ivalent  to (c). 

It is a rather surpris ing fact discovered by Bohr and Mo1 1erup, that 
these three propert ies characterize r complete ly. 
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8.19 Theorem Iff is a positive function on (0, oo) such that 
(a) f(x + 1 ) = xf(x), 
(b) /(1) = 1 ,  
(c) logf is convex, 

then f(x) = r(x). 

Proof Since r satisfies (a), (b), and (c), it i s  enough to prove thatf(x) i s  
uniquely determined by (a), (b), (c), for all x > 0. By (a), it is  enough to 
do this for x e (0, 1) . 

Put qJ = logf. Then 

(94) qJ(X + 1 ) = qJ(X) + log X (0 < X < 00 ), 

(95) 

qJ(1 )  = 0, and qJ is convex. Suppose 0 < x < 1 ,  and n is  a positive integer. 
By (94), qJ(n + 1 )  = log(n !). Consider the difference quotients of qJ on the 
intervals [n , n + 1 ], [n + 1 ,  n + 1 + x ], [n + 1 ,  n + 2]. Since qJ is  convex 

1 qJ( n + 1 + x) - qJ( n + 1 )  1 ( 1) og n S � og n + . 
X 

Repeated application of (94) gives 

Thus 

qJ(n + 1 + x) = qJ(x) + log [x(x + 1)  · · · (x + n )]. 

[ n !nx l ( I) 
0 < qJ(X) - log 

( ) ( 
)J � X log I + - . 

x x + I · · · x + n n 

The last expression tends to 0 as n --+ oo.  Hence qJ(x) i s  determined, and 
the proof i s  complete. 

As a by-product we obtain the relation 

. n !nx 
r(x) = hm -----n -+ oo x(x + I ) · · ·  (x + n) 

at least when 0 < x < I ; from this one can deduce that (95) holds for all x > 0, 
since r(x + I ) = X r(x). 

8.20 Theorem If x > 0 and y > 0, then 

(96) f t tx - 1( 1 - t y- t dt = r(x)r(y)
. 

0 r(x + y) 

This integral i s  the so-called beta function B(x, y). 
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(97) 

Proof Not� that B( I , y) = I /y, that log B(x, y) i s  a convex function of 
x, for each fixed y, by Holder's inequal i ty, as in Theorem 8. 1 8, and that 

X B(x + I ,  y) = B(x, y). x + y 
To prove (97), perform an i ntegration by parts on 

1 ( / ) X B(x + 1 ,  y) = J ( I  - t)x + y - l dt.  
o I - t 

These three properties of B(x, y) show, for each y, that Theorem 8. 1 9  
appl ies to the function f defined by 

r(x + y) f(x) = r(y) 
B(x, y). 

Hence f(x) = r(x). 

8.21 Some consequences The substitution t = sin 2 0 turns (96) into 

(98) 
fn/2 r(x) r(J') 

2 
0 

(s in 0)2x - I  (cos 0)2r 1  dO = 
r(x + y)

. 

The special case x = y = ! gives 

(99) r(t) = fie. 
The substitution t = s2 turns (93) into 

( IOO) (0 < x < oo). 

The special case x = t gives 

( IO I ) 

By (99), the identity 

( I 02) r(x) = :;: rG) r(x ; 1 ) 
fol lows direct ly from Theorem 8 . I 9. 

8.22 Stirling's formula This provides a simple approx imate expression for 
r(x + I )  when X is large (hence for n !  when n is large). The formula is 

( 1 03) l im 
r(x + I )  = I .  

x- oc' (xfe)x J2rr.x 
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Here is  a proof. Put t = x( I  + u) in (93). This gives 

( 1 04) 
00 

r(x + I ) = _r + 1 e - "  f_ 1 [( I + u)e - u)" du. 

Determine h(u) so that h(O) = I and 

( 1 05) ( I  + u)e - u  = exp [ - u
2
2 

h(u)] 
i f  - I  < u < oo, u :1 0. Then 

( 1 06) 
2 

h(u) = 2 [u - log ( I  + u)] . 
u 

I t  fol lows that h i s  continuous,  and that h(u) decreases monoton ical ly from oo 
to 0 as u increases from - I  to oo.  

The subst itution u = s J2/x turns ( 1 04) into 

( 1 07) r(x + I ) = x"e- x J2x f' I/! is) ds 
- oo  

where 

Note the fol lowing facts about t/lx(s) : 

( - Jx/2 < s < oo) , 

(s < - Jx/2). 

(a) For every s ,  t/1 x( s) --+ e - sl as x --+ oo.  
(b) The convergence in (a) i s  uniform on [ - A , A ] , for every A < oo .  
(c) When s < 0, then 0 < t/Jx(s) < e - s2 • 
(d) When s > 0 and x > I , then 0 < t/lx(s) < t/11 (s). 
(e) So t/11 (s) ds < oo.  

The convergence theorem stated i n  Exercise 1 2  of Chap. 7 can therefore 
be appl ied to the integral ( I  07), and shows that this  in tegral converges to J n 
as x -+  oo ,  by ( I  0 I ). This  proves ( I  03). 

A more deta i led version of this proof may be found in R. C. Buck's 
"Advanced Calculus," pp. 2 1 6-2 1 8 . For two other, entirely different, proofs, 
see W. Feller's article in Amer. Math. Monthly, vol. 74, 1 967, pp. 1 223- 1 225 
(with a correction in vol . 75, 1 968, p. 5 I 8) and pp. 20-24 of Artin's book. 

Exercise 20 gives a simpler proof of a less precise result .  
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EXERCISES 

1 .  Define {e - 1 tx 2 
f(x) = 0 

(x # 0), 
(x = 0). 

Prove that f has derivatives of all orders at x = 0, and that j<" >(O) = 0 for 
n = 1 ,  2, 3, . . . . 

2. Let aiJ be the number in the ith row and jth column of the array 

so that 

Prove that 

3. Prove that 

- 1  0 0 0 
l - 1  0 0 
! i - 1  0 
t t i - 1  

. . . . . . . . . . . . . . . . . . . . . . . . . .  

a,1 = {� I  
21 - l  

(i < j), 
(i = j), 
(i > j). 

:L :L alJ = - 2, :L :L  a;1 = o. 
I J J I 

L L Otj  = L L Otj I j J I 

if  a ,1 > 0 for all i and j (the case + oo = + oo may occur). 
4. Prove the fol lowing l imit relations : 

b" - 1  (a) l im - - - = log b 
-� - o  X 

(b) l im log ( 1  -+- x) = I . 
x -o O  X 

(c) l im ( 1 + x) 1 1x = e. 
x-o O  

(d) l in1 ( t  + x) " 
= ex. 

n -+ X- n 

(b > 0). 



S. Find the fol lowing l imits 

( ) I
. e - (1 + x) l lx 

a 1m . x -+ 0  X 

(b) lim n [n 1 1n - 1 ] .  
n -+  oc log n 

( ) I
. tan x - x 

c lffi . 
x -+ 0  x( l - cos x) 

. 
(d) l im X - Sin X • 

x -+ 0  tan X - X 

6. Suppose f(x)f(y) = f(x + y) for all real x and y. 
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(a) Assuming that f is differentiable and not zero, prove that 

f(x) = ecx 

where c is a constant . 
(b) Prove the same thing, assuming only that f is continuous. 

1T 7. If 0 < x <
2

, _prove that 

2 sin x 1 
- < < . 
7f X 

8. For n = 0, 1 ,  2, . . . , and x real, prove that 

I sin nx I < n I sin x 1 .  

Note that this inequal ity may be false for other values of n. For instance, 

9. (a) Put sN = 1 -t (l) + · · · -+- ( 1 /N). Prove that 

lim (sN - log N) 
N-+ oo 

exists. (The l imit, often denoted by y, is called Eu ler's constan t .  I ts nun1er ical 
value is 0.5772 . . . .  It is not kno\vn whether y is rat iona l or not . )  
(b) Roughly how large must m be so that N = t om sat isfies s N > 1 00 ?  

10. Prove that L 1 /p diverges ; the sum extends over al l  primes . 
(This shows that the primes form a fairly substant ial subset of t he pos i t i ve 

integers.) 
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Hint: Given N, let Pt , . . .  , Pk be those primes that divide at least one in
teger < N. Then 

N 1 k ( 1 1 ) 
L: - < n 1 + - + 2 + · · ·  n = t n J = t P1 P1 

k ( 1 ) - 1  
- n t - -J =  1 PJ 

k 2 
< exp :L - .  J =  1 PJ 

The last inequality holds because 

( 1 - x) - 1 < e2x  

if O < x < i. 
(There are many proofs of this result .  See, for instance, the art icle by 

I .  Niven in A mer. Math. Monthly, vol.  78, 1 97 1 ,  pp.  272-273 ,  and the one by 
R.  Bellman in Amer. Math. Monthly, vol . 50, 1 943 , pp. 3 1 8-3 1 9 . )  

1 1 . Suppose f E Bl on [0, A ]  for al l  A < tXJ ,  and f(x) -+ 1 as x -+  -+ XJ .  Prove that 

00 
l im t J e - txf(x) dx = 1 
t-+ 0  0 

(1 > 0) . 

12. Suppose 0 < S < 7T, f(x) = 1 if I x I < S, /(x) = 0 i f  S < I x I  < 7T, and f(x + 27T) = 

f(x) for all x. 
(a) Compute the Fourier coefficients of f. 
(b) Conclude that 

f sin (nS) = 7T - S 
n = l n 2 

(c) Deduce from Parseval's theorem that 

(d) Let S -+ 0 and prove that 

(0 < s < 7T). 

( ei: xr dx = � ·  
(e) Put S = 7T/2 in (c). What do you get ? 

13. Put f(x) = x if 0 < x < 27T, and apply Parseval's theorem to conclude that 
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14. If  f(x) = (7T - l x l )2 on [ - 7T, 7T] , prove that 

7T2 CX) 4 f(x) = - + L 2 cos nx 
3 n = l n 

and deduce that 

CX) 1 7T4 :L - = -n =  1 n4 90 . 

(A recent article by E. L. Stark contains many references to series of the form 
L n - s, where s is a posi t ive integer. See Math. Mag. , vol . 47, 1 974, pp. 1 97-202.) 

15. With D, as defined in (77), put 

Prove that 

and that 
(a) KN > 0, 

} N 
KN(x) = 

N 
1 L D,(x). + n = O  

1 1 - cos (N + 1 )x 
KN(x) = N + 1

. 
1 - cos x 

1 Jn: (b) ;- KN(x) dx = 1 ,  
�'IT - n: 

1 2 
(c) KN(x) < N + 1 

. 
1 - cos S 

I f  sN = sN(f ; x) is the Nth partial sum of the Fourier series of /, consider 
the arithmetic means 

Prove that 

so + st + · · · + sN  
aN = 

N + 1 

and hence prove Fejer's theorem : 
If I is continuous, with period 27T, then a N(f ; x) � f(x) uniformly on [- 7T, 7T ] . 
Hint: Use properties (a), (b), (c) to proceed as in Theorem 7.26. 

16. Prove a pointwise version of Fejer's theorem : 
Iff E � and f(x + ), f(x - )  exist for some x, then 

l im aN(/ ;  x) = l[/(x + ) + f(x - )] .  
N-+ ex> 
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17. Assume f is bounded and monotonic on [ - 1r, 1r), with Fourier coefficients c,. , as 
given by (62). 
(a) Use Exercise 1 7  of Chap. 6 to prove that {nc,.} is a bounded sequence. 
(b) Combine (a) with Exercise 1 6  and with Exercise 1 4(e) of Chap. 3, to conclude 
that 

lim sN(f ; x) = l[/(x+ )  + f(x - )] 
N -+  ClO 

for every x. 
(c) Assume only that f E 9l on [ - 'TT', 1r] and that f is monotonic in some segment 
(a., {3) c [- 'TT', 'TT'] .  Prove that the conclusion of (b) holds for every x E (a. ,  {3). 

(This is an application of the localization theorem.) 
18. Define 

f(x) = x3 - sin 2 x tan x 

g(x) = 2x2 - sin 2 x - x tan x. 

Find out, for each of these two functions, whether it is posi t ive or negative for all 
x E (0, 'TT'/2), or whether i t  changes sign . Prove your answer. 

1 9. Suppose f is a continuous function on R 1 ,  f(x + 27T) = f(x), and a./1r is irrational . 
Prove that 

1 N 1 J1t !�"! N n�t f(x + na.) = 27T - 1r  f(t) dt 

for every x. Hint: Do it first for f(x) = e1k" . 
20. The following simple computation yields a good approximation to Stirling's 

formula. 
For m = 1 ,  2, 3, . . . , define 

f(x) = (m + 1 - x) log m + (x - m) log ( m + 1 )  

if  m < x < m + 1 ,  and define 

X 
g(x) = - - 1 + log m 

m 

if  m - l < x < m + ! .  Draw the graphs of / and g. Note that f(x) < log x < g(x) 
if x > 1 and that 

f f(x) dx = log (n ! )  - � log n > - i + f g(x) dx. 

I ntegrate log x over [1 , n] . Conclude that 

t < log (n !) - (n + !) log n + n < 1 

for n = 2, 3 ,  4, . . . . (Note : log V 2; ,..., 0.9 1 8 . . . . ) Thus 

n '  
e7 's < 

. 
< e. 

(nfe)"V n 
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21. Let 

1 J" L,. = 21T - ft I D,.(t ) I dt ( 11 = 1 '  2, 3, . . . .  ) . 

Prove that there exists a constant C > 0 such that 

L,. > C log n (n = 1 , 2, 3, . . . ), 

or, more precisely, that the sequence 

J L - � log n } \ ,. 1T 2 

is bounded . 

22. I f  ex is real and - 1 < x < 1 ,  prove Newton's binomial theorem 

co ex( ex - 1 ) · · · (ex - ll + 1 ) 
( 1  + x) oc = 1 + L x". 

n = l  n !  

Hint : Denote the right s ide by f(x). Prove that the series converges. Prove that 

t l + x )f'(x) = exf(x) 

and solve this differential equat ion. 
Show also tha t 

if - 1 < x < 1 and ex > 0. 

co r(n + �) 
t t - x> - oc  = :L ' r< > x" 

n = O  11 . � 

23. Let y be a continuously different iable closed curve in  the complex plane, with 
parameter interval [a, b] , and assume that y(t ) # 0 for every t e [a, b] . Define the 
index of y to be 

1 fb y'(t ) 
Ind (y) = -2 . 

( ) dt. 
1T/ a Y t 

Prove that Ind (y) is always an integer . 

Hint: There exists cp on [a, b] with cp' = y' fy, cp(a) = 0. Hence y exp(- cp) 

is constant. Since y(a) = y(h)  i t  fol lows that exp cp(h) = exp cp(a) = l . Note that 

cp(b) = 21Ti lnd (y) . · 
Compute lnd (y) when y(t ) = e 1 " ' ,  a =  0, b = 21T. 

Expla in why l nd (y) is often cal led the windin,q numher of y around 0. 
24. Let y be as in Exerc ise 23, and assume i n  addit ion that the range of y does not 

intersect the negat ive real axis .  Prove that l nd ( y) = 0. Hint : For 0 < c < oo , 
lnd (y + c) is a cont inuous in teger-va lued funct ion of c. Also, l nd (y + c) � o  
as c � oo .  
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25. Suppose /'t and /'2 are curves as in  Exercise 23,  and 
I /'t (t ) - ')'2(t ) I < I Yt (t ) I (a < t < b). 

Prove that lnd (y t ) = I nd (y2) .  

Also, 
Hint: Put y = y2 IY1 · Then I I - Y l < I , hence lnd (y) = 0, by Exercise 24 . 

y' I 
Yt 

Y Y2 /'t 
26. Let y be a closed curve in the complex plane (not necessari ly different iable) with  

parameter in terval [0, 27T ] ,  such that y(t ) =!=- 0 for every t E [0, 27T ] .  
Choose S >  0 so that I y(t ) l > S for al l  t E [0, 27T] . I f  P1 and P2 are trigo

nometric polynomials such that I Pi(t )  -- y(t ) l < S/4 for all t E [0, 27T] (their ex is
tence is assured by Theorem 8. 1 5), prove t hat 

Ind (P. ) = Ind (P2) 
by applying Exercise 25. 

Define this common value to be l nd (y) . 
Prove that the statements of Exercises 24 and 25 hold wi thout any differenti

abil ity assumption. 
27. Let f be a continuous complex funct ion defined in the complex plane. Suppose 

there is a positive integer 11 and a complex number c =1=- 0 such that 
l im z - "f(z) = c . 

Jz J -+ oo  

Prove that f(z) = 0 for at least one complex number z. 
Note that this is a generalization of Theorem 8 .8 .  
Hint: Assume /(z) =1=- 0 for a l l  z, define 

y,(t) = f(re1') 

for 0 < r < oo ,  0 < t < 27T, and prove the following statements about the curves 
y, :  
(a) Ind (yo) = 0. 
(b) Ind (y,) = n for all sufficiently large r. 
(c) Ind (y,) is a continuous function of r, on [0, XJ ) . 
[In (b) and (c), use the last part of Exercise 26. ] 

Show that (a), (b), and (c) are contradictory, since n > 0. 
28. Let fJ be the closed uni t  disc in the complex plane. (Thus z E D if and only i f  

I z I < 1 . ) Let g be a continuous mapping of D in to the un it ci rcle T. (Thus, 
l g(z) I = 1 for every z E lJ.) 

Prove that g(z) = - z for at least one z E T. 

Hint: For 0 < r  < 1 ,  0 < t < 27T, put 
y,(t ) = g(rei'), 

and put t/J(t ) = e - "yt (f ). If  g(z) =1=- - z  for every z E T, then t/J(t )  =!=- - 1 for every 
t E [0, 27T] . Hence Ind (t/J) =- 0, by Exercises 24 and 26. I t  fol lows that lnd (y1 ) = 1 .  
But Ind (yo) = 0. Derive a contrad iction, as in  Exercise 27 . 
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29. Prove that every cont i nuous mapping f of D into D has a fixed point in D. 
(Th is  i s  the 2-d i mensional case of Brouwer's fixed-point theorem .) 
Hint:  Assume f(z) j. z for every z E D. Associate to each z E lJ the point 

g(z) E T which l ies on the ray that starts at f(z) and passes through z. Then g 
maps lJ into T, g(z) = z i f  z E T, and g is conti nuous, because 

g(z) = z - s(z)[f(z) - z], 
where s(z) is the un ique nonnegat ive root of a certain quadratic equation whose 
coefficients are cont i nuous func t ions of f and z. Apply Exercise 28 . 



9 
FUNCTIONS OF SEVERAL VAR IABLES 

LINEA R  TRANSFORM ATIONS 

We begin this chapter with a d i scuss ion of sets of vectors i n  eucl idean n-space R". 
The algebraic facts presented here extend without change to fin ite-d imensional 
vector spaces over any field of sca lars. However, for our purposes i t  i s  qui te 
sufficient to stay with in  the fam i l iar  framework provided by the eucl idean spaces. 

9.1 Definitions 

(a) A nonempty set X c: R" i s  a vector space if x + y E X and ex E X 
for a l l  x E X� y E X, and for a l l  scalars c. 
(b) If x b . . .  , xk E R" and c 1 , . . .  , ck- are sca lars ,  the vector 

is ca l led a linear combination of x 1 , . . . , xk . If S c: R" and if E is the set 
of a l l  l i near combinations of elements of S, we say that S spans E, or that 
E is the span of S. 

Observe that every span is a vector space. 
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(c) A set consist ing of vectors x b  . . .  , xk (we sha l l  use the notat ion 
{x 1 ,  • • •  , xk} for such a set) is sa id to be independent i f  the relat ion 
c1 x 1  + · · · + ckxk = 0 impl ies that c 1  = · · · = ck = 0. Otherwise {x 1 ,  • • •  , xk} 
i s  said to be dependent. 

Observe that no independent set �onta ins  the nu l l  vector. 
(d) I f  a vector space X conta ins  an independent set of r vectors but con
ta ins no independent set of r + I vectors, we say that  X has dilnension r, 
and write : d im X = r. 

The set cons ist ing of 0 alone i s  a vector space ; i ts d imension i s  0. 
(e) An i ndependent subset of a vector space X which spans X is ca l led 
a basis of X. 

Observe that if B = {x 1 .. . . . , xr} i s  a bas i s  of X, then every x E X 
has a un ique representat ion of the form x = I.cixi . Such a representat ion 
ex ists s ince B spans X. and it i s  un ique s ince B i s  i ndependent. The 
nun1bers c1 , • . •  , cr are ca l led the coordinates of x with respect to the 
bas is  B. 

The most fami l iar  exan1 ple of a bas is i s  the set {e 1 , . • .  , en} ,  where 
e i i s  the vector in  Rn whose jth coord i nate is I and whose other coord inates 
are a l l  0. l f x E Rn. x := (x1 • • • •  , xn), then x = I.xiei . We shal l cal l  

{ e 1 '  . . . ' en} 

the standard basis of Rn. 

9.2 Theorem Let r be a posit ire integer. If a l 'ector space X is spanned by a 
set of r z:ectors, then d im X <  r .  

Proof If th i s  i s  fa lse. there is a vector space X \vh ich conta ins  an i nde
pendent se t Q = {y 1 • • • • � Yr + 1} and wh ich is spanned by a set 50 con sis t i ng  
of  r vectors. 

Suppose 0 < i < r. and  suppose a set· S; has been const ructed wh ich 
spans X and which consists of a l l  y i w·i th I < j < i plus a certa in  col lect ion 
of r - i members of S0 , say x 1 .. . . .  , xr _ ; . ( I n  other words. S; i s  obtained 
from S0 by replac ing i of its elements by members of Q, without a l ter ing 
the span . )  S ince S; spans .A'. y ;  + 1 i s  in the span of S; ; hence there are 
scalars a b  . . . , a; + 1 ,  b 1  • • • •  , br - ; , with a ; + 1 = I .  such that 

i + I r - i 
L 0i Yi + L bk xk = O. 

j = l  k = l  

I f  a l l  bk's were 0, the independence of Q \vould force a l l  a/s to be 0, a 
contradict ion .  I t  fo l lows that some xk E S; i s  a l i near combination of the 
other members of T; = S; u {Y; + 1 } .  Remove th i s  xk from T; and cal l  t he 
remaining set S; + •1 • Then S; + 1 spans the same set as  T; , namely X, so 
that si + 1 has the properties pos'tulated fo r si with i + 1 i n  place of i. 



206 PRINCI PLES OF MATH EMATICAL ANALYSIS 

Starting with S0 , we thus construct sets S 1 ,  • . • •  S, . The last of 
these consists of y 1 • • • .  , y, , and our construction shows that i t  spans X. 
But Q is independent ;  hence y, + 1 is not i n  the span of S, . This cont ra
dict icn establishes the theorem. 

Corollary dim Rn = n. 

Proof Since { e 1 , • • •  , en} spans Rn, the theorem shows that d in1 Rn < n .  
Since { e1 , • • •  , en} is independent, dim Rn > n.  

9.3 Theorem Suppose X is a vector space� and din1 X =  11 . 

(a) A set E of n l'ectors in X spans X if and only if E is independent . 
(b) X has a basis, and every basis consists of n l'l'Ctors. 
(c) If 1 < r < n and {y 1 • • • • •  y,} is an independent set in �Y. then X has a 

basis containing {y 1 • • • •  , y,}. 

Proof Suppose E = {x 1 , • • • •  xn} .  Since d in1 A' = n. t he set {x 1 • • • • •  x" . y} 
is dependent, for every y e X. I f  E is independent .  i t  fol lows thdt y i s  in 
the span of £ ;  hence E spans X. Conversely. if E is dependen t ,  one of i t s  
members can be removed \vi thout changing the �pan of lJ,. Hence �:· 
cannot span X. by Theorem 9.2 . This proves (a) .  

Since d im X =  n .  X con ta ins an independen t set of 11  vectors. and 
(a) sho\vs that every such set i s  a basis of X :  (b) now fo i iO\\'S fron1 9 .  I ( d ) 
and 9.2 . 

To prove (c). let {x 1 • • • •  , xn} be a basis of X. The set 

S = { y I � • • •  , y r , X 1 • • • •  � Xn} 

spans X and is dependent ,  s ince i t  contains more than n vectors. The 
argun1ent used in the proof of Theorem 9 .2 shows that one of the X ; �s i s  
a l inear combination of the other members of S. I f  we remove this X ; fron1 
S. the ren1aining set st i l l  spans X. This process can be repeated r t in1es 
and leads to a bas is of X which contains {y 1 • • • •  , y,} .  by (a) . 

9.4 Definitions A mapping A of a vector space X into a vector space Y is said 
to be a linear transforn7ation if 

A(cx) = cA x 

for al J  x.  x 1 , x2 e X and a l l  sca lars c. Note that one often wri tes Ax  instead 
of A(x) if A is l inear. 

Observe that AO = 0 if A is l inear. Observe also that a l i near t ran sforn1a
t ion A of X into Y is completely determined by i ts act ion on any ba�i� : I f  
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{ x1 , • • •  , xn} is a basis of X, then every x e X has a unique representation of the 
form 

and the linearity of A allows us to compute Ax from the vectors Ax1 , • • •  , Ax,. 
and the coordinates c 1 , • • • , en by the formula 

n 
Ax = L ci A xi . 

i =  1 
Linear transformations of X into X are often called linear operators on X. 

If A is a linear operator on X which (i) is one-to-one and (ii) maps X onto 
X, we say that A is invertible. In this case we can define an operator A - t on X 
by requiring that A - 1 (Ax) = x for all x e X. It is trivial to verify that we then 
also have A(A - 1x) = x, for all x e X, and that A - t is linear. 

An important fact about linear operators on finite-dimensional vector 
spaces i s  that each of the above conditions (i) and (ii) implies the other : 

9.5 Theorem A linear operator A on a finite-dimensional vector space X is 
one-to-one if and only if the range of A is all of X. 

Proof Let { Xt ' 0 0 0 ' xn} be a basis of X. The linearity of A shows that 
its range fJl(A) is the span of the set Q = {Ax1 , • • •  , Axn}· We therefore 
infer from Theorem 9.3(a) that fJl(A) = X if and only if Q is independent. 
We have to prove that this happens if and only if A is one-to-one. 

Suppose A is one-to-one and :Eci Axi = 0. Then A(:Ecixi) = 0, hence 
:Ecixi = 0, hence c1  = · · · = en = 0, and we conclude that Q is independent. 

Conversely, suppose Q is independent and A(:Ec i X;) = 0. Then . 
:Eci Axi = 0, hence c1 = · · · = en =  0, and we conclude : Ax = 0 only if 
x = 0. If now Ax = Ay, then A(x - y) = Ax - Ay = 0, so that x - y = 0, 
and this says that A i s  one-to-one. 

9.6 Definitions 

(a) Let L(X, Y) be the set of all linear transformations of the vector space 
X into the vector space Y. Instead of L(X, X), we shall simply write L(X). 
If A 1 , A2 e L(X, Y) and if cb c2 are scalars, define c1A 1  + c2 A2 by 

(c1 A 1 + c2 A2)x = c1A 1x + c2 A2x (x e X). 

It is then clear that c1A 1  + c2 A2 e L(X, Y). 
(b) If X, Y, Z are vector spaces, and if A e L(X, Y) and B e  L( Y, Z), we 
define their product BA to be the composition of A and B:  

(BA)x = B(Ax) (x e X). 

Then BA e L(X, Z). 
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Note that BA need not be the sa me as A B, even if X = Y = Z. 
(c) For A e L(R", Rm), define the nornz II A II of A to be the sup of all  

numbers I Ax I ,  where x ranges over all  vectors in R" with I x I  < 1 .  
Observe that the inequali ty 

I Ax l < II A I I I x l 

holds for al l  x e R". A l so, if ;w is such that I Ax I < }� I x I  for all x e R", 
then I I A ll < ) . .  

9.7 Theorem 

(a) If A e L(R", Rm), then I I A I I < oo and A is a uniformly continuous 
mapping of R" into Rm. 

(b) If A,  B e  L(R", Rm) and c is a scalar, then 

I I A + B il < I I A I I + I I B II , II c A II = I c I I I  A 1 1 . 
With the distance between A and B defined as I I A - Bll ,  L(R", Rm ) is a 
metric space. 

(c) If A e L(R", Rm) and B e L( Rm , Rk),  then 

I I BA II < I I B II I I A I I . 

Proof 

(a) Let {e1 ,  • • .  , en} be the standa rd basis in R" and suppose x = Lc;e ; , 
I x I  < 1 ,  so that I c ; ! < I for i = I ,  . . . _ 11 . Then 

so that 

I Ax I = I L c; A e; j < L I c; I I Ae; j < L I Ae; j 

n 
I I A II < I I Ae ; l < oo.  

i = I 

Since I Ax  - Ay  I < I I  A I I  I x - y I i f  x, y e R", we see that A is un iform ly 
continuous. 
(b) The inequal ity in (b) fol lows frotn 

I (A + B)x l = l Ax + Bx l < I Ax l + I Bx l < ( I I A I I + I I B I I ) l x l .  

The second part of (b) is proved in the same manner. If 

A , B, C e L(R", Rm), 

we have the triangle inequal i ty 

I I A - C ll = ll (A - B) + (B - C) ll < II A - Bll + l i B - C ll ,  
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and i t  i s  eas i ly verified that  1 : A - B l ! has the other propert ies of a metr ic 

( De fin it ion 2 . I 5 ) .  
(c) Final ly .  (c) fol lo\\·s from 

I (BA )x I = I B(A x) I < l i B I I  I Ax I < I I B I I I I A  I I  I x I · 
Si nce we now have tnet rics in  the spaces L( R", Rm).  the concepts of open 

se t .  cont inu i ty. etc . . make �ense for these spaces .  Our next theorem ut i l izes 

these concepts .  

9.8 Theorem Let !l be the set of all inl ,crtible linear operators on R". 

( 1 ) 

(2) 

(a) If A E !l. B E L( R"). and 

I I B - A II . II A - 1 II < I ' 

then B E n. 

( b) Q is a11 open subset of L( R"), and the n1apping A -+  A - t is continuous 
on n. 

(Th is  mapping  is a lso obviou�ly a I - I mapping of Q onto Q, 
wh ich is i t s O\vn inverse . )  

Proof 

(a) Put l i A - I I ! = 1 / :x .  put I ! B - A I I = {J . Then fJ < 'Y.. For every X E R", 

:X I X I = :< I  A - J A X I < :X I I A - I I I  . I A X I 
= I A x  I < I (A - B )x i + I Bx I < P I x I + I Bx I ,  

so that  

( 'Y. -- {J ) I x I < I Bx I (x E R") .  

S ince :x - fi > 0. ( I )  shows that Bx # 0 i f  x # 0. Hence B i s  I - I .  
By Theorenl 9 . 5 .  B E n. This hold� for a l l  B with I I B - - A I I < ':1. .  Th us 

\Ve have (a) and  t he fact that Q i s  Open . 

(b) Nex t .  replace x b) B - 1 y i n  ( 1 ) . The resu l t ing inequa l i ty 

(y E R") 

shows that I I B -· 1 1 !  < (:x - {J) - 1 • The ident i ty 

B - 1 - A - t  = B - 1 (A - B)A - 1 , 
co1nbi ned with Theoretn 9. 7(c), implies therefore that 

I I  B - 1 - A - 1 I I  < I I  B - 1 I I  I I  A - B I I  I I  A - 1 I I  < p · 
et(� - {3) 

This establ ishes the cont inuity assert ion  made in  (b), since f3 -+  0 as B -+  A .  
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9.9 Matrices Su ppose {x 1 ,  • • •  , x"} and {y 1 ,  • • •  � Ym} a re bases of vector spaces 

X and Y, respect ively. Then every A E L( X, Y) deten11 ines a se t of numbers 

a ii such that 

(3 ) 
m 

A x . = '  a . .  y .  J L.,; I J  I 
i = 1 

( I  < j < n). 

I t  i s  conven ient to visua l ize these n u n1bers i n  a rectangu lar  array of n1 rows 

and n colun1ns, ca l ted an n1 by n n1atrix : 

[A] = 

a t l a 1 2 a l n 
a2 1 02 2 a2n . . . . . . . . . . . . . . . . . . . 

Observe that  the coord ina tes 0 1 i  of the vect or A xj (\\' i th  respect to the  ba� i �  

{y 1 , . . .  , Ym})  appear  i n  the jth co1 u tn n  of  [A ] .  The vectors A xj are therefore 
son1et imes ca l led the co/un1n rectors of [A ] .  W i t h  t h b  tern1 i n o l ogy. t he range 
of A is spanned by the colun1n rectors of [A ] .  

(4) 

I f  x = L.cj xj . the l inea r i ty of A ,  c on1 b i ned \Vi th  ( 3 ) . sho\vs that  

IH H \ 
A x  == I ( L a ij C1 } Y ,  . 

i = l j = l  ' 

Thus the  coord i na tes of A x  a re "'j a lj  c, . Note  tha t  i n  ( 3 ) the  � u n1 n1 a t ion  

ra nges ove r t he fi rst s ubscr i pt of a ij . but  that \VC �un1 over the 1.,ccon d  s u b�c r i p t  
when comput ing coord inates. 

Suppose next that  an 111 by n n1a t r i x  is gi ven . \\' i t h  rea l e n t r i e� a ; , . I f  A i� 

then  defi ned by (4 ) ,  i t i� c lea r  that A E L( X. Y) a n d tha t  [A ] i s  t he  g iven n1a t r i x .  
Thus there is a na tu ra l · 1 - 1  corres ponde nce be t \\ een L( X. Y )  a n d  t he �et of a l l  

real m by n ma tr ices . We en1 pha� ize.  t hough . that  [A ] depend� n o t  o n l y on A 

but also on the cho ice of ba ses i n  X and Y. The sa n1e A n1a y g i \ e r i se to  n1a n y 
d ifferen t n1a t r ices i f  we cha nge ba�es, and v ice versa . We sha l l not  pursue t h i 5 

observat ion any  further . s i nce \\'e shal l usua l ly \\< O rk with fi xed ba ses .  (So 1ne 

remarks on this may be found in Sec. 9 .37 . ) 
I f  Z is  a th i rd vecto r  space . \Vi th  bas i s  {z 1 • • • • •  zp} . i f A i s gi ven by ( 3 ) , 

and if  

then A E L( X, Y), B E L( Y. Z),  BA E L( X, Z ), and s ince 

B(A x -) = B '  a . .  y .  = � a . .  By . J L I }  I L... I J  l 
i i 
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the independence of {z 1 ,  . • •  , zp} implies that 

(5) Ck · = "'  bk · O · ·  J � I IJ i 
( 1  < k < p, 1 < j < n). 

This shows how to compute the p by n matrix [BA ] from [B] and [A] .  If we 
define the product [B] [A] .to be [BA ], then (5) describes the usual rule of matrix 
mult ipl icat ion . 

Final ly, suppose { x 1 ,  • • •  , xn} and {y 1 , • • •  , y 
m

} are �tandard bases of Rn and 
Rm, and A is given by (4) . The Schwarz inequal ity shows that 

Thus 

(6) 

I Ax 1 2  = � (� a ii c i)' 2 < � (� a;] · � cJ)' = �. a;� I x 1 2 • 
I J l J J I , J 

I I A I I  < ��. a�) 1 '2 • 
' . J 

If we apply (6) to B - A in  place of A ,  where A .  B e L(Rn, Rm), we see 
that if the matrix elements au are cont inuous funct ions of a parameter, then the 
same is true of A .  More precisely : 

If S is a n1etric space, if a1 1 ,  . . . , a,, are real continuous functions on S, 
and if, for each p e S, A P is the linear transforJnation of Rn into Rm whose n1atrix 
has entries aii(p), then the n1apping p --+  AP is a continuous 111apping of S into 
L(Rn, Rm). 

DIFFER ENTIATION 

9.10 Preliminaries J n order to arrive at a defini t ion of the derivat ive of a 
function \vhose doJnain is  R" (or an open subset of R"), let us take another look 
at the fami l iar case 11 = 1 ,  and let us see how to i nterpret the derivat ive in that 
case in a way which wi l l  natura l ly extend to n > 1 .  

I ff is  a real function \V ith dotnain (a, b) c R1 and if x e (a, b), then f'(x) 
is usua l ly defi ned to be the rea l nun1ber 

(7) I
. f(x + h) -f(x) 
1m  

h 
, 

h -+ 0  

provided, of course, that th is l imit exists. Thus 

(8) f(x + h) -f(x) = f'(x)h + r(h) 

where the "remainder" r(h) i s  small, in the sense that 

(9) r r (h) - 0  tm 
h 

- . 
h -+ 0  
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Note that (8) expresses the d ifference f(x + h) - f(x) as the sum of the 
linear function that takes h to f'(.>.:)h. pl u s  a smal l  re n1ai nder. 

We can therefore regard the derivative of f at x, not as a rea l nu mber, 
but as the l inear operator on R 1 that ta kes h to f'(x)h. 

[Observe that every real  n umber t:�. gives r ise to a l i near operator on R1 ; 
the operato r in question is s imply mult ipl icat ion by a. Conversely,  every li near 
function that carries R 1 to R 1 is mult ip l ication by some rea l  n u n1 be r. I t  is this 
natura l 1 - 1  correspondence between R 1 and L( R 1 ) wh ich mot ivates the pre
ceding statemen ts . ] 

Let u s  next consider a funct ion f that maps (a, b) c R1 i n to Rm. I n  that 
case, f '(x) was defi ned to be that  vector y E Rm ( if there is one) fo r which 

( 1 0) I . {f(x + h) - f (x) } 
1m - y = 0. 

h -+ 0  h 

We can again rewrite th is i n  the fo rn1 

( 1 1 ) f (x + h) - f(x) = hy + r(h), 

where r(h)/h � 0 as h � 0. The m a i n  tern1 on the right side of ( I I )  is aga in  a 
linear function of h. Every y E Rm i nd uces a l i near transformation of R 1 i n to 
Rm, by assoc iating to each h E  R 1 the vector hy E Rm. Th is iden t ificat ion of Rm 
with L(R 1 , Rm) allows us to regard f '(x) as a member of L(R 1 , Rm). 

Thus, if f is a d i fferentia ble mappi ng of (a, b) c R1 i n to Rm, and if x E (a, b), 
: hen  f '(x) is the l i near transformation of R

1 
i n.to Rm that satisfies 

( 1 2) 

or, equivalently, 

( 1 3) 

. f (x + h) - f (x) - f '(x)h 
hm 

h 
= 0, 

h -+ 0  

. I f (X + h) - f (X) - f , (X )h I 
!�� l h l  

-- = O. 

We are now ready fo r the case n > I .  

9. 1 1  Definition S u ppose E is  an open set i n  R", f maps E i n to Rm, and x E £. 
If there exists a l inear transformation A of R" into Rm such tha t 

( 1 4) 
. j f (x + h) - f(x) - Ah l 

l im 
I I 

= o, 
h -+ 0 h 

then we say that f is differentiable at x, a n d  we write 

( 1 5 ) f '(x) = A . 

If f is different iable at  every x E £, we say that f i s  differentiable in E. 
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I t  is of course understood i n  ( 1 4) that h E  Rn. If I h I  is small enough,  then 
x + h E  £, since E is open .  Thus f (x + h) is defined , f (x + h) E Rm, and s ince 
A E L(R", Rm), Ah  E Rm. Thus 

f (x + h) - f (x) - Ah E Rm. 

The norm in the nu rnerator of ( 1 4) i s  that of Rm. In the denominator we have 
the R"-norn1 of h. 

There is an obvious un iqueness problem which has to be sett led before 
we go any further. 

9. 12  Theorem Suppose E and f are as in Definition 9. 1 1 , x E £, and ( 1 4) holds 
with A = A 1 and with A = A 2 . Then A 1  = A 2 • 

( 1 6) 

Proof If B = A 1 - A 2 , the i nequal ity 

I Bh l < l f (x + h) - f (x) - A 1h l + l f (x + h) - f(x) - A 2 h l 

shows that I Bh I I I h I  � 0 as h � 0. For fixed h i= 0, i t  fo l lows that 

I B( t h) 
� 0 as t � 0. 

I th l 

The l i neari ty of B shows that the left side of ( 1 6) is i ndependent of t. 
Thus Bh = {) for every h E  R". Hence B = 0. 

9. 13 Remarks 

( 1 7) 

( 1 8) 

(a) The re lation ( 1 4) can be re\vri tten in  the form 

f( x + h) - f(x) = f ' (x)h + r(h) 

where the rema i nder r(h) sat isfies 

I i m 
I r( h) I = 0. 

h -.. O l h l 

\Ve may interpret ( 1 7 ) .  as in Sec. 9. 1 0, by saying that for fixed x and s tna l l  
h,  the left side of ( 1 7) is approx imate ly equa l to f ' (x)h. that is .  to the val ue 
of a l i near transformation appl ied to h. 
(b) Suppose f and E are as in  Definit ion 9. 1 1 , and f is d ifferentiable in E. 
For every x E £. f '(x) is then a function , natnely, a l inear transformation 
of R" i nto Rm. But f '  is also a function : f '  maps E i n to L( R", Rm). 
(c) A glance at ( 1 7) shows that f is continuous at any po int  at which f is 
differentiable. 
(d) The derivative defined by ( 1 4) or ( 1 7) i s  often cal led the differential 
of f at x,  or the total derivative of f at x, to d istinguish i t  from the partial 
derivatives that wil l occur later. 
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9. 14 Example We have defined derivati ves of functions carrying R" to Rm to 
be l inear transformations of Rn i n to Rm. What is the derivative of such a l inear 
transformation? The answer is very s imple . 

If A e L(R" , Rm) and if x  e Rn , then 
( 1 9) A '(x) = A . 

Note that x appears on the left side of ( 1 9) ,  but not on the right. Both 
sides of ( 1 9) are members of L(R", Rm), whereas Ax e Rm. 

The proof of ( 1 9) is a t riv ia l i ty, since 

(20) A(x + h) - Ax = Ah, 

by the l inearity of A .  With f (x) = Ax, the numerator in  ( 1 4) is thus 0 for every 
h e  R". I n  ( 1 7), r(h) = 0. 

We now extend the chain rule (Theorem 5 . 5) to the present situation . 

9. 15 T'heorem Suppose E is an open set in R", f maps E into Rm, f is differentiable 
at x0 e £, g maps an open set containing f (E) into Rk, and g is differentiable at 
f (x0). Then the mapping F of E into Rk defined by 

F(x) = g(f (x)) 

is differentiable at x0 , and 

(2 1 )  F'(x0) = g'(f(x0))f '(x0) . 

On the right side of (2 1 ) , we have the product of two l inear transforma
t ions ,  as defined i n  Sec. 9 .6 .  

(22) 

(23) 

Proof Put Yo = f (x0), A = f '(x0), B = g'(y0) , and define 

u(h) = f (x0 + ll) - f(x0) - A h, 

v(k) = g(y0 + k) - g(y0) - Bk, 

for a l l  h e R" and k e Rm for which f(x0 + h) and g(y0 + k) are defined . 
Then 

l u(h) l = e(h) l h l , 1 v(k) 1 = 17(k) I k 1 , 

where e(h) --+ 0 as h --+ 0 and 17(k) --+  0 as k --+  0. 

and 

Given h, put k = f(x0 + h) - f (x0). Then 

l k l  = I A h  + u(h) j < [ I I A I I  + e(h) ] I h i , 

F(x0 + h) - F(x0) - BAh = g(y0 + k) - g(y0) - BAh 

= B(k - Ah) + v(k) 

= Bu(h) + v(k). 
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Hence (22) and (23) imply� for h =F 0, that 

I F(xo + h) -� �(xo) - BAh I < I I B II s(h) + [ II A ll +. t:(h) J'7(k). 

Let h --+ 0. Then e(h) --+ 0. Also, k -+ 0, by (23), so that 17(k) -+ 0. 
It follows that F'{x0) = BA , which i s  what (2 1 )  asserts. 

9. 16 Partial derivatives We again consider a function f that maps an open 
set E c R" in to Rm. Let {e b . . .  , e"} and {u . ,  . . . , um} be the standard bases of 
R" and Rm. The components of f are the real functions /1 , • • •  , fm defined by 

m 
(24) f (x) = L h(x)ui (x e £), 

i = 1 

or, equivalen t ly, by /,(x) = f (x) · u ; , 1 < i < m. 
For x E £, 1 < i < m, 1 < j  < n, we define 

(25) 

provided the l im i t  ex ists. Writ ing /;(x 1 ,  • • •  , xn) in place of /,(x), we see that 
Difi is the derivative of[; with respect to xi , keeping the other variables fixed. 
The notation 

(26) 
o!"i 
OX · ) 

i s  therefore often used i n  place of D ifi , and D ifi i s  ca lled a partial derivative. 
I n  many cases where the existence of a derivative is sufficient when dealing 

with functions of one variable, continuity or at least boundedness of the partial 
derivat ives is needed for functions of several variables. For example, the 
functions f and g described in Exercise 7 , Chap. 4 ,  are not continuous, although 
their part ia l  derivatives exist at every point of R2•  Even for continuous functions. 
the existence of a l l  partial derivatives does not imply differentiabi l i ty in the sense 
of Definit ion 9. 1 1 ;  see Exercises 6 and 1 4 , and Theorem 9 .2 1 .  

However, i f f is known to be d ifferentiable at a point x, then its partial 
derivat ives ex ist  at x, and they determine the l inear transformation f '(x) 
completely :  

9. 17 Theorem Suppose f maps an open set E c R" into Rm, and f is differentiable 
at a point x E £. Then the partial derivatives (Di/;)(x) exist, and 

m 
(27) f '(x)ei = L (Di/;)(x)ui ( 1  < j  < n). 

i = 1 
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Here, as in  Sec. 9 . 1 6 , { e 1 ,  . . •  , e,} and { u b . . . , um} are the standard bases 
of R" and Rm. 

(28) 

{29) 

Proof Fix j. Since f is d ifferentiable at x, 

f(x + tei) - f(x) = f '(x)(tei) + r(tei) 

where I r(tei) 1 /t -+ 0 as t -+  0. The linearity of f '(x) shows therefore that 

I . f(x + tei) - f(x) 
f '( ) tm = x ei . 

t -+ 0  t 

If we now represent f in terms of its components, as in  (24), then (28) 
becomes 

I . � [;(x + tei) - /;(x) 
f '( ) lffi � U ;  = X ej . 

t -+ 0  i = l t 

It follows that each quotient in this sum has a l imit as t � 0 (see Theorem 
4. 1 0) ,  so that each (Di[;)(x) exists, and then (27) follows from (29). 

Here are some consequences of Theorem 9. 1 7 :  
Let [f '(x) ] be the matrix that represents f '(x) with respect to our standard 

bases, as in Sec. 9 .9. 

Then f '(x)ei i s  the jth co lumn  vector of [f '(x) ] ,  and (27) shows therefore 
that the number (Difi)(x) occupies the spot in the ith row and jth column of 
[f '(x) ] .  Thus 

[f '(x)] = . . . . . . . . . . . . . . . . . . . . . . . . . . 
(D tfm){x) · · · (D,./m)(x) 

If h = �hi ei i s  any vector in R", then (27) implies that 

(30) 

9.18 Example Let y be a differentiable mapping of the segment (a, b) c R1 

into an open set E c R", in other words, '}' is a d ifferentiable curve in  E. Let f 
be a real-valued d ifferentiable function with domain £. Thus f is a d ifferentiable 
mapping of E into R1 • Define 

(3 1 ) 

(32) 

g(t) = f(y(t)) .(a < t < b). 

The chain rule asserts then that 

g'(t) = f'(y(t))y'(t) (a < t < b). 
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Since y'(t ) E  L( R1 � Rn) and f'(y(t )) E L( Rn� R1 ) �  (32) defines g'(t ) as a l i nea r 
operator on R 1 • This agrees with the fact that g maps (a. b) in to R 1 • HoweveL 
g'(t ) can also be regarded as a real nun1ber. (This was discussed i n  Sec. 9. 1 0 . )  
This number can be computed i n  tern1s of  the part ia l  derivat i':es of I and the 
derivatives of the components of y. as we sha l l  now see. 

With respect to the standard bas i s  { e 1 � • • •  , en} of R", [ y ' ( t ) ]  is the n by I 
matrix (a "column  matrix

� ,
) which has y �  ( t )  i n  the ith row� where Y t � . . . .  }'n are 

the components of y. For every x E  E. [l'(x) ] is the 1 by n n1at rix (a "row matr ix") 
wh ich has ( Di/)(x) in  the jth column.  Hence [g'(t ) ]  i s  the 1 by 1 n1atr ix whose 
only entry is the rea l  number 

n 
(33) g'(1) = L ( D;/)(y(t )h' ; (1 ) . 

i = l 

This is a frequently encountered special case of the cha in  rule. I t  can be 
rephrased in the fol lowing n1anner. 

Associate with each x E E a vector, the so-cal led "grad ienf "  of I at x, 
defined by 

n 
(34) (V/)(x) = L (D;/)(x)e; . 

' =  I 
Since 

,, 
(35) y'(t ) = L y� (t )e , , 

' =  I 
(33) can be wri tten in  the fonn 

(36) g'(t) = (Vf)(y( 1 )) · y '( 1 ) .  

the scalar product of the vectors (VI)(y(t)) and }''( 1 ) .  
Let us now fix an x E £� let u E R" be a uni t  vector (that is .  I u ! = I ) . and 

special ize y so that 

(37) y(t ) = x + tu ( - 00 < 1 < 00 ). 
Then y'(t ) = u for every t. Hence (36) shows that 

(38) g'(O} = (V/)(x) · u .  

On the other hand,  (37)  shows that 

Hence (38) gives 

(39) 

g(t ) - g(O) = f(x + tu) - l(x) . 

l im 
f(x + tu) -/(x) 

= (V/) (x) · u. 
t -+ 0  t 
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The l im i t  in (39) is usual ly cal led the directional derivative off at x. i n  the 
direction of the un it vector u, and may be denoted by (D0/)(x). 

I ff and x are fixed , but u varies , then (39) shows that (D0/)(x) atta ins its 
maximum when u is a posit ive scalar mult iple of (V/)(x}. [The case (V/)(x) = 0 
should be excluded here. ] 

If u = 'Lu; e; , then (39) shows that ( Duf)(x) can be expressed in terms of 
the partial derivatives off at x by the formula 

n 
(40) ( Duf)(x) = L ( D;/)(x)u ; .  

i = I 

Some of these ideas wil l  play a role in the fo l lowing theorem.  

9. 19 Theorem Suppose f n1aps a convex open set E c R" into Rm, f is differen
tiable in £, and there is a real number M such that 

for every x E £. Then 

for all a E £, b e E. 

l l f '(x) l l < M 

l f(b) - f(a) l < M l b - a ! 

Proof Fix a E £, b E £. Define 

y(t) = ( 1  - t)a + tb 

for a l l  t E R1 such that y(t ) E £. Since E is convex, y(t ) E E i f  0 < t < 1 .  
Put 

g(t )  = f(y(t)). 

Then 
g'(t) = f '(y(t))y'(t) = f '(y(t))(b - a), 

so that 

I g' ( t )  I < I I f ' ( y( t )) I l l  b - a I < M I b - a I 

for al l t E [0, 1 ] .  By Theorem 5. 1 9, 

l g( l ) - g(O) I < M l b - a l .  

But g(O) = f(a) and g( l )  = f (b). This completes the proof. 

Corollary If, in addition, f '(x) = 0 for all x e £, then f is constant. 

Proof To prove this, note that the hypotheses of the theorem hold now 
with M = 0. 
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9.20 Definition A different iable mapping f of an open set E c R" i nto Rm is 
sa id to be continuousfr differentiable in E if f '  is a continuous mapping of E 
into L( R", Rm) .  

More explicitly. it i s  required that to every x e E and to every e > 0 
corresponds a � > 0 such that 

l l f '(y) - f '(x) l l  < e 

if y e E and I x - y I < c5 . 
If this is so, we a lso say that f is a rc' -mapping, or that f e CC'(£). 

9.21 Theorem Suppose f maps an open set E c R" into Rm. Then f e �'(£) if 
and only if the partial derh'atives Di/; exist and are continuous on E for 1 < i < m, 

1 < j < n. 

(4 1 )  

(42) 

Proof Assume first that f E rg'(£). By (27), 

(Di[;)(x) = (f '(x)ei) · u; 

for al l  i .  ;. and for al l  x e £. Hence 

( Di[;)(y) - ( Di/;)(x) = {[f '(y) - f '(x) ]ei} · u , 

and since I u ;  I = I e i I = 1 .  it fol lows that 

I (Di/;)(y} - ( Di/;)(x) l < I [f '(y) - f '(x) ]ei l 
< ll f '(y) - f '(x) l l . 

Hence D ifi is continuous. 
For the converse , it suffices to consider the case nt = I .  (Why ?) 

Fix x e E and e > 0. Since E is open, there is an open ball S c E, with 
center at  x and rad ius r. and the cont inuity of the functions Dif shows 
that r can be chosen so that 

(y e S, 1 < j < n). 

Suppose h = l:hi ei .  I h i < r, put v0 = 0. and vk = h 1e 1 + · · · + hk ek , 
for 1 < k < n . Then 

n 
f(x + h) - f(x) = L [f(x + vi) - f(x + vi_ t ) J . 

j = l 

Since I vk I < r for 1 < k < n and since S is convex, the segments with end 
points x + vi _ 1 and x + vi l ie in S. Since vi = vi _ 1 + hi ei ,  the mean 
va lue theorem (5 . 1 0) shows that the jth summand in (42) is equal to 

hi(Dif)(x + vi - t  + Oi hi ei) 
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for some Oi e (0, 1 ), and this differs from hi(Dif)(x) by less than l hi l efn� 
using ( 4 1 ) . By ( 42 ) ,  it fol lo\vs that 

for a l l  h such that I h I  < r. 
This says that f is d ifferent iable at x and that /'(x) i s  the l i near 

function \vhich assigns the number 'rhi( Dif)(x) to the vector h == 'rh_; ei . 
The n1atrix [/' (x} ] consists of the row ( D 1  /}(x)  . . . . .  ( Dn/)(x) ; and s i nce 
Dt .f, . . . � Dnf are cont inuous funct ions on £, the conclud ing remarks of 
Sec. 9 .9 show that je f6'(£). 

THE CONTRACTION PRINCIPI..�E 

We now interrupt our discussion of differentiat ion to i n sert a fixed po int 
theorem that i s  val id in arbitrary complete metric spaces. I t  wi l l  be used in  t he 
proof of the inverse function theorem . 

9.22 Definition Let X be a metric space, wi th metric d. If cp maps X in to X 
and if  there is a number c < 1 such that 

(43) d(cp(x), cp(y)) < c d(x. y) 

for al l  x, y E X� then cp is sa id to be a contraction of X i n to X. 

9.23 Theorem If X is a con1plete metric space, and if cp is a contraction of A' 
into X, then there exis�s one and only one x E X such that cp(x) = x. 

In  other words, cp has a un ique fixed poin t .  The un iqueness is a triv ia l i ty. 
for if cp(x) = x and lp(y) = y, then (43) gives d(x. y) < c d(x, y). wh ich can on ly 
happen when d(x, y) = 0. 

l·he existence of a fixed point of cp i s  the essential part of the theorem. 
The proof actually furn ishes a construct ive method for locating the fixed point .  

(44) 

(45) 

Proof Pick x0 E X arbi trari ly, and define {x,} recursive ly, by sett ing 

(n = 0. 1 ,  2, . . .  ) . 

Choose c < I so that ( 43) holds. For n > I \\'C then have 

d(Xn+ b Xn) = d(cp(Xn), q>(Xn - 1 )) < C d(xn , X11 _ 1 ). 

Hence induction gives 

(n = 0, I ,  2, . . .  ) . 
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If n < m, it follows that 

'" d(x" , x,.) < L d(x; , X; - 1 ) 
i = n + 1 

< (c" + c"+ 1 + · · · + c'"- 1 ) d(x1 , x0) · 
< [( l - c) - 1 d(x1 , x0) ]c". 

Thus {x"} i s  a Cauchy sequence. Since X i s  complete, lim xn = x for some 
X E  X. 

Since cp is a contraction, cp is continuous ( in fact. un iform ly con
t inuous) on X. Hence 

cp(x) = lim cp(xn) = l im Xn + 1 = X. 

THE INVERSE FU NCTION THEOREM 

The inverse funct ion theorem states, roughly speak ing. that a continuously 
d ifferentiable mapping f is invertible in a neighborhood of any point x at wh ich 
the l inear transformation f '(x) is invertible : 

9.24 Theorem Suppose f is a r{j'-mapping of· an open set E c: R" into R". f '(a) 
is invertible for some a e £. and b = f(a). Then 

(a) there exist open sets U and V in R" such that a e U. b e  V. f is one-to

one on U, and f( U) = V ;  
(b) if g is tht! inverse of f [which exists, by (a) ] . defined in V by 

g(f (x)) = x (x e U). 

then g e CC'( Jl). 
Writing the equation y = f(x) in component form . we arrive at the fol low

ing interpretation of the conclusion of the theorem : The system of 11 equations 

( l  < i < 11) 
can be solved for x 1 ,  • • • , Xn in terms of y1 , • • • , Yn . if we restrict x and y to small 
enough neighborhoods of a and b ;  the solutions are unique and continuously 
d ifferentiable. 

Proof 

(a) Put f '(a) = A ,  and choose A. so that 

(46) 2A. II A - 1 II = l .  
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(47) 

Since f ' is continuous at a_ there is an open ba ll U c: E, with center at a, 

such that 

l l f '(x) - A I I < ;� (x e U). 
We associate to each y e R" a function lp, defined by 

(48) q;(x) = x + A - • (y - f (x)) (x e £). 

(49) 

(50) 

Note that f(x)" = y if and only 1[ x is a fixed point of cp. 
Since cp '(x) = I - A - • r '(x) = A - 1 (A - f '(x)), (46) and (47) imply 

that 

I I cp'(x) II < ! (x E U). 
Hence 

by Theorem 9. 1 9. It fol lows that cp has at most one fixed point in U_ so 
that f(x) = y for at most one x E U. 

Thus f is I - I in U. 
Next, put V = f(  U), and pick Yo E V. Then Yo = f(x0) for so1ne 

x0 E U. Let B be an open ba ll with center at x0 and rad ius r > 0, so small 
that its closure B l ies in U. We will show that y e V whenever I y - y0 I < ) .. r. 
This proves, of course . that V is open. 

Fix y, I y - Yo I < i�r. With cp as in (48)_ 
r 

l cp(xo) - Xo l = I A - 1 (Y - Yo) l < I I A - 1 I I ).r = 2 · 

If x e B, it therefore follo\vs from (50) that 

I cp(x) - Xo I < I cp(x) - cp(xo) I + I cp(xo) - Xo I 
I r 

< 
2 

I x - Xo I + 2 < r ; 

hence cp(x) E B. Note that (50) holds if x 1  E 11- x2 E B. 
Thus cp is a contract ion of B into B. Being a closed subset of R". 

B is complete . Theoren1 9 .23 in1pl ies therefore that cp has a fi xed point 
x E B. For th is x .  f(x) - y. Thus y E f( B) c: f(  U) -= V. 

This proves part (a) of the theorem. 

(b) Pick y E V, y + k E V. Then there exist x E U, x + h E U, so that 
y = f (x), y + k = f (x + h) . With cp as in (48), 

cp(x + h) - cp(x) = h + A - 1 [f (x) - f(x + h) ] = h - A - 1k. 

By (50), l h - A - 1 k l < ! l h l .  Hence I A - 1 k l > 1 1 h l , and 

(5 1 ) I h I < 2 11 A - 1 II I k I = ;w - J I k I •  
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By (46), (47) , and Theorem 9 .8 �  f '(x) has an inverse, say T. Since 

g(y + k) - g(y) - Tk = h - Tk = - T [f (x + h) - f(x) - f'(x)h] ,  

(5 1 )  impl ies 

l g(y + k) - g(y) - Tk l I I T il l f (x + h) - f(x) - f '(x)h J 
----------------- < . . 

l k l - )w l h l 

As k � 0, (5 1 )  shows that h � 0. The right s ide of the last inequal ity 
thus tends to 0. Hence the same is t rue of the left . We have thus proved 
that g'(y) = T. But T was chosen to be the inverse of f '(x) = f '(g(y)). Thus 

g'(y) = {f '(g(y))} - 1 (y E V). 

Final ly, note that g is a cont inuous mapping of V onto U (since g 
i s  d ifferentiable) , that f '  is a con ti nuous n1apping of U into the set Q of 
al l  invert ible elements of L(R"), and that inversion is a continuous mapping 
of Q onto Q, by Theorem 9 .8 .  I f  we combine these facts wi th (52), we see 
that g E �'( V ). 

This completes the proof. 

Re1nark. The fu l l  force of the assumpt ion that .f E �'(£) was only used 
in the last pa ragraph of the preced i ng proof. Everything else, down to Eq. (52), 
was derived from the existence of f ' (x) for x E £, the invert ib i l ity of f'(a), and 
the continuity of f '  at just the po int a.  In  th is connect ion , we refer to the art icle 
by A .  N ijen hu is  in A mer. Math. Monthly. vol . 8 1 ,  1 974, pp. 969-980. 

The fol lowing is an immediate consequence of part (a) of the inverse 
funct ion theorem.  

9.25 Theorem If f is a C6 '-1napping of an open set E c:  R" into R" and ij f '(x) 
is invertible for every x E £, then f ( W) is an open subset of R" for every open set 
�v c: £. 

I n  other words, f is an open mapping of E in to R11 • 

The hypotheses made in th is theorem ensure that each point x e E has a 
neighborhood in wh ich f i s  1 - 1 .  Th is may be expressed by saying that f is 
locally one-to-one in £. But f need not be 1 - 1  in E under these circumstances. 
For an exam ple, see Exercise 1 7 . 

TH E IM PLICIT F U N CTIO N  THEOR EM 

Iff is a cont inuously d ifferen tiable rea l funct ion in the plane� then the equation 
f(x, y) = 0 can be solved for y in terms of x in a neighborhood of any point 
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(a, b) at which f(a, b) = 0 and offoy :1: 0. Likewise, one can solve for x in terms 
of y near (a, b) if off ox :1: 0 at (a. b). For a simple example which illustrates 
the need for assuming off oy :1: 0, consider f(x, y) = x2 + y2 - I .  

The preceding very informal statement is the simplest case (the case 
m = n = I of Theorem 9 .28) of the so-called "implicit function theorem." Its 
proof makes strong use of the fact that continuously differentiable transformations 
behave local ly very much like their derivatives. Accord ingly, we first prove 
Theorem 9.27, the linear version of Theorem 9.28. 

9.26 Notation If x = (x 1 ,  • • • , x,.) e R" and y = (y1 , • • • , y,.) e R'", let us write 
(x, y) for the point (or vector) 

In what follows .. the first entry in (x, y) or in  a s imilar symbol will always be a 
vector in R", the second wil l be a vector in R'". 

Every A e L(R" + m , R") can be spl it into t\\'O l inear transformations Ax and 
A1 , defined by 

(53) 

for any h E R", k e R"1 • Then Ax e L(R") .. A1 e L(R'", R"), and 

(54) A (h , k) = Ax h + A1 k. 

The l inear version of the implicit function theorem is now almost obvious. 

9.27 Theorem If A e L(R" + '", R") and if Ax is invertible, then there corresponds 

to every k E R'" a unique h E R" such that A(h, k) = 0. 

(55) 

This h can be con1putcd from k by the [orn1ula 

h = - (Ax) - t  A . .,. k. 
Proof By (54). A(h. k) = 0 if and only if 

Ax h + A1 k = 0, 

which is the same as (55) when Ax  is invertible. 

The conclu�ion of Theorem 9.27 is , in other words, that the equation 
A(h . k) = 0 can be solved (un iquely) for h if k is given , and that the solution h 
is a l inear funct ion of k. Those who have some acquaintance with linear algebra 
'.vi l l  reC( lgn ize t h i �  a �  a "ery fan1 i liar statement a bout systems of l inear equations. 

9.28 Theorem Let f be a f(f' -;napping of an open set E c: R" + '"  into R", such 
that f (a. b) =--= 0 for sonu· point (a, b) E £. 

Put A = f ' (a ,  b) and assun1e that Ax is invertible. 
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Then there exist open sets U c Rn+ m and W c Rm, with (a, b) e U and 
b e  W, having the following property: 

To every y e W corresponds a unique x such that 

(56) (x, y) e U and f{x, y) = 0. 

If this x is defined to be g(y), then g is a ct'-mapping of W into Rn, g(b) = a, 

(57) f (g(y), y) = 0 (y E W), 
and 

(58) 

The function g is "implicitly" defined by (57). Hence the name of the 
theorem. 

The equation f(x, y) = 0 can be written as a system of n equations in 
n + m variables : 

(59) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

fn(x. , o o . , Xn , Yh o • •  , Ym) = 0. 

The assumption that Ax is invertible means that the n by n matrix 

Dtft · · · D,.ft 
• • • • • • • • • • • • • • • • 

D [, . . . 1 n 
evaluated at (a, b) defines an invertible linear operator in Rn ; in other words, 
i ts column vectors should be independent, or, equivalently, its determinant 
should be ::t= O. (See Theorem 9.36.) If, furthermore, (59) holds when x = a  and 
y = b, then the conclusion of the theorem is that (59) can be solved for xh . . . , xn 
in terms of y1 , o • •  , Ym

, for every y near b, and that these solutions are continu
ously differentiable functions of yo 

(60) 

Proof Define F by 

F(x, y) = (f(x, y), y) ((x, y) e E). 

Then F is a ll'-mapping of E into Rn +mo We claim that F'(a, b) is an 
invertible element of L(Rn +m) : 

Since f(a, b) = 0, we have 

f(a + h, b + k) = A(h, k) + r(h, k), 
where r is the remainder that occurs in the definition of f '(a, b). Since 

F(a + h, b + k) - F{a, b) = (f (a + h, b + k), k) 
= (A(h, k), k) + (r(h, k), 0) 
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(6 1 )  

(62) 

i t  fol lows that F'(a. b) is the l inear operato r on Rn + m that n1aps (h ,  k) to 
(A(h ,  k), k) .  If th i s  image vector is 0, then A(h, k) = 0 and k = 0, hence 
A (h, 0) = 0, and Theorem 9.27 implies that h = 0. I t  fo l lows tha t F'(a. b) 

is 1 - 1 ; hence it is invertible (Theorem 9 .  5) .  
The inverse funct ion theorem can therefore be appl ied to F. I t  shows 

that there exist open sets U and V in Rn + m. with (a , b) E U. (0. b) E V, s uch 
that F is a 1 - J mapping of U onto V. 

We let W be the set of a l l  y E Rm such tha t (0, y) E V. N ote that 
b e W. 

I t  i s  clea r that W i s  open s ince V is open . 
I f y  E W, then (0, y) = F(x. y) for some (x , y) E U. By (60) . f (x ,  y) = 0 

for th is  x.  
Suppose , with the same y , that  (x ' , )') E U and f (x ' . y) = 0. Then 

F(x' , y) = (f (x' , y) ,  y) = (f (x .  y) . y) = F(x. y) . 

Since F i s  1 - l  in U, i t fo l lows that x'  = x.  
This proves the first part of the theorem. 

For the second part ,  define g(y), for y E W. so that  (g(y) .  y) E U and 
( 57) holds .  Then 

F(g(y). y) = (0, y) (y E W). 
If  G is the mapping of V onto U that inverts F, then G E {(; ' ,  by the inverse 
function theorem, and ( 6 1 )  gives 

(g(y) , y) = G(O, y) (y E W). 
Since G E C6'' (62), shows that g E rc' . 

Final ly, to compute g'(b), put (g(y), y) == <l>(y). Then 

(63) <l>'(y)k = (g'(y)k, k) (y E W, k E Rm). 

(64) 

(65) 

By (57), f (<l>(y)) == 0 in W. The cha in rule sho\vs therefore that 

f '(<l>(y))<l>'(y) == 0. 

When y == b, then <l>(y) = (a, b), and f ' (<l>(y)) = A . Thus 

A<l>'(b) = 0. 

It now fol lows from (64), (63), and (54) , that 

A xg'(b)k + A1 k = A (g'(b)k, k) = A<l>'(b)k = 0 

for every k E Rm. Thus 
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This is equivalent to (58), and completes the proof. 

Note. In  terms of the components of f and g, (65) becomes 

n 
L (Dif;)(a, b)(Dkgj)(b) == - (Dn + k/;)(a, b) j =  1 

f ( of; ) (agj) _ _ ( ofi) 
j = 1 oxj oyk oyk 

where 1 < i < n, 1 < k < m. 
For each k, this is a system of n linear equations in which the derivatives 

og i/o Yk ( 1 < j < n) are the unknowns. 

9.29 Example Take n == 2, m == 3, and consider the mapping f == (/1 , /2) of 
R5 into R2 given by 

ft (X 1 ' X 2 ' Y 1 ' Y 2 , Y 3) = 2ex1 + X 2 Y 1 - 4 Y 2 + 3 
/2(x 1 , x2 , y. ,  y2 , y3) = x2 cos x1 - 6x1 + 2y1 - y3 • 

If a = (0, I )  and b = (3, 2, 7), then f (a, b) = 0. 
With respect to the standard bases, the matrix of the transformation 

A = f '(a, b) is  

[A ] = [ - �  
Hence 

3 
1 

1 
2 

-4 
0 -�l 

-4 
0 

We see that the column vectors of [Ax] are independent. Hence Ax is invertible 
and the imp l icit function theorem asserts the existence of a ct' -mapping g, defined 
in a neighborhood of (3, 2, 7), such that g(3 , 2, 7) = (0, I )  and f (g(y), y) = 0. 

We can use (58) to compute g'(3, 2, 7) : Since 

(58) gives I [ I [g'(3 , 2, 7) ] = - 20 6 
- 4 

0 
! - l:o] . 
s TO 
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In terms of partial derivatives, the conclusion is that 

Dt 9t = ! 
D1g2 = - ! 

at the P<> int (3, 2, 7). 

THE RANK THEOREM 

D2 g1  = ! 
D2 g2 = � 

D3 g1  = - 23o 

D3 g2 = t1o 

Although this theorem is not as important as the inverse funct ion theorem or 
the impl icit function theorem,  we include i t  as another in terest ing i l l ust ration 
of the general principle that the local behavior of a continuously d ifferentiable 
mapping F near a point x is s imi lar to that of the l i near transforn1ation F'(x). 

Before stat ing i t ,  we need a few more facts about l inear transformations. 

9.30 Definitions Suppose X and Y are vector spaces� and A e L( X, Y), as in 
Definition 9.6. The null space of A ,  .. ¥(A), i s  the set of a l l  x E A:' at which Ax = 0. 
I t  i s  clear that JV(A) i s  a vector space in X. 

L ikewise, the range of A ,  �(A), is a vector space in Y. 

The rank of A i s  defined to be the d imension of /JI(A). 
For example, the i nvert ible e lements of L(R") are precisely those whose 

rank is n. This fol lows from Theorem 9 .5. 
If A E L( X, Y) and A has rank 0, then Ax = 0 for a l l  X E  A�  hence.A ,.(A)  = X. 

I n  th is connection, see Exercise 25 .  

9.31 Projections Let X be a vector space . An  operator P E L( X) i s  sa id to be 
a projection in X if P2 = P. 

M ore expl icitly, the requirerrtent is that P(Px) = Px for every x E X. In 
other words, P fixes every vector in i ts range .�( P). 

Here are some e lementary properties of project ions : 

(a) If P is a projection in X. then every x E X has a unique representation 
of the form 

where x 1  E .?A(P), x2 E .A�'(P). 
To obtain the representat ion , put x 1  = Px, x2 = x - x 1 •  Then 

Px2 = Px - Px 1 = Px - P2x = 0. As regards the uniqueness _ apply P to 
the equat ion x = x 1 + x2 • Since x 1 E ,;Jf( P). Px 1 = x 1 ; s ince Px 2 = 0, i t  
fol lows that x1  = Px. 
(b) If X is a jinite-din1en "iiona/ vector space and if X1 is a vector space in 
X, then there is a projection P in X with .!l(P) = X1 •  
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If xl contains only 0, th is is trivial : put Px = 0 for all X E X. 
Assume dim X1 = k > 0. By Theorem 9. 3 ,  X has then a basis 

{u 1 ,  . . .  , u,.} such that {u 1 ,  . . .  , uk} is a basis of X 1 .  Define 

P( c 1 u 1 + · · · + c n un) = c 1 u 1 + · · · + c k uk 

for arbitrary scalars c. , . . .  , en . 

Then Px = x for every x E X1 , and X1 = !J.f(P). 
Note that {uk + 1 ,  . . .  , un} i s  a basis of JV(P). Note also that there are 

infinitely many projections in  X, with range X1 , if 0 < dim X1 < d im X. 

9.32 Theorem Suppose m, n, r are nonnegative integers, m > r. n > r, F is a 
f:6' -mapping of an open set E c: R" into Rm, and F ' (x) has rank r for every x E £. 

Fix a E £, put A = F'(a), let Y1 be the range of A .  and let P be a projection 

in Rm whose range is Y1 • Let Y2 be the null space of P. 
Then there are open sets U and V in R", ·with a E U, U c: £, and there is a 

1 - 1  �'-mapping H of V onto U (»-·hose inverse is also of class CC') such that 

(66) F(H(x)) = A x + cp(A x) (x E V) 

where cp is a ((1' -mapping of the open set A(  V) c: Y1 into Y2 • 

After the proof we shal l  give a more geometric description of the infornla
tion that (66) contains. 

(67) 

(68) 

(69) 

Proof I f  r = 0, Theorem 9. 1 9  shows that F(x) is constant in a ne ighbor
hood U of a, and (66) holds trivia l ly, with V = U, H(x) = x, cp(O) = F(a). 

From now on we assume r > 0. Since dim Y1 = r, Y1 has a basis 

{y 1 ,  • • •  , y,} .  Choose z; E R" so that Az ;  = y; ( I  < i < r ) , and define a l inear 
mapping S of Y1 into R" by setting 

S(c y + · · · + c y ) = c z + · · · + c z 1 1 r r 1 1 r r 
for a l l  scalars c 1 ,  • . .  , c, .  

Then A Sy ;  = Az;  = Y; for 1 < i < r. Thus 

A Sy = y  

Define a mapping G of E into R" by setting 

G(x) = x + SP[F'(x) - Ax ] (x E £). 

Since F'(a) = A . differentiat ion of (69) shows that G'(a) = I. the ident ity 
operator on R". By the inverse funct ion theore�,  there are open sets U 
and V in R", with a E U, such that G is a J - I  mapping of U onto V whose 
inverse H is also of class CC' . Moreover, by shrinking U and V, i f  necessary, 
we can arrange it so that V is convex and H' (x)  is invertible for every x E V. 
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(70) 

(7 1 ) 

(72) 

(73) 

(74) 

(75) 

(76) 

(77) 

(78) 

Note that ASP A = A ,  since P A = A and (68) holds. Therefore (69) 
. 

g1ves 

AG(x) = PF(x) (x E £). 

In particular, (70) holds for x E U. If we replace x by H(x), we obtain 

PF(H(x)) = Ax (x E V). 
Define 

t/J(x) = F(H(x)) - Ax (x E V). 

Since PA = A ,  (7 1 )  implies that Pt/J(x) = 0 for al l x e V. Thus .p is a 
CC' -mapping of V into Y2 • 

Since V is open,  it is  clear that A( V) is an open subset of its range 
PA(A) = Y1 • 

To complete the proof, i .e . , to go from (72) to (66), we have to show 
that there is a CC' -mapping qJ of A( V) into Y2 wh ich sat isfies 

qJ(Ax) = t/J(x) (x E V). 

As a step toward (73), we wi l l  first prove that 

t/J(x 1 )  = t/J(x2) 

if x 1  E V, x2 E V, Ax1  = Ax2 • 
Put <l>(x) = F(H(x)) , for x E V. Since H '(x) has ran k  n for every 

x E V, and F'(x) has rank r for every x E U, it fol lows that 

rank <l>'(x) = rank F'(H(x))H'(x) = r (x  E V). 

Fix x E V. Let M be the range of <l>'(x) .  Then M c: Rm, din1 M = r. t 
By (7 1 ) , 

P<l>'(x) = A .  

Thus P maps M onto PA(A ) = Y1 • S ince M and Y1 have the sa n1e di 
mension, it fol lows that P (restricted to M) is 1 - 1 . 

Suppose now that Ah = 0. Then P<l>'(x)h = 0, by (76) . But 
<l>'(x)h E M, and P is 1 - 1  on M. Hence <i>'(x)h = 0. A look at (72) shows 
now that we have proved the following : 

lf x E V and Ah = 0, then t/J'(x)h = 0. 
We can now prove (74) . Suppose x 1 E V, x2 E V, Ax 1 = Ax2 • Pu t 

h = x2 - x 1 and define 

g(t)  = t/J(x 1 + th) (0 < t < 1 ) . 

The convexity of V shows that x 1 + th E V for these t . Hence 

g'(t) = t/l '(x 1 + th)h = 0 (0 < t < I ) , 
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so that g( l )  = g(O). But g( l )  = t/J(x2) and g(O) = t/J(x1 ). Th is proves (74). 
By (74), 1/J(x) depends only on Ax, for x e V. Hence (73) defines cp 

unambiguously in  A( V). I t  only remains to be proved that cp e �'. 
Fix Yo E A( V), fix x0 E V so that Ax0 = Yo .  Since V is open, Yo has 

a neighborhood W in Y1 such that the vector 

x = x0 + S(y - Yo) 

lies in  V for al l  y e W. By (68), 

Ax = Ax0 + Y - Yo = Y· 

Thus (73) and (79) give 

(80) q>(y) = t/J(x0 - Sy0 + Sy) (y E W). 
Th is formu l a  shows that q> e �' in W, hence in  A( V), since y0 was chosen 
arbitrari ly in A (  V). 

The proof is now complete. 

Here is what the theorem tells us about the geometry of the mapping F. 
If y e F( U) then y = F(H(x)) for some x e V, and (66) shows that Py = Ax. 

Therefo re 

(8 1 )  y = Py + cp(Py) (y E F(U)). 

This shows that y is determined by its project ion Py, and that P, restricted 
to F( U), is a 1 - 1  mapping of F( U) onto A ( V). Thus F(U)  is an "r-d imensional 
su rface" with precisely one point "over" each point  of A( V). We may also 
regard F( U) as the graph of q>. 

If  <l>(x) = F(H(x)), as in the proof, then (66) shows that the level sets of <1> 
(these are the sets on which <1> attains a given value) are prec ise ly the level sets of 
A i n  V. These are l 'flat" since they are intersections with V of translates of the 
vector space .AI(A) .  Note that d im .;t�"(A) = n - r (Exercise 25). 

The level sets of F in U are the images under H of the flat level sets of <1> 
in V. They are thus "(n - r)-d imensional surfaces" in U. 

DETERMINANTS 

Determinants are numbers associated to square matrices, and hence to the 
operators represented by such matrices. They are 0 i f  and only if  the corre
spond ing operator fa i l s  to be invert ible. They can therefore be used to decide 
whether the hypotheses of some of the preced ing theorems are satisfied. They 
wi l l  play an even more important role in  Chap. 1 0. 
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9.33 Definition If (j1 , • . •  , jn) is an ordered n-tuple of integers, define 

(82) s(j1 , • • . , jn) = TI sgn (jq - jp), 
p < q  

where sgn x = 1 i f  x > 0 ,  sgn x = - I i f  x < 0, sgn x = 0 if x = 0. Then 
s(j1 , . . .  , jn) = 1 ,  - 1 ,  or 0, and it changes sign if any two of the j's are inter
changed. 

Let [A ] be the matrix of a l inear operator A on Rn. re lative to the standard 
basis {e 1 , • • • , en} , with entries a(i,j) i n  the ith row and jth column. The deter
minant of [A ] is defined to be the number 

(83) 

The sum in (83) extends over a l l  ordered n-tuples of integers (j1 , • • •  , jn) with 
I < j, < n. 

The column vectors xi of [A ] are 

n 
(84) xi = I a(i, j)ei (I  < j  < n). 

i =  1 

It wi l l  be convenient to think of det [A ] as a function of the column vectors 
of [A ] .  If we write 

det (x 1 , • • •  , xn) = det [A ] ,  

det is now a real function on the set of al l  ordered n- tuples of vectors i n  Rn. 

9.34 Theorem 

(a) If I is the identity operator on Rn, then 

det [I] = det (e . ,  . . . ' en) = 1 .  

(b) del is a linear function of each of the column vectors xi , if the others are 
held fixed. 

(c) If [A ] 1  is obtained from [A ] by interchanging two columns, then 
det [A ] 1  = - det [A ] .  

(d) If [A ] has two equal columns, then det [A ] = 0. 

Proof I f  A = I, then a(i, i) = I and a(i, j) = 0 for i #  j. Hence 

det [/] = s( I ,  2, . . . , n) = I ,  

which proves (a) . By (82), s(j 1  • • • •  , in) = 0 i f  any two of the j 's  a re equal . 
Each of the rema in ing n !  prod ucts i n  (83) contains exactly one factor 
from each col umn.  Th is proves (b) . Part (c) is  an immediate consequence 
of the fact that s(j 1 ,  • • • , in) changes sign if any two of the j's  are inter
changed, and (d) is a coro l lary of (c). 
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9.35 Theorem 1/ [A ] and [B] are n by n matrices, then 

det ([B J [A ]) = det [B] det [A ]. 

(85) 

Proof If x1 , . . .  , Xn are the columns of [A ], define 

The columns of [B][A ] are the vectors Bxb . . .  , Bxn . Thus 

(86) As(X1 , . . . , Xn) = det (Bx 1 , . . .  , Bxn)· 

(87) 

(88) 

(89) 

By (86) and Theorem 9.34, As also has properties 9.34 (b) to (d). By (b) 
and (84), 

AB[A ] = AB {� a(i, l )ei , X2 , • • .  , Xn) = � a(i, 1 ) A8(e1 , x2 , • . • , Xn) . 

Repeating this process with x2 , • • • , xn , we obtain 

As[A ] = L a(ib l)a(i2 , 2) · · · a(in , n) As(ei1 , • • •  , e;,) , 

the sum being extended over all ordered n-tuples (ih . . . , in) with 
1 < i, < n. By (c) and (d), 

As( ei 1 ,  • • o , ei") = t(i b . .  o , in) As( e1 , . . .  , en), 

where t = I , 0, or - 1 , and since [B] [J] = [B], (85) shows that 

As(eb . o . ,  en) = det [B]. 

Substituting (89) and (88) into (87), we obtain 

det ([B] [A ]) = { L  a(i1 , I ) · · ·  a(in , n)t(ih . . .  , in) } det [B], 

for all n by n matrices [A ] and [B]. Taking B = I , we see that the above 
sum in braces is det [A ]. This proves the theorem. 

9.36 Theorem A linear operator A on R
n is invertible if and only if det [A ] :1: 0. 

Proof If A is invertible, Theorem 9.35 shows that 

det [A ] det [A -
1
] = det [AA - 1 ] = det [/] = 1 ,  

so that det [A ] :1: 0. 

If A is not invertible, the columns x1 , . . .  , xn of [A ] are dependent 
(Theorem 9.5) ; hence there is one, say, xk , such that 

(90) xk + L ci xi = 0 
j¢k 

for certain scalars c1 . By 9.34 (b) and (d), xk can be replaced by xk + c1 xi 
without altering the determinant, if j :1: k. Repeating, we see that x" can 
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be replaced by the left side of (90), i . e. , by 0, without a l tering the deter
minant .  But  a tnatrix which has 0 for one column has determinant  0. 
Hence det [A ] = 0. 

9.37 Remark Suppose {e b . . .  , en} and {u 1 ,  . . .  , un} are bases in R". 
Every l i near operator A on R" detennines matrices [A ] and [A ]u , with entr ies 

aii and rx ;i , given l'y 

A e · = ' a . .  e .  J f- I} l '  Au . = ' fX · · U ·  J f- I) I • 
I 

I f  u .  = Be . = "rb . .  e .  then Au . i s  equa l to j J l )  I ' } 

I 

I rxki Bek = I rxki I h;k e ; = I (I b;k rxki) e ; ,  
k k i i k 

and also to 

Thus "rh ·k rxk · = I:a .k bk · or I } I ) ' 

(9 1 )  [B] [A ]u = [A ] [B] . 

Since B is invertible , det [B ] # 0. Hence (9 1 ) , combined with Theorem 9 .35 ,  
shows that 
(92) det [A ]u = det [A ] .  

The determinant of the matrix of a l inear operator does therefore not 
depend on the basis which is used to construct the matrix. It is thus nleaningful 
to speak of the determinant of a linear operator, without having any basis in mind. 

9.38 Jacobians . If f maps an open set E c R" into R", and if f is  differen
tiable at a point  x e £, the determinant of the linear operator f '(x) is  ca l led 
the Jacobian of f at x. In symbols ,  

(93) 

We shal l  a lso use the notation 

(94) 

J1(x) = det f '(x). 

o(yl ,  · . . , Yn) 
o(x l , • • • , xn) 

for J1(x) , if (y 1 , • • • , Yn) = f (xb . . .  , Xn). 
In terms of Jacobians, the crucial hypothesis in the inverse function 

theorem is  that J ,(a) :F 0 (compare Theorem 9. 36) .  If  the impl icit function 
theorem is stated in terms of the funct ions (59), the assumption made there on 
A amounts to 
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D E R IV ATIV ES O F  H I G H E R  O R I> E R  

9.39 Definition Suppose f is a real funct ion defined in an open set E c R", 
with partia l derivat ives D 1 f.  . . . � Dn.f. If  the funct ions Dif are themselves 
di fferent iable. then the second-order partial derivatives off are defined by 

D . .  f =  D - D ·f I )  I ) ( i. j = L . . . , n ) . 

If a l l  these funct ions Diif are con t i nuous  i n  £, \\·e say that / is of class Cfl" in  £, 
or that / E Cff"( £). 

A nutpping f of t- into Rm i s  sa id to be of class Cfl" if each component of f 
is of class Cfl" .  

I t  can happen that Dij.f # Di ;/ at so rne po int , although both derivatives 
ex ist (see Exercise 27) .  Ho\vever� \\'e sha l l  sec be low that D iif = Di ;/ whenever 
these derivat ives are con t inuous. 

For s in1pl icity (and wi thout loss of genera l i ty) we state our next two 
theorems for real funct ion s of two variable� . The first one is a mean value 
theorem. 

9.40 Theorem Suppose f is defined in an open set E c R2 , and D1f and D2 1f 
exist at erery point l�( E. Suppose Q c E is a closed rectangle with sides parallel 
to the coordinate axes, having (a, b) and (a + h� b + k) as opposite vertices 
(h � 0� k =F 0) . Put 

(95) 

�(/.. Q) = f(a + h. b + k) -f(a + h�  b) -f(a. b + k) + f(a, b). 

Then there is a point (x, y) in the interior of Q such that 

�(f, Q) = hk( D2 tf)<x� y). 
. 

Note the analogy between (95) and Theorem 5 . 1 0 ; the area of Q is hk. 

Proof Put u(t )  = f(t. b + k) - f(t � b). Two applications of Theorem 5. 10  
show that there i s  an  x between a and a + h ,  and that there i s  a y between 
b and b + k, such that 

�(/.. Q) = u(a + h) - u(a) 

= hu'(x) 

= h[( D1f)(x, b + k)  - ( D 1f)(x� b) ] 
= hk(D2 1/)(x, y). 

9.41 Theorem Suppose f is defined in an open set E c R2 • suppose that D1f, 
D2 1f. and D2f exist at e1�ery point of E, and D2 1j' is continuous at son1e point 
(a, b) e £. 
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(96) 

Then D 1 2f exists at (a, b) and 

(Dt 2f)(a, b) = (D2 1 /)(a� b). 

Corollary D2 1/ = D1 2/ iff e fC"(E). 

(97) 

Proof Put A = (D2 1/)(a. b). Choose c > 0. I f  Q is a rectangle as 1 n  
Theorem 9.40� and if  h and k are sufficient ly srnal l ,  we have 

for all (x� y) e Q. Thus 

I A - ( D 2 1 /)(.x � Y) I < e 

�(f, Q) 
hk 

- A < e� 

by (95). Fix h, and let k -+  0. Since D2f exists in  £, the la�t i nequal ity 
implies that 

(D2f)(a + h� b) - (D2f)(a. b) ------------ - A < c 
h - . 

Since e was arbitra ry. and si nce (97) ho lds for al l  sufl1ciently �n1a l l  
h # 0, i t  fol lows that (D1 2/)(a, b) = A . This gives (96). 

DIFFERENTIATIO N OF INTEG RALS 

Suppose cp is a function of two variables which can be integrated \Vi th respect 
to one and which can be d ifferentiated with respect to the other. Under what 
cond itions will the result be the same if these two l i n1 i t processes are carried out 
in the opposi te order ? To state the question tnore precisely : Under what 
condit ions on cp can one prove that the equat ion 

(98) 
d rb �b t: cp -d cp(x, t )  dx = J � (x� t )  dx 

l · a • a  vt 

is true ? (A counter example is furn ished by Exercise 28.)  
I t  wi l l  be convenient to use the notat ion 

(99) cp'(x) = cp(x, t) . 

Thus cp' is, for each t , a function of one variable. 

9.42 Theorem Suppose 

(a) cp(x, t )  is defined for a < x < b, c < t < d; 
(b) � is an increasing function on [a, b] ; 



( 100) 

(c) cp' e fJt(�) for every I e [c, d] ; 
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(d) c < s < d, and to every e > 0 corresponds a � > 0 such that 

I ( D 2 cp )( x, t) - ( D 2 cp )( x, s) I < e 

jor all x e [a, b ] and for all t e (s - �' s + �). 

Define 
b 

f(t) = f cp(x, t) d�(x) 
• Q 

(c < I <  d). 

Then (D2 cp)5 e 9l(Jx), f'(s) exists, and 

b 
( 101 )  f'(s) = J (D2 �p)(x, s) d-:x(x). Q 

. 
Note that (c) simply asserts the existence of th'e integrals ( 100) for all 

t e [c, d] . Note also that (d) certainly holds whenever D2 cp is cont inuous on the 
rectangle on which cp is defined. 

( 1 02) 

( 1 03) 

Proof Consider the difference quot ients 

· '�( 
) = 

cp(x, t )  - cp(x, s) 
Y' X, t 

t - s  

for 0 < I t - s l  < �. By Theorem 5. 1 0  there corresponds to each (x, I )  a 
number u between s and t such that 

t/1 (X, I ) = ( D 2 cp )(X, u) . 
Hence (d) impl ies that 

I t/1 ( x, I·) - ( D 2 cp )( x, s) I < e 

Note tha t 

(a < x < b, 0 < I t  - s l  < �). 

f(t)  -f(s) Jb --- = t/J(x, t ) d�(x). 
t - s Q 

By ( I  02), t/1' -+ (D2 cp y, uniformly on [a, b ], as t -+  s. Since each 
t/J' E �(�), the desi red conclusion fol lows from ( 1 03) and Theorem 7. 1 6. 

9.43 Example One can of course prove analogues of Theorem 9.42 with 
( - oo ,  oo) in  place of [a, b] .  Instead of doing th is , let us si rnply look at an 
example. Define 

( 104) 
':F.) 

f(t) = J e - x> cos (xt ) dx 
- oo  
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and 

( 1 05) 
00 

g(t)  = - J xe - x2 sin (xt ) dx, -oo 
for - oo < t < oo .  Both integrals exist (they converge absol utely) s ince the 
absolute val ues of the integrands are at most exp ( - x2) and I x l  exp ( - x2 ).  
respectively. 

Note that g is obtained froml by differentiat ing the in tegrand with respect 
to t. We claim that I is differentiable and that 

( 1 06) l'(t) = g(t )  ( - oo < t < oo). 
To prove th is. let us first examine the difference quot ien ts of the cosine : 

if P > 0, then 

cos ( � + P> - cos � . 1 f2 + ll 
( 1 07) 

p 
+ s 1n :x = 

fJ 
a (sin � - sin t )  dt. 

Since I sin � - sin t l  < I t - 11 1 , the right side of ( I 07) is at n1ost fl/2 in absol ute 
value ; the case P < 0 is handled sim i larly. Thus 

( 1 08) 
cos < :x + fJ> - cos � . 

I fJ I p 
+ s1n � < 

for al l fJ ( if the left side is in terpreted to be 0 when fJ = 0). 
Now fix t . and fix h =F 0. Apply ( I  08 ) with ':1. = xt. fl = xh ; it fol lo\vs fron1 

( I  04) and ( I  05) that 

J(t + /� -f(t ) - g(t)  < I h I  J�oo x2e - x2 dx. 

When h --+  0, we thus obtain ( 1 06). 
Let us go a step further :  An integrat ion by parts. appl ied to ( I  04 ) .  shows 

that 

( 1 09) Joo 2 sin (xt ) 
l(t) = 2 xe - x  dx. -oo I 

Thus tl(t) = - 2g( t ), and ( 1 06) impl ies now that I sat isfies the d ifferentia l  
equation 

( 1 10) 2/'(t) + tf(t)  = 0. 

If we solve this d ifferential equat ion and use the fact that 1(0) = J rr (see Sec. 
8 .2 1 ), we find that 

( I l l ) f(t) = Jn exp (- ':) . 
The integral ( 1 04) is  thus expl icitly determined.  
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EXE RCISES 

1 .  I f  S is a nonempty subset of a vector space X, prove (as asserted in Sec. 9. 1 )  that 

the span of S i s  a vector space. 

2. Prove (as asserted in Sec. 9.6) t hat BA is l i near i f  A and 8 are l i near transformations. 

Prove also that A - 1 is  l i near and invert i ble . 

3. Assume A E L( X, Y) and Ax = 0 only when x = 0. Prove that A is then 1 - 1 . 

4. Prove (as asserted in  Sec . 9. 30) that nul l  spaces and ranges of l i near transforma

t ions are vector spaces . 

S. Prove that to every A E L( R", R 1 ) corresponds a un ique y E R" such that Ax = x • y. 
Prove also that I I A I I = I Y 1 . 

Hint : Under certain cond i t ions, equal i ty holds in the Schwarz inequal i ty. 

6. I f  /(0, 0) = 0 and 

xy 
f(x, y) = x 2  + y 2 i f  (x, y) # (0, 0), 

prove t ha t  ( D1 {)(x, y) and ( D 2/)(x, y) ex ist at every poin t  of R 2 ,  although f is 

not con t inuous at (0, 0) . 

7. Suppose t hat  f i s a real-valued funct ion defi ned in  an open set E c R", and that 

t he part i a l  deri vat i ves D1 /, • • •  � D,f are bounded in £. Prove that f i s  continuous 

in £. 

Hint : Proceed as i n  the proof of Theorem 9. 2 1 . 

8. Suppose t hat f i s a d ifferent i a ble rea l funct ion in  an open set E c R", and that f 

has a loca l maximum a t  a poin t  x E £. Prove that f'( x) = 0. 

9. I f  f is a d ifferent iable mapping of a connected open set £ c R" i n to Rm, and i f  

f'( x )  = 0 for every x E £, prove that f i s  constant i n  £. 

1 0. I f  / is a rea l fu nct ion defi ned in  a convex open set E c R", such that ( D . /)(x) = 0 

fo r eve ry x E £, prove that .f( x)  depends o n ly on x2 , . . .  , x, . 
Sho"' that the con vex i ty of E can be replaced by a weaker cond i t ion, but 

that  some condi t ion is required . For example, if n = 2 and £ i s  shaped l ike a 

horsesh oe, t he s ta tement may be false.  

I I . I ff and g are d i fferen t ia ble rea l funct ions in  R",  prove that 

V( (g) = f Vg + g Vf 

and t hat V( l //) = - /- 2 Vf wherever / #  0. 

1 2. Fix two rea l  nun1 hers a and b,  0 < a < h. Define a mapping f = <!� . !2 , /J )  of R 2  

i n to R3  by 

.f. (s, I ) = (b + a  cos s) cos t 

.f2(s, t )  = (b -t- a cos s) s in  t 

/J(s, t )  = a s in  s. 
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Describe the range K of f. ( I t  i s  a certain compact su bset of R 3  . ) 
(a) Show that there are exactly 4 points p E K such that 

(Vft )(f- • (p)) = 0 .  
Find these points. 
(b) Determine the set of a l l  q E K such that 

(V/3)(f- 1 (q)) = 0 .  
(c) Show that one of  the points p found in part (a) corresponds to  a local max i
mum of [� ,  one corresponds to a local m i n i mum, and that the other two are 
neither (they are so-cal led hsaddle points") .  

Which of the points q found in part (h)  correspond to maxi ma or min ima ? 
(d) Let ,\ be an i rrat ional real number, and define g(t ) = f(l, At) .  Prove that g i s  a 

1 - 1 mapping of R 1 onto a dense subset of K. Prove that 

I g' ( t ) I 2 =-= a 2 + A 2( b + a cos t )  2 • 

13. Suppose f is a different iable mapping of R 1  into R 3  such that I f(t )  I -== 1 for every t. 
Prove that f'(t) · f(t ) = 0. 

Interpret this  result geometrical ly. 

14. Define /(0, 0) = 0 and 

. x 3 
f (x, y) =-= 

2 2 X i- )' i f  (x, y) #- (0, 0) . 

(a) Prove that D . fand D2J are bounded functions in R 2 •  (Hence f is  cont in uous.)  
(b) Let u be any un i t  vector i n  R 2 •  Show that the d i rect ional der ivat i \ C  (Duf)(O, 0) 
exists, and that i ts absol ute value i s  at most 1 .  

(c) Let y be a d ifferent iable mapping of R 1  In to R 2  ( i n  other words, y is  a differ
entiable curve in R 2 ), with y(O) = (0, 0) and I y'(O) j > 0. Put g( t )  = f(y( t )) and 
prove that g is different iable for every t E R 1 • 

If y E CC', prove that g E <'6'. 
(d) I n  spite of th is, prove that f i s  not different iable at (0, 0) . 

Hint: Formula (40) fai ls .  

IS.  Define /(0, 0) �--=- 0, and put 

if (x, y) #- (0, 0) . 
(a) Prove, for a ll (x, y) E R 2, that 

Conclude that f is  continuous .  
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(b) For 0 < 8 < 27T, - oo < t < oo, define 

g,(t) = l(t co s 8, t sin 8). 

Show that g,(O) = 0, g�(O) = 0, g;(O) = 2. Each g, has therefore a strict local 

minimum at t = 0. 
In other words, the restriction of I to each line through (0, 0) has a strict 

local minimum at (0, 0). 
(c) Show that (0, 0) is nevertheless not a local minimum for/, sincel(x, x2) = - x4• 

16. Show that the continuity of f' at the point a is needed in the inverse function 

theorem, even in the case n = 1 :  If 

f(t) = t + 2t 2 sin G) 
for t =1= 0, and /(0) = 0, then 1'(0) = 1 ,  I' is bounded in ( - 1 ,  1 ), but f is not 

one-to-one in any neighborhood of 0. 
17. Let f = (/1 , l2) be the mapping of R2  into R2 given by 

l1 (x, y) = ex cos y, 

(a) What is the range of I ?  

(b) Show that the Jacobian off is not zero at any point of R2 •  Thus every point 

of R2 has a neighborhood in which I is one-to-one. Nevertheless, I is not one-to

one on R2 •  

(c) Put a = (0, 77/3), b = f(a), let g be the continuous inverse of f, defined in a 

neighborhood of b, such that g(b) = a . Find an expl icit formula for g, compute 

f'(a) and g'(b), and verify the formula (52). 

(d) What are the images under f of lines parallel to the coordinate axes ? 

18. Answer analogous questions for the mapping defined by 

v = 2xy . 

19. Show that the system of equations 

3x + y - z + u2 = 0 

x - y  + 2z + u =  0 

2x + 2y - 3z + 2u = 0 

can be solved for x, y, u in terms of z ;  for x, z, u in terms of y ;  for y, z, u in terms 

of x ;  but not for x, y, z in terms of u. 

20. Take n = m = 1 in the implicit function theorem, and interpret the theorem (as 

well as its proof) graphically. 

21. Define I in R 2 by 

l(x, y) = 2x3 - 3x2 + 2y3 + 3y2 • 

(a) Find the four points in R2 at which the gradient of I is zero. Show that I has 

exactly one local maximum and one local minimum in R 2 •  
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(b) Let S be the set of all (x, y) e R2 at which f(x, y) = 0. Find those points of 
S that have no neighborhoods in which the equation f(x, y) = 0 can be solved for 
y in terms of x (or for x in terms of y). Describe S as precisely as you can. 

22. Give a similar discussion for 

f(x, y) = 2x3 + 6xy2 - 3x2 + 3y2•  

23. Define f in R3 by 

f(x, Y1 , Y2) = X2Y1 + ex + Y2 . 

Show that /(0, 1 ,  - 1) = 0, (D1/) (0, 1 ,  - 1 ) =F 0, and that there exists therefore a 

differentiable function g in some neighborhood of (1 , - 1 ) in R2,  such that 

g(1 , - 1) = 0 and 

f(g(y� , Y2), Y1 , Y2) = 0. 

Find (Dlg)(1 , - 1) and (D2g)(1 , - 1 ). 

24. For (x, y) =F (0, 0), define f = (/t,/2) by 

Compute the rank of f'(x, y), and find the range of f. 
25. Suppose A e L(R", Rm), Jet r be the rank of A. 

(a) Define S as in the proof of Theorem 9.32. Show that SA is a projection in R" 
whose null space is .A'(A) and whose range is g//(S). Hint: By (68), SASA = S A .  

(h) Use (a) to show that 

dim .A'(A) + dim g//(A) = n. 

26. Show that the existence (and even the continuity) of D1 2/ does not imply the 
existence of D1f. For example, let/(x, y) = g(x), where g is nowhere differentiable. 

27. Put f(O, 0) = 0, and 

if (x, y) =I= (0, 0) . Prove that 
(a) /,  D1!, D2! are continuous in R2 ; 
(b) D1 2/and D2 1/ exist at every point of R2, and are continuous except at (0, 0) ; 
(c) (D1 2/)(0, 0) = 1 ,  and (D21/)(0, 0) = - 1 .  

28. For t :;::: 0, put 

X 
q>(x, t) = -x + 2Vt 

0 

and put q>(x, t) = - q>(x, I t J )  if t < 0. 

(O � x �vt) 
(vt � x  � 2Vt) 
(otherwise), 
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Show that cp is continuous on R2, and 

(D2 cp)(x, 0) = 0 

for all x. Define 

f(t) = r. cp(x, t) dx. 

Show that /(!) = t if I t l  < 1. Hence 

f'(O) =f. r /D.cp)(x, 0) dx. 

29. Let E be an open set in R". The classes ct'(E) and ctn(E) are defined in the text . 
By induction, ct<">(E) can be defined as follows, for all positive integers k :  To say 
that/ e ct<">(£) means that the partial derivatives D1/, . . .  , Dnfbelong to ct<" - 1 )(£) .  

Assume f e ct<">(£)� and show (by repeated application of Theorem 9.41 ) 

that the kth-order derivative 

Dt 1 t 2 . . . ' "! = Dr1 Dt2 • . .  D,"f 

is unchanged if the subscripts i� , . . .  , i" are permuted. 
For instance, if n > 3, then 

Dt 2 t 3/ = D3u 2f 
for every f e ct<4). 

30. Let f e ct<m>(£), where E is an open subset of R". Fix a e E, and suppose x e R" 
is so close to 0 that the points 

p(t) = a +  tx 

lie in E whenever 0 < t :::;;: 1 .  Define 

h(t) = f(p(t)) 

for all t e R1 for which p(t) e E. 
(a) For 1 :::;;: k � m, show (by repeated application of the chain rule) that 

h<">(t) = L (Dtt • • •  '"f)(p(t)) Xt t • • •  Xr" . 

The sum extends over all ordered k-tuples (i� , . . . , i") in which each i1 is one of the 
integers 1 ,  . . .  , n .  
(b) By Taylor's theorem (5. 1 5), 

for some t e (0, 1 ). Use this to prove Taylor's theorem in n variables by showing 
that the formula 
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m - 1 1 
/(a -t- x) = "� k !  L (D, I  . . .  ' "/)(a)x; 1 • • • x,k  -; - r(x) 

represents /(a + x) as the sum of its so-caJ ied "Taylor polynomial of degree 
m - 1 ," pl us a remainder t hat satisfies 

I .  r(x) __ 0 •m 
I I • . x -+ 0  X m -

Each of the inner sums extends over a l l  ordered k-tu ples ( ih . . .  , i,.), as in 
part (a) ; as usual ,  the zero-order derivative of I is simply f, so that the constant 
term of the Taylor polynomial of f at a is  /(a). 
(c) Exercise 29 shows that repet it ion occurs in the Taylor polynomial as wri tten in 
parl (b). For instance, D1 1 J  occurs three t imes, as Dt t J ,  D1 J 1 ,  D J J I ·  The sum of 
the corresponding three terms can be wri tten in the form 

3(D� DJI)(a)x� X3 . 

Prove ( by calculating how often each derivative occurs) that the Tay lor polynomia l 
in  (b) can be written in the form 

Here the summat ion extends over a l l  ordered n-tuples (s 1 , . . . • sn) such that each 
s; is a nonnegative in teger, and s .  + · · · + sn < m - I . 

3 1 .  Suppose I E �( 3 > in  some neigh borhood of a poi nt a E R2 ,  the grad ient of I is 0 
at a,  but not a l l  second-order derivat ives of f are 0 at a .  Show how one can then 
determ ine from the Taylor polynomial of I at a (of  degree 2) whether f has a local 
maximum, or a local minimum, or neit her, a t  the point  a . • 

Extend this to R" in pl ace of R2 • 



1 0  
INTEGRATION OF DIFFERENTIAL FORMS 

I ntcgrat ion can be st ud ied on many levels .  I n  Chap. 6, the theory was developed 
for reasonably wel l -behaved funct ions on subinterva ls of the real l ine .  I n  
Chap. I I  �·e shal l encounter a very highly developed theory of i ntegration that 
can be appl ied to much larger cla sses of funct ions, \\'hose domai ns are more 
or less arbi trary sets't not necessari ly  subsets of Rn. The present chapter i s  
devoted t o  those aspects of integration theory that are closely related to the 
geometry of eucl idean spaces, such as the change of variables formula , l ine 
integrals, and the machinery of d ifferential  forms that i s  used in  the statement 
and proof of the n-d imensional analogue of the fundamental theorem of calcu lus ,  
namely Stokes' theorem. 

INTEGRATION 

10.1 Definition Suppose Jk is  a k-cel l  in  Rk, consist ing of a l l  

x = (x 1 ,  • • • , xk) 
such that 
(1 ) a .  < X · < b . l - l - l ( i = I ,  . . .  , k ) , 
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Ji is the j-ce1 1 in Ri defined by the first j inequal it ies ( I ), and f i s a rea l con
tinuous function on Jk. 

Put f=fi , and definefi_ 1 on Jk - l  by 
bk 

h - 1 (x1 , · · · , xk - 1 ) = I .fi(xl , · .  · , xk - 1 • xk) dxk · 
Qk 

The uniform continuity of .h on Jk shows that h _ 1  is conti n uous on l k - t .  

Hence we can repeat this process and obtai n functions .fj ,  cont i nuous on Ji, such 
that fj_ 1 i s the i ntegral of fj ,  with respect to xi , over [ai , bi ] .  After k steps we 
arrive at a number .fo ,  which we cal l  the integral off over Jk � we write i t in the 
form 

(2) f f(x) dx 
6 Jk 

or I f Jk 

A priori , this defini tion of the integral depends on the order i n  which the 
k i ntegrations are carried out. However, this dependence is only apparent . To 
prove th is , let us i ntroduce the temporary notati on L(f) for the in tegra l (2) 
and L'(f) for the result obtai ned by carryi ng out the k i ntegrat ions in some 
other order. 

10.2 Theorem For every fe rt(Jk), L(f) = L'(f). 

Proof I f  h(x) = h 1 (x 1 ) • • • hk(xk), where hi e �( [ai , bi]) , then 
k b; 

L(h) = n I h;(X;) dx; = L'(h) .  
! = 1 a ;  

I f  .91 is the set of al l finite sums of such functions h, it follows that L(g) = 
L '(g) for al l g e d. Also, .91 is an algebra of funct ions on Jk to which the 
Stone-Weierstrass theorem applies. 

k 
Put v = n (b ; - a ;) . I ff E r.t(Jk) and e > 0, there exists g E .91 such 

1 
that 1 1/- g i l < e/ V, where 1 1! 1 1 i s  defined as max lf(x) I (x e lk) .  Then 
I L(f - g) I < e, I L'(f - g) I < e, and since 

L(f) - L'(f) = L(f - g) + L'(g -f), 

we conclude that I L(f) - L'(f) I < 2e. 
In this connection , Exercise 2 is relevant . 

10.3 Definition The support of a (real or complex) function f on Rk i s the 
closure of the set of all points x e Rk at which f(x) # 0. I f f  is a continuous 
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funct ion with compact support, let I" be any k-cell which contains the support 
off, and define 

(3) 

The integral so defined is evidently  independent of the choice of Jk, provided 
only that I" conta ins the support off 

I t  is no\\' tempti ng to extend the definition of the integral over R" to 
funct ions which are l i mi ts (in son1e sense) of conti nuous functions with compact 
support .  We do not want to discuss the cond itions under which this can be 
done : the proper setting for th is question is the Lebesgue integral . We shall 
merely descri be one very simple example which wi l l  be used in  the proof of 
Stokes ' theorem. 

10.4 Example let Q" be the k-simp1ex wh ich consists of al l points x = 
(x 1 , · · · � x1 J i n  R" for which x 1  + · · ·  + x" < 1 and X; > 0 for i =  I , . . .  , k. If 
k = 3.  for exa mple, Q" is  a tetrahedron ,  with vertices at  0, e 1 , e2 , e3 •  I ffe �(Q"), 
extend f to a fu nction on I" by setting f(x) = 0 off Q", and define 

(4) f J = f f 
Qk [k 

• 

Here I" is the · 4 unit cube't ' defined by 

0 < X; <  1 ( I  < i < k). 

Since .l may be discont inuous on I". the exi stence of the integral on the 
right of (4) n eeds pr0of. We also wish to show that this integral is independent 
of the order i n  "'hich the k single integrat ions are carried out. 

To do th is .  suppose 0 < (5 < I ,  put 

(5) 

and define 

(6) 

Then F e  rt(I"). 

I (t < I - fJ) 

(1 - 1 ) 
q>( t ) = {J ( 1 - fJ  < t <  I )  

0 ( I  < 1 ), 

F(x) = cp(x 1 + · · · + x")f(x) 

Put y = (x . , . . . . xk _ 1 ) , x = (y, x") .  For each y e I" -
1
, the set of all x" 

such that F(y, x1J =F f(y : xk ) is ei ther empty or is a segment whose length does 
not exceed fJ .  S i nce 0 < cp < I ,  i t  fol lows that 

(7) 
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where I I! I I has the same meaning as in the proof of Theorem I 0.2,  and F�.. _ 1 , 
h _ 1 are as i n  Definition 1 0. 1 .  

As � --+ 0, (7) exhibits h _ 1 as a uniforrn l imit of a sequence of continuous 
funct ions. Thus_h _ 1 e (C(Ik - 1 ) ,  and the further i ntegrations present no problem. 

This proves the existence of the integral (4) . M oreover, (7)  shows that 

(8) I F(x) dx - J /(x) dx l < � 1 1/1 1 . Jk Jk 

Note that (8) is true, regard less of the order in which the k si ngle integrations 
are carried out. S ince F e  (6 (/k), JF is unaffected by any change i n  this order. 
Hence (8) shows that the same is true of Jf 

This completes the proof. 
Our next goal is the change of variables formula stated in Theorem 1·0. 9. 

To faci l i tate i ts proof, we first d iscuss so-ca l led pri mi tive mappings, and parti
tions of unity .  Pri mitive mappings wi l l  enable us to get a clearer picture of the 
local action of a (6 ' -n1apping with i nvert ible deri vative, and part i t ions of un i ty 
are a very useful  device that makes i t  possi ble to use local i nformat ion in a 
global set t ing. 

PRI1\t1 11' IVE 1\'I APPINGS 

10.5 Definition I f  G maps an  open set E c R" i nto R" , and i f  there is  an 
i nteger 111 and a real funct ion g wi th domai n /:..� such that 

(9) G(x) = I x; e; + g(x)em (x e £), 
i '# m  

then we cal l G prin1 it h,e. A primit ive mapping i s  thus one that changes a t  most 
one coord inate. 1\: ote that (9) can also be written i n  the form 

( I  0) G(x) = X + [g(x) - xm ]em . 

I f  g is d ifferent iable at some point a E £, so is  G. The matrix r� ij ] of the 
operator G '(a) has 

( 1 1 )  ( D1 g)(a), . . .  , (Dm g)(a), . . . , ( Dn g)(a) 

as i ts  n1th row. For j # m ,  we have (J.ii = 1 and (J. ii = 0 i f  i =F ). The Jacobian 
of G at a i s  thus given by 

( 1 2) JG(a) = det [G '(a)] = (Dm g)(a), 

and we see (by Theorem 9.36) that G'(a) is invertible if and only if (Dm g)(a) i= 0. 
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10.6 Definition A l i near operator B on Rn that interchanges some pa ir of 
members of the standard basis and leaves the others fi xed wi l l  be cal led a flip. 

For example, the fl ip  B on R4 that interchanges e2 and e4 has the form 

( 1 3) B(x1 e 1 + x2 e2 + x3 e3 + x4 e4) = x1  e 1  + x2 e4 + x3 e3 + x4 e2 

or, equivalent ly, 

( 1 4) B( x 1 e 1 + x 2 e 2 + x 3 e 3 + x 4 e4) = x 1 e 1 + x 4 e 2 + x 3 e 3 + x 2 e 4 . 

Hence B can a l so be thought of a �  i nterchangi ng two of the coordi nates, rather 
than two basi s vector� . 

I n  the proof that fo l lows� we sha l l  use the project ions P0 ,  • . •  � P,. in R", 
defined by P 0 x = 0 and 

( 1 5) 

for I < n1 < n .  Thus Pm i s  t he  project ion whose range and nu l l  space are 
spanned by {e 1 ,  • • •  , e,} and { e, + 1 ,  • • •  , e,,} � respect ive ly .  

10.7 Theorern Suppose F is a ((;  '-n1apping of an open set E c R" into R", 0 e £, 
F(O) = 0, and F'(O) is inrertible .  

( 1 6) 

Then there is a ne(qhhorhood of· 0 in R'' in which a representation 

F(x) = B . .  · B G � . . · c G (x) 1 n - 1  " 1 

is l'alid. 

In ( 1 6  ) ,  each (; ; is a prilnit ire (� '-11 1apping in so1ne neighborhood £�( 0 � 
G i(O) = 0, G ;(O) is inrert ihle .. and each B; is either a jlip or the ident ity operator .  

Briefly, ( 1 6) represents F l oca l ly  as a composit ion of pri m i t i ve mappings 
and fl ips. 

( 1 7) 

( 1 8) 

( 1 9) 

Proof Put F = F1 • Assume 1 < 1n < n - 1 ,  and make the fol lowing 
i nduct ion hypothesi s ('Nhich evident ly  holds for n 1  = 1 ) : 

Vm is a ne(ghborhood of 0� F, e ((;' '(  V,) �,(0) = 0, F;,(O) is inrcrt ible, 

and 

P m - l F,(x) == P, _ 1 X (X E V,) .  

By ( 1 7), we have 

, 
F,(x) = P, _ 1 x + L � ;(x)e ; ,  r = m 

whe1 e rxm , • • .  , rxn are rea l rt '-funct ions in V, . Hence 

II 
F;,(O)e, = L ( D, =x ;  )( O)e ; . 

i = m  
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(20) 

(2 1 ) 

(22) 

(23) 

(24) 

Since F;,(O) i s  invertib le, the left side of ( 1 9) is not 0, and therefore there 
i s  a k such that m < k < n and (Dm cxk)(O) =#= 0. 

Let Bm be the flip that interchanges m and this k (if k = n1 , Bm is the 
identity) and define 

Then Gm E �'( Vm), Gm i s  primitive, and G�(O) is i nvertible, si nce 
(Dm ctk)(O) =#= 0. 

The inverse function theorem shows therefore that there i s  an open 
set um ' with 0 E um c vm ' such that Gm i s  a 1 - 1  mapping of U, onto a 
neighborhood Vm+ 1 of 0, i n  which G� 

1 
i s  continuously differentiable. 

Define Fm + 1 by 

Then Fm + l E �'( Vm + 1 ), Fm + 1 (0) = 0, and F�+ 1 (0) is i nvertible (by 
the chain rule) . Also, for X E um ' 

so that 

Pm Fm + l (Gm(x)) = Pm Bm Fm(X) 

= Pm[Pm _ 1 x + cxk(x)e, + · · · ] 

= P  m- I X + ctk(x)em 

= Pm Gm(X) 

Our i nduction hypothesis holds therefore with 1n + 1 in place of n1 . 
[ I n (22), we first used (2 1 ) , then ( 1 8) and the defini t ion of B, , then 

the definition of p m ' and final ly (20). ]  
S ince B, Bm = I, (2 1 ) ,  with y = Gm(x), i s  equivalent to 

I f  we apply this with m = I ,  . . .  , n - I ,  we successively obtain 

F = Ft = BtF2 o Gt 

= BtB2 F 3 o G2 o Gt  = . . .  

= B 1 • • • B,. _ 1 F,. o G,. _ 1 o • • • o G 1 

in  some neighborhood of 0. By ( 1 7) , F,. i s  primitive. This  completes the 
proof. 
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PA RTITIO!';S OF U NIT\� 

10.8 Theorem Suppose K is a con1pact subset of Rn, and {V «} is an open corer 
of K. Then there exist functions t/1 1 ,  • • •  , t/1 s e <6(Rn) such that 

(a) 0 < t/1 ;  < 1 .for I < i < s ;  
(b) each 1/1 ;  has its support in son1e V« , and 
(c) t/11 (x) + · · · + 1/Js(x) = I for every x E K. 

Because of (c), {t/1 ;} i s  ca l led a partition of· unity, and (b) i s  sometimes 
expressed by saying that {1/1 ; }  i s  subordinate to the cover { V.2} . 

Corollary Iff E 0'(R") and the support off lies in K, then 
s 

(25) I = I 1/1 ;/. 
i = 1 

Each t/1 ;.( has its support in SOJne v a . 

The point of (25) i s  that i t  furni shes a representation of f as a sum of 
continuous functions t/1 ;.( wi th  "smal l ' ' supports . 

(26) 

(27)  

(28) 

(29) 

(30) 

Proof Associate \vi th each x E K an i ndex 7.(x) so that x E Va<x> . Then 
there are open ba1 1 s  B(x) a nd H-'{x) , centered at x, \vith 

B(x) c Jt'(x) c W(x) c v2(X) . 
Since K is con1 pact , there are points x 1 ,  • • •  , X5 i n  K such tha t 

K c B(x 1 ) u · · · u B(X5) . 

By (26), there are functions qJ 1 , • • •  , <Ps E r6 ( R"), such that <P ;(x) = I on 
B(x ;), (p ;(x) = 0 outside u··(x ;) , and 0 < qJ ;(x) < I on Rn. [)efine t/1 1 = qJ 1 
and 

t/1 ; + 1 = ( 1 - qJ 1 ) · · · ( 1 - cp ;)<P ; + t 

for i = 1 ,  . . . , s - 1 . 
Properties (a) and (h) are clear. The relat ion 

tP 1 + . .  · + 1/1 ; = I - ( I - cp 1 ) . . · ( 1 - qJ ;) 
i s  t rivial for i = I .  I f  (29) holds for some i < s, addit ion of (28) and (29) 
yields (29) with i + I i n  place of i. I t  fol lows that 

s s 
L t/1 ;(x) = 1 - [J [ 1  - (/J;(x)] (x E R"). 

i = l  i = l 
I f  x E K, then x E B(x ;) for some i, hence (/J ;( x) = 1 ,  and the product in 
(30) is  0. This proves (c) . 



252 PRINCIPLES OF MATHEMATICA L ANALYSIS 

CHA N G E  OF VA RIA BLES 

We can now describe the effect of a change of variables on a mul t iple integral . 
For sim plicity, we· confine oursel ves here to cont inuous funct ions with compact 
support ,  a l though this is too rest rict ive for many appl icat ions. Thi s  is i l l ust rated 
by Exercises 9 to 1 3 . 

10.9 Theorem S..1ppose T is a 1 - 1  C6 '-!napping of an open set E c Rk into Rk 

such that JT(x) ¥- Ofor all x E £. Iff is a continuousfinlction on Rk whose support 
is compact and lies in T(E), then 

(3 1 )  f f(y) dy = J /(T(x)) I J-r(x) l dx . Rk R k 

We reca l l  that JT is the Jacobian of T. The assu mption J7 (x) =1= 0 in1pl ics ,  
by the i nverse function theorem,  that T - 1 is continuous on T(E�), and· this 
ensures that the integrand on the right of (3 1 )  has compact support in E 
(Theorem 4. 1 4) .  

The appearance of the absolute ralue of JT(x) in  (3 1 )  n1ay ca l l  for a corn
ment. Take the case k = 1 ,  and suppose T i s a 1 - 1  �'-mapping of R1 onto R 1 • 
Then JT(x) = T '(x) ; and if  T i s increasing, we have 

(32) f f(y) dy = J f(T(x))T '(x) dx, 
R l  R t  

by Theorems 6 . 1 9  and 6. 1 7 , for al l  continuous .l with compact su pport . But i f  
T decreases, then T '(x) < 0 ;  and i f f is posi t i ve i n  the interior o f  i t s  s upport ,  
the left side of (32)  is positive and the right side is negative .  A correct equat ion 
is  obtai ned if  7' ' i s  rep laced by I T ' l i n  (32). 

The poi nt i s  that the in tegrals we are now considering a re in tegrals of 
funct ions over subsets 'of Rk, and we associate no direction or orientat ion wi th 
these subsets .  We sha l l  adopt a different poin t  of view when we come to i nte
gration of di fferential forms over surfaces . 

Proof I t  fol lows from the remarks j ust made that (3 1 ) is t rue i f  T i s  a 
prim it ive �'-mapping (see Definit i on I 0. 5), and Theorem I 0 .2 shows 
that (3 1 )  is true if T is a l inea r mappi ng which merely interchanges two 
coordinates. 

then 
I f  the theorem is tn �(! for t ransformat ions P, Q, and if S(x) = P( Q(x)), 

J.f(z) dz = J f(P(y)) I J  p(y) I dy 

= j .f(P(Q(x))) I Jp( Q(x)) I I JQ(x) l dx 

= J f(S(x)) I J5(x) I dx, 
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. 
since 

J p( Q(x))JQ(x) = det P'( Q(x)) det Q'(x) 

= det P'( Q(x)) Q'(x) = det s·' (x) = J5(x) ,  

by the mul t ip l icat ion theorem for determinants and the cha in  ru le. Th us 
the theorem is a lso true for S. 

Each point  a E E has a neighborhood U c E i n  wh ich 

where G ;  and B; are as in Theorem I 0. 7. Sett ing V = T ( l! ) , it fol lows 
that (3 1 )  holds i f  the support of }' l ies in V. Thus : 

Each point y E T(E) lies in an open set VY c T(E) such that (3 1 )  holds 
for all continuous functions whose support lies in VY . 

Now let j' be a conti nuous function wi th con1pact support K c T( E). 
Si nce { Vy} covers K, the Corol lary to Theorem I 0.8 sho\vs that .f = l.t/1 ;}: 
where each t/1 ;  is  cont inuous ,  and each t/1 ;  has i ts suppl)rt i n some V y ·  
Thus (3 I )  holds for each t/1 ;./� and hence a l so for thei r su m f 

DIFFE RENTIA L FO R1\·1 S 
We sha l l  now deve lop some of the machinery that i s  needed for the  n-di men
s ional vers ion of the fundarnental theo rem of ca lcu l us \-\ hich i s usua l l y  ca l led 
Stokes ' theoren1 . The original fonn of Stokes ' theoren1 arose i n  appl ications of 
vector analysi s to elect romagnetism and was �tated i n  tern1s  of the curl of a 
vector fie ld . G reen · s  theorem and the divergence theoren1 a re ot her specia l  
cases . These topics are briefly d iscussed at the end of t he chapter. 

I t  is a curious feature of Stokes· theorem t hat the only th ing that i s  d ifficult 
about i t  i s  the elaborate st ructure of defin i t ions that are needed for its statement .  
These definitions concern d ifferential forms, thei r derivati ves, boundaries. a nd 
orien tation. Once these concepts are understood , the statement of the theorem 
i s  very brief and succinct, and its proof presents l i t tle d i fficulty. 

U p  to now we have considered derivat ives of functions of several variables 
only for functions defined in open sets. This was done to avoid d ifficult ies that 
can occur at !Joundary points. I t  wi l l  no\v be convenient, ho\\·ever, to d iscuss 
d ifferentiable funt;tions on con1pact sets .  We therefore adopt the fol lowing 
convention : 

To say that f i s  a �'-mapping (or a re ''-mapping) of a compact set 
D c Rk into R" means that there is a (&'-mapping (or a � "- mapping) g of 
an open set W c Rk into R" such that D c W and such that g(x) = f(x) for 
a l l  x E D. 
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10. 10 Definition Suppose E i s  an open set i n  R". A k-sur.face i n  E is  a ((�''
mapping <1> from a compact set D c Rk i nto E. 

D is cal led the para1neter domain of tl>. Points of D wi l l  be denoted by 
u = (u1 ,  • • •  , uk). 

We shal l confine ourse l ves to the s imple s it uat ion in which D is either a 
k-cel l or the k-simplex Qk described i n  Example I 0.4. The reason for this i s  
that we shal l have to  integrate over D, and we  have not yet d iscussed i ntegrat ion 
over more compl icated subsets of Rk. I t  wi l l  be seen that this rest rict ion on D 
(wh ich wi l l  be tacit ly made from now on) entai ls  no s ign ificant loss of genera l i ty 
in the resul ting theory of differential forn1s. 

We stress that k-surfaces i n E are defined to he rnappin,qs i nto £, n ot 
subsets of E. This agrees with our earl ier defini t ion of curves ( Defini t ion 6. 26). 
In fact , ] -surfaces are precise ly the same as con t i nuously different iable curves . 

10.1 1 Definition Suppose E i s  an open set i n  R". A differential fornz o.f order 
k > I in E (briefly, a k-form in E) i s  a function w ,  symbolical ly represented hy 
the sum 

(34) 

(the indices i1 , • • •  , ik range i ndependently from I to n),  \vhich assigns to each 
k-surface <1> i n E a nun1ber oJ(<l>) = J<�> w ,  according to the rule 

(35) J w = J L a; , . . . ;.(<l>(u)) O(x; , • . . .  , x;.) du , 
<1> D 0( U 1 ,  . . .  , Uk) 

where D is the parameter domain of <1>. 
The funct ions a i 1 • • • ;,._ are assumed to be real and cont i nuous i n  }�. I f  

¢1 ,  • . . , 4>n are the components of <1>, the Jacobian i n  (35) i s  the one determined 
by the mapping 

(u1 ,  . . . , uk) -+ (¢ i 1 (u) , . . . , ¢ ;k(u)) . 

Note that the right s ide of (35) i s  an i ntegra l over D, as defined in Defini
t i on I 0. 1 (or Example I 0.4) and that (35)  is the de_finit ion of the symbol J<�> w .  

A k-form w is sa id to be of class rJ' or f6 '' if  the functions a i 1 • • • ; k  in ( 34) 
are al l of class fC' or <fi". 

A 0-form in E is  defined to be a cont inuous function in £. 

10.12 Examples 
(a) Let y be a 1 -surface (a curve of class CC') i n  R3 , wi th paramete r 
domain [0 , I ] . 

Write (x, y, z) i n  place of (x 1 ,  x2 , x3) ,  and put 

w -= x dy + y dx. 



(36) 
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Then 
1 f w = f [ y 1 (t )y�(t ) + yit )y�(t )] dt = y1 ( J )yi l ) - y1 (0)y2 (0). 

'I 0 

Note that in  th is example J1 w depends only on the in i t ial point y(O) 
and on the end poin t  y( I )  of y. I n  particular, J Y w = 0 for every closed 
curve y. (As \Ve shal l  see later, this i s  true for every 1 -form w which is 
exact.)  

I ntegrals  of 1 -forms are often cal led line integrals. 
(b) Fi x a > 0, b > 0, and define 

}'( 1 ) = (a cos t, b si n 1 ) (0 < 1 < 2rr), 

so that y is a closed curve i n  R2 • ( I ts range is an el l ipse. ) Then 

f ,. 2 n  
x dy = J ah cos 2 t dt = nab, 

}" 0 

whereas 
2 n f y dx = - J ab sin2 t dt = - nab. 

r o 
N ote that J 1 x dy i s  the area of the region bounded by y .  This is a 

specia l  case of Green �s theorem. 
(c) Let D be the 3-cel l defi ned by 

0 < r < L 0 < 0 < rr ,  0 < <p � 2rr.  

Define <I>(r, 0, <fJ) = (x,  y, .::) , where 

Then 

Hence 

x = r si n 0 cos <p 

y = r sin 0 s in  lp 
z = r cos e. 

c(x, ) ' ,  z) 2 . J�(r, 0, cp) = �( J = r stn 0.  u r, l , <{J) 

J dx A dy A dz =  J J<I> = 4rr . 
$ D 3 

Note that <I> maps D onto the closed uni t  ba l l  of R3 ,  that the mapping 
is 1 - 1 in the interior of D (but certa in houndary poi nts are ident ified by 
<I>), and that the i ntegral (36) is equal to the vol ume of <IJ(D) .  
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10.13 Elementary properties Let w, w1 , w2 be k-forms in E. We write w1 = w2 
if and only if w1(<1>) = w2(<1>) for every k-surface 4> in E. In particular, w = 0 
means that w(<l>) = 0 for every k-surface <I> in E. If c is a real number, then 
cw is the k-form defined by 

(37) 

and ro = w1 + ro2 means that 

(38) 

for every k-surface <I> in E. As a special case of (37), note that - w is defined so 
that 

(39) 

Consider a k-form 

(40) 

J. ( - w) = - J. dw. 

w = a(x) dx . A • • • A dx . 1 1  'k 
and let w be the k-form obtained by interchanging some pair of subscripts i n  
( 40). If (35) and (39) are combined with the fact that a determinant changes 
sign if two of its rows are interchanged, we see that 

(41)  

(42) 

w = - ro. 

As a special case of this, note that the anticommutative relation 

dx1 A dx . = -dx. A dx . J J I 
holds for all i and j. In particular, 

(43) (i = I ,  . . .  , n) . 

More generally, let us return to (40), and assume that i, = is for some 
r :1:- s. If these two subscripts are interchanged, then w = w, hence ro = 0, by 

{41). 
In other words, if w is given by (40) , then w = 0 unless the subscripts 

i1 , • • •  , ik are all distinct. 
If w is as in (34), the summands with repeated subscripts can therefore 

be omitted without changing w. 
It follows that 0 is the only k-form in any open subset of Rn, if k > n .  
The anticommutativity expressed by ( 42) is  the reason for the inordinate 

amount of attention that has to be paid to minus signs when studying differential  
forms. 
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10.14 Basic k-forms If i1 , 0 o 0 , ik are integers such that I < i1 < i2 < · · o 
< ik < n, and if I is the ordered k-tuple {ib . . .  , ik}, then we call I an increasing 
k-index, and we use the brief notation 

(44) 
These forms dx1 are the so-called basic k-forms in Rn. 

It is not hard to verify that there are precisely n !/ k !(n - k) ! basic k-forms 
in Rn ; we shall make no use of this, however. 

Much more important is the fact that every k-form can be represented in 
terms of basic k-forms. To see this, note that every k-tuple {j1 , • • •  , jk} of distinct 
integers can be converted to an increasing k-index J by a finite number of inter
changes of pairs ; each of these amounts to a multiplication by - I , as we saw 
in Sec. I0. 1 3 ;  hence 

(45) 

where e(j1 , 0 • •  , jk) is I or - I , depending on the number of interchanges that 
are needed . In fact, it is easy to see that 

(46) 

where s is as in Definition 9 .33. 
For example, 

dx1 A dx5 A dx3 A dx2 = - dx1 A dx2 A dx3 A dx5 

and 

dx4 A dx2 A dx3 = dx2 A dx3 A dx4 • 

If every k-tuple in (34) is converted to an increasing k-index, then we 
obtain the so-called standard presentation of w : 

(47) 

The summation in (47) extends over all increasing k-indices I. [Of course, every 
increasing k-index arises from many (from k ! , to be precise) k-tuples. Each 
b 1 in (47) may thus be a sum of several of the coefficients that occur in (34). ] 

For exam pie, 

x1 dx2 A dx1 - x2 dx3 A dx2 + x3 dx2 A dx3 + dx1 A dx2 

is a 2-form in R3 whose standard presentation is 

(I - x1) dx1 A dx2 + (x2 + x3) dx2 A dx3 • 

The following uniqueness theorem is one of the main reasons for the 
introduction of the standard presentation of a k-form. 
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10.15 Theorem Suppose 

(48) ro = L b1(x) dx1 
I 

is the standard presentation of a k-form w in an open set E c Rn. If ro = 0 in E, 
then b1(x) = 0 for every increasing k-index I and for every x e E. 

Note that the analogous statement would be false for sums such as (34), 
since, for example, 

(49) 

(50) 

dx1 A dx2 + dx2 A dxt = 0. 

Proof Assume, to reach a contradiction, that b 1(v) > 0 for some v e E 
and for some increasing k-index J = {j1 ,  • • •  , jk}· Since b 1 is continuous, 
there exists h > 0 such that b 1(x) > 0 for all x e Rn whose coordinates 
satisfy I x1 - v1 I � h. Let D be the k-cell in Rk such that u e D if and 
only if I u, l � h for r = 1 ,  . . . , k. Define 

k 

<l>(u) = v + L u, eir (u e D). 
r =  t 

Then <I> is  a k-surface in E, with parameter domain D, and b 1{<1>(u)) > 0 
for every u e D. 

We claim that 

t co = t bicl>(u)) du. 

Since the right side of (50) is positive, it follows that w(<l>) i= 0. Hence 
(50) gives our contradiction. 

To prove (50), apply (35) to the presentation (48). More specifically, 
compute the Jacobians that occur in (35). By (49), 

o(Xit ' . . .  ' Xjk) = 1 . 
o(ut ' . . .  ' uk) 

For any other increasing k-index I :1:- J, the Jacobian is 0, since it is the 
determinant of a matrix with at least one row of zeros. 

10.16 Products of basic k-forms Suppose 

(5 1 )  I =  {it , . . .  , ip}, J = {jt , . . .  , jq} 

where 1 � it < · · · < iP < n and 1 < jt < · · · <jq � n. The product of the cor
responding basic forms dx1 and dx1 in Rn is  a (p + q)-form in Rn, denoted by 
the symbol dx1 A dx1 , and defined by 

(52) dx1 A dx1 = dxi t  A • • • A dx1p A dxi1 A • • • A dxi, · 
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I f  I and J have an element i n  common, then the discussion in Sec. 10. 1 3  
shows that dx 1 1\ dx1 = 0. 

I f  I and J have no element i n  common, let us write [I, J] for the increasing 
(p + q)-index wh ich is  obtai ned by arranging the members of I u J in increasing 
order. Then dxu. 11 i s  a bas ic (p + q)-form. We clai m that 

(53) dx1 A dx1 = ( - 1  )2 dxu, 11 

where a is the number of differences j, - is that are negative. (The number of 
pos it ive d ifferences is thus pq - a.) 

To prove (53), perform the fol lowing operations on the numbers 

(54) 

M ove i P to the right, step by step, unt i l  i ts left neighbor is less than iP . The 
number of steps is the number of subscripts t such that iP < }, .  (Note that 0 
steps are a d istinct possibi l i ty .) Then do the same for i p - 1 ,  • • •  , i1 • The total 
number of steps taken is t:�. .  The final arrangement reached is  [/, J] . Each step, 
when appl ied to the right side of (52), mul tipl ies dx1 1\ dx1 by - I. Hence (53) 
holds .  

Note that the right side of (53) i s  the standard presentation of dx1 A dx1 • 
Next , let K = (k 1 ,  • • •  , k,) be an increasing r- index i n  { I , . . .  , n} . We shal l 

use (53) to prove that 

(55) 

I f  any two of the sets I, J, K have an element in common , then each side 
of (55) is 0, hence they are equal . 

So let us assume that I, J, K are pairwise disjoint .  Let [I, J, K] denote 
the i ncreasing (p + q + r)-index obtained from thei r union . Associate P with 
the ordered pai r  (J, K) and y with the ordered pai r (I, K) i n  the way that a: was 
associated with (I, J) in (53). The left si de of (55) is then 

( - I )2 dxu. 11 A dxK = ( - 1 Y'( - I )P +  Y dxu. 1• KJ 
by two appl icat ions of (53),  and the right side of (55) is 

( - t )P dx1 1\ dx[J , K] = ( - 1 )P( - Iyr+ y  dx[I, J, K ] ·  

Hence (55) is correct. 

10. 17 Multiplication Suppose w and A. are p- and q-forms, respectively, in  
some open set E c R", with standard presentat ions 

(56) w = L b1(x) dx1 ,  A. = L c1(x) dx1 
I J 

where I and J range over a l l  i ncreasing p-indices and over al l  increasing q-indices 
taken from the set { 1 , . . .  , n} . 
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Their product, denoted by the symbol w A A., is defined to be 
(57) w A )� = L bi(x)c1(x) dx1 A dx1 . 

I ,  J 

In this sum, I and J range independently over thei r possible values, and dx 1 A dx1 
is as in Sec. I 0. 1 6. Thus w A A. is a (p + q)-form in  E. 

I t  is quite easy to see (we leave the details as an exercise) that the distribu
tive laws 

and 

w A (l 1 + A2) = (w A )� 1 ) + (ro A l2) 

hold, with respect to the addition defined i n  Sec. I 0. 1 3 . I f  these distributive 
laws are combined with (55), we obtain the associative law 

(58) (ro A A) A (J = W A (). A (J) 
for arbitrary forms oJ, A., (J in  £. 

In  this discussion it was tacitly assumed that p > I and q � I .  The product 
of a 0-form f with the p-form ro given by (56) is simply defined to be the p-form 

fw = wf= L f(x)b1(x) dx1 •  
I 

I t  is customary to write fw, rather than j' A w, when f is a 0-form. 

� 0.18 Differentiation We shall now define a differentiation operator d which 
associates a (k + I )-form dw to each k-form ro of class �' in some open set 
E c  R" . 

A 0-form of class �' in  E is just a real function f e �'(£), and we define 

n 
(59) df = L (Di.l)(x) dxi .  

i =  1 

I f  w = Ib 1(x) dx 1 i s  the standard presentation of a k-form ro, and b 1 e Cl'(£) 
for each i ncreasing k-index /, then we define 

(60) dw = L (db1) A dx1 .  
1 

10.19 Example Suppose £ is open in R", fE r�'(£), and y i s  a continuously 
differentiable curve in £. with don1ain [0. I ] . By (59) and (35), 

(6 1 )  
1 n f df = f L ( DJ)(y(t ))y;(t ) dt . 

"' 0 i = 1 



INTEGRATION OF DIFFERENTIAL FORMS 261 

By the chain rule, the last i ntegrand is (f o y)'(t) . Hence 

(62) f df = f(y( l )) - f(y(O)) ,  
y 

and we see that JY dj is the same for all y with the same ini tial point and the same 
end point, as in (a) of Example 1 0. 1 2. 

Comparison with Example I O. I 2(b) shows therefore that the 1 -form x dy 
i s  not the derivative of any 0-form f This could also be deduced from part (b) 
of the fol lowing theorem, since 

d(x dy) = dx A dy i= 0. 

10.20 Theorem 

(63) 

(64) 

(a) If w and A are k- and m-forn1s, respectively, of class rc' in E, then 

d(w A A) = (dw) A 1 + ( - l )k w A dA . 

(b) If w is of class r.t" in E, then d2w = 0. 

Here d2w means, of course , d(dw) . 
Proof Because of (57) and (60), (a) fol lows if (63) t s  proved for the 
special case 

w = fdx 1 , )� = g dx1 

where f, g E <'8'(£), dx 1 is a basic k-form , and dxJ is a basic 111-form. [ I f 
k or m or both are 0, simply omit dx 1 or dxJ i n  (64) ; the proof that fol lows 
is unaffected .by this . ]  Then 

w A A = fg dx 1 A dx 1 .  

Let us assume that I and J have no element i n  con1mon . [ I n the other 
case each of the three terms i n  ( 63) is 0. ] Then, using (53) ,  

d(w A 1) = d(fg dx1 A dxJ) = ( - 1 yx d(fg dx[ I , J ]) . 

By (59), d(fg) = f dg + g df Hence (60) gives 

d(w A A) = ( - 1 Y/.  (f dg + .9 df) A dx£ 1 , J J 
= (g df + f dg) A dx 1 A dxJ . 

Since dg i s  a 1 -form and dx 1 i s  a k-form , we have 
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by (42) . Hence 

d(w A 1) = (df A dx 1) A (g dx1) + ( - l )k(f dx I) A (dg A dx1) 

= (dw) A A. + ( - l )kw A d1, 

which proves (a) . 
Note that the associative law (58) was used freely. 
Let us ;>rove (b) first for a 0-form f E �" : 

d2f= dCt<Di/)(x) dxi) 
n 

= L d(Dif) A dxi 
j = l  

n 
= L (Diif)(x) dx; A dxi . 

i, j = 1 
Since Diif = Diif (Theorem 9.4 1 )  and dx; A dx1 = - dx1 A dx; , we see 
that d2f= 0. 

If w = f dx 1 , as in (64) , then dw = (df) A dx 1 .  By (60) , d(dx I) = 0. 
Hence (63) shows that 

10.21 Change of variables Suppose E is an open set in R", T is a �'-mapping 
of E into an open set V c R

m
, and w is a k-form in V, \vhose standard presenta

tion is 

(65) 

(We use y for points of V, x for points of E.) 
Let t 1 , • • •  , tm be the components of T: I f  

Y = (y 1 ' . . .  ' Y m) = T {X) 

then Y; = t;(x) .  As in (59) ,  
" 

(66) dt; = I (Di t;)(x) dxi ( l  < i < m) . 
j = l 

Thus each dt; is a 1 -form in £. 
The mapping T transforms (O into a k-form wT i n  £, whose definition is 

(67) wr = L b 1(T(x)) dt; ,  A • · · A dt;k . 
I 

I n  each summand of (67), I =  {i 1 ,  • • •  , ik} is an increasing k-index . 
Our next theorem shows that addit ion, mult ipl icat ion ,  and differenti ation 

of forms are defined in such a way that they commute with changes of variables . 
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10.22 Theorem With E and T as in Sec. 10.2 1 ,  let w and A. be k- and m-forms 
in V, respectively. Then 

(68) 

(69) 

(70) 

(a) ((u + A.)r = Wr + A.r if k = m ;  
(h) (w A A.)r = Wr A Ar ; 
(c) d(wr) = (dw)r if w is of class �' and T is of class �". 

Proof Part (a) fol lows immediately  from the definitions. Part (b) i s  
almost as obvious, once we real ize that 

(dy · A • • • A dy · ) = dt · A • • • A dt · ' 1 ,,. T ' 1 ,,. 

regardless of whether {i1 , • • •  , i,} is i ncreasing or not ; (68) holds because 
the same number of minus signs are needed on each side of (68) to produce 
increasing rearrangements. 

We turn to the proof of (c) . Iff is a 0-form of class �' in V, then 

fT(x) = �f(T(x)),  

By the chain ru le, i t  foilo\VS that 

d(fr) = L (Difr)(x) dxi 
j 

= L I (Dif)(T(x))(Di ti)(x) dxi 
j i 

= L (D;/)(T(x)) dti 
i 

= (df)r · 

I f  dy1 = dy ; 1  A • • • A dy ;" ' then (dy1)r = dti 1  A • • • A dt;" ' and Theorem 
1 0.20 shows that 

d((dy 1)r) = 0. 

(This i s  where the assumption T e �" is used .) 
Assume now that w = f dy 1 .  Then 

Wy = fr(x) (dy r)r 

and the preceding calculations lead to 

d(wr) = d(fr) A (dy 1)r = (df)r A (dy 1)r 
= ((df) A dy 1)r = (dw)y . 

The first equal ity holds by (63) and (70) ,  the second by (69), the third by 
pa rt (b), and the last by the definition of dw. 

The general case of (c) fol lows from the special case just proved, if 
w� apply (a) . This completes the proof. 
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Our next objective is Theorem I 0.25. Thi s  will follow d irectly from two 
other important transformation properties of differential forms, which we state 
first. 

10.23 Theorem Suppose T is a �'-mapping of an open set E c R" into an open 
set V c Rm, S is a �'-mapping of V into an open set W c RP, and w is a k-form 
in W, so that w5 is a k-form in V and both (ws)r and Wsr are k-forms in E, where 
ST is defined by (ST)(x) = S(T(x)) . Then 

(7 1 )  ( Ws)r = Wsr . 

Proof I f  w and l are forms in W, Theorem 10.22 shows that 

((w " ) .. )s)r = (ws " ls)r = (ws)r A (A.s)r 

and 

(w " A.)sr = Wsr A Asr · 
Thus if (7 1 )  holds for w and for A, it follows that (7 1 )  also holds for w A A. 
Since every form can be built up from 0-forms and 1 -forms by addit ion 
and multipl ication, and since (7 1 )  i s  t rivial for 0-forms, i t  i s  enough to 
prove (7 1 ) in the case w = dzq , q = 1 ,  . . . , p. (We denote the points of 
E, V, W by x, y, z, respectively.) 

Let 11 , • • •  , tm be the components of T, let s1 , • • •  , sP be the compo
nents of S, and let r1 , • • •  , r P be the components of ST. I f  w = dzq , then 

w5 = dsq = I (Di sq)(y) dyi , 
j 

so that the chain Tule implies 

(ws)r = I (Di sq)(T(x)) dti 
j 

= I (Di sq)(T(x)) I ( D; ti)(x) dx; 
j i 

= I (D; rq)(x) dx; = drq = Wsr · 
i 

10.24 Theorem Suppose w is a k-form in an open set E c Rn, <I> is a k-surface 
in E, with parameter don1ain D c Rk, and � is the k-surface in Rk, with parameter 
domain D, defined by �(u) = u(u E D). Then 

f W = J Wcz, . 
cz, 11 

Proof We need only consider the case 

w = a{x) dx . " · · · " dx . I I  II< • 
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I f  cp 1 , • • •  , <l>n are the components of <D, then 

Wez» = a(<J>(u)) d</> ; 1 A · • · A d¢;k . 

The theorem wi l l  fol low i f  we can show that 

d¢ , 1  A . . .  A d¢ ;k = J(u) du1 A · · · A duk , 

where 

since (72) imp l ies 

Then 

f w = J a(<J>(u))J(u) du 
«!» D 

= t a(<l>(u))J(u) du 1 1\ • • • 1\ duk = t w"' . 

Let [A ] be the k by k tnat rix with entries 

(p, q = 1 ,  . . .  , k) . 

d¢;p = I a(p , q) duq 
q 

so that 

d¢; 1 A · · · A d¢ ;k = L a( I, q1 ) • • • a(k, qk) duq 1 A · · · A duqk . 

I n  this last sum ,  q 1 , • • •  , qk range i ndependently over I, . . . , k. The anti
commutative relat ion ( 42) i mpl ies that 

duq 1 A · · · A duqk = s(q1 , • • • , qk) du 1 A · • · A duk , 

where s is as i n  Definit ion 9 . 33 ; applying this defini t ion ,  we see that 

d¢; 1 A · • • A d¢ ;k = det (A ] du1 A · · · A duk ; 

and since J(u) = det [A ] ,  (72) is proved . 

The final resu l t  of this section combines the two preced i ng theorems. 

10.25 Theorem Suppose T is a ct'-n1apping of an open set E c R" into an open 
set V c Rm, <I> is a k-sur.face in £, and ltJ is a k-jorn1 in V. 

Then 
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Proof Let D be the parameter domain of � (hence also of T<D) and 
define � as i n  Theorem I 0.24. 

Then 

The fi rst of these equal it ies is Theorem I 0. 24, appl ied to T<l> i n  place of <1>. 
The second fol lows from Theorem I 0.23 . The th ird is Theorem I 0.24� 
w ith wT i n  place of w .  

SIMPLEXES AND C HAINS 

10.26 i\ffine simplexes A mapping f that carries a vector space X i nto a 
vector space Y i s  said to be affine i f f - f(O) i s  l i near. I n  other words �  the require:. 
ment is that 

(73) f(x) = f(O) + A x  

for some A E L(X, Y). 
An affine mapping of Rk into Rn i s  thus  determined if we know f(O) and 

f(e ;) for I < i < k ;  as usual ,  {e 1 , . . .  , ek} is the standard basis of Rk. 
We define the standard simplex Qk to be the set of al l  u E Rk of the form 

k 
(74) u = ' a .e . L r t 

; = 1 

such that rt ; > 0 for i = I ,  . . . , k and :Ea; < I .  
Assume now that Po , p 1 , • • •  , Pk are points of Rn. The oriented affine 

k-sin1plex 

(75) 

is defined to be the k-su rface i n  R" with parameter doma i n  Qk which is given 
by the affine mapping  

k 
(76) o{e< t e l + · · · + e<k ek) = Po + L e< ;(P ; - Po) .  

Note that u is characterized by 

(77) 

and that 

(78) 

u(O) = Po ' u(eJ = P; 

u(u) = Po + Au 

' =  1 

(for I < i < k), 
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We call a oriented to emphasize that the orderi ng of the vertices p0, . . .  , Pk 
is taken into account . I f  

(79) 

where {i0 , i 1 , • • •  , ik} i s  a permutat ion of the ordered set {0, I ,  . . . , k}, we adopt 
the notat ion 

(80) 

\\'here s is the funct ion defined in  Defi nit ion 9 . 33 .  Thus ii = + a, depending on 
whether s = 1 or s = - 1 .  Str ict ly speaki ng, havi ng adopted (75) and (76) as 
the definit ion of a, we should not write ii = a un less i0 = 0, . . .  , ik = k, even 
i f s( i0 � • . •  , ik ) = 1 ;  what we have here is an eq':Jivalence relat ion ,  not an equa l ity . 
However, for our pu rposes the notat ion i s  justified by Theorem I 0. 27 . 

I f  ii = r,a (u s ing the above co n vent ion) and i f  e = I ,  we say that ii and a 
have the san1e or ientation � if  c = - I ,  ii and a are said to have opposite orienta
tions. 'N ote that '"''e have not defi ned what we mean by the " orientat ion of a 
s implex . ' '  W hat we have defined i s  a relat ion bet \veen pairs of s i mplexes having 
the same set of vertices , the relat ion being that of " having the same orientat ion . "  

There i s ,  however, one s i tuat ion where the orientat ion of a s implex can 
be de ti ned in a nat ura l  'Nay. Th is  happens when n = k and when the vectors 
P ; - p0 ( I  7< i < k) are independent .  I n that case, the l i near transformation A 

that appea rs i n  (78) is invert ible� and its determi nant (which i s  the same as the 
Jacohian of a) is not 0. Then rJ is sa id to be positively (or negath'ely) oriented if  
det A i s  pos i t i ve (or negative) .  I n  part icu la r ,  the simplex [0, e 1 , . . .  , ek] i n  Rk, 
given by the ident ity mapping, has posi t ive orientat ion .  

So  fa r vve have assun1ed that k > I .  An  oriented O-sin1plex i s  defined to 
be a point \vith a s ign attached . w·e write a = + Po or a = - Po . I f  q = ep0 (e = + 1 )  and iff is a 0-form (i . e . ,  a real funct ion), we define 

10.27 Theorem If a is an oriented rectilinear k-sin1plex in an open set E c R" 

and if ii = r.a 1 hen 

(8 1 )  J_w = e J w 
tT tT 

for every k-form w in E. 
Proof For k = 0, (8 1 )  fol lows from the preceding defin ition . So we 
assume k > I and assun1e that a is given by (75). 
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Suppose 1 < j < k,  and suppose ii i s  obtained from a by inter
changing Po and pj . Then e = - I ,  and 

ii(u) = Pi + Bu (u E Qk), 

where B i s  the l inear mapping of Rk i nto R" defined by Bej = p0 - Pi , 
Be; = P; - Pi if i ¥- }. I f  we write Ae ; = X; ( I  < i < k), where A i s  given 
by (78), the column vectors of B (that i s ,  the vectors Be;)  are 

I f  we subt ract the jth col umn from each of the others ,  none of the deter
minants in (3 5) are affected , and \Ve obtain col umns x 1 ,  • • •  , xi _ 1 ,  - x1 , 
xi + 1 ,  . . . , xk . These d iffer from those of A only in  the. s ign of the jth 
col umn. l-Ienee (8 1 )  holds for this case. 

Suppose next that 0 < i < j < k and that ii i s  obtai ned from a by 
i nterchanging P; and p1 . Then ii(u) = Po + Cu, where C has the same 
columns as A , except that the it h and jth columns have been in ter
changed . This again i m pl ies that (8 1 )  holds,  s i nce e = - I .  

The genera l case fol lows , si nce every permutat ion of {0, I ,  . . . . k }  i s  
a composit ion of the special cases we have j ust dealt wi th .  

10.28 Affine chains An affine k-chain r i n  an open set t· c R" i s  a col lect ion 
of finitely many oriented affine k-simplexes a 1 , • • •  , a, in  £. These need not be 
distinct ; a si mplex may thus occur in  r with a certain mul t ipl ici ty. 

I f  r i s  as above, and if  oJ is a k- form in £, we define 

(82) J w = t f w. 
r i = t a i  

We may view a k-surface <I> in E as a function whose domai n is the col lec
t ion of a l l  k-forms i n  E and which assigns the number J<�> w to uJ . Si nce rea l 
valued functions can be added (as in  Defi ni t ion 4 .3) ,  this suggests the use of the 
notation 

(83) r = a1 + . . . + a, 

or, more compactly, 

r 
(84) r = I a ; 

i = 1 

to state the fact that (82) holds for every k-form w i n  E. 
To av0id misunderstand ing,  we point out explicit ly that the notat ions 

introduced by (83) and (80) have to be hand led with care . The poin t  is that 
every oriented affine k-simplex a in R" i s  a funct ion in two ways, wi th  different 
domains and different ranges , and that therefore two ent irely different operat ions 
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of addit ion a re possi ble .  Origina l ly, a was defined as an Rn-valued function 
with domain Qk ; accordingly, a 1  + a2 could be interpreted to be the function 
u that assigns the vector u1 (u) + u2(u) to every u E Qk ; note that u is then again 
an oriented affine k-simplex i n  R" ! This is not \¥hat i s  meant by (83). 

For example, if u2 = - u1 as i n  (80) {that i s  to say, if u1 and u2 have the 
same set of vert ices but are opposi tely oriented) and i f  r = u 1 + u 2 , then 
J r w = 0 for a l l  w , and we n1ay express this by writing r = 0 or u 1 + u 2 = 0. 
This does not mean that u1 (u) + u2 (u) i s the nul l  vector of Rn . 

10.29 Boundaries For k > I ,  the boundary of the oriented affine k-simplex 

u = [po , P t , · · . , Pk ] 

i s  defined to be the affine (k - I )-chain 

(85) 
k 

cu = L ( - J ).i [po , · · . , P.i - 1 ' P.i + t , · · . , Pk] .  
j = O  

For example, i f  u = [p0 , p 1 ,  p2 ] ,  then 

cu = [p t ,  P2 l - [po , P2 J + [po ,  P t l  = [po , P t l + [pl ,  P2 l + [p2 , Po] ,  

wh ich coincides \Vi th  the  usua l  not ion of the  oriented bounda ry of a triangle . 
For I < j < k .  observe that the s implex u1 = [p0 ,  . . . , Pi - t , Pi + . , . . .  , Pk] 

which occurs i n  ( 8 5) has Qk - 1 as i t s pa rameter domain and that i t  i s  defi ned by 

(86) 

where B is the l inear mapping from Rk - 1 to R" determ ined by 

Be ; = p ; - Po (if 1 < i < j - l ), 

Be;  = P; -+ 1 - Po ( i f  j < i < k - 1 ) . 

The s implex 

Uo = [p . , P2 , · · · '  Pk] , 

which also occurs i n  (85), is  given by the mapping 

u0(u) = p 1 + Bu, 

where Be ; = Pi + 1 - p1 for I < i < k - 1 .  

10.30 Differentiable simplexes and chains Let 7- be a � "-mapping of an open 
set t- c R" into an open set V c Rm ; T need not be one-to-one . I f  u is an oriented 
aft�ne k-�implcx in  £, then the composi te mappi ng <P = T o  a (wh ich we shal l  
son1et imes write i n  the si mpler form Tu) is a k-s u r face i n  V. wi th para rneter 
do 1na i n Qk. We cal l <1> an oriented k-silnplex of class <6 " . 
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A finite col lect ion 'Y of oriented k-simplexes <1>1 , • • • • �r of class f(f" i n  V 
is called a k-chain of class r� " in V. I f  w i s  a k-forn1 in  V, we define 

(87) f w = f f w 
'I' i = 1 • fl» i  

and use the corresponding notation 'Y = :t<l>; . 
l f  r = .I:a; is an affine chain and if <I>; = T :> a; , \\e also write 'P = T :> r, 

or 

(88) 

The boundary o<l> of the oriented k-simplex <I> = T c a is defi ned to be the 
(k - I )  chain 

(89) o<l> = T(iJu). 

I n  justification of (89), observe that if T is affine, then <I> = 1· �. u i s  an 
oriented affine k-simplex.  in which case ( 89) i s  not a matter of defin i t ion , but i s  
seen to be a consequence of (85). Thus (89) general i zes this spec ia l  ca se . 

I t  is in1med iate that o<l> i� of class fC" i f  this is true of <1>. 
Final ly, we define the boundary o'Y of the k-chain \f' = 1:<1>; to be the 

(k - 1 )  chain 

(90) o'Y = I c<I>; . 

10.31 Positively oriented boundaries So far we have associated boundaries to 
chains, not to subsets of R". This notion of boundary is exact ly the one th at is 
most suitable for the statement and proof of Stokes' theorem. Howe\:er, i n  
applications, especially in R2 or  R3

, i t  i s  customary and convenient to  ta lk 
about "oriented boun<Jaries" of certain sets as wel l .  We shal l now describe 
this briefly. 

Let Q" be the standard simplex in  R", let u0 be the identity mapping with 
domain Q". As we saw in Sec. 1 0. 26, u0 may be regarded as a posi t ively oriented 
n-simplex in R". I ts boundary cu0 is an affine (n - 1 )-chain .  This cha in  is 
called the positively oriented boundary of the set Q". 

For example, the positively oriented boundary of Q3 is 

[e 1 , e2 , e3 ] - [0, e2 , e3 ] + [0, e1 ,  e3 ]  - [0, e1 , e2 ]. 

Now let T be a 1 - 1 mapping of Q" into R", of class <6", whose Jacobian is 
positive (at least in the interior of Q") .  Let E = T( Q"). By the inverse function 
theorem, E is the closure of an open subset of R". We define the pos i t ively 
oriented boundary of the set E to be the (n - I )-chain 

oT = T(ou0 ) , 

and we may denote this  (n - ] )-chain by o£. 
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A n  obvious quest ion occurs here : I f  E = T1 ( Qn) = T2( Qn), and if both 
T1 and T2 have posi t ive Jacobians, is it true that aT1 = iJT2 ? That is to say, 
does the equal i ty 

J w - J w iJT t iJT2 
hold for every (n - I )-form w ? The answer is  yes, but we sha l l omit the proof. 
(To see an example , compare the end of this section with Exercise 1 7. )  

One can go further. Let 

Q = E 1  u · · · u £,. , 

\vhere E' i = T;( Qn), each T; has the propert ies that T had above, and the interiors 

of th� sets Ei are pairwi se d isjoi nt . Then the (n - I )-chain 

oT1 + · · · + aT,. = an 

i s  cal led the posit ively oriented boundary of Q. 
For examp le , the unit  square /2 i n  R2 i s the union of a 1 ( Q2) and a 2( Q2) , 

where 

a1 (u) = u, 

Both a 1 and a 2 have Jacobian I > 0. S ince 

we have 

ca1 = [e 1 , e2 ] - [0, e2 ]  + [0� e 1 ] , 

ca2 = [e2 , e1 ] - [e 1 + e2 , e 1 ] + [e 1 + e2 , e2 ] ;  

The su tn of these two boundaries i s  

c/ 2 == [0, e l ] + [e 1 , e l  + e2 ] + [e l + e2 . e2 ] + [e2 , 0] , 

t he posi t ive1y oriented boundary of 12 • N ote that [e 1 ,  e2 ]  canceled [e2 , e t J .  
I f  <I> i s  a 2-surface in  Rm. with parameter domain /2 , then <l> (regarded as 

a fu nct ion on 2- fonns) is the same as the 2-chain 

Thus 

a<I> = a( <t> o a 1 ) + a( <1> o a 2 ) 

= <I>(aa t )  + <I>(aa2) == <I>(a/2). 

I n  other words, if the parameter domain of <l> is the square /2, we need 
not refer back to the simp lex Q 2 , but can obtain a<I> directly from o/2 • 

Other examples may be found in Exercises 1 7  to 1 9. 
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10.32 Example For 0 < u < rr, 0 < v < 2rr, defi ne 

l:(u, v) = (sin u cos v, si n u sin v, cos u). 

Then l: is  a 2-surface in R3 , whose parameter domain is a rectangle D c R2, 
and whose range is the unit sphere i n  R3 • I ts boundary is 

where 

ol: = l:(iJD) = Y t  t Y2 + YJ + Y4 

}'1 (u) = l:(u, 0) = (sin u, 0, cos u), 

Y2(v) = l:(rr, v) = (0, 0, - 1 ), 

y3(u) = l:(rr - u, 2rr) = (si n u, 0, - cos u), 

y 4(v) = l:(O, 2rr - v) = (0, 0, I ) , 

with [0, rr] and [0, 2rr] as parameter interva ls for u and t ,  respecti vely. 
Since y2 and y4 are constant, thei r derivatives are 0, hence the integral of 

any 1 -form over y2 or y4 is  0.  [See Example 1 . 1 2(a) . ] 
Since y3 (u) = y1 (n - u) ,  direct appl icat ion of (35) shows that 

f w - f w }' J  
- -

}' t  

for every 1 -form w .  Thus St:I w = 0, and we concl ude that ar = 0. 
( I n  geographic terminology, ol: starts at the north pole N, runs to the 

south pole S along a meridian , pauses at S, retu rns to tv' along the same meridian. 
and finally pauses at N. The two passages along the meridian are i n  opposi te 
directions . The corresponding two l ine integrals therefore cancel each other .  
In Exercise 32 there is also one curve which occu rs twice in the boundary, but 
without cancel lation .) 

STOKES ' THEOREM 

10.33 Theorem If \f is a k-chain of class rt" in an open set V c Rm and if w 
is a (k - I )-forn1 of class rt' in V, then 

(9 1 )  J dw = J w. 
'I' o'l' 

The case k = nz = 1 is  nothing but the fundamental theorem of calcul us 
(with an additional differentiabi l ity assumption) . The case k = m = 2 is  Green's 
theorem, and k = n1 = 3 gives the so-cal led ' "di vergence theorem" of Gauss. 
The case k = 2, nz = 3 is  the one original ly discovered by Stokes. (�pivak's 
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book describes some of the historical background.) These special cases will be 
discussed further at the end of the present chapter. 

(92) 

Proof It is enough to prove that 

f dw = J w 
� a� 

for every oriented k-simplex <I> of class �" in V. For if (92) is proved and 
if 'I' = 1:<1>1 ,  then (87) and (89) imply (9 1 ). 

Fix such a <I> and put 

(93) u = [0, e 1 , . . .  , ek] . 

(94) 

(95) 

(96) 

Thus u is the oriented affine k-simplex with parameter domain Qk which 
is defined by the identity mapping. Since <I> is also defined on Qk (see 
Definition 10.30) and <I> e �", there is an open set E c Rk which contains 
Qk, and there is a �"-mapping T of E into V such that <I> = T o  u. By 
Theorems 10.25 and 10.22(c), the left side of (92) is equal to 

J dw = I (dw)r = J d(wr). 
Ta a a 

Another application of Theorem 10.25 shows, by (89), that the right side 
of (92) is 

I w = J w = I Wr · 
iJ( Ta) T(oa) oa 

Since Wr i s  a (k - I)-form in E, we see that in order to prove (92) 
we merely have to show that 

for the special simplex (93) and for every (k - 1 )-form A. of class �' in E. 

If k = 1 ,  the definition of an oriented 0-simplex shows that (94) 
merely asserts that 

1 Jo f'(u) du = f( l )  -/(0) 

for every continuously differentiable function f on [0, 1 ] , which is true 
by the fundamental theorem of calculus. 

From now on we assume that k > 1 ,  fix an integer r ( l  < r < k), 
and choose f e CC'(E). It is then enough to prove (94) for the case 

A. =f(x) dx1 A • • • A dx,_ 1  A dx,+ 1  A • · • A dxk 

since every (k - 1 )-form is a sum of these special ones, for r = 1 ,  . . . , k. 
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(97) 

(98) 

(99) 

(100) 

(101) 

( 102) 

By (85), the boundary of the simplex (93) is 

k 
au = [e 1 , . . . , ek1 + 2: < - 1) ir, 

i= 1 

where 

for i = 1 ,  . . .  , k. Put 

Note that t0 is obtained from [e1 , . . .  , ek] by r - 1 successive interchanges 
of e, and its left neighbors . Thus 

k 
au = <  - 1 )' - • ro + 2: < - 1)'r i . 

i = 1 

Each t 1  has Qk - l  as parameter domain. 
If x = t0(u) and u e Qk - l , then 

ui 
xi = 1 - (u1 + · · · + uk _ 1) 

ui- l  

( 1  < j  < r) , 
(j = r), 
(r < j  < k). 

If 1 < i < k, u e  Qk- t ,  and x = t;(u), then 

( 1 < j < i), 
U = i), 
(i < j  < k). 

For 0 < i < k, let J; be the Jacobian of the mapping 

induced by T ; . When i = 0 and when i = r, (98) and (99) show that ( 100) 
is the identity mapping. Thus J0 = 1 ,  J, = 1 .  For other i, the fact that 

x 1 = 0 in (99) shows that J1 has a row of zeros, hence Ji = 0. Thus 

(i # 0, i # r), 

by (35) and (96). Consequently, (97) gives 

f A = ( - 1)' - t f A + ( - Iyf A 
aa � � 

= ( - I y- 1 J [f(t0(u)) -/(t,(u))] du. 
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On the other hand , 

so that 

dA. = (D,.f)(x)dx,. " dx1 " • • • " dx,. _ 1 " dx,.+ 1 . A • · · " dxk 

= ( - I )" - t (D,./)(x) dx 1 " • • • " dxk 

I d). = ( - 1 )" - 1 J ( D,./)(x) dx. 
u Qk 

We evaluate ( 1 03) by fi rst integrati ng with respect to x,. ,  over the interval 

[0, 1 - (x 1 + · · · + x,._ 1  + x,.+ 1 + · · · + xk)], 

put (x1 ,  • . .  , x,._ 1 , x,. + 1 ,  • • •  , xk) = (u1 , . • . , uk _ 1 ) , and see with the aid of 
(98) that the integral over Qk i n  ( I  03) is equal to the integral over Q

k - 1 

i n  ( 1 02) . Thus (94) holds, and the proof i s  complete . 

CLOSED FOR MS AND EXACT FORMS 

10.34 Definition Let w be a k-form in  an open set E c: Rn . I f  there i s  a (k - I )
form ). in  f. such that w = d). , then w i s  -sa id to be exact in E. 

I f  w i s  of class � '  and dw = 0, then w i s  sa id to be closed. 
Theorem I 0.20(b) shows that every exact form · of class cr;· ' i s  closed . 
I n  certa in sets £, for examp1e i n  convex ones, the converse i s  t rue ; th i s  

i s  the content of Theorem I 0. 39 (usually known as Poincare's lenuna) and 
Theorem I 0.40.  However. Examples I 0. 36 and I 0. 37 wi l l  exhib i t  closed forms 
that are not exact .  

10.35 Remarks 

( 1 04) 

( 105) 

(a) Whether a given k-form w is or i s  not closed can be verified by 
simply d ifferentiati ng the coefficients in  the standard presentation of w .  
For example, a 1 - form 

n 
w = L/;(x) dxi ,  

i = 1 
with /; E �'(£) for some open set E c: Rn, i s  closed i f  and only i f  the 
equat ions 

hold for al l  i ,  j i n  { I , . . .  , n} and for al l x E £. 
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( 1 06) 

( 1 07) 

( 1 08) 

( 1 09) 

N ote that ( 1  05) i s  a "pointwise' '  cond ition ; i t  does not involve any 
global properties that depend on the shape of E. 

On the other hand, to show that w is exact in  £, one has to prove 
the existence of a form A., defined in £, such that d.A. = u) . This amounts 
to solving a system of partial differential equat ions,  not j ust local ly, but 
in all of E. For example, to show that ( 1 04) is exact i n  a set E, one has 
to find a function (or 0-form) g E ct;'(£) such that 

(Di g)(x) = /;(X) (x E £, I < i < n). 

Of cou rse, ( 1 05) is a necessary condition for the solvabi l i ty of ( 1 06) . 

(b) Let w be an exact k-form in E. Then there i s  a (k - 1 )- form A. in E 
with d.A. = w, and Stokes'  theorem asserts that 

for every k-chain \Jl of class fC" i n  E. 
I f  \11 1 and \f2 are such chains,  and if they have the same boundaries, 

it follows that 

I n  particular, the integral of an exact k-form in E is 0 oz,er every 
k-chain in E whose boundary is 0. 

As an important special case of this ,  note that integra ls  of exact 
] -forms in E are 0 over closed (d ifferentiable) curves in  £. 

(c) Let w be a closed k-form in E. Then dw = 0, and Stokes' theorem 
asserts that 

J w = J. dw = 0 
c'¥ 'I' 

for every (k + 1 )-chain \f of class ct" i n  E. 
I n  other words, integrals of closed k-forms in E are 0 over k-chains 

that are boundaries of (k + I )-chains in E. 

(d) Let \f be a (k + I )-chain in E. and let )_ be a (k - 1 )-form in  E, both 
of class �". Since d2 A. = 0, two applications of Stokes' theorem show that 

We conclude that 82 '¥ = 0. I n  other words, the boundary of a 
boundary is 0. 

See Exercise 1 6  for a more direct proof of thi s .  
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10.36 Example Let E = R2 - {0} , the plane wi th the origin removed . The 
1 -form 

x dy - y dx 
, = --=---=--x2 + y2 ( I I 0) 

is closed i n  R2 - {0} . This i s  easily verified by d ifferentiation . Fi x r > 0, and 
define 

( I l l ) y(t ) = (r cos t ,  r sin t )  (0 < t < 2rr) . 

Then y is a curve (an Horiented 1 -si mplex")  in  R2 - {0} .  Since y(O) = y(2rr), 
we have 

( I  I 2) iJy = 0. 

Direct computation sho\vs that 

( 1 1 3 ) J 17 = 2rr # 0. 
'I 

The d iscussion i n  Remarks 1 0 .35(b) and (c) shows that we can draw two 
conclusions from ( 1 1 3) :  

First, '1 is not exact in R2 - {0} , for otherwise ( 1 1 2) would force the integral 
( 1 1 3) to be 0. 

Second ly, y is not the boundary of any 2-chain in R2 - {0} (of class (6 ") , 
for otherwise the fact that 11 i s  closed wou ld force the integra l ( 1 1 3) to be 0. 

10.37 Example Let E = R 3 - {0} , 3-space with the origin removed . Define 

( 1 1 4) 
"' x dy A dz + y dz A dx + z dx 1\ dy 
� = 

(x2 + y2 + z2 )3 / 2 

where we have written (x, y, z) i n  place of (x 1 , x2 , x3 ). Differentiation shows 
that d( = 0, so that ( is a closed 2-form i n  R3 - {0} . 

Let I: be the 2-chain in  R3 - {0} that was constructed i n  Example I 0 .32 ;  
reca ll that I: is  a parametrization of the un i t  sphere i n  R3 . Using the rectangle 
D of Example 10. 32 as parameter domain ,  it is easy to compute that 

( 1 1 5) J ( = J sin u du dv = 4rr # 0. 
I D 

As in the preceding ex::tmple, we can now conclude that ( is  not exact in 
RJ - {0} (since oi: = 0, as was shown in  Example 1 0 . 32) and that the sphere I: 
i s  not the boundary of any 3-chain i n  R3 - {0} (of class �"), although oi: = 0. 

'fhe fol lowing result wi l l  be used in the proof of Theorem 1 0. 39 . 
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10.38 Theorem Suppose E is a  convex open set in Rn, fe �'(£), p is an in teger, 
1 < p  < n, and 

( 1 1 6) (p < j < n, X E £). 

Then there exists an F E �'(£) such that 

( 1 1 7) (DP F)(x) = f(x) , (p < j  < n, X E £).  

Proof Write. x = (x' ,  x P ,  x"), where 

(When p = 1 ,  x' is  absent ; when p = n, x" is absent . )  Let V be the 
set of all (x', x p) E RP 

such that (x',  x P ,  x") E E for some x". Being a 
projection of E, V is a convex open set in RP. Since E is convex and ( 1 I 6) 
holds, f(x) does not depend on x '' .  Hence there i s  a function qJ ,  with 
domain V, such that 

for all x E E. 
I f  p = 1 ,  V is  a segment in  R 1 (possibly unbounded) .  Pick c E V 

and define 

F(x) = r· q>(t )  dt 
c 

(x E £). 

I f  p > 1 ,  let U be the set of aJ I  x '  E R
P

- 1  such that (x' ,  xp) E V for 
some xP . Then U i s  a convex open set in RP - 1 � and there is a funct ion 
a. E �'( U) such that (x' ,  a.(x')) E V for every x' E U �  in  other words, the 
graph of a. l ies in  V (Exercise 29) . Define 

JXp F{x) = qJ(x', t ) dt 
a( x ' )  

In either case, F satisfies ( 1 1 7) .  

(x E £). 

(Note : Recall the usual convention that J: means - J� if  b < a.) 

10.39 Theorem If E c Rn is convex and open, if k > I ,  if w is a k-jorn1 of 
class �' in E, and if dw = 0, then there is a (k - I )-form A in E such that w = d)� . 

( 1 1 8) 

Briefly, closed forms are exact in  convex sets .  

Proof For p = 1 ,  . . .  , n, let YP denote the set of a l l  k-forms w, of class 
CC' in E, whose standard presentation 

does not i nvolve dx p +  1 ,  • • .  , dxn . I n  other words, I c { l ,  . . .  , p} if/ r(x) # 0 
for some x E £. 
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We shal l  proceed by i nduction on p. 
Assume fi rst that w e  Y1 • Then w = f(x) dx1 •  Since dw = 0, 

(Dif)(x) = 0 for 1 < j  < n,  x e £. By Theorem 10.38 there is an F e �'(£) 
such that D 1 F = f and Di F = 0 for I < j <  n. Thus 

dF = (D1 F)(x) dx1 = f(x) dx1 = w. 

N ow we take p > I and make the fol lowing induction hypothesis : 
E t'ery closed k-jor1n that belongs to Yp - t is exact in E. 

Choose w e  YP so that dw = 0. By ( 1 1 8) ,  

, 
L I (Di/1)(x) dxi " dx1 = dw = 0. I j =  1 

Consider a fl xed j, with p < j < n. Each I that occurs in  ( 1 1 8) l ies in  
{ I ,  . . .  , p} . I f  I1 , I2 are two of  these k-indices, and i f  /1 # 12 ·, then the 
(k + I )- i ndices (I1 , j) ,  (I2 , j) are d istinct .  Thus there is  no cancellat ion, 
and we concl ude from ( 1 1 9) that every coefficient in ( 1 1 8) satisfies 

(D1/1)(x) = 0 (x e £, p < j < n ) . 

We now gather those terms in  ( 1 1 8) that conta i n  dxP and rewrite w 
i n  the form 

w = a  + Lf1(x) dx 10 A dxP , 
Io 

where :y. e Yr _ 1 ,  each I 0 i s  an increasing (k - 1 )-i ndex i n  { 1 ,  . . .  , p - I } , 
and I =  (10 , p). By ( 1 20), Theorem 1 0.38 furnishes functions F1 E ct'(£) 
such that 

( p < j < n ) . 

Put 

and defi ne y = w - ( - 1 )k - 1 d[J. S ince fJ is  a (k - 1 )-form, i t  fol lows that 

p 
}' = w - L L (Di F1)(x) dx10 A dxi Io j = 1 

p - 1 
= rx - L I (Di F1)(x) dx 10 A dxi , Io j = 1 

which is  clearly in  Yp - t · Since dw = 0 and d2  f3 = 0, we have dy = 0. 
Our induction hypothesis shows therefore that y = dJ.1 for some 
(k - I )-form J1 in £. I f  A = J1 + ( - l )k -

1 
{3, we conclude that w = dA.. 

By induction, this completes the proof. 
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10.40 Theorem Fix k, I < k < n. Let E c R" be an open set in which every 
closed k-form is exact . Let T be a 1 - 1  �"-mapping of E onto an open set U c R" 
whose inverse S is also of class �". 

Then every closed k-form in U is exact in U. 
Note that every convex open set E satisfies the present hypothesis, by 

Theorem 10.39.  The relation between E and U may be expressed by saying 
that they are �" -equfvalent. 

Thus every closed form is exact in any set which is �"-equivalent to a convex 
open set. 

Proof Let w be a k-form in U, with dw = 0. By Theorem 1 0.22(c), 
wr i s  a k-form in  E for which d(wT) = 0. Hence w T  = d).. for some 
(k - I )-form A. i n  E. By Theorem I 0.23, and another application of 
Theorem 10.22(c) ,  

w = (wr)s = (d.A.)s = d() .. s) . 
Since .A.5 is a (k - I )-form i n  U, w is exact i n  U. 

10.41 Remark I n  applications, cel ls (see Definition 2. 1 7) are often more con
venient parameter domains than simplexes . I f  our whole development had 
been based on cel ls rather than s implexes , the computation that occurs in the 
proof of Stokes ' theorem would be even simpler. ( I t  i s  done that way in  Spivak's 
book.) The reason for preferring simplexes is that the definition of the boundary 
of an oriented simplex seems easier and more natural than is the case for a cel l .  
(See Exercise 1 9.) Also, the partitioning of sets into simplexes (cal led "triangu
lation' �) plays an important role in topology, and there are strong connections 
between certain aspects of topology, on the one hand , and differential forms, 
on the other. These are h inted at in Sec. 1 0. 35.  The book by Singer and Thorpe 
contains a good int roduction to this topic. 

Since every cel l can be triangulated, we may regard i t  as a chain. For 
dimension 2, this was done in Example I 0. 32 ; for dimension 3, see Exercise 1 8 . 

Poincare' s  lemma (Theorem 1 0.39) can be proved in  several ways. See, 
for example, page 94 in  Spivak's book, or page 280 in Fleming's. Two simple 
proofs for certain special cases are indicated i n  Exercises 24 and 27. 

VECTO R ANALYSIS 

We conclude this chapter with a few applications of the- preceding material to 
theorems concerning vector analysis in  R3 • These are special cases of theorems 
about differential forms, but are usually stated in  different tenninology. We 
are thus faced with the job of translating from one language to another. 
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10.42 Vector fields Let F = F1 e 1  + F2 e2 + F3 e3 be a cont inuous mapping of 
an open set E c R3 i nto R3

• Since F associates a vector to each point of £, F 
is sometimes ca l Jed a vector field ,  especia l Jy i n  physics. With every such F i s  
associated a 1 -form 

( 1 24) 

and a 2-form 

( 1 25) 

Here, and in the rest of this chapter, we use the customary n otati on (x, y, z) 
i n  p 1 ace of ( x 1 , x 2 � x 3 ) .  

I t  is clear, conversely, that every 1 - form ), in E i s  i. F for some vector field 
F in £, and that every 2-form lV i s  (JJ F for some F. I n  R3 , the st udy of 1 -forms 
and 2-forms is thus coextensive with the study of vector fields. 

I f  u E ((:; '(£) i s  a real funct ion ,  then its gradient 

Vu = (D1 u)e 1 + ( D2 u)e2 + (D3 u)e3 

is an example of a vector field i n  E. 
Suppose n ow that F i s  a vector fiel d i n  £, of class ((J ' .  I ts curl V x F i s  the 

vector field defined in  E by 

V x F = ( D2 F3 - D3 F2)e 1  + (D3 f�1 - D1 F3)e2 + (D1 F2 - D2 F1 )e3 

and its dil'ergcnce is the rea l funct ion V · F defined in  £" by 

V · F = D1 F1 + D2 F2 + D3 F3 • 

These quantities have various physica l i nterpretat ions. We refer to the 
book by 0. D. Kel logg for more deta i l s .  

Here are some relations between gradients, curls , and divergences . 

10.43 Theorem Suppose E is an open set in R3 , u E �' "(£), and G is a t�ector 
field in £, of class C". 

(a) If F = Vu, then V x F = 0. 
(b) If F = V x G, then V · F = 0. 

Furthermore, if E is rc"-equivalent to a convex set, then (a) and (b) have 
converses, in which we assume that F is a l'ector field in E, of class rc' : 

(a') lf V x F = 0, then F = Vu for some u E �"(£). 
(b') lfV · F = 0, then F = V x Gfor some vector field G in E. of class C(l". 
Proof I f  we compare the definit ions of Vu, V x F, and V · F wi th the 
different ial forms .AF  and w F  given by ( 1 24) and ( 1 25) ,  we obtain the 
following four  statements : 
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F = Vu if  and only if AF = du. 

V x F = O  if  and only i f  dAF = 0. 

F = V x G  if  and only if W F = d.Ac . 

V · F = 0 if and only if dw F = 0. 

Now if F = Vu, then .A F  = du, hence d.A F = d2u = 0 (Theorem 1 0.20), 
which means ttiat V x F = 0. Thus (a) is proved . 

As regards (a') , the hypothesis amounts to saying that d.A F = 0 in  E. 
By Theorem 1 0.40, .AF  = du for some 0-form u. Hence F = Vu. 

The proofs of (b) and (b') fol low exactly the same pattern. 

10.44 Volume elements The k-form 

dx 1 1\ • • • A dxk 

is called the volume element in  Rk. I t  is often denoted by dV (or by dVk i f  i t  
seems desirable to indicate the dimension explici tly), and the notation 

( 1 26) J f(x) dx 1 " • • • " dxk = J f dV 
� � 

is used when <I> is a positively oriented k-surface in Rk and f i s  a cont inuous 
function on the range of <I>. 

The reason for using this terminology is very simple : I f  D is a parameter 
domain  in Rk, and i f  <I> is a 1 - 1  �'-mapping of D into Rk, with posi t ive Jacobian 
J� , then the left side of ( 1 26) is • 

f f(cl>(u))Jil>(u) du = J f(x) dx, 
D �(D) 

by (35) and Theorem 1 0.9. 

I n  particular, when / =  I ,  ( 1 26) defines the volume of <1>. We already saw 
a special case of this in (36). 

The usual notation for dV2 is dA . 

10.45 Green's theorem Suppose E is an open set in R
2
, a E �'(£), fJ E �'(£), 

and Q is a closed subset of E, with positively oriented boundary oQ, as described 

in Sec. 1 0.3 1 .  Then 

( 1 27) f (a dx + p dy) = J (ap - oa) dA . 
on n ox oy 



( 1 28) 

Proof Put A. = a dx + p dy. Then 
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dJ... = (D2a.) dy " dx + (D1 {3) dx " dy 

= (D1 {3 - D2a.) dA ,  

and ( 1  27) i s  the same as 

V.'hich i s  true by Theorem I 0. 33 .  

With �(x, y) = - y  and {J(x, y) = x, ( 1 27) becomes 

! J (x dy - y dx) = A(Q), 
('\Q 

the area of n .  

With a. =  0 ,  {J = x ,  a s imi lar formula i s  obtained . Example 1 0 . 1 2(b) con
tai ns a specia l  case of this .  

10.46 Area elements in R3 Let <1> be a 2-surface in R3, of class �' ,  with pa
rameter domain D c R2 • Associate with each point (u, v) E D the vector 

( 1 29) c(y, z) o(z, x) o(x, y) 
N(u, v) = e 1 + e2 + e3 • 

c(u, r) o(u, v) c(u, v) 

The Jacobians i n  ( 1 29) correspond to the equation 

( 1 30) (x, y, z) = <l>(u, v) . 

I f f  is a cont inuous function on <I>( D) � the area integral of f over <I> is  
defined to be 

( 1 3 1 )  f fdA = f /(<l>(u, l ')) I N(u, v) I du dv. 
<P ., D  

I n  particular, when / =  1 we obta in  the area of <1>, namely, 

( 1 32) A(<l>) = J I N(u, v) I du dv. 
D 

The foi;owing discussion wi l l  show that ( 1 3 1 ) and i ts special case ( 1 32) 
are reasonable definit ions. I t  wil l  also describe the geometric features of the 
vector N.  

Write <l> = qJ 1 e 1 + qJ2 e2 + l{J3 e3 , fix a point p0 = (u0 , v0) e D, put 
N = N(p0), put 

( 1 33)  r:t. ;  = (D1 lfJi)(Po), {3 i = (D2 lfJi)(p0) (i = 1 ,  2, 3) 
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and let T E L( R2 ,  R3) be the l inear transformation given by 

3 
( 1 34) T(u, v) = L (a ; u + P; v)e ; . 

i =  1 

N ote that T = <J>'(p0) , i n  accordance with Definit ion 9. 1 1 .  
Let us now assume that the rank of T is  2 .  ( I f i t  i s  1 or 0, then N = 0, a nd 

the tangent plane mentioned below degenerates to  a l ine or to a point . )  The 
range of the affi ne mapping 

(u ,  r) � <l>(p0) + T(u, v) 

is then a plane n ,  cal led the tangent plane to  <I> at  p0 . [One would l ike to  cal l 
n the tangent plane at <l>(p0) ,  rather than at  p0 ; i f  <1> i s  not one-to-one, th i s  runs  
into difficult ies . ]  

I f  we  use ( 1 33) i n  ( 1 29), we  obtain 

( I 3 5) N = ( et. 1 fJ 3 - a 3 fJ 1 )e 1 + (a 3 P 1 - a 1 fJ 3 )e 2 + ( (1. t fi 2 - a 1 fi 1 )e 3 , 

and ( 1 34) shows that 
3 3 

( 1 36) Te 1 = ' a . e .  L I , Te1 = L /J; e; . 
i =  1 i = J 

A st r � ightforward computat ion now leads to 

( 1 37) 

l-Ienee N i s  perpendicular to n .  I t  i s  therefore ca l led the nor1na/ to <I> at Po .  
A second property of N, also verified by a di rect computat ion based o n  

( 1 35) and ( 1 36). i s  that the determinant of the l inear transformat ion o f  R 3  that  
takes {e 1 , e2 , e3 )  to  { Te1 , Te1 , N1  i s  I N  1 2 > 0 (Exercise 30) . The 3-si mplex 

( 1 38) [0, Te 1 , Te1 , N] 

i s  thus posit ice/y oriented. 
The th ird property of N that  we shal l  use is a consequence of  the  fi rst two : 

The above-ment ioned determinant ,  whose va lue is  I N 1 2 , i s  the volu tne of the 
pa ra l lelepiped with edges [0, T� 1 ] ,  [0, Te2 ], [0, N] .  By ( 1 37), [0, N] is pe rpen
dicular to the other two edges . The area o.l the paral/elogran1 with L�ertices 

( I  39) 

is there,{ore I N 1 .  
This pa ra l le logram i s  the image under T of the un it  square i n  R1 • I f  E 

i s  any rectangle i n  R1 , i t  fol lows (by the l inearity of T) that the area of  the 
para l le logram T(E) i s  

( 1 40) A (T(E)) = I N  I A(£) = J I N(u0 ,  v0) ! du dv. 
E 
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We conclude that (1 32) is correct when <D is affine. To justify the definition 
(1 32) in the general case, divide D into small rectangles, pick a point (u0 ,  v0) 
in each, and replace 4> in each rectangle by the corresponding tangent plane. 
The sum of the areas of the resulting parallelograms , obtained via (140), is then 
an approximation to A(Cl>). Finally, one can justify ( 1 3 1 ) from ( 1 32) by approxi
mating f by step functions. 

10.47 Example Let 0 < a < b be fixed. Let K be the 3-cell determined by 

0 < t < a, 

The equations 

( 141)  

0 S u < 2n, 0 S v < 2n. 

X =  t COS U 
y = (b + t sin u) cos v 

z = (b + t sin u) sin v 

describe a mapping '¥ of R3 into R3 which is 1 - 1  in the interior of K, such that 

l.J.l(K) is a solid torus. Its Jacobian is 

o(x, y, z) . J'¥ = iJ( ) = t(b + t SID U) 
t, u, v 

which is positive on K, except on the face t = 0. I f  we integrate J_, over K, we 
obtain 

as the volume of our solid torus. 
Now consider the 2-chain <D = o'¥. (See Exercise 19.) '¥ maps the faces 

u = 0 and u = 2n of K onto the same cylindrical strip, but with opposite orienta
tions. '¥ maps the faces v = 0 and v = 2n onto the same circular disc, but with 
opposite orientations . '¥ maps the face t = 0 onto a circle, which contributes 0 
to the 2-chain o'¥. (The relevant Jacobians are 0.) Thus <I> is simply the 2-surface 
obtained by setting t = a in ( 1 4 1  ) ,  with parameter domain D the square defined 
by 0 < u < 2n, 0 � v S 2n. 

According to ( 129) and ( 141), the normal to <D at (u, v) e D is thus the 
vector 

N(u, v) = a(b + a  sin u)n(u, v) 

where 

n(u, v) = (cos u)e1 + (sin u cos v)e2 + (sin u sin v)e3 • 
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Since I n(u, v) I = I ,  we have I N(u, l') I = a(b + a si n u), and if  we in tegrate t
'
h i s  

over D, ( 1 3 1  ) gives 

as the surface area of our torus. 
I f  we think of N = N(u, v) as a di rected l i ne segment , potnhng from 

<l>(u, v) to <l>(u, l') + N(u, L,), then N points outward, that i s  to say, away from 
'¥(K). This is so beea use J"' > 0 when t = a.  

For example, take u = v = n/2, t = a. This gives the la rgest val ue of z on 
'I'(K), and N = a(b + a)e3 points " 'upward" '  for this choice of (u, v).  

10.48 Integrals of 1-forms in R3 Let �'/ be a r6' '-curve in an open set E c R3, 
with parameter interval [0, I ] , let F be a vector field in  £, as in Sec . 1 0.42. and 
define ;. F by ( 1 24) . The i ntegral of  .AF  over y can be rewritten in  a certa i n \Nay 
which we now descri he . 

For any u E [0, 1 ] , 

y I ( u) = y ; ( u )e 1 + }' ; ( u )e 2 + }' � ( u )e 3 

is cal led the tangent z.:cctor to }' at u. We define t = t(u) to be the unit vector i n  
the direction of y1(u) . Thus 

y I ( ll) = I y I ( u) I t( u). 

[I f y l(u) = 0 for some u. put t(u) = e 1 ; any other choice would do ju�t a �  \Ve i l . ]  
By (35) ,  

( 1 42) 

3 1 J/F = i�t fo Fi(i•(u))y i(u) du 

1 
= J F( }'(u)) · y'(u) du 

0 1 
= f F( }'(u)) · t(u) I }' '(u) I du . 

• 0 

Theorem 6.27 makes it  reasonable to ca l l  I y1(u) I du the e/en1ent t�( arc 
length along }' · A customary notation for it is ds, and ( 1 42) i s  rewritten in the 
form 

( 143) J AF = J (F • t) ds. 
y y 

Since t is a unit tangent vector to y, F · t is ca l led the tangential con1ponent 
of F a long y. 
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The right side of ( 143) should be regarded as just an abbreviation for the 
last integral in ( 142). The point is that F i s  defined on the range of y, but t is 
defined on [0, 1 ] ;  thus F • t has to be properly interpreted. Of course, when y 
is one-to-one, then t(u) can be replaced by t(y(u)), and this difficulty disappears. 

10.49 Integrals of 2-forms in R3 
Let <D be a 2-surface in an open set E c: R3, 

of class CC', with parameter domain D c: R2• Let F be a vector field in E, and 
define roF by ( 1 25) . As in the preceding section, we shall obtain a different 
representation of the integral of roF over <D. 

By (35) and ( 1 29), 

J. wF = J. (F1 dy A dz + F2 dz A dx + F3 dx A dy) 
<P cJ) 

= J {(F1 o ell) O(y, z) + (F2 o ell) O(z, x) + (F3 o ell) O(x, y)} du dv 
D o(U, V) o(u, v) O(U, V) 

= t F(ell(u, v)) · N(u, v) du dv. 

Now let n = n(u, v) be the unit vector in the direction of N(u, v) . [If 
N(u, v) = 0 for some (u, v) e D, take n(u, v) = e1 .] Then N = I N  I n, and there
fore the last integral becomes 

t F(ell(u, v)) · n(u, v) l N(u, v) l du dv. 

By ( 1 3 1 ), we can finally write this in the form 

( 144) t WF = t (F • n) dA . 

With regard to the meaning of F · n, the remark made at the end of Sec. 10.48 
applies here as well. 

We can now state the original form of Stokes ' theorem. 

10.50 Stokes' formula IfF is a vector field of class CC' in an open set E c: R3, 
and if <D is a 2-surface of class CC" in E, then 

( 145) 

(146) 

J. (V x F) • n dA = J (F • t) ds. 
e�» ae�» 

Proof Put H = V x F. Then, as in the proof of Theorem 10.43, we have 

Wa = dA_F · 
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Hence 

J (V x F) • n dA = J (H • n) dA = J co8 
• • • 

Here we used the definition of H, then ( 144) with H in place of F, 
then ( 1 46), then-the main step-Theorem 1 0.33, and fi nally ( 1 43), 
extended in the obvious way from curves to 1 -chains. 

10.51 The divergence theorem If F  is a vector field of class fC' in an open set 
E c R3, and if !l is a closed subset of E with positively oriented boundary c!l 
(as described in Sec. 10. 3 1 )  then 

( 1 47) f (V • F) dV = f (F • n) dA . 
n M 

Proof By ( 1 25), 

Hence 

dw, = (V · F) dx A dy " dz = (V · F) dV. 

f (V · F) dV = f dw, = f w , = f (F • n) dA, 
n n rn en 

by Theorem 1 0.33, applied to the 2-form w , ,  and ( 1 44). 

EXERCISES 

1 .  Let H be a cornpact convex set in R", with nonen1pty interior. Let IE f{;(H), put 

l(x) = 0 i n  the cornplement of H, and define J, f as in Definit ion 1 0.3 .  

Prove that J, I i s  independent of the order in  which the k integrations are 

carried out .  

Hint : .A.pproxi lnate I by funct ions that are cont inuous on R "  and whose 

su pports are in II, as was done in Example 1 0.4. 

2. For i = I ,  2, 3, . . . , Jet rp, E 0( R 1 )  have support in (2 - ' , 2 1 - '), such that Jrp, = 1 .  

Pu t 00 
l(x, y) = L [cp;(x) - rp; + l(x )]cp,(y) I =  1 

Then 1 has con1pact support in R2, f is continuous except at (0, 0), and 

Jd.v Jt<x, y) dx = 0 but J dx Jt(x, y) dy = I . 

O bserve t h at  I ic;  unbounded i n  every neighborhood of (0, 0). 
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3. (a) I f F is as in  Theorem 1 0.7, put A =  F'(O), F,(x) = A  - 1 F(x). Then Fao) == I. 
Show that 

in son1e neighborhood of 0, for certain prin1 i t ive n1appings G , ,  . . .  , Gn . This 

gives another version of Theorem I 0. 7 :  

F(x) = F'(O)Gn o Gn - •  o • • • o G t (x) .  

(b) Prove that the n1apping (x,  y) -> (y, x) of R 2 onto R2 is not the con1pos it ion 

of any two pri lnit ive n1appi ngs, in any neighborhood of the origin .  (This shows 

that the fl ips B, cannot be on1it ted from the statemen t of Theorc1n 1 0. 7 . )  

4 .  For (x, y) e R 2, define 

F(x, y) = (ex cos y - 1 ,  ex sin y). 

Prove that F =---= G 2 o G � , where 

G t (X, y) = (ex COS y - I ,  y) 
Gz(u, v) = (u, ( I  t u) tan v) 

are pri rnit ive in sorne neighborhood of (0, 0) . 

Cornpute the Jacobians of G � ,  G z , F at (0, 0) .  Defi ne 

H2(x, y) = (x, ex sin y) 
and find 

H, (u, t•) = (h(u, v), v) 

so that F = H. o H 2 is some neighborhood of (0, 0). 

S. Forrnulate and prove an analogue of Theoren1 I 0.8, in wh ich K is a compact 

subset of an arbi trary n1et ric space. ( Replace the funct ions rp; that occur in the 

proof of Thcore rn I 0.8 by funct ions of the type constructed i n  Exercise 22 of 

Chap. 4 . )  

6 .  Strengthen the conclusion of Theorern 1 0.8 by show ing that the funct ions � ;  can 

be made d ifferent iable, and even infinitely differentiable. ( Use Exercise I of 

Chap. 8 in the construct ion of the aux i l iary funct ions cp; . ) 
7. (a ) Show that the simplex Q" is the sn1al lest convex subset of Rk that contains 

0, e • ·  . . .  , e, . 
(b) Show that affine n1appings take convex sets to con,·cx sets . 

8.  Let H be the parallelogram in R 2 w·hose vert ices are ( 1 ,  1 ) ,  ( 3 , 2 ), (4, 5 ) , (2, 4). 

Find the affine n1ap T wh ich sends (0, 0) to ( I ,  I ), ( I ,  0) to ( 3 ,  2) .  ( 0, I )  to ( 2, 4).  

Show that J r = 5 .  Use T to convert the integral 

to an in tegral over 1 2 and thus compute oc .  
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9. Define (x, y) = T(r, 8) on the rectangle 

0 < r  < a, 

by the equat ions 

x = r cos 8, y = r sin 8. 

Show that T maps this rectangle onto the closed disc D with center a t  (0, 0) and 

radius a, that T is one-to-one in the interior of the rectangle, and that JT(r, 0) ==- r. 

I f  I e (C(D), prove the formula for integration in polar coord inates : 

t /(x, y) dx dy = I:  r· f< T(r, 8))r dr d8. 

Hint: Let Do be the interior of D, minus the interval from (0, 0) to (0, a). 
As i t  stands, Theorem 1 0.9 appl ies to continuous funct ions I whose support l ies in 

Do . To remove this restrict ion, proceed as in Exarnple I 0.4. 

10. Let a ->- oo in Exercise 9 and prove that 

I f(x, y) dx dy = r r· f< T(r, 8) )r dr dB, 
R 2 0 0 

for cont inuous funct ions I that decrease suffil:iently rapidly as I x I -� I y I -'). x .  
(find a more precise fonnulation . )  Apply th is to 

l(x, y) =-= exp ( - x 2 - .v 2) 

to derive formula ( 1 0 1 ) of Chap . 8. 
1 1 .  Define (u, v) = T(s, f )  on the strip 

0 < s <: x ,  0 < 1 <� 1  

by c;ett ing u = s -- l·t, v = st. Sho'A' that T is a 1 - 1  mapping of the strip onto the 

posit ive quadrant Q in R2 . Show that JT(s, f ) = s. 
For x > 0, y :--::· 0, integrate 

over Q, use Theorem 1 0 .9 to convert the integral to one over the st rip, and derive 

forn1ula (96) of C'hap. 8 in  th is way. 

( For th is application, Theorem 1 0.9 has to be extended so as to cover certain 

improper i ntegrals. Provide this extension. )  
12. Let I "  be the set of  al l u = (u" . . .  , u") e R" with 0 s u ,  � I for al l  i ;  let Q" be the 

set of all  x ==-= (x. , . . .  , x,J E R" with x, > 0, �x, < l . (1" is the unit cube ; Q" is 
the standard simplex in  R11 . ) Define x -= T(u) by 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
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Show that 
k k 

L: x, = 1 - n ( 1  - u,). 1 = 1  1 = 1  

Show that T maps Jk onto Qt, that T is 1 - 1  in  the interior of I", and that its 
inverse S is defined in  the interior of Qt by u 1 = x 1 and 

x, 
u , = ---------------1 - x1 - · · · - x, _ 1 

for I =  2,  . . . , k .  Show that 

JT(u) = ( 1 - u i )t - 1 ( 1 - u2)" - 2  · · · ( 1 - U�c - d, 
and 

13. Let r. , . . . , rt be nonnegative i ntegers, and prove that 

r 1  r t d  1 •  k •  J r ' · · · r ' 
X t  . . . Xt X = -------

Q t ( k + r 1 + · · · + r t) ! 

Hint: Use Exercise 1 2, Theorems 1 0 .9 and 8 .20. 
Note that the special case r1 = · · · = rt = 0 shows that the volume of Qt 

is 1 /k ! . 
14. Prove formula (46) . 

15. If w and A are k- and nz-forms, respectively, prove that 

16. I f  k > 2 and a = [Po , Ph . . .  , ,Pt] is an oriented affine k-simplex, prove that 82a = 0, 
directly from the defini tion of the boundary operator 8. Deduce fron1 this that 
82o/ = 0 for every chain 'Y. 

Hint: For orientat ion, do it first for k = 2, k = 3 .  I n  general , if i <j, let ulJ 
be the (k - 2)-s implex obtained by deleting p, and p1 from a. Show that each a,1 
occurs twice in o2a, with opposi te sign . 

17. Put J2 = -r1 + -r2 , where 

Explain why it  is reasonable to call J2 the positively oriented unit square in R -:. .  
Show that oJ2 is the sum of 4 oriented affine 1 -simplexes . Find these. What is 
8(-r 1 - 7"2) ? 

18. Consider the oriented affine 3-simplex 

in R3 • Show that a1 (regarded as a linear transformation) has determinant 1 .  
Thus u1 is positively oriented. 
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Let a2 , I .  I , a6 be five other oriented 3-simplexes, obtained as follows : 

There are five permutations (i1 , i2 , i3) of (1 , 2, 3), distinct from (l , 2, 3).  Associate 

with each (i� , i2 , i3) the simplex 

where s is the sign that occurs in the definition of the determinant. (This is how 'T 2 

was obtained from 'T 1 in Exercise 17 .) 

Show that a2 , . . .  , a6 are positively oriented. 

Put J3 = a1 + · · · + a6 . Then J3 may be called the positively oriented unit 
cube in R3•  

Show that BJ3 is the sum of 1 2  oriented affine 2-simplexes. (These 1 2  tri

angles cover the surface of the unit cube /3 .) 

Show that x = (x� ,  x2, X3) is in the range of a1 if and only if 0 =::;: X3 =::;: x2 
� X1 � 1 .  

Show that the ranges of a1 , • • •  , a 6 have disjoint interiors, and that their 

unic•n covers /3• (Compare with Exercise 1 3 ; note that 3 !  = 6.) 

19. Let J2 and J3 be as in Exercise 1 7  and 1 8 . Define 

Bot(U, v) = (0, u, v), 

Bo2(u, v) = (u, 0, v), 

Bo 3(u, v) = (u, v, 0), 

These are affine, and map R2 into R3•  

B1 1(u, v) = ( 1 ,  u, v), 

B1 2(u, v) = (u, 1 ,  v), 

Bt J (u, v) = (u, v, 1 ). 

Put f3, , = B,,(J2), for r = 0, 1 ,  i = 1 ,  2, 3 .  Each fJ,, is an affine-oriented 

2-chain. (See Sec. 10.30�) Verify that 

in agreement with Exercise 1 8 . 

20. State conditions under which the formula 

J f dw = J /w - J (df) ;\ w 
• S.IP 4P 

is valid, and show that it generalizes the formula for integration by parts. 
Hint: d(fw) = (df) 1\ w +I dw. 

21. As in Example 10.36, consider the 1-form 

in R2 - {0}. 

x dy - y dx 
'fJ = x2 + y2 

(a) Carry out the computation that leads to formula (1 1 3), and prove that d1J = 0. 

(b) Let y(t) = (r cos t, r sin t),  for some r > 0, and let r be a �n-curve in R2 - {0}, 
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with parameter interval [0, 2TT ), with r(O) = r(2TT ), SUCh that the intervals ( y(t ), 
r(t )] do not contain 0 for any t e [0, 2TT ] .  Prove that 

t '1J = 21T, 

Hint: For 0 < t < 2TT, 0 < u < 1 ,  define 

�(t, u) = ( 1 - u) r(t ) + uy(t ). 

Then <I> is a 2-surface in  R 2  - {0} whose parameter domain is the indicated rect
angle. Because of cancel lations (as in Example 1 0.32), 

c<I> = r - y. 

Use Stokes' theorem to deduce that 

because dTJ = 0. 

(c) Take r( t )  = (a cos t, b sin t) where a > 0, b > 0 are fixed . Use part (b) to 
show that 

(d) Show that 

f 2 n ab 
-2--2--b-2-. -2- dt = 2TT • 
a cos t + s1n t 0 

'1J = d(arc tan �) 
in any convex open set in  which x =I= 0, and that 

in any convex open set in which y =J= 0. 

Explain why this j ust ifies the notat ion TJ = dB, in spite of the fact that YJ i s  
not exact in R 2  - {0} . 

(e) Show that (b) can be derived from (d).  

(f) If  r is  any closed %'-curve in R 2 - {0} , provt that 

L L '1J = Ind(I'). 

(See Exercise 23 of Chap. 8 for the defini t i on of the index of a curve. ) 
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22. As in Example 1 0.37, define ' in R 3 - {0} by 

' = 
x dy 1\ dz + y dz 1\ dx + z dx 1\ dy 

, 3  

where r = (x2 + y2 + z2 ) 1 1 2 , let D be the rectangle given by 0 < u < TT, 0 < v < 2TT, 

and let :E be the 2-surface i n  R 3, with parameter don1a i n  D, given by 

. 
X =  Sin U COS V, 

(a) Prove that d' = 0 i n  R3 - {0} . 

. . 
y = Sin u s1n l', Z = COS II. 

(b) Let S denote the restrict ion of � to a parameter don1a in E c D. Prove that 

I ' = J s in  11 d11 dr = A(S), 
S E 

where A denotes area, as in  Sec. 1 0.43 . N ote that th is contains ( 1 1 5 ) as a spec ial 
case. 

(c) Suppose g, h. , h2 , h3 , are �"-funct ions on [0, 1 ] , g > 0. Let (x, y, z) = Cl>(s, t )  
define a 2-surface <1>, with parameter domain /2, by 

x = g(t )h . (s), 

Prove that 

I ' =  o. oD 
directly from (35). 

Note the shape of the range of <I> :  For fi xed s, <l>(s, t )  runs over an in terva l 
on a l ine through 0. The range of ci> thus l ies i n  a "cone " '  with vertex at the origi n .  

(d) Let E be a closed rectangle in D, \V i th edges paral lel to  those of D. Suppose 
f E <'C"( D), / >  0. Let n be the 2-surface with  pararncter donlain £, defined by 

!l(u, r) = f(u, v) � (u, v) . 
Define S as in (b) and prove that 

(Since S is the "radial project ion" of n into the unit  sphere, th is result n1akes i t  
reasonable to call J n' the usol id angle" subtended by the range of !l  at the origin . )  

Hint: Consider the 3-surface \1 ' given by 

"'I' ( t , li' v) = [ 1 - I + , f ( ll, v ) 1 L ( II' v ), 
where (u, v) e £, 0 < t < 1 .  For fi xed v, the n1apping ( t , u )  � "'l' (t, u, v) is a 2-sur-
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face � to which {c) can be applied to show that J «P' = 0. The same thing holds 
when u is fixed. By (a) and Stokes' theorem, 

(e) Put ,\ =  - (z/r)TJ, where 

x dy -y dx 
'TJ = 

x2 + y2 ' 

as in Exercise 21 . Then ,\ is a 1 -form in the open set V c: R3 in which x2 + y2 > 0. 
Show that ' is exact in V by showing that 

' = d,\. 

{/) Derive (d) from (e), without using (c). 

Hint.· To begin with, assume 0 < u < 7r on E. By (e), 

and 

Show that the two integrals of ,\ are equal , by using part (d) of Exercise 21 , and by 
noting that z/r is the same at �(u, v) as at Q(u, v). 

(g) Is ' exact in the complement of every line through the origin ? 
23. Fix n. Define r" = (x� + · · · + x�) l 12 for 1 < k < n, let E" be the set of all x e R" 

at which r" > 0, and let w" be the (k - 1 )-form defined in E" by 
k 

w" = (r") - " L ( - 1 ) '  - 1 x t dx 1 A · · · A dx t - 1 A dx,  + 1 A · · · A dx k • 
t = l  

Note that w 2  = TJ, w3 = ,, in the terminology of Exercises 21 and 22 . Note 
also that 

E1 c: E2 c: · · · c: E, = R" - {0}. 

(a) Prove that dwk = 0 in E" . 
(b) For k = 2, . . .  , n, prove that w" is exact in E" - I t by showing that 

Wk = d(fkwk - t) = (df',.) 1\ Wk - I t 
where /"(x) = ( - 1 )" gk(xkfr") and 

and 

Ok(t) = r (l  - s2) <" - 3 )' 2 ds 
- 1  

Hint.· !" satisfies the differential equations 

x · (Vf"){x) = 0 

(- 1 < t < 1 ). 
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(c) Is w, exact in En ? 

(d) Note that (b) is a general ization of part (e) of Exercise 22. Try to extend some 

of the other assertions of Exercises 2 1  and 22 to w " , for arbitrary n. 

24. Let w = �ai(x) dx , be a 1 -form of class �, in  a convex open set E c R". Assume 

dw = 0 and prove that w is  exact in  E, by complet ing the fol lowing outl ine : 

Fix p e E. Define 

f(x) = J w 
[P,X) 

(x e E). 

Apply Stokes' theorem to affine-oriented 2-s implexes [p, x, y] i n  E. Deduce that 

, f 1 f(y) - /(x) = ,� (y, - x,) 0 a,(( l - t )x + ty) dt 

for x e E, y e E. Hence (D,f)(x) = a,(x). 

25 . Assume that w is a 1 -form in an open set E c R" such that 

f w = O 01 ,  

for every closed curve y in E, of class �'. Prove that w is exact in  £, by imi tating 

part of the argument sketched i n  Exercise 24. 

26. Assume w is a 1 -form in  R3 - {0}, of class C6 '  and dw = 0 . Prove that w is exact in  

R3 - {0} . 

Hint : Every closed cont inuously differentiable curve i n  R 3  - {0} is the 

boundary of a 2-surface in  R3  - {0} . Apply Stokes' t heorem and Exercise 25. 

27. Let E be an open 3-cell in  R 3 , wi th  edges paral lel to the coordinate axes . Suppose 

(a, b, c) e E, f, e �'(E.) for i =  1 ,  2 ,  3 ,  

w = f 1 dy 1\ dz + !2 dz /, dx + /3 dx 1\ dy, 

and assume t hat dw = 0 i n  E. Define 

where 

,.\ = g 1 dx + g 2 dy 

% y 
g , (x, y, z) = J f,(x, y, s) ds - J /J(x, t ,  c) dt 

c b 
% 

g ix, y, z) = - J f, (x, y, s) ds, 
c 

for (x. y, z) E £. Prove that d,.\ = w i n  £. 

Eva l uate these integrals when w = ' and t hus find the form ,.\ t hat occurs in  

part (e) of  Exercise 22. 
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28. Fix b > a > 0, define 

tl>(r, 8) = (r cos 8, r sin 8) 

for a �  r < b, 0 < 8 < 21r. {The range of cJ> is an annulus in R2 .) Put w = x3 dy, 
and compute both 

and 

to verify that they are equal . 
29. Prove the existence of a function � with the properties needed in the proof of 

Theorem 1 0.38, and prove that the resulting function F is of class rt'. (Both 
assertions become trivial if E is an open cell or an open ball ,  since � can then be 
taken to be a constant . Refer to Theorem 9 .42.) 

30. If N is the vector given by (1 35), prove that 

Also, verify Eq. ( 1 37). 
31 . Let E c R3 be open, suppose g e rt"(E), h e  CC"(E), and consider the vector field 

F = g  V h. 
{a) Prove that 

V · F = g V 2 h + (V g) · (V h) 

where V'2h = V · (Vh) = "Zo2hfoxf is the so .. called "Laplacian" of h. 

(b) If n is a closed subset of E with positively oriented boundary 80 (as in 
Theorem 10.5 1 ), prove that 

f [g V2h + (Vg) I (Vh)]dV = f g�dA 
n m n 

where (as is customary) we have written ohfon in place of (Vh) · n. (Thus ohfon 

is the directional derivative of h in the direction of the outward normal to an, the 
so-called normal derivative of h.) Interchange g and h, subtract the resulting 
formula from the first one, to obtain 

t (g 'il2h - h 'il2g) dV = t (u� - h�) dA.  

These two formulas are usually called Green's identities. 

(c) Assume that h is harmonic in E; this means that V2h = 0. Take g = l and con
clude that 

J oh 
- dA = 0. 

�0 on 
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Take g = h, and conclude that h = 0 in  n i f  h = 0 on e-n. 

(d) Show that Green's identit ies are also val id in R 2 • 

32. Fix 8, 0 < 8 < 1 .  Let D be t he set of a l l  (8, t )  E R 2 such that 0 < 8 < TT, - 8  � 1 < 8. 
Let <I> be t he 2-surface in  R3,  with parameter domain D, given by 

x = ( l - t s in 8) cos 28 
y = ( 1 - 1 s in 8) s in 28 
z = 1 cos 0 

where (x, y, z) = <1>(8, 1 ). Note that <I>(TT, 1 )  = <1>(0, - 1 ), and that ct> is one-to-one 

on the rest of D. 
The range M = <I>( D) of <I> is known as a Mobius band. I t  is t he s implest 

example of a nonorientable su rface . 

Prove the various assertions made in  t he fol lowing descript ion : Put 

Pt = (0, - 8), P 2 = (7T, - 8), PJ  = (7T, 8), P4 --= (0, 8), Ps  = P • · Put y; = [p; , p; + I ] ,  
i =  1 ,  . . .  , 4, and put r, = <I> o Yi · Then 

Put a = ( 1 , 0, - 8), b = ( 1 , 0, 8) . Then 

<l>(p i ) = <I>(pJ) = a, 

and 8<1> can be described as fol lows . 

r 1 spirals up from a to b ;  i ts projection into t he (x, y)-plane has winding 

number + 1 around the origin .  (See Exercise 23 ,  Chap.  8 .)  

r 2 = [b, a] . 
rJ spirals up from a to b ;  i t s projection into the (x, y) plane has winding 

number - 1  around the origin .  
r4 = [b, a] . 
Thus o<I> = r1 + rJ  + 2r 2 . 

If  we go from a to b along r 1 and cont inue along the "edge" of M unt il we 

return to a, the curve traced out is 

which may also be represented on the parameter interval [0, 27T] by t he equations 

x = ( 1  + 8 sin 8) cos 28 

y = ( 1 + 8 sin 8) sin 28 
z = - 8 cos 8. 

It  should be emphasized that r =F o<l> : Let TJ be the 1 -form discussed in 

Exercises 2 1  and 22. S ince dTJ = 0, Stokes' theorem shows that 

f '1J = 0. 
M 
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But a l though r is t he "geon1etric" boundary of M, we have 

I 1J = 41T. 
r 

I n  order to avoid th is poss ible source of confusion, Stokes' formula (Theorem 

1 0. 50) is frequently stated only for orientable surfaces <I>. 



1 1  
THE LEBESGUE TH EORY 

I t  is  the purpose of  th i s  chapter to present  the fundamenta l  concepts of  the 
Lebesgue theory of measure a nd i ntegrat ion and to prove some of the cruc ia l  
theorems in  a rather genera l set t ing,  wi thout obscuri ng the ma in  l i nes of  the 
development by a mass of comparat ively tr iv ia l  deta i l .  Therefore proofs are 
only sketched i n  some cases ,  and some of the eas ier proposit i ons are stated 
wi thout proof. H owever, the reader who has become fami l iar w i t h  the tech
n iques used i n  t he precedi ng chapters wi l l  certa i n ly find no d ifficul ty in supply
i ng the miss ing  steps . 

The theory of the Lebesgue i ntegral can be developed i n  severa l d i st i nct 
ways. Only one of these methods w i l l  be d iscussed here .  For a l ternat ive 
procedures we refer to the more specia l i zed t reat i ses on i n tegrat ion l i s ted i n  
the Bibl iography. 

SET FUNCTIONS 
I f  A and B a re any two sets, we wri te A - B for t he set of  a l l elements x such 
that x E A ,  x ¢ B. The notat ion A - B does not imply that B c A . We denote 
the empty set by 0,  and say that  A and B are d i sjo i nt if A n B = 0. 
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1 1 . 1  Definition A family 91 of sets i s  called a ring if A e rJl and B e  ':Jl impl ies 

( 1 )  

(2) 

A u  B E �' A - B E  31. 

Since A n B = A - (A - B), we also have A n B e �  if � i s  a r ing. 
A ring � i s  called a a-ring if 

whenever An e 91 (n = I ,  2, 3 ,  . . . ) .  S ince 

00 00 
n An = A t - U (A 1 - An), 

n = l n = l 

we aJso have 

if � is a a-ri ng. 

1 1 .2 Definition We say that 4> is a set funct ion defined on 91 if 4> assigns to 
every A e .JII a. number l/>(A ) of the ex tended real n umber system.  4> is additive 
if A n B = 0 impl ies 

(3) l/>(A u B) = l/>(A ) + l/>(B), 

and 4> i s  count ably additire if A ;  n A i = 0 (i -:/: }) impl ies 

(4) 

We shal l  always assume that the range of 4> does not conta i n  both + oo 
and - oo ;  for if i t  did,  the r ight s ide of (3) could become meaningless. Also, 
we exclude set funct ions whose only value is + oo or - oo .  

I t  is i nterest ing to note that t he left s ide of ( 4) i s  independent of the order 
i n  wh ich the An , s are arranged . Hence the rearrangement theorem shows that 
the right side of ( 4) converges absolutely if it converges at a l l ; if i t  does not 
converge , t he pa rt ial sums tend to + oo ,  or to - oo .  

(5) 

(6) 

If 4> is addit ive, t he fol lowing propert ies are easi ly verified : 

¢(0) = 0. 

¢(A 1 u · · · uAn) = l/>(A 1 )  + · · · + ¢(A") 

if A i n A i = 0 whenever i -:/: }. 
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(7) 

(8) 

cf>(A 1 u A 2 ) + c/>(A 1 n A 2 ) = l/>(A 1 ) + </>(A 2 ) . 

If cf>(A ) > 0 for a l l  A ,  and A 1 c A 2 ,  then 

c/>(A 1 ) < c/>(A 2) . 
Because of (8) ,  non negat i ve add i t ive set fu nct ions a re often ca l 1cd 

monoton ic. 

(9) </>(A - B) = l/J(A ) - cf>(B) 

if B e A ,  and j (¢B) I < + oo .  

1 1 .3 Theorem Suppose cf> is countably addit ire on a ring Jf .  Suppose A n  E :Jf 
(n = 1 , 2 , 3 ,  . . . ) ,  A 1 c A2 c A3 c · · · , A  E :f/1, and 

00 
A =  U A,. . 

n =  1 
Then, as n ----+ Cf.J , 

cf>( A,.) ----+ cf>( A) . 

(n = 2 , 3 ,  . . .  ) . 
Then B;  n Bj = 0 for i =I= }, A ,. = B1 u · · · u B,. , and A =  U B,. .  Hence 

n 
cf>(A,.) = L cf>(B;) 

j = 1 
and 

00 
cf>(A ) = L <f>(B;) . 

i = 1 

C O N ST R U C T I O N  O F  T H E  L E B E S G U E  M E A S U R E 

1 1 .4 Definition Let RP denote p-d i mens ional  eucl idean space . By a n  interral 
i n  RP we mean the set of points x = (x1 , • . .  , xp) such that 

( 1 0) Q ·  < X · <  b .  I - I - I (i = 1 '  . . . ' p),  

or the set of po i nts wh ich is characterized by ( I  0) w i th any or a l l  of the < 
s igns replaced by < . The poss ib i l i ty that a ; = h i  for any va l ue of i i s  not ru led 
out ; in  part icular, t he empty set i s  included among the interva ls .  
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If A i s  t he un ion of a fin i te number of i ntervals ,  A is said to be an e/emen
larr set. " 

If I i s  an  interval , we defi ne 

p 
nz(J) = n (bi - a j) , 

i = 1 
no matter whether equal i ty i s  incl uded or excluded i n  any of the i nequal i t ies ( 1 0) .  

( I I )  

If A = /1 u · · · u In , and if these intervals are pai rwise disjoint ,  we set 

nz(A) = rn(/1 ) + · · · + nz(ln). 

We let 6 denote the fa rn i ly  of a l l  eletnentary subsets of RP. 
At t h is point ,  t he fol lowing propert ies should be verified : 

( 1 2 ) o i s  a ring. but not a er-ring. 
( 1 3 ) If A E 6', t hen A i s  t he un ion of a fin i te number of disjoint interval s .  
( 1 4) If  A e o�, tn(A ) i s  wel l  defined by ( I I ) ;  that i s .  i f  two different decompo-

s i t ions of A in to disjoint intervals are used , t!ach gives rise to the same 
value of nz(A ) .  

( 1 5 ) nz i s  addit ive on o. 
Note that i f  p = I ,  2. 3 ,  t hen nz i �  length ,  area , and vol ume, respectively. 

1 1 .5 Definition A nonnegat ive add i t ive set funct ion 4> defined on G is sa id to 
be regular if the fo l lo\v ing is  true : To every A E & and to every e > 0 there 
cx i� t  se ts F e 6 .  C E 6 such t hat F i s  closed , G i s  open , F c A c G, and 

( 1 6) ¢(G) - e < c/>(A) < cf>(F) + c . 

1 1 .6 Examples 

(a) The set function nz is regular. 
I f  A i s  an interva l ,  i t  is triv ial that t he requi rements of Definit ion 

1 1 . 5 are sat i sfied . The general  case fol lows from ( 1 3). 
(b) Take RP = R1 • and let rx be a monoton ical ly increas ing func
t ion , defined for a l l  real x. Put 

Jl( [a, h)) = cx(b -)  - �(a - ) ,  

Jl( [a, b]) = cx(b + ) - ex( a - ), 

Jl((a, b]) = cx(b + )  - �(a + ), 

Jl((a, b)) = cx(b - ) - ct(a + ). 

1-Iere [a , h) is the set a < x < b, etc. Because of the poss ible discon
t inu i t ies of ct, these cases have to be d ist i ngu ished . If Jl is defined for 
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elementary sets as in ( 1 1 ), J1. i s  regular on � .  The proof is jus t  l ike that 
of (a) . 

Our next object ive is to show that every regular set function on 6 can be 
extended to a countably additive set function on a a-ring which contai ns d. 

11.7 Definition Let J1. be additive, regular, nonnegat ive,  and fin i te on & . 
Consider countable coverings of any set E c RP by open elementary sets An : 

Define 
00 

( 1 7) JJ,*(£) = inf L Jl(An) ,  
n = 1 

the inf being taken over a l l  countable coverings of E by open elementary sets. 
p,*(E) is cal led the outer measure of £, corresponding to Jl . 

It is clear that Jl*(E) > 0 for al l  E and that 

( 1 8) 

11.8 Theorem 

( 1 9) 

(a) For every A E e' J1 *(A ) = J1(A ). 
00 

(b) If E = U En , then 
1 

oc 
J1* (E ) < L Jl*(E") .  

n = l  

Note that (a) asserts that 11* is an extension of J1 from o to the fam i ly of 
all subsets of RP. The property ( 1 9) is cal led subadditivity. 

(20) 

Proof Choose A e iff and e > 0. 

The regulari ty of J1 shows that A is contained in an open elementary 
set G such that J1(G) < J1(A ) + e . Since J1 *(A) < Jl(G) and si nce e was 
arbitrary, we have 

p*(A )  < p(A) . 
The definit ion of p* shows that there is a sequence {A "} of open 

elementary se ts whose union contains A ,  such that 

00 
L p(An) < p*(A ) + e .  

n= l  



(2 1 )  
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The regu larity of Jl shows that A contai n s  a closed elementary set F such 
that Jl(F) > Jl(A) - c ;  and s ince F is compact ,  we have 

F c A J  u . . . u AN  

for some N. He nce 
N 

Jl(A )  < Jl(F) + c; < Jl(A 1 u · · · u A,J + c; < L Jl(An ) + e < J l*(A ) + 2e. 
1 

I n  conj u nct ion with (20), th is  proves (a). 
Next,  suppose E = UEn . and assume that Jl *(E") < + oo for al l  n.  

G iven r, > 0, there are coverings {Ank) , k = I .  2. 3, . . . , of 1:..-n by open 
elementa ry se ts  such that 

Then 

00 
L Jl(A nk) < Jl *(£,.) + 2 - " f. . 

k =- 1 

00 00 00 
Jl * ( /:..' )  < L L Jl (A niJ < L J l * ( f:�" ) + f. , rr = l k = l  rr = t  

a nd ( 1 9) fo l lov.'s .  I n  t he excl uded case, i . e . .  i f  JL * ( £,.) = + oo for some n, 
( 1 9) is  of cou rse t r iv i a l . 

1 1 .9 Definition For any A c RP, B c RP, \\'e defi ne 

(22)  S( A .  B) =  (A - B) u ( 8 - A ) . 

(23)  d(A . B) = Jl *(S(A . B) ) .  

W e  �·r i te A n  __.. A i f  

I i In d( A . A n )  = 0. 

I f  t here i s  a seque nce {An1 of e le rnentary set s  �uch t hat  A ,. --+ A .  we say 
that  A is jinite(l ' Jl -lneasurahle and wri te A E �.ll r(J l ) .  

I f  A i s  t he u n ion  of  a cou ntable col lect ion  of  fi n i te ly Jl -nlea s u ra ble sets ,  
we say t hat A is  Jl-IHeasurahle and write A E �.ll ( Jl ) .  

S( A ,  B)  i s  t he 50-ca l led · · sym n1et r ic d i fference· · of A a nd B. W e  sha l l  see 
that  d( A .  B)  i s  essent ia l ly a d istance funct ion . 

The fol lowi ng theoren1 w i l l  enable us  to obta i n  the des i red extens ion of Jl . 

1 1 . 1 0  Theorem �.ll( Jl)  is a a-ring, and Jl * is countahly additire on �lJl ( J L ) .  

Before v.·e t u rn to  the proof of  t h i s  theoren1 .  we deve lop some of t he 
propert ies of S(A ,  B) and d( A ,  B). We have 
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(24) 

(25) 

(26) 

S(A . B) = S(B, A),  S(A ,  A ) = 0. 

S(A , B) c S(A , C) u S(C, B). 

S(A 1  u A 2 , B1 \..) 82) 
S(A 1 n A 2 , B1 n B2) c S(A 1 ,  B1 ) u S(A 2 , B2) . 
S(A 1 - A 2 , B1 - B2) 

(24) is  clear, and (25) fol lo\\'S from 

(A - B) c (A - C) u ( C - B), (B - A )  c (C - A)  u ( 8 - C) . 

The first formula of (26) is obtained from 

(A 1 u A 2) - (B1 u B2) c (A 1  - B1 ) u (A 2 - B2 ) .  

Next , writ ing Ec for the com plement of E, v.'e have 

S(A 1 n A 2 , B1 n B2) = S(A� u A2 , Bf u B2) 

c S(A� ,  Bf)  u S(A� . B2 ) = S(A 1 •  B1 ) u S( A 2 ,  B2 ) :  

and the last formula of ( 26) i s  obtained if \\·e note that 

(27) 

(28 ) 

(29) 

A 1 - A 2 = A 1 n A2 .  

By (23), ( 1 9) ,  and ( 1 8) , these propert ies of S(A , B) imply 

d(A , B) = d(B, A ) . d(A , A ) = 0, 

d(A ,  B) < d(A ,  C) + d(C. B), 

d( A 1 u A 2 , B 1 u B 2) 
d( A 1 n A 2 • B 1 n B 2 ) < d( A 1 , B 1 ) + d( A 2 • B 2 ) . 
d( A 1 - A 2 , B 1 - B 2 )  

The relat ions (27) and (28)  show t hat d(A ,  B) sat i sfies t he require rnent� 
of Defin i t ion 2. 1 5 , except that d(A ,  B) = 0 does not imply A = B. For i n s tance, 
if Jl = n1.  A is countable. and B is empty. \Ve have 

d(A , B) = 1n*(A ) = 0 ;  

to see th is ,  cover the nth poi n t  of A by an interval /" such that 

111(/n) < 2 - "t: .  
But if  we define two �et � A and B to  be equivalent , provided 

d(A , B) =  0. 

we div ide the subsets of RP i n to equi va lence classes , and d(A , B) makes the set 
of these equ ivalence classes into a met ric space. �.ll 1  ( ll )  is then obta i ned a� t h e 
closure of o' . This  i n terpretat ion i "  not essent ia l  for t he proof, but i t  expla in s 
t he underlying idea . · , 



(30) 

We need one more property of d(A ,  B), name1y,  

I JL*(A) - Jl*(B) I < d(A , B), 
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if at least one of Jt*(A),  JL*(B) is fin i te .  For suppose 0 < JL*(B) < JL*(A) .  
Then (28) shows that 

d(A ,O) < d(A , B) + d(B, 0), 
that is ,  

Jt*(A) < d(A ,  B) + JL*(B) . 

Since Jt *(B) i s  fin ite,  it fol lows that 

(3 1 )  

(32) 

(33) 

(34) 

(35) 

(36) 

Jt *(A ) - JL*(B) < d(A ,  B). 

Proof of Theorem 1 1 . 10 Suppose A e 9JlF(JL), B e  9JlF(JL) .  Choose {A n}, 
{Bn} such that An e o. Bn e o' ,  An --+ A ,  Bn --+ B. Then (29) and (30) show 
that 

An  u B,: -+ A u B, 

An  n Bn --+ A  n B, 

A - B  -+ A - B  n n ' 

JL *(A n) --+ Jt *(A ) ,  

and Jt *(A ) < + oo s i nce d(An � A) --+ 0. By (3  I )  and (33) ,  9JlF(Jl) i s  a ri ng. 
By (7), 

Jl(An) + JL(Bn) = Jl(An U Bn) + Jl (An fl Bn}. 

Lett ing n --+  oo ,  we obtai n .  by (34) and Theorem I 1 . 8(a), 

Jl *(A )  + JL*(B) = Jl �: (A u B) + Jt *(A n B). 

If A n B = 0. then Jl *(A n B) = 0. 
I t  fol lows that Jl * is add i t i ve on �Jl,..(JL ). 
Now let A E �Jl(Jl ) . Then A can be represented as t he un ion of a 

countable col lect ion of disjoint sets of 9Jlr(JL) .  For if  A = U A;,  with 
A ;,  e �lJl,.-(JL ) ,  write A 1 = A ; . and 

A n = (A ; u . . · u A;,) - (A ;, u · . . u A;, _  I ) (n = 2, 3, 4, . . .  ) .  

Then 
00 

A =  U An II = I 

i s  the required representat ion . By ( 1 9) 
00 

JL *(A ) < L Jl *(An). 
n = l  
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On the other hand , A ::::> A 1  u · · · u An ; and by the add it iv i ty of 
p* on 9Jlf{J1) we obtain  

(37) 11 *(A) > p*(A t u · · · u An) = J1*(A t ) + · · · + J1*(An) · 

(38) 

Equat ions (36) and (37) imply 

00 
Jl*(A)  = I Jt*(An) .  

n = J 

Suppose J1*(A ) i s  finite .  Put Bn = A 1 u · · · u A n . Then (38) shows 
that 

00 00 
d(A ,  Bn) = J1*(  U A ;) = I Jl *(A ;) ...!.+ 0 

i = n +  l i = n +  1 

as n -+  oo .  Hence Bn --+ A ;  and since Bn e 9JlF(J1), i t  is eas i ly seen tha t 
A E 9Jl F(J1 ) .  

We have thus shown that A e 9JlF(J1) i f  A e 9Jl(Jl ) and Jl *(A ) < + oo .  

I t  i s  now clear tha t p* i s  countably add it ive o n  �Jl(Jl ) .  For i f  

where {An} i s  a sequence of d isjo i nt sets of 9Jl(Jl) ,  we have shown that  (38)  
holds i f  11*(An) < + oo for every n, and in  the other case (38)  i s  t 'r i v ia l .  

Final ly,  we have to show that 9Jl(J1) i s  a a-r ing. I f  An  E 9Jl(J1 ) , n = I ,  
2, 3 ,  . . . , i t  i s  clear that U An  e 9Jl(J1) (Theorem 2. 1 2) .  Suppose A e 9Jl(Jl ) ,  
B e  9R(J1),  and 

where A n , Bn e 9JlF(J1) . Then the iden t i ty 

00 
An  n B = U (A n n B;) 

i = 1 

shows that An n B e 9Jl(J1) ;  and s ince 

11*(An n B) < J1*(An) < + oo ,  

An  n B E 9JlF(J1). Hence An - B E 9JlF(J1),  and A - B e  9Jl(J1) 
. 

s tnce 
A - B = U:= 1 (A n - B). 

We now replace Jl*(A ) by J1(A ) if A e 9Jl(JL). Thus J1 ,  orig i na l ly  only de
fined on C, i s  extended to a countably addi t ive set funct ion on the a-ring 
!Dl(JL).  Th is  extended set funct ion is ca l led a measure . The spec ial case J1 = m 
i s  cal led the Lebesgue measure on RP. 
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1 1 .1 1 Remarks 

(39) 

(40) 

(a) If A is open, then A e 9Jl(Jl) . For every open set i n  RP i s  the un ion 
of a countable col lect ion of open i ntervals .  To see this .  i �  i s  sufficient to 
const ruct a countable base whose members are open i nterva ls .  

By taking complements, i t  fol lows that every closed set is in 9Jl(Jl) . 
(b) If A E �Jl(J1) and e > 0, there exist sets F and G such that 

F e  A c G, 

F is closed, G is open , and 

J1(G - A) < e ,  J1(A - F) < e.  

The first inequa l i ty holds si nce 11* was defined by means of coverings 
by open elementary sets. The second i nequal ity then follows by taking 
complements . 
(c) We say that E i s  a Borel set if  E can be obtained by a countable 
n umber of operat ions, start ing from open sets, each operation consist ing 
i n  tak ing un ions, i ntersections ,  or complements . The col lect ion :Jd of all 
Borel sets i n  RP is a a-ri ng ; in fact, it is the smal lest a-ring which contains 
a l l open sets .  By Remark (a) ,  E e 9Jl(J1) if E e 31. 
(d) I f  A e 9Jl(tl ) .  there ex ist Borel sets F and G such that F c A c G, 
and 

Jl( G - A)  = ll( A - F) = 0. 

Th is fo l lows from (b) if we take e = 1 /n and let n --+  oo .  

Since A = F u (A - F), \Ve see that every A e 9Jl(Jl) is the un ion of a 
Borel  set and a set of measure zero. 

The Borel sets are It-measurable for every J1. But the sets of measu re 
zero [that is ,  the sets E for which 11*(£) = 0] may be d ifferent for different 

' J1. s. 
(e) For every J1,  the sets of measu re zero form a a-ri ng. 
(f) In case of the Lebesgue measure ,  every countable set has measure 
zero . But there are uncountabie (i n fact , perfect) sets of measure zero . 
The Cantor set may be taken as an example : Using the notat ion of Sec . 
2.44, i t  i s  eas i ly seen that 

(n = I ,  2, 3 ,  . . .  ) ; 

and si nce P = n En , P c En for every n ,  so that m(P) = 0. 



310 PRINCI PLES OF MATHEMATICAL ANALYSIS 

M EASURE SPACES 

1 1 . 12  Definition Suppose X i s  a set ,  not necessari ly a subset of  a eucl idean 
space, or indeed of any metric space . X is sa id to be a 1neasure space if there 
ex ists a a- r ing 9Jl of subsets of X (which are cal l ed measurable sets) and a non
negative countably add it ive set funct ion J1 (wh ich is ca l led a measu re), defined 
on 9Jl . 

If, in add it ion, X e 9Jl ,  t hen X i s  said to be a measurable space. 
For i nstance, we can take X = RP, 9Jl the col lect ion of al l Lebesgue

measurable subsets of RP, and J1 Lebesgue measure .  
Or, let X be the set of a l l  pos i tive i ntegers , 9Jl the col lect ion of  a l l  su bsets 

of X, and Jl(E) the number of elements of E. 
Another example is provided by probabi l i ty theory, where events n1ay be 

considered as sets , and the probabi l i ty of the occu rrence of events is  an  add it ive 
(or countably addit ive) set function . 

In the fol lowing sect ions we sha l l  always deal with measu rable spaces. 
It should be emphasized that the integrat ion theory wh ich we sha l l  soon d iscuss 
would not become simpler in  any respect if  we sacrificed the general i ty  we have 
now attained and restricted ourselves to Lebesgue measure. say, on  an interval 
of the rea l l ine . In fact, the essential features of the theory are brought out 
with much greater clarity in the more genera l  s ituat ion , where it is  seen that 
everyth ing depends only on the countable add it iv ity of tl on a a- ri ng.  

It wi l l  be conven ient to introduce the notat ion 

(4 1 )  {x ! P} 

for the set of a l l  elements x wh ich have the property P. 

M EASURABLE FU NCTIONS 

1 1 . 13 Definition Let / be a funct ion defined on  t he measurable space X, with 
va l ues in the extended rea l n umber system. The function f is  said to be nleasur
able if the set 

(42) {x lf(x) > a} 

is measurable for every real a. 

1 1 .14 Ex ample If X =  RP and 9Jl = 9Jl (Jl) as defined i n  Defi ni t ion I I .9 ,  
every continuous / is measurable , si nce then (42) is  an open set .  
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1 1 . 15  Theorem Each of the follo-..ving four conditions implies the other three : 

(43) 

(44) 

(45) 

(46) 

{x lf(x) > a} is measurable for every real a. 
{x lf(x) > a} is measurable for every real a. 
{x lf(x) < a} is measurable for every real a. 
{x lf(x) < a} is measurable for every real a. 

Proof The relat ions 

{x if(x) > a} = D1 {x lf(x) > a - �} • 

{x lf(x) < a} = X - {x lf(x) > a} , 

{x if(x) < a} = l�\ {x lf(x) < a + �} , 

{x !f(x) > a} = X - {x !f(x) < a} 
show success ive ly that (43) impl ies (44), (44) impl ies (45) ,  (45) implies 
( 46) , and ( 46) imp I i es ( 4 3) .  

Hence any of these cond i t ions may be used instead of (42) to define 
measurabi l i ty. 

1 1 . 16 Theorem Iff is measurable, then lf l is measurable. 

Proof 

{x l lf(x) I < a} = {x lf(x) < a} n {x lf(x) > - a} . 

1 1 . 17 Theorem Let (j�} be a sequence of measurable functions. For x e X, put 

g(x) = sup f"(x) (n = 1 ,  2, 3 ,  . . .  ), 
h(x) = l im  sup fn(x). n -+ X> 

Then g and h are measurable. 

The same is of course true of the i nf and l im  i nf. 

Proof 

00 
{x l g(x) > a} = U {x lfn(x) > a} , 

n =  1 
h(x) = i nf gm(x), 

where Um(x) = sup!,(x) (n > m). 
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Corollaries 

(47) 

(a) Iff and g are measurable, then max (f, g) and min (f, g) are measurable. 
If 

f+ = max (f, 0), r- = - min (f, 0) , 

it jollo�vs, in particular, that r+  and r- are measurable. 
(b) The limit of a convergent sequence ofn1easurablefunctions is measurable. 

11.18 Theorem Let f and g be measurable real-l,alued functions defined on X, 
let F be real and continuous on R2 , and put 

h(x) = F(f(x) ,  g(x)) (x e X). 

Then h is measurable. 
In particular, f + g and.fg are measurable. 

Proof Let 

Ga = {(u, v) I F(u, v) > a} . 

Then Ga is  an open subset of R2 , and we can w:ite 

where {In} i s  a sequence of open intervals : 

In = {(u, v) l an < u < bn , Cn < v < dn} . 
Since 

is  measurable. it  fol lows that the set 

i s  measurable.  Hence the same is true of 

{x I h(x) > a} =:: {x I (f(x),  g(x)) e Ga} 
00 

= U {x I (f(x), g(x)) E In} .  
n = l 

Summing up, we may say that al l ord inary operations of analysis, includ
ing l imi t  operations, when appl ied to measurable funct ions, lead to measurable 
funct ions ; in  other words, a l l  functions that are ordinari ly met with are measur
able. 

That this i s ,  however, only a rough statement i s  shown by the following 
example (based on Lebesgue measure, on the real l ine) : If h(x) = f(g(x)) , where 
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f is measurable and g is cont inuous, then h is not necessari ly measurable . 
(For t he detai l s ,  we refer to McShane, page 24 1 . ) 

The reader may have noticed that measure has not been mentioned in  
our d iscuss ion of measurable funct ions. In  fact , the class of measurable func
tions on X depends only on the a-r ing 9Jl (us ing the notation of Definit ion 1 1 . 1 2) .  
For i nstance � we may speak of Borel-measurable functions on RP, that i s ,  of 
function f for which 

{x lf(x) > a} 

is always a Borel set , without reference to any particular measure .  

SIM PLE FUNCTIONS 

1 1 . 19 Definition Let s be a rea l-val ued function defined on X. If the range 
of s i s  fin i te, we say that s i s  a simple function. 

Let E c X, and put 

(48) 
(x e £), 
(x ¢ E). 

KE i s  cal led the characteristic function of E. 
Suppose the range of s consists of the dist inct numbers c 1 , . • .  , en . Let 

Ei = {x l s(x) = ci} (i = I ,  . . .  , n). 
Then 

n 
(49) s = I c iKEj ' n = l  
that i s ,  every s imple funct ion is a finite l i near combination of characteristic 
funct ions .  I t  i s  clear that s i s  measurable if and only if the sets £1 , • • •  , En are 
measurable. 

It i s  of i nterest that every funct ion can be approximated by simple 
functions : 

1 1 .20 Theorem Let f be a real function on X. There exi� t.l a sequence {sn} of 
sin1ple functions such that sn(x) -+ f(x) as n � oo ,  .for every x e X. Iff is Jneasur
ab/e, {sn} may be chosen to be a sequence of n1easurable functions. Iff >  0, {sn} 
may be chosen to be a monotonically increasing sequence. 

Proof If/ > 0, define { i - I i } Eni = X 2n < f(x) < 2" ' Fn = {x lf(x) > n} 
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(50) 

for n = I ,  2, 3 ,  . . . , i = 1 ,  2, . . . , n2n. Put 
n2" i - I 

Sn = i�l 
2n KEni + nKFn . 

In the general case, let f = j+ - f- , and apply the preceding construction 
to f +  and to f - .  

It may be noted that the sequence {sn} given by (50) converges 
uniformly to f iff is  bounded . 

INTEGRATION 

We shall define integration on a measurable space X, i n  which 9Jl i s  the a-ring 
of measurable sets, and Jl is the measure. The reader who wishes to visual ize 
a more concrete s ituation may think of X as the real l ine, or an i nterval , and of 
Jl as the Lebesgue measure m. 

11.21 Definition Suppose 

(5 1 ) 
n 

s(x) = L c i KE;(x) i = 1 
(x e X, c i > 0) 

i s  measurable, and suppose E e 9Jl.  We define 
n 

(52) JE(s) = L c; p(E n E;) . i = 1 

Iff is measurable and nonnegative, we define 

(53) J f dJL = sup I,ls) , 
E 

where the sup is taken over a l l  measurable simple funct ions s such that 0 < s < f 
The left member of (53) i s  cal led the Lebesgue integral off, with respect 

to the measure Jl, over the set E. It should be noted that the integral may have 
the value + oo .  

It is easi ly verified that 

(54) 

for every nonnegative simple measurable function s. 
1 1 .22 Definition Let / be measurable, and consider the two integrals 

(55) 

where / +  and / - are defined as i n  (47) . 
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If at least one of the integrals (55) is finite, we define 

(56) 

If both integrals in (55) are fini te, then (56) i s  fin ite, and we say that f is  
integrable (or summable) on E in the Lebesgue sense, with respect to p ;  we write 
f e !l'(p) on E. If Jl = m, the usual notation is : f e !l' on E. 

This term inology may be a l i ttle confusing : If (56) is  + oo or - oo,  then 
the integral of 1· over E is defined, although f is not integrable in the above 
sense of the word ; .f is  integrable on E only if i ts integral over E i s  finite. 

We shal l  be main ly interested in i ntegrable functions, although in some 
cases i t  is  desi rable to deal with the more general situation . 

1 1 .23 Remarks The fol lowing properties are evident : 

(a) If f is measurable and bounded on E, and if p(E) < + oo,  then 
f e !l'(p) on E. 

(b) If a <l(x) < b for x e £, and p(E) < + oo ,  then 

OJL(E) < f f djl < bJL(E). 
E 

(c) If I and g e !l'(Jl) on E, and if l(x) < g(x) for x e £, then 

t f djl < t g djl. 

(d) If I e �(p) on £, then cf e !l'(p) on E, for every finite constant c, and 

t cf dJL = c t f dJL. 

(e) If Jt(E) = 0, and f is measurable, then 

t.r dJL = 0. 

(f) Iff e !l'(Jl) on £, A e 9Jl , and A c £, then .f e !l'(p) on A . 

1 1 .24 Theorem 

(a) Suppose I is nzeasurable and nonnegative on X. For A e 9Jl ,  define 

(57) ¢(A) = f f dJL. 
A 
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(58) 

(59) 

(60) 

Then cp is countably additil,e on 9Jl . 
(b) The sante conclusion holds ij'f e !l'(jl) on X. 

Proof It is clear that (b) fol lows from (a) if we write .f = f+ - f- and 
apply (a) to f +  and to f - .  

To prove (a), we have to show that 

00 
c/J(A ) = L c/J(An) n = l  

-
if An e IDl ( n = 1 , 2, 3, . . .  ) , A ; rl A i = 0 for i -:1 j, and A = U f An . 

Iff is a characterist ic funct ion ,  then the countable additivity of ¢ is 
precisely the same as the countable additivity of Jl , since 

I ff is simple, then f is of the form (5 1 ) , and the concl usion agai n 
holds. 

In the general case , we have, for every n1easurable simple funct ion s 
such that 0 < s < f,  

Therefore, by (53), 

'.J 
l/>(A) < L l/>(An) · n = t  

Now if ¢(A n) = + oo for some n, (58) i s  tr ivial ,  s ince ¢(A ) > ¢(A"). 
Suppose ¢(An) < + oo for every n. 

Given e > 0, we can choose a measurable funct ion s such that 
0 < s < (, and such that 

Hence 

c/I(A 1 v A 2) > I s d!l = I s dJt + I s d!l > c/I(A 1 ) + c/I(A 2) - 2e, 
A t  u .A 2  .A 1 .A2  

so that 
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It fol lows that we have, for every n, 

(6 1 )  cf>(A 1 u · · · u An) > cf>(A 1 ) + · · · + cf>(A n). 

Si  nee A => A 1 u · · · u An , ( 6 1  ) imp 1 i es 

X, 
(62) c/>(A) > L cf>(An) , n = l 

and (58) fol lows from (59) and (62) . 

Corollary If A e �Jl ,  B c A ,  and tt(A - B) = 0, then 

f f dJ1 = f f dJl .  
A 8 

Si nce A = B u (A - B)� this fo l lows from Remark 1 1 .23(e) . 

1 1 .25 Remarks The preced i ng corol lary shows that sets of measure zero are 
negl igible in  integrat ion . 

Let us \\Ti te f "'  g on E if the set 

{x lf(x) i= g(x)} n E 

has measure zero. 
Then f "'  f; f ""  g i n1pl ies g � f; and f � g, g � h impl ies f ,_ h. That i s ,  

the relat ion � i s  an equivalence relation . 
Iff � g on E·, \Ve clearly have 

f f d/1 = f g dJ1, 
A A 

provided the in tegrals exist ,  for every measurable subset A of E. 
If a property P holds for every x e E - A ,  and if J1(A) = 0, i t  i s  customary 

to say that P holds for a lmost a l l  x e £, or that P holds almost everywhere on 
E. (Th is concept of "almost everywhere" depends of course on the part icular 
measure under cons ideration . In  the l ite rature,  unless something i s  said to the 
contrary, i t  usually refers to Lebesgue measure .)  

Iff e !l'(p) on E� i t  i s  clear thatf(x) must be fin i te almost everywhere on E. 
In most cases we therefore do not lose any general i ty if we assume the given 
funct ions to be finite-va lued from the outset . 

1 1 .26 Theorem Iff e !l'(tt) on E, then Il l e !l'(tt) on E, and 

(63) f f djl < f Il l djL. 
E E 
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Proof Write E = A u B, where f(x) > 0 on A and f(x) < 0 on B. 
By Theorem 1 1 .24, 

f 11 1  djl = f 11 1  djl + f 11 1 djl = f r djl + f � - djl < + oo , 
E A B A B 

so that Il l E !l'(lt) . Since f < If I and -! < If I , we see that 

- f fdll < f Il l dp, 
E E 

and (63) fol lows. 

S ince the i ntegrabi l ity of f impl ies that of Il l ,  the Lebesgue integral i s  
often cal led an absolutely convergent integral .  It is  of course possible to define 
nonabsolutely convergent i ntegrals ,  and in  the treatment of some problems i t  i s  
essential to do so . But these integrals  lack some of the most useful  propert ies 
of the Lebesgue integra l and play a somewhat less important ro le i n  analys is .  

1 1 .27 Theorem Suppose f is nzeasurable on E, Il l  < g, and g E !l'(p) on E. 
Then f E !l' (Jl) on E. 

Proof We have /
+ 

< g and f - < g. 

11 .28 Lebesgue's monotone convergence theorem Suppose E E 9Jt Let {fn} be 
a sequence of measurable functions such thot 

(64) 

(65) 

0 </1 (x) <f2(x) < · · · 

Let f be defined by 

(x E £). 

(x E £) 

as n � oo .  Then 

(66) 

(67) 

(68) 

f !. djl --+ f f dp 
E E 

(n � oo).  

Proof By (64) i t  i s  clear that, as n � oo , 

for some rx ;  and since Jfn < Jf, we have 

a. < f I dJl. 
E 



(69) 

(70) 

(7 1 )  
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Choose c such that 0 < c < I ,  and let s be a simple measurable 
funct ion such that 0 < s < f  Put 

(n = I ,  2 ,  3, . . .  ) . 

By (64), £1 c £2 c £3 c · · · ; and by (65) , 

For every n, 

We let  n -+ oo in  (70) . S ince the i ntegral is a countably addi t ive set function 
(Theorem 1 1 . 24) , (69) shows that we may apply Theorem 1 1 . 3 to the last 
in tegral i n  (70), and we obtain 

IX > c I s dp.. 
E 

Lett ing c -+  I ,  we see that 

and (53) impl ies 

(72) IX > I f dp.. 
E 

The theorem fol lows from (67) , (68), and (72) . 

11 .29 Theorem Suppose f = /1 + /2 , where fi e !l'(J1) on E (i = I ,  2). Then 
f e !l'(Jl) on E, and 

(73) I f dJ1 = I It dJ1 + I !2 dJ1.  
E E E 

Proof First , suppose /1 > 0, /2 > 0. If /1 and /2 are simple, (73) fol lows 
triv ia l ly from (52) and (54) . Otherwise , choose monotonical ly increasi ng 
sequences {s�} , {s�} of nonnegative measurable simple functions which 
converge to /1 , [2 • Theorem 1 1 .20 shows that this is possible . Put 
sn = s� + s� . Then 

I sn dJ1 = I s� dJ1 + I s� dJ1, 
E E E 

and (73) fol lows if we let n -+ oo and appeal to Theorem 1 I . 28 .  



320 PRINCIPLES OF MATHEMATICAL ANALYSIS 

(74) 

(75) 

Next, suppose /1 > 0, /2 < 0. Put 

A = {x lf(x) > 0}, B = {x lf(x) < 0} . 

Then /, /1 ,  and -/2 are nonnegat ive on A .  Hence 

Similarly, -/, /1 , and -.(2 are nonnegative on B, so that 

or  

and (73) follows i f  we add (74) and (75) .  
In the general case, E can be decomposed in to four sets E; on each 

of which/1 (x) andf2(x) are of constant sign . The two cases we have proved 
so far imply 

t, f dJ1 = t, /1 d11 + t, /2 dJ1 (i = I ,  2, 3, 4) , 

and (73) fol lows by adding these four  equations . 

We are now i n  a pos it ion to reformulate Theoren1 1 1 .28 for series .  

1 1 .30 Theorem Suppose E E 9Jt /f{fn} is a sequence of. nonnegative nzeasurable 
functions and 

(76) 

then 

oc 
.f(x) = L fn(x) (x E E). 

n = l 

X, f ! d11 = I f 1� djl . 
E n = 1 E 

Proof The part ia l  sums of (76) form a monoton ica l ly i ncreas ing sequence . 

1 1 .31 Fatou's theorem Suppose E E 9Jl . Jj' {j�} is a sequence of nonnegatire 
nzeasurable jitnctions and 

then 
(77) 

.l(x) = lim i nf fn(x) (x E E), 
n -+  oc 

J f dp < l im  i n f f j� dJl . 
E n -+ oc " E  



(78) 

(79) 

(80) 

(8 1 )  
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Strict inequality may hold in (77). An example is given in Exercise 5 .  

Proof For n = I , 2 ,  3, . . . and x e £, put 

(i > n). 

Then 9n is measurable on E, and 

0 < g1(x) < g2(x) < · · · , 

Un(x) </n(x), 
Un(x) -+.f(x) (n -� oo ) . 

By (78). (80), and Theorem 1 1 .28 .  

J g. djt -+ I f dJI , 
E E 

so that ( 77) fol lows from ( 79) and (8 1 ) . 

1 1 .32 Lebesgue's dominated con,·ergence theorem Suppose E e 9Jl .  Let {fn} be 
a sequence of 1neasurab/e functions such that 

(82) (x e E) 

as n --+ oo .  ({ there exists a litnction g e !I'(Jl) on E, such that 

(83 )  l/,,(x) I < ,q(x) (n = 1 .  2, 3 . . . . . x e E), 
then 

(84) 

Because of (83). { (,.} i s  sa id  to be dominated by g. and we tal k about 
dominated convergence . By Remark 1 1 .25 ,  the concl usion is the same if (82) 
holds almost everywhere on E. 

(85) 

Proof Fi rst .  (83) and Theoren1 1 1 . 27 imply that .fn e :t}(Jl ) and 1· e !t'(Jl) 
on E. 

or 

Since In + g > 0, Fatou's  theorem sho\vs that 

I (f t g) dJt < l im i nf I ( .f. + g) dJt . 
E n- oo  E 

I f c/11 < l im inf I f. d11. 
E n- oo E 
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(86) 

Since g -In > 0, we see similarly that 

so that 

I (g -f) dp, < lim inf J (g - fn) dp,, 
E n - oo  E 

- J . f dJ1 < l im inf [ - J J, dJ1] , 
E n - oo E 

which is the same as 

J f dJ1 > l im sup J f dJ1. 
E n - oo  E 

The existence of the l imit in  (84) and the equal i ty asserted by (84) 
now fo1 1ow from (85) and (86) . 

Corollary If p,(E) < + oo ,  {/n} is uniformly bounded on E, and fn(x) --+ f(x) on E, 
then (84) holds. 

A uniformly bounded convergent sequence is often sa id to be boundedly 
convergent . 

COMPARISON WITH THE RIEMANN INTEGRAL 

Our next theorem wi l l  show that every function which is Riemann-integrable 
on an interval is also Lebesgue- integrable, and that Riemann-i ntegrable func
tions are subject to rather stringent cont inuity condi t ions. Quite apart from the 
fact that the Lebesgue theory therefore enables us to integrate a much la rger 
class of functions, i ts greatest advantage l ies perhaps in the ease with which 
many l imit operations can be handled ; from th is point of view, Lebesgue's 
convergence theorems may well be regarded as the core of the Lebesgue theory. 

One of the difficulties which is encountered in  the Riemann theory is 
that l imits of Riemann-integrable functions (or even continuous functions) 
may fai l  to be Riemann-integrable . This difficulty is  now almost el iminated , 
since l imits of measurable functions are always measurable. 

Let the measure space X be the interval [a, b] of the real l i ne ,  with p, = m 
(the Lebesgue measure), and 9Jl the family of Lebesgue-measurable subsets 
of [a, b ]. Instead of 

I fdm 
X 

i t  is customary to use the familiar notation 
b I fdx G 
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for the Lebesgue integral of f over [a, b] . To distinguish Riemann integrals 
from Lebesgue integrals, we shall now denote the former .by 

b 
9t J fdx. 

a 

11.33 Theorem 

(87) 

(88) 

(89) 

(90) 

(9 1 )  

(92) 

(a) Iff e 9l on [a, b ] ,  then f e !£ 011 [a, b ], and 
b b J f dx = 9t J f dx. 

a a 

(b) Suppose f is bounded on [a, b ]. Then f e 9l on [a, b] if and only iff is 
continuous almost everywhere on [a, b ] .  

Proof Suppose f i s  bounded . By Definition 6. 1 and Theorem 6.4 there 
is a sequence {Pk} of parti t ions of [a, b], such that Pk + l  is a refinement 
of Pk , such that the distance between adjacent points of Pk i s  less than 
1 /k, and such that 

lim L(Pk ,f) = 9t J fdx, 
k-+ 00 -

-
l im U(Pk , f) = 9t J f dx. 
k-+ 00 

(In this  proof, al l  integrals  are taken over [a, b ] .) 
If pk = {xo ' xb . . .  ' xn} ,  with Xo = a, Xn = b, define 

Uk(a) = L1c,(a) = f(a) ; 

put Uk(x) = M ;  and Lk(x) = mi for X; - 1  < x < X; ,  I < i < n, using the 
notation introduced in Definit ion 6. 1 .  Then 

U(Pk ,f) = J Uk dx, 

and 

for al l x e [a, b ], since Pk + 1 refines P k • By (90) , there exist 

L(x) = lim Lk(x), U(x) = lim Uk(x) . 
k-+ 00 k-+ oo  

Observe that L and U are bounded measurable functions on [a, b ] ,  
that 

L(x) < f(x) < U(x) (a < x < b), 
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(93) 

(94) 

(95) 

and that 

JL dx = 9f fldx, Ju dx = :Jl fldx, 
by (88), (90) , and the monotone convergence theorem. 

So far, noth ing has been assumed about / except that/ is a bounded 
real funct iCJn on [a, b ] .  

To complete the proof, note · that .f e 31 i f  and only if i ts upper and 
lower Riemann integrals are equal , hence if and only if 

JL dx = Ju dx ; 
since L < U, (94) happens if  and only if L(x) = U(x) for almost · a l l  x e [a, b] (Exercise I ) . 

In that case , (92) impl ies that 

L(x) = f(x) = U(x) 
almost everywhere on [a, b] , so that f i s  measurable, and (87) fol lows 
from (93) and (95). 

Furthermore, if x belongs to no Pk . it is qu ite easy to see that U(x) = L(x) if and only if/is continuous at x. Since the union of the sets Pk i s  count
able ,  i ts measure is 0, and we conclude that f i s  cont inuous a lmost every
where on [a, b] if and only if L(x) = U(x) almost everywhere , hence 
(as we saw above) if and only iff e PA. 

This completes the proof. 

The fami l iar connection between integration and different iation is to a 
large degree carried over into the Lebesgue theory. Jf f e .!£  on [a, b] . and 

(96) 
X 

F(x) = J fdt 
a 

(a <  x < b), 

then F'(x) = f(x) almost everywhere on [a, b] .  
Conversely, if F i s  differentiable at every point of [a, b] ("almost every

where" is not good enough here ! )  and if F' e 2 on [a, b] , then 

X 
F(x) - F(a) = J F'(t) 

a 
(a < x < b) .  

For the proofs of  these t\vo theorems, we refer the reader to any of  the 
works on integration cited i n  the Bibl iography. 
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INTEGRATION OF COMPLEX FUNCTIONS 

Suppose f is a complex-valued function defined on a measure space X, and 
f = u + iv, where u and v are rea l .  We say that f i s  measurable if and only if 
both u and v are measurable. 

It is easy to verify that sums and products of complex measurable funct ions 
are again measurable. Since 

1/1 = (u2 + v2 } 1 1 2 , 

Theorem 1 1 . 1 8  shows that 1/ 1 is measurable for every complex measu rable f 
Suppose 11 i s  a measure on X, E i s  a measurable subset of X, and f i s  a 

complex funct ion on X. We say that/ e !L'(J1) on E provided thatfis measurable 
and 

(97) 

and we define 

t Il l  dJ1 < + 00 ,  

f f dtl = f u dJ1 + i f v djl 
E E E 

if (97) holds. Since I u I < 1/ 1 , I v I  < 1/ 1 ,  and 1/ 1  < I u I + I v I ,  i t  is clear that 
(97) holds if and only if u e f/J(/1) and v e !L' (/1) on E. 

Theorems 1 1 . 23(a) ,  (d) ,  (e) ,  (f),  1 1 . 24(b), 1 1 . 26, 1 1 . 27 ,  1 1 . 29, and 1 1 . 32 
can now be extended to Lebesgue integrals of complex funct ions .  The proofs 
are qu ite straightforward . That of Theorem 1 1 . 26 is the only one that offers 
anything of in terest : 

Iff e !L'(J1) on E, there is a complex number c, I c I = I ,  such that 

c tfdJl > 0. 

Put g = cf = u + iv, u and v rea l .  Then 

f f d J1 = c f f d J1 = f g dJ1 = f II  djl < f I I I djl . 
E E E £ E 

The third of the above equal it ies holds si nce the preceding ones show that 
Jg dJ1 i s  real . 

FUNCTIONS OF CLASS !£2 

As an appl icat i on of the Lebesgue theory, we shal l  now extend the Parseval 
theorem (which we proved only for R iemann- integrable fu nct ions in Chap. 8) 
and prove the Riesz-Fischer theorem for orthonorma l set � (•f funct ions. 
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1 1.34 Definition Let X be a measurable space . We say that a complex 
function I e !l'2(p.) on X if I is measurable and if 

t 1!1 2 dll < + 00 .  

If  Jl is Lebesgue measure, we say f e !1'2• For .f e !l'2(J1) (we shal l omit the 
phrase "on X" from now on) we define 

1 1/ 11 = {t 1! 1 2 dll
} 1 1 2 

and call 1 1/ 11 the f£2(JJ.) norm off 

11.35 Theorem Suppose f e .f£2{Jl) and g e !l'2(J1). Then .fg e !l'(Jl) , and 

(98) fx ifu I dll < I I! I! ll u l l .  

This is the Schwarz inequal ity, which we have a lready encountered for 
series and for Riemann integrals. It fol lows from the inequal ity 

which holds for every real A. 

11.36 Theorem If I e !l'2(J1) and g e !l'2(J1) , then .f + g e !l'2(Jl ) ,  and 

I I!+ gil < 1 1/1 1  + l lu l l . 

Proof The Schwarz inequality shows that 

II! + u l 1 2 = J 1!1 2 + J fg + J .ru -+- f i u  1 2 

< 1 1/ 11 2  + 2 1 1 ! 1 1 l l u l ! -t· 1 1 9 1 1 2 

= ( 1 1 / 11 + 1 1 9 11 )2 •  

1 1.37 Remark If we define the distance between two functions f and g in  
!l'2(p.) to be I I! - g il , we see that the conditions of Defini tion 2. 1 5  are sat isfied , 
except for the fact that 1 1/- gil = 0 does not imply that f(x) = g(x) for al l x, 
but only for almost all x. Thus , if we identify functions which differ only on a 
set of measure zero, !l'2(Jl) i s  a metric space. 

We now consider .f£2 on an in terval of the real l ine, with respect to 
Lebesgue measure. 

11.38 Theorem The continuous functions form a dense subset o.f !1'2 on [a, b]. 
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More expl ic i tly ,  th i s  means that for any I e 22 on [a, b] , and any a >  0, 
there is a funct ion g, cont inuous on [a, b ] ,  such that 

I I! - gil = {( (f - g)2 dxr 12 < e. 

Proof We shal l say that .f i s  approx i mated i n  22 by a sequence {g"} i f  
l lf' - 9n 11 --+ 0 as n --+ 00 .  

Put 

and 

Let A be a closed subset of [a, b ] ,  and KA i ts characterist ic funct ion . 

t(x) = inf l x - Y l 

1 
g"(x) = 

I + nt(x) 

(y E A) 

(n = I ,  2,  3, . . . ) . 

Then Bn i s  cont inuous on [a, b ] ,  9n(x) = 1 on A,  and g"(x) -+ 0 on B, 
where B = [a, b] - A .  Hence 

l l g" - KA II = {fsu: dx}"2 
-+ 0  

by Theorem 1 1 . 32. Thus characterist ic functions of closed sets can be 
approximated i n  22 by cont inuous functions. 

By (39) the same is true for the characteristic funct ion of any 
measurable set , and hence a lso for s imple measurable funct ions .  

I f  I >  0 and f e 22 , let {s"} be a monotonical ly i ncreasi ng sequence 
of s imple nonnegat ive measu rable funct ions such that s"(x) --+ l(x) . 
S i nce 1/ - sn l 2 < /2 ,  Theorem 1 1 . 32 shows that l lf' - sn l l --+ 0 . 

The general case fol lows . 

11 .39 Definition We say that a sequence of complex funct ions { ¢n} i s  an 
orthonormal set of funct ions on a measu rable space X i f  

(n -:/= m), 
(n = m). 

I n  pa rt icular. we must have <l>n E 22(J1) .  I f  I E  22(/1) and if 

( n = I , 2, 3 ,  . . . ) , 

we wri te 

as i n  Defi n i t ion 8 . 1 0.  
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The definition of a trigonometric Fourier series is extended in  the same 
way to !£2 (or even to !l') on [ - n ,  n] .  Theorems 8 . 1 1 and 8 . 1 2  (the Bessel 
inequal i ty) hold for any f e !l'2(p). The proofs are the same, word for word .  

We can now prove the Parseval theorem . 

11.40 Theorem Suppose 
00 

(99) f(x) "' L c,einx ' 
- oo 

where f e !l'2 on [ - n, n] .  Let s, be the nth partial sum of (99) . Then 

( 100) 

( 1 0 1 )  

l im  I I ! - s, ll = 0, 
, ..... 00 

00 1 • 
I I c, 1 2 = - f 1 / 1 2 dx. - 00  2n - n 

Proof Let e > 0 be given . By Theorem 1 1 . 38 ,  there is  a continuous 
function g such that 

e 
I I ! - g il < - · 2 

Moreover, it is easy to see that we can arrange i t  so that g(n) = g( - n). 
Then g can be extended to a periodic continuous funct ion. By Theorem 
8 . 1 6, there is a trigonometric polynomial T, of degree N, say, such that 

e 
1 19 - Til < - · 

2 

Hence, by Theorem 8 . 1 1  (extended to !l'2), n > N impl ies 

l is, -!II < I I T -/11 < e , 

and ( 1 00) fol lows. Equation ( 1 0 1 )  is deduced from ( 1 00) as in the proof of 
Theorem 8 . 1 6 . 

Corollary 1/.f e !l'2 on [ - n, n ] ,  and if 

then l lf l l  = 0. 

. n  J f(x)e - inx dx = 0 
- n  

(n = 0, + I ,  + 2,  . . . ) , 

Thus if two functions i n  !l'2 have the same Fourier series , they d iffer at 
most on a set of measure zero . 
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11.41 Definition Let I and fn e !l'2(p) (n = 1 ,  2, 3, . . .  ) . We say that {f,.} 
converges to I in !l'2(p) if l lf,. -Il l -+ 0. We say that {f,.} is a Cauchy sequence 
in !l'2(p) if for every 8 > 0 there is an integer N such that n � N, m � N implies 

I IJ,. -lm I I � 8. 

11.42 Theorem If {f,.} is a Cauchy sequence in !l'2(p), then there exists a 
.function f e !l'2(p) such that {f,.} converges to .f in !l'2(p). 

( 102) 

( 103) 

( 104) 

This says , in other words, that !l'2(J.J.) is a complete metric space. 

Proof Since {/,} is a Cauchy sequence, we can find a sequence {nk} , 
k = 1 ,  2, 3 , . . .  , such that 

(k = 1 ' 2, 3, . . .  ) . 

Choose a function g e !l'2(J.J.). By the Schwarz inequality, 

Hence 

00 J)x i o(J... -!... + ,) 1  dp < l l u l l .  

By Theorem 1 1 . 30, we may interchange the summation and integration in 
(102) . It follows that 

00 
l g(x) l  L lfnk(x) - f,k + l(x) l  < + oo 

k = l 

almost everywhere on X. Therefore 

00 
L link + 1(x) - .f,.k(x) I < + oo 

k = l 

almost everywhere on X. For if the series in ( 1 04) were divergent on a 
set E of positive measure, we could take g(x) to be nonzero on a subset of 
E of positive measure, thus obtaining a contradiction to ( 103). 

Since the kth partial sum of the series 

00 
L (f,.k + 1(x) -f,.k(x)), k = l 

which converges almost everywhere on X, is 

Ink+ 1(x) -/,.l(x), 
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( 105) 

we see that the equation 

f(x) = l im /,k(x) k - oo  

defines f(x) for a lmost all x e X, and it  does not matter how we define 
f(x) at the remaining points of X. 

We shall now show that this function f has the desired properties . 
Let e > 0 bt given, and choose N as indicated in Definition 1 1 .4 1 . If 
nk > N, Fatou 's theorem shows that 

I I / -f,.k l l < lim inf 1 1/, i  -/,k ll < e. 
i .... oo 

Thus f -/,k E 22(JL), and si nce f = (f - Ink) + /,k , we see that f E 22(J1). 
Also, since e is arbitrary, 

l im 1 1/-/,.k ll = 0. 
k .... oo 

Final ly, the inequal ity 

shows that {/,} converges to f in 22(JL) ; for if we take n and nk large 
enough , each of the two terms on the right of ( I  05) can be made arbi
trari ly smal l .  

11.43 The Riesz-Fischer theorem Let {c/>"} be orthonormal on X. Suppose 
l: I c, 1 2 converges, and put s, = c1c/>1 + · · · + c,c/>n . Then there exists a function 
f e !£2(JL) such that {s,} converges to f in 22(JL), and such that 

Proof For n > m, 

li s, - sm l1 2 = l cm + 1 1 2 + . . .  + l c, l 2 , 

so that {s,} i s  a Cauchy sequence in 22(JL) . By Theorem 1 1 .42, there is 
a function f e .f£2(JL) such that 

l im I I/ - s, I I  = o. 
, ..... <X> 

Now, for n > k, 
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so that 

Letting n --. oo ,  we see that 

( k = 1 ' 2, 3, . . .  ) , 

and the proof is complete. 

1 1 .44 Definition An orthonormal set { c/>n} is said to be complete i f, for 
f e !t'2(J1), the equations 

(n = 1 ,  2, 3, . . . ) 

i mply that 1 1! 1 1  = 0. 
In the Coro l lary to Theorem 1 1 .40 we deduced the completeness of the 

tr igonometric system from the Parsevat equation ( 1 0 1 ) . Conversely, the Parseval 
equation holds for every complete orthonormal set : 

11 .45 Theorem Let {c/>n} be a complete orthonornzal set. Iff E !t'2{J1) and if 

( 1 06) 

then 

( 1 07) 

( 1 08) 

( 1 09) 

Proof By the Bessel inequal i ty, r I en 1 2 converges . Putting 

Sn = C1 c/>1 + . . .  + Cnc/>n ' 
the Riesz-Fischer theorem shows that there is a function g e !t'2(J1) such 
that 

and such that l l g - sn ll __. 0. Hence l l sn I I __. l l u ll . Since 

II s" 1 1 2 = I c 1 1 2 + · · · + I c" 1 2 , 
we have 
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Now ( 1 06) , ( 108), and the completeness of {</>n} show that I I/ - g il = 0, 
so that ( 1 09) impl ies ( 1 07) .  

Combin ing Theorems 1 1 .43 and 1 1 .45, we arrive at the very interest ing 
conclusion that every complete orthonormal set induces a 1 - 1  correspondence 
between the funct ions f e 22(J1) ( ident ifying those which are equal almost 
everywhere) on the one hand and the sequences {en} for which 1: I en 1 2 converges , 
on the other. The representat ion 

together with the Parseval equation, shows that 22(J1) may be regarded as an 
infinite-d imensional eucl idean space (the so-cal led " H ilbert space") ,  in wh ich 
the point / has coordinates en , and the funct ions <f>n a re the coord inate vectors . 

EXERCISES 

1 .  If  I> 0 and f E I d!L = 0, prove that /(x) = 0 almost everywhere on E. Hint : Let En 

be the subset of E on whichl(x) > 1 /n. Write A = U En . Then �-L(A)  = 0 if and only 

if �-L(En) = 0 for every n. 

2. If  f .. I d!L = 0 for every measurable subset A of a measurable set E, then /(x) = -=  0 

almost everywhere on E. 

3. If  {/,} is a sequence of measurable functions, prove that the set of points x at 

which {/n(x)} converges is measurable. 

4. If I E  2(�-L) on E and g is bounded and measurable on E, then lu E 2(�-L) on E. 

5.  Put 

Show that 

but 

[Compare with (77) . ]  

g(x) = {� 
l2k(x) = g(x) 

f2k + . {x) = g( l  - x) 

l im inf llx) = 0 

(O < x < }),  

(� < X <  1 ) , 

(0 < X <  1 ), 

(0 < X < 1 ) . 

(0 < X  < 1 ), 

Jo' [.(x) dx = ! .  



6. Let 

1 
f,(x) = n 

0 
Then f,(x) -.)- 0 un iform ly on R 1 ,  but 

( I  X I < 11), 
( l x l > n). 
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r., /. dx = 2 (n = 1 ,  2, 3, . . . ) . 

(We write J�oo in place of J, u .) Thus uniform convergence does not imply domi

nated convergence in the sense of Theorem 1 1 .32. However, on sets of finite 

measure, uniformly convergent sequences of bounded functions do satisfy Theo

rem 1 1 .32. 
7. Find a necessary and sufficient condit ion that /E af(a) on [a, b] . Hint : Consider 

Example 1 1 .6(b) and Theorem 1 1 .33 .  
8.  If f E � on [a, b] and if F(x) = J: f(t ) dt, prove that F'(x) = f(x) almost every

where on [a, b) . 
9. Prove that the function F given by (96) is continuous on [a, b). 

10. If p.(X) < + oo and f e: !£ 2(p.) on X, prove that f e !l'(p.) on X. If  

p.(X) = + cc ,  

this is false. For instance, if 

1 f(x) = 
I + I x I  , 

then f e  !£ 2  on R ' ,  but / ¢ !£ on R 1 • 
1 1 .  If/, g E .,!ll( ,._,) on X, define the distance between / and g by 

f I f - u l  d,._,. 
.. X 

Prove tha t !t'(/L) is a cornplete n1etric space. 

12. Suppose 

(a) I /(x , y) I < 1 if 0 < x < 1 ,  0 < y < 1 , 

(b) for fixed x, f(x, y) is a continuous funct ion of y, 
(c) for fixed y, f(x, y) is a continuous funct ion of x. 
Put 

Is g cont inuous ?  

1 3. Consider the funct ions 

1 
g(x) = J /(x , y) dy 

0 
(0 < X < I ). 

(n = 1 , 2, 3,  . . . , - 11'  < x < 11') 
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as points of !!'2•  Prove that the set of these points is closed and bounded, but 

not compact. 

14. Prove that a complex function I is measurable if and only if l- 1 (  V) is measurable 

for every open set V in the plane. 

15. Let � be the ring of all  elementary subsets of (0, 1 ] .  If  0 < a < b < 1 , define 

cp([a, b)) = cp( [a, b)) = 4> ( (a, b]) = cp((a, b)) =  b - a, 
but define 

c/>((0, b)) = cp((O, b) ) = 1 + b 
if  0 < b < 1 .  Show that this gives an addit ive set funct ion 4> on 31, which is not 

regu lar and which cannot be extended to a countably addit ive set funct ion on a 
. 

a-nng. 

16. Suppose {nk} i s  an increasing sequence of posit ive integers and E is the set of all 

x E ( - TT, 1r) at which {sin n�.x} converges. Prove that m(£) = 0. Hint: For every 

A c E, 

and 

r. sin n,x dx � 0, 

2 f. (sin n,x) 2 dx = f. ( I  - cos 2nkx) dx -> n1(A ) as k -> oo .  

17. Suppose E c ( - 1r, 1r) , m(E) > 0, 8 > 0. Use the Bessel inequal ity to prove that 

there are at most finitely many integers n such that sin nx >- S for all x E £. 

18.  Suppose I E  !£2(,._,), g E 22(,._,) . Prove that 

if and on ly if there is  a constant c such that g(x) = cf(x) ahnost everywhere. 

(Compare Theorem 1 1 .35 . )  
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