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Preface

Electroelastic materials exhibit electromechanical coupling. They
experience mechanical deformations when placed in an electric field, and
become electrically polarized under mechanical loads. Strictly speaking,
piezoelectricity refers to linear electromechanical couplings only.
Electrostriction may be the simplest nonlinear electromechanical coupling,
where mechanical fields depend on electric fields quadratically in the
simplest description. Electroelastic materials have been used for a long time
to make many electromechanical devices. Examples include transducers for
converting electrical energy to mechanical energy or vice versa, resonators
and filters for frequency control and selection for telecommunication and
precise timing and synchronization, and acoustic wave sensors.

Although most of the book is devoted to the linear theory of
piezoelectricity, the book begins with a concise chapter on the nonlinear
theory of electroelasticity. It is hoped that this will be helpful for a deeper
understanding of the theory of piezoelectricity, because the linear theory is a
linearization of the nonlinear theory about a natural state with zero fields.
The presentation of the linear theory of piezoelectricity is rather independent
so that readers who are not interested in nonlinear electroelasticity can begin
directly with Section 2 of Chapter 2 on linear piezoelectricity.

Whereas the majority of books on elasticity treat static problems, the
author believes that dynamic problems deserve more attention for
piezoelectricity. Therefore, they occupy more space in this book. Chapter 3
is on linear statics and Chapters 4 and 5 are on linear dynamics. This is
because in technological applications piezoelectric materials seem to be
used in devices operating with vibration modes or propagating waves more
than with static deformations. Chapters 2 to 5 form the core for a one-
semester course on linear piezoelectricity.

Linear piezoelectricity assumes infinitesimal deviations from an ideal
reference state in which there are no pre-existing mechanical and/or electric
fields (initial or biasing fields). The presence of biasing fields makes a
material apparently behave like a different material and renders the linear
theory of piezoelectricity invalid. The behavior of electroelastic bodies
under biasing fields can be described by the linear theory for infinitesimal
incremental fields superposed on finite biasing fields, which is the subject of
Chapter 6. The theory ofthe incremental fields is derived from the nonlinear
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theory of electroelasticity when the nonlinear theory is linearized about a
bias.

Chapter 7 gives a brief presentation of nonlinear theory including the
cubic effects of displacement gradient and electric potential gradient, linear
nonlocal theory, linear theory of gradient effects of electrical variables,
coupled thermal and dissipative effects, semiconduction, and dynamic
theory with Maxwell equations.

The development of the theory of electroelasticity was strongly
motivated and influenced by its applications in technology. A book on
piezoelectricity does not seem to be complete without some discussion on
the applications of the theory, which is given in Chapter 8. A piezoelectric
gyroscope, a transformer, a pressure sensor, a temperature sensor, and a
resonator are discussed in this chapter.

Throughout the book, effort has been made to present materials with
mathematics that are necessary and minimal. Two-point Cartesian tensors
with indices are assumed and are used from the very beginning, without
which certain concepts of the nonlinear theory cannot be made fully clear.
Some concepts from partial differential equations relevant to the well-
postness of a boundary-value problem are helpful, but classical solution
techniques of separation of variables and integral transforms, etc., are not
necessary. Although most problems appear as boundary-value problems of
partial differential equations, usually part of a solution is either known or
can be guessed from physical reasoning. Therefore some solution techniques
for ordinary differential equations are sufficient.

Many problems are analyzed in the book. Some exercise problems are
also provided. The problems were chosen based on usefulness and
simplicity. Most problems have applications in devices, and have closed-
form solutions.

Due to the use of quite a few stress tensors and electric fields in
nonlinear electroelasticity, a list of notation is provided in Appendix 1.
Material constants used in the book are given in Appendix 2.



Chapter 1

NONLINEAR ELECTROELASTICITY FOR
STRONG FIELDS

In this chapter we develop the nonlinear theory of electroelasticty for
large deformations and strong electric fields. Readers who are only
interested in linear theories may skip this chapter and begin with Chapter 2,
Section 2. This chapter uses two-point Cartesian tensor notation, the
summation convention for repeated tensor indices and the convention that a
comma followed by an index denotes partial differentiation with respect to
the coordinate associated with the index.

1. DEFORMATION AND MOTION OF A CONTINUUM

This section is on the kinematics of a deformable continuum. The
section is not meant to be a complete treatment of the subject. Only results
needed for the rest of the book are presented.

Consider a deformable continuum which, in the reference configuration
at time fo, occupies a region V with boundary surface S (see Figure 1.1-1). N
is the unit exterior normal of S. In this state the body is free from
deformation and fields. The position of a material point in this state may be
denoted by a position vector X = Xxl in a rectangular coordinate system Xg.
Xk denotes the reference or material coordinates of the material point. They
are a continuous labeling of material particles so that they are identifiable.
At time ¢, the body occupies a region v with boundary surface s and exterior
normal n. The current position of the material point associated with X is
given by y = yds which denotes the present or spatial coordinates of the
material point.

Since the coordinate systems are othogonal,

i, -i,=6,, 1,1, =06, (1.1-1)

where &y and d;, are the Kronecker delta. In matrix notation,



(1.1-2)

S = O
—-_ o O

1
[5k1]:[5KL]: 0
0

S

Reference

Present

V3

X

W2

Figure 1.1-1. Motion of a continuum and coordinate systems.

The transformation coefficients (shifters) between the two coordinate
systems are denoted by

i1, = 5kL. (1.1-3)

In the rest of this book the two coordinate systems are chosen to be
coincident, i.e.,

0= O, i] = I[, iz = Iz, i3 = I3. (1.1-4)

Then &; becomes the Kronecker delta. A vector can be resolved into

rectangular components in different coordinate systems. For example, we
can also write

y=yklk, (1.1-5)
with
Y =Opil; - (1.1-6)
The motion of the body is described by
vy, =y, (X,1). 1.1-7

The displacement vector u of a material point is defined by
y=X+u, (1.1-8)



or
Y =05, (Xy +ty). (1.1-9)
A material line element dX at #y deforms into the following line element

at 1.

dyi|rﬁxed =y,.,KdXK, (1.1-10)
where the deformation gradient
Yik = O + 0l x (1.1-11)

is a two-point tensor. The following determinant is called the Jacobian of the
deformation:

J= det(yk,K) =EuYirVisVes = CxmMiya1Vim
(1.1-12)
= ggklmgKLMyk,Kyl,Lym,M s
where &, and &, are the permutation tensor, and
1 i,j,k=123 23]1; 3152,
Eg =1, (i, xi)=1-1 0, k=321 213; 13,2, (1.1-13)
0 otherwise.

The following relation exists (&—0 identity):

5ip 5iq 5ir
EEpy =10, Os Oyl (1.1-14)
§kp 51«1 5kr

As a special case, when i = p, then
EpEigr =0,404 — 0,04, (1.1-15)
With Equation (1.1-14) it can be shown from (1.1-12) that

3
0 0 0

J:_l_ 2ayK . Wy _3 Vi O Oy + VM (1.1-16)

6| 0X, o0X, OX, 0X, 0X,, 6X, oX,,

It can be verified that for all L, M, and N the following is true:
Ea Vit imYen =Jem - (1.1-17)
From Equation (1.1-17) the following can be shown:

EnimVin =JEnm X, (1.1-18)

Proof: Multiplying both sides of (1.1-17) by X ,, we have
gijkyi,LXL,ryj,Myk,N = JgLMNXL,r' (1.1-19)

Then



EnOuYimVin =JepmX i, (1.1-20)

ifk i
EYimVin =Jepm Xy, - (1.1-21)

Replacing the index r by i gives (1.1-18).
The following relation can then be derived:

ExCimnyimVen = 2JX,,. (1.1-22)
Proof. Multiply both sides of (1.1-18) by &ppy
EanErmYimVin =JEnmEpm X 1 = JermrErmp X 1
=J(OunOp = Oyp )Xy, =J (B0, =6,p) X, (1.1-23)
=2JX,;.

where (1.1-15) has been used. Replacing the index P by L gives (1.1-22).
The derivative of the Jacobian with respect to one of its elements is

oJ

=JX, . (1.1-24)
Vs ’
Proof: From Equation (1.1-12)
oJ
6——= 5y‘kgLMN5ip5LQyj,Myk,N
PQ
+ gijkgLMNyi,Lé‘jpé‘Mka,N + gijkgLMNyi,Lyj,Mé‘kpé‘NQ (1.1-25)

EnEommnYimVin Y EEronYitYin ¥ Ep€imo¥ity jm

=3¢ oY mVin =32JX, ),
where (1.1-22) has been used.
With (1.1-22) we can also show that
Xk, ) =0. (1.1-26)
Proof: Differentiate both sides of (1.1-22) with respect to Xz,
20X ) 1 = € VypnVew + Vi Yin) =0, (1.1-27)

because
Epdipm =0 Epy Vi =0 (1.1-28)
Similarly, the following is true:
(k) =0. (1.1-29)

The length of a material line element before and after deformation is
given by
dS) =dX dX =6,,dX cdX, (1.1-30)

and
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(ds)* =dy,dy, =y, ydXy,,dX, =CdX,dX , (1.1-31)

where Cy; is the deformation tensor
Cy :yk,Kyk,L:CLK‘ (1.1-32)
Its inverse is
Coo =X 34 X14 =Crxs CruCry =61 - (1.1-33)
From Equation (1.1-32)
det(Cy,) =J°, (1.1-34)
which defines Jas a function of C.
It can then be shown that

_aZJ :%JCL'}(_ (1.1-35)
KL

Proof:
oJ oJ oCy, oJ

0
ayi,L 0C s ayi,L 0C gy ayi,L

oJ
=—(@ 'ié‘KLyj,M + yj,K5ji5ML)

(yj,Kyj,M)

0C s !
oJ
:ﬂ(é‘ﬂyi’M +yi,K§ML) (11-36)
_oJ N oJ
ac,, Yim aC,, Yik
= o +'—6'J_ Vi =JX ;s
oC,, 0Cg )" ’

where (1.1-24) has been used, and the components of C are treated as if they
were independent in the partial differentiation. Equation (1.1-36) implies
that

0.
o +—-—J——:JX, Xy, =JCoh. (1.1-37)
oC,, 0C, T
If J is written as a symmetric function of C in the sense that
o _ & (1.1-38)
oC,, 0Cy

then Equation (1.1-35) is true.
The derivative of C™ with respect to C is given by



oC
aC"” = ——;—(C,;;C;ﬂlv +CroCi).- (1.1-39)
LM
Proof: From Equation (1.1-33),, for a small variation of C,
-1
SCRCu) =Coy Zg—ﬂsc,,g +ClaC,, =0, (1.1-40)
PQ

where the components of C are treated as if they were independent in the
partial differentiation. Multiply Equation (1.1-40) by C A};, :

-1
ggﬁv—dcm +CCip6C,,, =0, (1.1-41)
PQ
or
o oCx
X +C13CA_/11N oy = _KN+C1;11C1_15 oCyy
O | % 1.1-42
+(6C’3" +CCoh +6C’;’ +C"‘C"‘]5C +.0=0 o
6C12 K1™2N 6C21 K2™1IN 12
Hence
-1 -1
Zg—"’uzg—’“: ~CCity =CaiCrin . (1.1-43)
IM ML

Equation (1.1-39) follows when C! is written as a symmetric function of C
similar to (1.1-38).
From Equations (1.1-30) and (1.1-31):
(ds)’ —(dS)’ =(Cy, =0, )dX (dX, =28,dX dX,, (1.1-44)
where the finite strain tensor is defined by
S =(Chy =0 )12

(1.1-45)
= (uK,L U+ “M,K”M,L)/2 =8k-
The unabbreviated form of (1.1-45) is given below:
Sy =uyy g uyy Yy U, g/ 2,
Sy =y, + (U, Uy Uy, + u3,2u3,2)/29
S33 = Uy, + (Ul g Uy U,y 5+ ”3,3”3,3)/29 (1.1-46)

Sy =ty s + sy U Uy 5 Uy Uy 5+ Uy U 3) 2,
Sy = Uy +uy; U Uy, Uyl u3’3u3,1)/2,

Sp = (u1,2 Uy T UG, Uy U, T u3,lu3,2)/2'
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At the same material point consider two non-collinear material line
) (2) (O3] 2)
elements d X and d X which deform into dy and d'y . The area of the
0)) 2) [6)) )
parallelogram spanned by d X and d X, and thatby dy and d Yy, can be
represented by the following vectors, respectively:
(1) (2)
N,dd=dA, =&,,d X,,d X, , (1.1-47)
(CY R ¢
nda=da,=¢e,dy, dy,. (1.1-48)

They are related by
da,=JX ,dA, . (1.1-49)

Proof:
o @ (1) (2)
da, =e,dy, dy, =3y, d Xy y yd Xy
) (2) (1) (2)
EqimVind Xy d Xy =JX, e,n,d X, d X, (1.1-50)

=JX, ,dA,,

where Equation (1.1-18) has been used.
At the same material point consider three non-coplanar material line
n (2) (O] 2) (3)
elements d X, d X, and d X which deform into dy, dy, and dy.
U 2) (3)
The volume of the parallelepiped spanned by d X, d X and d X, and that
@ 2 (3)
by dy,dy,and dy , are related by
dv=Jdv . (1.1-51)
Proof:
o (2) 3) @G @ 03
dv=dy-(dyxdy)=e,dydy;dy,
1) (2) (3)
= gijkyi,LdXL yj,MdXM Yind Xy
@ (2) (3)
gijkyi,Lyj,Myk,NdXLdXMdXN (1.1-52)

) (2) (3)
=Jend X, dX, dX,

(1) (2) (3)
— JdX-(d Xxd X) = Jdv,

where Equation (1.1-17) has been used.



The velocity and acceleration of a material point are given by the
following material time derivatives:

_ (Xt
v, = % = J',i — %(_’_) ,
Dt at X fixed
(1.1-53)
. Dv, 9%y,(X.0)
V. = =
l Dt atz IXﬁxed

The deformation rate tensor dj and the spin tensor @y; are introduced by
decomposing the velocity gradient into symmetric and anti-symmetric parts

5,-Vj =v,, = dij +ta,,
. 1 (1.1-54)
dij = E(Vj,i +V ) w; = E(VJJ ﬁvi,.i)'
We also have

D D( oy, o ( Dy
Z(dy,)=—| 2 dx, |= iy
Drt Dt ox, oX .\ Dt

(1.1-55)

0
B X (v X e =v, 9, xdX .

The strain rate and the deformation rate are related by

Sk =dyYixViL - (1.1-56)
Proof:

, 1 . . 1
Sk = E(yi,Kyi,L +YixVin) = E(Vi,Kyi,L +YixVis)

1
= E(Vi,jyj,Kyi,L + yi,Kvi,jy.i,L)
(1.1-57)

1
= E(vj,iyi,Kyj,L + yi,Kvi,jyj,L)
1
= '2‘("4;',1' +V;; )yi,Kyj,L = dtjyi,Kyj,L'
The material derivative of the Jacobian is
J=,,. (1.1-58)

Proof: From Equation (1.1-12)



1
J :ggk""gKLM ek Ve Y + YexVirYmm + Vg VirVmm)

1

= 5 ExmCximVix Vi1 Vmm = Evk,nglm ExtmViLYmm

= —;—vk,K 2JXK,,( = Jvk,k ,

where Equation (1.1-22) has been used.
The following expression will be useful later in the book:

D
_D—;(XL,_]') = _vi,KXK,jXL,i .
Proof: Since

yi,KXK,j =9,

y‘ b
we have, upon differentiating both sides,

. D
yi,KXK,j + Yk E(XK,j) =0.

Then
Yik BD;(XK,J') = _vi,KXK,j :
Multiplication of both sides of (1.1-63) by X, ; gives
'bD“;(XL,j) = _vi,KXK,jXL,i .
Problems

1.1-1.  Show (1.1-15) from (1.1-14).
1.1-2.  Show (1.1-16).
1.1-3.  Show (1.1-45).

1.1-4.  Show that o =2 & =JC,; .
08y, oCy,

2. GLOBAL BALANCE LAWS

(1.1-59)

(1.1-60)

(1.1-61)

(1.1-62)

(1.1-63)

(1.1-64)

This section summarizes the fundamental physical laws that govern the
motion of an elastic dielectric. They are experimental laws and are

postulated as the foundation for a continuum theory.
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2.1 Polarization

When a dielectric is placed in an electric field, the electric charges in its
molecules redistribute themselves microscopically, resulting in a
macroscopic polarization. The microscopic charge redistribution occurs in
different ways (see Figure 1.2-1).

(a) (b) (©)

Figure 1.2-1. Microscopic polarization: (a) electronic, (b) ionic, (c) orientational.

At the macroscopic level the distinctions among different polarization
mechanisms do not matter. A macroscopic polarization vector per unit

present volume,
ZPMicro
P=lim&—| (1.2-1)
Av—>0 Av
is introduced which describes the macroscopic polarizing state of the
material.

2.2 Piezoelectric Effects

Experiments show that in certain materials polarization can also be
induced by mechanical loads. Figure 1.2-2(a) shows such a phenomenon
called the direct piezoelectric effect. The induced polarization can be at an
angle, e.g., perpendicular to the applied load, depending on the anisotropy of
the material. When the load is reversed, so is the induced polarization. When
a voltage is applied to a material possessing the direct piezoelectric effect,
the material deforms. This is called the converse piezoelectric effect (see
Figure 1.2-2(b)).
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- “TA + o 21
/’ 1 1, 1
£-----1 ] 3 EEEEEE !
| Pt i) : ;
S Y e
v F m—
(a) Direct effect. (b) Converse effect.

Figure 1.2-2. Macroscopic piezoelectric effects.

Whether a material is piezoelectric depends on its microscopic charge
distribution. For example, the charge distribution in Figure 1.2-3(a), when
deformed into Figure 1.2-3(b), results in a polarization.

(a) Undeformed.

(b) Deformed.

Figure 1.2-3. Origin of the direct piezoelectric effect.
23 Electric Body Force, Couple and Power

When a mechanically deformable and electrically polarizable material is
subjected to an electric field, a differential element of the material
experiences body force and couple due to the electric field. When such a
material deforms and polarizes, the electric field also does work to the
material. Fundamental to the development of the equations of
electroelasticity is the derivation of the electric body force, couple, and
power due to the electric field. This can be done by averaging fields
associated with charged and interacting particles [1] or particles with
internal degrees of freedom [2]. Tiersten [3] introduced a physical model of
two mechanically and electrically interacting and interpenetrating continua
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to describe electric polarization macroscopically. One continuum is the
lattice continuum which carries mass and positive charges. The other is the
electronic continuum which is negatively charged and is without mass.
Electric polarization is modeled by a small, relative displacement of the
electronic continuum with respect to the lattice continuum. By systematic
applications of the basic laws of physics to each continuum and combining
the resulting equations, Tiersten [3] obtained the expressions for the electric

body force F*, couple CF and power w* as
E _
Fy =p.E; +PE,;

C =¢,PE,, (1.2-2)

ijk
w® = pE 7,

where E is the electric field vector, p is the present mass density, p. (a

scalar) is the present free charge density, and 7z, = P,/ p is the polarization

per unit mass. The presence of the mass density g in (1.2-2); is not obvious.

It is due to a relation between the density of the bound charge and mass

density [3]. The problem at the end of this section is helpful for
understanding (1.2-2).

24 Balance Laws

Let [ be a closed curve. The continuum theory of electroelasticity
postulates the following global balance laws in integral form:

L D-da= Lpedv,

jIE-an:o,

D
Et'[ pdv =0,

—I%L pvdv = i (of +F*)dv + J;tda, (123

%i yxpvdv=.[v [yx(pf+FE)+CE]dv+Ly><tda,

D 1 E E

— —Vv.v+e)dv = +F*)-v+w ldv+ | t-vda,
S ydv = [ [(pf +F") Jdv+ [

where D is the electric displacement vector, fis the mechanical body force
per unit mass, t is the surface traction on s, and e is the internal energy per

unit mass. The equations in (1.2-3) are, respectively, Gauss’s law (the
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charge equation), Faraday’s law in quasistatic form, the conservation of
mass, the conservation of linear momentum, the conservation of angular
momentum, and the conservation of energy. In the above balance laws, the
electric field appears to be static. This is the so-called quasistatic
approximation [4]. The approximation is valid when we are considering
phenomena at elastic wavelengths which are much shorter than
electromagnetic wavelengths at the same frequency [4]. Quasistatic
approximation can be considered as the lowest order approximation of the
electrodynamic theory through a perturbation procedure [5], which will be
shown in Chapter 7, Section 6 when discussing the dynamic theory. Within
the quasistatic approximation, the electric field depends on time through
coupling to the dynamic mechanical fields. The following relation exists
among D, E, and P:

D=¢g,E+P, (1.2-4)

where & is the permittivity of free space.
Problem

1.2-1. Derive expressions for the force, couple, and power on a single,
stretchable dipole in an electric field.

3. LOCAL BALANCE LAWS

From Equation (1.2-3),, and using the divergence theorem, we can write

'[ n,D,da = j D, ,dv = j p.av, (1.3-1)
[ (D, -pydv=0. (1.3-2)

Equation (1.3-2) holds for any v. Assume a continuous integrand, then
D,,-p,=0. (1.3-3)

From Equation (1.2-3),, with Stoke’s theorem, the line integral along /
can be converted to a surface integral over an area s whose boundary is /:

jIE.an:L (VxE)-da=0, (1.3-4)

which implies that
VxE=¢_,E, i, =0. (1.3-5)

ik ki
From Equation (1.2-3);, change the integral back to the reference
configuration
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D D D
Db Pl v = [ Sanay
= [ (W+phav = (a7 +ph,)av (1.3-6)

= Iv (p+ pv,;)dv =0,

where Equation (1.1-58) has been used. Hence

p+pv,;=0. (1.3-7)
With Equations (1.1-58) and (1.3-7) it can be shown that
D [ ]
dv = dv. 1.3-8
— | ol = p (13-8)

Proof: With the change of integration varlables

D D
oL Al Jv=—-[ ol Vv =[ — (ol Vv

Dt
=IV (p[ ]J+pDI[)t]J+p[ ]J)dV
5 (1.3-9)
- [ (—pv,-,,-[ Vo 1[)]J+p[ ]Jv,-,,-)dV
= j DUy - j p ]dv

The Cauchy stress tensor oy can be 1ntr0duced by
t,=0,n;, (1.3-10)

through the usual tetrahedron argument. Then from (1.2-3),, with (1.3-8)
and the divergence theorem, the balance of linear momentum becomes

Dv, . E
) pEdv—L (of, + F, )dv+-"s tda
= I (of, + F)dv + I o,nda (1.3-11)

= _[v (of, + F")dv + _L O i V.
Hence
G,y + i, + B = pi. (13-12)

From (1.2-3)s, the balance of angular momentum can be written as
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D
—E;'L Eg Y, PYv

=L [gykyj(pfk +FkE)+C,.E]dv+L 5ykyjtkda.

The term on the left-hand side can be written as

(1.3-13)

D D
EJ; giikyjpvkdv: J.v P&y E(ijk v
= [ peu v +y,9)dv (1.3-14)

= J; PEH(V, v + Y,V )dv = .L PERY Vydv.
The last term on the right-hand side can be written as

_‘; Eq Y tyda = J; EqxY,;Opnda
= J; (epy;on),dv= .[v Eu (6,04 +y,0,,)dv (1.3-15)

= L Sk (O-jk +yj0'1k,1)dv-
Substituting Equations (1.3-14) and (1.3-15) back into (1.3-13), we obtain
[ pegy iy = [ ey, (of + FF)+CF v

(1.3-16)
+ _[ Eik (O'jk +yjo-lk,1)dv’
or
_L gijkyj(p‘}k - o — FkE — Oy, )dv
(1.3-17)
= I (630 4 +CF)dbv.
Hence
.L (6404 +CHdv =0, (1.3-18)
which implies that
£30, +Cl =0, (1.3-19)
or
£4(0, +PE)=0. (1.3-20)

It will be proven convenient to introduce an electrostatic stress
tensor O'; whose divergence yields the electric body force

E _ pE
ol =F. (1.3-21)

g
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. E .
For the existence of such o consider

1
o-f =D,E, —EgoEkEké'y

| (1.3-22)
=PE; +&,(EE, —EEkEkdj).
We have
o, =D,E,+PE, =pE,+PE, =Ff, (1.3-23)

where Equation (1.2-4) has been used. We note that O'if is not unique in the

sense that there are other tensors that also satisfy (1.3-21). For example,
adding a second rank tensor with zero divergence to the O'if in (1.3-22) will

not affect (1.3-21). In this book we will use (1.3-22).
With o

Jo the balance of linear momentum, Equation (1.3-12), can be

written as
(0, +0,),+pf, =pv,. (1.3-24)
The balance of angular momentum, Equation (1.3-20), can be written as
Eq(Cy +PE)=¢,(0, +0,)=0, (1.3-25)

which shows that the sum of the Cauchy stress tensor o; and the
electrostatic stress tensor O',-JE. is symmetric, which we call the total stress
tensor and denote it by 7,

_ E
Z'ij —O’ij+0'ij

| (1.3-26)
=0, +BE; +&(EE, _EEkE"é‘U’) = e

7, can also be decomposed into the sum of a symmetric tensor O'I-JS. and the
symmetric Maxwell stress tensor 0'34 as follows:
_ S M
T, =0, t0,;,

s _ _ s
o, =0, +PE, =0}, (1.3-27)
1

o) =&(EE, —EEkEkétj) =oy.

From Equation (1.2-3)g, the conservation of energy is
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Dt &
= j (of, + EX v, +whldv+ j t,v,da.
The left-hand side can be written as
D 1 D1
— —v.v. +eldv= —| =v,v. +e ldv
Dt ¥ p(z n ) L plh(z o )

= J'V p(v,.f),. +e')dv.

The last term on the right-hand side can be written as
I t,v,da= I o,nv,da
5 £

ol Azve)
pl=vy, +eldv
2 (1.3-28)

(1.3-29)

(1.3-30)
= L (Owvi), dv = L (O-Ik,lvk +levk,l)dv°

Substituting (1.3-29) and (1.3-30) back into (1.3-28) gives
I (v, v, +é)dv = I (of, + FP)v, +w'ldv

(1.3-31)
+ _L (On Ve +O3Vyy )dv,

or
L vk(p‘}k -of - F¢ ~ Oy )dv = Jv (O Vi, +w' — példv. (13-32)
With the equation of motion (1.3-12), the left-hand side of (1.3-32)
vanishes, and what is left is
[ (0uviy+w" = pe)dv=0, (1.3-33)
which implies that
pe=o,v,, +pET,. (1.3-34)

A free energy ¥ can be introduced through the following Legendre
transform:

w=e—-Er,. (1.3-35)
Then
w=é—Ex, —E,.
Substitute Equation (1.3-36) into (1.3-34)
py =o,v,, - PE,. (1.3-37)

In summary, the local balance laws are

(1.3-36)
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Di,i = Pes
g,.jkEk,j =0,
Ib+pvi,i =0,
Tyt 0 = PV

EaTp =0,

(1.3-38)

p'/./ =0uV,; — PzEr
Since the electric field is quasistatic (curl-free), an electrostatic potential can
be introduced such that

E =—¢.. (1.3-39)

Then Equation (1.3-38), is satisfied identically.
Problems

1.3-1. Calculate the stress in a plate capacitor by studying the Coulomb
force between charges at the two major surfaces of the plate.
1.3-2.  Show (1.3-23).

133. Showthat | Fdv= | ojn,da.

JiTJ

4. MATERIAL FORM OF THE BALANCE LAWS

Up to this point, all the equations have been written in terms of the
present coordinates y;. Since the reference coordinates of material points are
known while the present coordinates are not, it is essential to have the
equations written in terms of the reference coordinates Xk.

From Equation (1.2-3),,

[ Dda,={ pdv. (1.4-1)
Change the integral back to the reference configuration
[ DX, a4, = [ pJav, (1.4-2)
or
[ DX N da=[ puJav, (1.4-3)

where Equation (1.1-49) has been used. Use the divergence theorem

[ (DX, dv = [ potav, (1.4-4)
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which implies that
D, ;= Ps> (1.4-5)
where @, and p, (a scalar) defined by
®,=JX,,D, D, =J"y,0,,
Pr =P,
are the reference or material electric displacement and body free change per

unit undeformed volume.
From Equation (1.2-3),

[E-at=[ Edl = [Ey,dL

= ISgIJK(Eiyi,K),JdAI =0,

(1.4-6)

(1.4-7)

which implies that
ExExy = 0, (1.4-8)
where €, defined by
Ex =Eyix =0 Vix =0y, E =FEXg,, (1.4-9)
is the reference electric field.

From (1.2-3);, the total mass of the material body is a constant, which is
the mass in the reference state

jv pdy = IV p,dV, (1.4-10)

where o is the mass density in the reference state. With changes in
integration variables, the conservation of mass takes the following form:

IV plav = p.av, (1.4-11)
which implies that
0y =pJ . (1.4-12)

The balance of linear momentum can be written as

[ podv=1[ (of,+Ff)dv+ [ 1,da

=| (of +oi)dv+ | tda=| pf.dv+ | (t, +oln)da
, J i, o T v s v

=| gf.dv+ | (o,n +0cin)da
| Al [ oy ain

= j of jdv+ .[ T,nda = I of dv+ .f t;da,.
The last term on the right-hand side of (1.4-13) can be written as

(1.4-13)
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L 7,da, =IS T, JX, ,d4,

(1.4-14)
= [ 7, X, Nodd= | (,0X,),aV.
Substitute (1.4-14) into (1.4-13)
[, pogav=1{ pfJgav+| Jx,),av, (1.4-15)
which implies that
K, +pof, =PV, (1.4-16)
where Kj;is defined by
K,=JX,7;, 7,=J"y,,K;. (1.4-17)
The conservation of angular momentum can be written as
€Ty =€) ¥ K, =0, (1.4-18)
which implies that
&Y. K, =0. (1.4-19)
For the energy equation
py =o,v,, -PE, (1.4-20)

. . K . ..
we introduce a symmetrlc stress tensor TKL and a material polarlzatlon

vector &, by
o> =0,+PE,=J" TS, TS =JX,. . X, 00
i — Oy L= YikYitdgrs Lk =92k A110n

" (1.4-21)
P=J YVikPxr» Py :JXK,kPk'
Then
py = O',J J,—PEv —]’iEi
-1 S -1 D
=J yi,Kyj,LTKij,i_PiEjvj,i_J VixPx E(XLJ(EL)
=J 'y xy T d, +o,)-PEyv,
—J_lyi,K@K[_(XL,i )EL +XL,,'¢L:| (14-22)

=J‘1y,.,KyJLT d,-PEyv,

ivii
—JVIyi,K‘(P (_vaXMiXLj)E "J_lyiK(P XL,iE.L
=J TS ~PEyv,, +Pv, E, —J @,

JUJid

where Equations (1.1-60) and (1.1—56) have been used. Hence
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PV =T Sxr — Py - (1.4-23)
In summary, the balance laws in material form are
D g k= Pg>s
EuxEx,y =0,
Po = pJ,
’ (1.4-24)

KLk,L + Pofi = PoVis
gkijyi,LKLj =0,
po¥ =T, Sxy — Py By

S. CONSTITUTIVE RELATIONS

For constitutive relations we start with the following forms as suggested
by (1.4-24)¢:
W =W (SxEx)s
Te =T (Sxr-Ex)s (1.5-1)
P = Py (S »Ex)-
Substitution of Equation (1.5-1) into (1.4-25)s gives
o . o .
(TIgL ~ Po —l//)SKL — (P + Py —W)EK =0. (1.5-2)
Sy OE,
Since Equation (1.5-2) is linear in § « and €, , for the inequality to hold

for any Sy, =S, and &, , we must have

s l(éw 0”1//]__ oy

Kk = Pos + Po o>
2\ 2 o 17
0’) Ski Sik Skr (1.5-3)
%
P = ,
Kk = Po PE,

where the partial derivatives are taken as if the strain components were
independent, and the free energy is written as a symmetric function of the
strain tensor similar to (1.1-38). Then
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KLJ. =JXL’,-T,-J- :JXL,i(O-; +O-gl)

_ 1
=JX, (I Yk Y Tie) + IX 60 (EE, —EE,,E,(@.)
1
= yj,MTA/SIL +yj,KJXK,kXL,150(EkE1 _EEmEmé‘kI) (1.5-4)
oy M
=y, —_—ty. T
ik Po 85, Yiklgr
=Fy+ My,
where we have introduced
1
TKAZ = JXK,kXL,Igo(EkEl ~EEmEmgkl)a
0
F :']XL,iO'yS- :yj,KTKSL zy,-,Kpo—l//"’ (1.5-5)
0S4

1
M, :JXL,iO-;/I :yj,KTKAZ =JX &(EE; _EEkEké‘ij)'

In terms of the displacement vector, we have
s s
F,=y,«Ta =(5jK+uj,K)TKL, (1.5-6)
which, in the unabbreviated notation, takes the following form:
F, = Tlf d+u)+ T1§“1,2 + Tl§u1,3=

_ s s s
Fy =Ty (It u )+ Ty, + Tou 5,
_ms s s
Fy =T +u,)+Thu,, + Tiu, ,,
_ s s s
F, =T u,, + T+ “2,2) + TlSu2,3 s
—_ 798 N N
F,, =Thu,, +T,(1+u,,)+Tu,,, (1.5-7)
_ s s s
Fy =Thuy, + T (14 uy,) + Thuy 5,
_ s s s
Fiy = Tus, + Tyuy , +Ti3(1+us5),
_ s s s
Fyy =Ty, +Thuy, + T3 (1+uy5),
s s 5
Fyy =Thuy, +Touy, + T (1 +uy ).

From
D, =¢,E, + P, (1.5-8)
we have
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D= &g JX D, = &, JX B, + Xy P,

1.5-9
= EOJCIEZEL + @ = goJCQEL 2 o s ( )
OEg
where
EgJX ¢ B, = 60JX B, X, = 6,JCLE,, (1.5-10)

has been used.
The free energy y that determines the constitutive relations of nonlinear
electroelastic materials may be written as [6]

PV (Skr»Ex)
= 'é‘gABCD SapScp —€apcE4Spc *%{AB E4Ep
¥ %gABCDEF SanScoSpr + %ISABCDE EaSocSe
- %bABCDQEA‘EBSCD - %{ABC E,E,Ec (1.5-11)
+ 2—14 € e S8ScoSErSau + —é—IZcABCDEFG E 4 SpcSpeSre
+ %CIZABCDEF E,EgScpSgr + %]36,4301)5 EL4EpEcSpe

where the material constants
c b (4 ABC * Z E

2 ABCD 2 4B

¢ k b 1.5-12
3 ABCDEF > ABCDE ’ ABCD? %, ABC ’ ( )
C k , a k y4 s

kd 3 b
4 ABCDEFGH =~ 2 ABCDEFG | ABCDEF 3 ABCDE 4 ABCD

are called the second-order elastic, piezoelectric, electric susceptibility,
third-order elastic, first odd electroelastic, electrostrictive, third-order
electric susceptibility, fourth-order elastic, second odd electroelastic, first
even electroelastic, third odd electroelastic, and fourth-order -electric
susceptibility, respectively. These material constants are called the
fundamental material constants. The second-order constants are responsible
for linear material behaviors. The third- and higher-order material constants
are related to nonlinear behaviors of materials. The structure of
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w(Sy »Ey) depends on material symmetry. Integrity bases for

constructing a scalar function of a symmetric tensor and a vector for all
crystal classes are known [7].

6. INITIAL-BOUNDARY-VALUE PROBLEM

Since
Ex =—0x, (1.6-1)
the curl-free equation (1.4-24),
ExExy =0, (1.6-2)

is automatically satisfied. The angular momentum equation (1.4-24)s
gkijyi,LKLj = gkijyi,LJXL,ITIj (16-3)
= £,,;,0,JT; = J&y,
is satisfied because 7; is symmetric. The present mass density p appears in
the equation of conservation of mass (14.-24); only, and therefore can be
calculated from the equation after the deformation and the electric field have
been found. The energy equation (1.4-24)e is satisfied by the forms of the
constitutive relations. In summary, we need to solve the following
equations:

7, =0,

K+ pof; =Py,

(1.6-4)
Dy k= Pr>
where
0 1
Ky =Y,xPo —asl +JX, 60 (EE, _EEkEké‘ij)’
KL
» (1.6-5)
D=6y JCh E, — p )
kL L 0 OE,
and
S =WixYin =0k )/ 2,
KL y»Ky ’I‘ KL) (1.6"6)

Eyg = _¢,K-
With successive substitutions from Equations (1.6-5) and (1.6-6), Equation
(1.6-4) can be written as four equations for the four unknowns y,(X,,f)

and ¢(X,,1).
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Consider an interface between medium 1 and medium 2. The unit
normal n of the interface points from 1 to 2. A mechanical traction ¢ ; acts

on the interface. The surface free charge density on the interface is &, .

e

Figure 1.6-1. A material interface.

We want to derive interface jump or continuity conditions. Construct a
pillbox on the interface as shown. Apply the balance of linear momentum
(1.4-13) to the pillbox:

tPn, —1n +1, =0. (1.6-7)
Apply Gauss’s law of electrostatics to the pillbox:
D®n, - D"n, =5, . (1.6-8)

On the interface,

t,nda=rt.da, =7,JX, dA, =K, dA, =K N, dA, (1.6-9)
and

Dinda=D,da, = D,JX, ,dA;, =D dA, =D N, d4. (1.6-10)

Therefore Equations (1.6-7) and (1.6-8) can be written in the material form
as

KN, -KJN, +T, =0, (1.6-11)

oPN, -0N, =7, (1.6-12)
where

= - da a

T, =f{,—, G,=06,—. 1.6-13

7oAt " dA (1613

For mechanical boundary conditions § is partitioned into S, and S7, on
which motion (or displacement) and traction are prescribed, respectively.
Electrically S is partitioned into Sy and Sp with prescribed electric potential
and surface free charge, respectively, and
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S, US;=8,08,=85,
S,NS, =8,nS,=0.

Usual boundary value problems for an electroelastic body consist of (1.6-4)-
(16.-6) and the following boundary conditions:

Y. =Y, on Sy’
¢=¢ on AR
KN, =T, on S,

DNy=-0, on S,,

(1.6-14)

(1.6-15)

where y, and ¢ are the prescribed boundary motion and potential, T, is

i
the surface traction per unit undeformed area, and &, is the surface free

charge per unit undeformed area. For dynamic problems, initial conditions
need to be added.

7. VARIATIONAL FORMULATION

Consider the following functional [8-10]:

f |
H(y9¢) = J:O dt J;/ Ii'ipoyiyi - pol//(SKL,EK)
+ (S W)+ oSy — it }dV (1.7-1)

L] Toas - ['a], g5
where

1 1
7Sk Ex)= "z’goJEkEk = 580J¢k¢,k

1 1 _
= EEOJXL,kXM,k¢,L¢,M = '2"90JCM1N{EM£N >

Cy =04 +254, (1.7-2)
S =iy =02,

E,=-¢,.
The admissible y; and ¢ for IT satisfy the following essential boundary
conditions on S, and S
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i liey= 0, W |t=tl: 0, in V,

Y=y, on S, 1, <t<t, (1.7-3)

p=¢ on S, 1,<t<t,.
By straightforward differentiation, we have

on

OE,
From Equation (1.1-39) and Problem 1.1-4, the other partial derivative of 7
is equal to

ocC;}
or _, or =2(—1—)50( o Co +J MN)foN

= £,JC oy Ery = IX g 160 E, - (1.7-4)

1 1,
=&, [EJCK;CM‘N - J—2—(CM‘KCL}V +CL O )}EMEN
=& %J(Clz Cov = CoCiv = ConCo )Ey By (1.7-5)
1

=& EJ(CIQC;N - 2C1\_41KCL_1{1 YE\ Ey
= _JXK,kXL,Igo(EkEl -E,E,6,12)
M
=T, .

Then the first variation of IT is

oLl = ,[: dt_[, [(KLi,L +Pofi = PV )Y, + (D - P )5¢}IV
_ J-tn dtL (K, N, -T)5,dS (1.7-6)

- -[: dt Iso (DN, + Oy )OgdS.

Therefore the stationary condition of ITimplies the following equations and
natural boundary conditions:

K. + pofi = PoYy, In Y,
Dy x= Pp> in V,
K,N,=T,, on S

DNy =-0,, on §,.

(1.7-7)

T°
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Problem

1.7-1.  Show (1.7-6).

8. TOTAL STRESS FORMULATION

A more compact formulation will result if we introduce the following
total energy density:

P (Sk»Ex) = PoW(Sk>Ex ) — (Sy > Ex)- (1.8-1)
Then the constitutive relations take the following form:
oy 0 or : .
Po .d = Po v :T1?L+TI?Z=TKL9
5 ou  on (1.8-2)
il -1
= - =Py — £, JCoE = —D,
Poa(EK poafl{ o, k &bty K

~

where we have introduced a total stress tensor T, in material form. In

terms of the two-point total stress tensor K, the constitutive relations are

Lj®
. oy
Ky =y,xTw =Y, xPo 05, ) (1.8-3)
D = £, JCAE ,+ P, =—p, ;EV’ . (1.8-4)
K

The variational functional in (1.7-1) becomes

I
N(y.¢) = J dt ], [Epoyiy,- — Pol (St Ex)
oSy~ Pt }dV (1.8-5)

+ [ at '[YTY_"iyidS— J:dt LD &, 4dS.

’U

The following expressions will be useful in Chapter 6.
o'r

=g JC}, 1.8-6
dELHE, ° (1:8:6)

o’n 1 o o
5. or = 077 CaiCim ~CuaeCi ~CuiCaa)Ey, (187
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o'n 1 oJ

_7T e~ (Cclch -20 COE,,E
aSKLaSRS 026SRS( KL™>~ MN MK LN) M *“~N
J 1 oc oc! oc;}
2| 2 g 1 205 %k -2 Sk,
2 RS 6 RS SRS a RS
=& a_J(CIEILCA—/IIN - 2C‘A_/IIKCITI{/ YE, Ey
BC g

-1 -1 -1 ac—l
+&,J -‘M—KLC;N +Cp Chom _ s Cp —2C —2 \E, E,
OC i 0Ch  OCp OC i

=& _;—JCR;‘ (CZ CA}IN - 2CA;1KC£]11 )E Ey

1

0] -3 (CACL + CACICH ~SCACHC + CCi)

H(CACS + CIACICL + Ci (CACE +CAC) ]mN

~e0)| SCACAC ~CACLC

S CACHC =S CACACi 3 ChCCay =~ CUCACay

| R | -1 o1 -l -1 vl el
+CorCsx Cry + CrsCry Cry + Coe CrCoy + € C s Cry }EM Ey-

(1.8-8)



Chapter 2

LINEAR PIEZOELECTRICITY FOR
INFINITESIMAL FIELDS

In this chapter we specialize the nonlinear equations in Chapter 1 to the
case of infinitesimal deformations and fields, which results in the linear
theory of piezoelectricity. A few theoretical aspects of the linear theory are
also discussed.

1. LINEARIZATION

In this section we reduce the nonlinear electroelastic equations in the
previous chapter to the linear theory of piezoelectricity for infinitesimal
deformation and fields. We consider small amplitude motions of an
electroelastic body around its reference state due to small mechanical and
electrical loads. It is assumed that the displacement gradient is infinitesimal
in the following sense that

i, lI<<1, 2.1-1)

under some norm, e.g., || u, x |[=max|u, . |. It is also assumed that the
electric potential gradient @, is infinitesimal. We neglect powers of #, ,,

and ¢ , higher than the first as well as their products in all expressions. The

linear terms themselves are also dropped in comparison with any finite
quantity such the Kronecker delta or 1. Under (2.1-1),

Ou, O, M5 vy )=
oX, " o M ey, (2.1-2)
¢,1< =@, Vix = ¢,i5iK’

which implies that, to the first order of approximation, the displacement and
potential gradients calculated from the material and spatial coordinates are
numerically equal. Therefore, within the linear theory, there is no need to
distinguish capital and lowercase indices. Only lowercase indices will be
used in the linear theory. The material time derivative of an infinitesimal
field variable f{y,¢) is simply the partial derivative with respect to ¢:
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of o _o Lol ¥
Dt at X fixed 6t y fixed ayl { fixed at X fixed (2.1_3)
B O A
ot y fixed ayi 6t y fixed
For the finite strain tensor
1 1
Sk =5(uL’K +‘ug, +uM,KuM,L) EE(uL’K +uK’L). 2.1-4)

In the linear theory, the infinitesimal strain tensor will be denoted by
1
Sy = 5(”1,1( +lyy). (2.1-5)

The material electric field becomes
Ex =Ey x=Ebyx >k, (2.1-6)
Similarly,
o; =0, o, =0, o =o) =1,
M, =0, K, =F, =60, Ty =6,6,0,, (2.1-7)
Py > P, D> D,.
Since the various stress tensors are either approximately zero (quadratic in
the infinitesimal gradients) or about the same, we will use T;; to denote the
stress tensor that is linear in the infinitesimal gradients. This is according to
the IEEE Standard on Piezoelectricity [11]. Our notation for the rest of the
linear theory will also follow the IEEE Standard. Then
o, = 0' =7, > T,

K,=F,=68,0,-T, (2.1-8)

Ty = 50,0, > Ty
For small fields the total free energy can be approximated by

po‘//(SKLs Ex) = PoW(Sk»Ex)— EOJE E,

1 1 1

= EgABCD SsScp ~€4scE4Spe _5;2(,43 E,Ey —EEOJEkEk (2.1-9)
1 1
2c,fk,s Su—esES, —Eg,.jE,.Ej =H(S,,E,),

where
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S
5 =q + £,5,- (2.1-10)
ij

The superscript E in c,.f,d indicates that the independent electric constitutive

variable is the electric field E. The superscript S in 6‘5 indicates that the

mechanical constitutive variable is the strain tensor S. We have also denoted
the total free energy of the linear theory by H which is usually called the
electric enthalpy. The constitutive relations generated by H are

OoH
i = S = cifmSkz —e By
;H (2.1-11)
D, = —67 = eikISkI + ‘c"z'iEk'

Hence T, D and P are also infinitesimal. The material constants in Equation
(2.1-11) have the following symmetries:

E _ E _ E

Citr = Cim = Cryyy»

€ = € (2.1-12)
s _ .8

gij _gji‘

We also assume that the elastic and dielectric material tensors are positive-
definite in the following sense:

¢SSy 20, forany S, =85,,
and ¢SS, =0 = §,=0,
giJS.E,.Ej >0, forany E,,
and £, EE, =0 = E, =0.

(2.1-13)

The total internal energy density per unit volume can be obtained from
H by a Legendre transform, given as

U(S,D) = H(S,E(S,D))+E(S,D)-D. (2.1-14)
Constitutive relations in the following form then follow:
Tza—U, Ezgg, (2.1-15)
oS oD
or
T, = ciﬁdskl —hy Dy,

v S (2.1-16)
E = _hikISkI + ﬂika'

It can be shown that U is positive-definite:
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U=H+E,D,

1 1
= —cS,Sy —e ESk—EgifE,.Ej+Ei(eik,Sk,+8,iEk) (2.1-17)

2 ik =i i

1 1
- Ectfldsysu +585E,-Ej >0.

For small fields, the total internal energy density U per unit volume and the
internal energy density e per unit mass in the previous chapter are related by

U=H+ED,=pw+E,D,
1
=py -7+ ED, = po’//_"z'goEiEi +E.D,
1 (2.1-18)
= poe—EF, _ESOEiEi +E (5 E, +P)

1
= p0e+580E,.E,. = p,e+ 7.

Similar to (2.1-11) and (2.1-16), linear constitutive relations can also be
written as [11]

_E
S, =SuTy +d,,E,,

(2.1-19)
D, =d,T, + ‘("ziEka
and
S, =shT, +8g.D,,
ij ikt ki kyT k (2.1-20)
E, =-g,Ty + BuD,.
The equations of motion and the charge equation become
T, + A, = pii,
- (2.1-21)
Di,i = P>

in which the difference between the reference and present mass and charge
densities can be ignored. The body force fand charge p. are infinitesimal.

Within linear theory, the conservation of mass and the relation between
the reference and present charge densities take the following form:

Po = p(1+uk,k)9
pE = pe'

The surface loads are also infinitesimal. Hence

(2.1-22)
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T,=t,, 6,=0, (2.1-23)
and
KLJ.NL ETijni, A, N, =Dn,. (2.1-24)
Problem

2.1-1.  Show (2.1-15).

2. BOUNDARY-VALUE PROBLEM

21 Displacement-Potential Formulation

In summary, the linear theory of piezoelectricity consists of the
equations of motion and charge

T_;‘i,j + pf, = pii;, Di,i =P s (2.2-1)

constitutive relations

T, =cuSuy —ek,.]Ek, D, =e,S; +&,E, 2.2-2)

A A
and the strain-displacement and electric field-potential relations

Sij = (ui,j +uj,i)/29 E, :_¢,i s (2.2-3)

ik

where u is the mechanical displacement vector, T is the stress tensor, S is
the strain tensor, E is the electric field, D is the electric displacement, ¢ is
the electric potential, p is the known reference mass density (or py in the
previous chapter), p. is the body free charge density, and f is the body
force per unit mass. The coefficients c;u, ex; and ¢; are the elastic,
piezoelectric and dielectric constants. We have neglected the superscripts in
the material constants. With successive substitutions from Equations (2.2-2)
and (2.2-3), Equation (2.2-1) can be written as four equations for u and ¢

Coallyy + €@ + 2, = il

Couillyy — 4P = P

(2.2-4)

2.2 Boundary-Value Problem

Let the region occupied by the piezoelectric body be V and its boundary
surface be S as shown in Figure 2.2-1. For linear piezoelectricity we use X as
the independent spatial coordinates. Let the unit outward normal of S be n.
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Figure 2.2-1. A piezoelectric body and partitions of its surface.

For boundary conditions we consider the following partitions of S:
S, VS =8, 08, =S8,

2.2-5)
S, NS=8,NS, =0,

where S, is the part of S on which the mechanical displacement is
prescribed, and St is the part of S where the traction vector is prescribed.

S, represents the part of S which is electroded where the electric potential
is no more than a function of time, and Sp is the unelectroded part. For
mechanical boundary conditions we have prescribed displacement ¥

u,=u,, on S, (2.2-6)
and prescribed traction £,

T..n.:fj, on St (2.2-7)

iyt

Electrically, on the electroded portion of S,
¢=¢, on S, (2.2-8)

where ¢ does not vary spatially. On the unelectroded part of S, the charge
condition can be written as
Dn;, =-0

e’

on Sp, (2.2-9)
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where o, is free charge density per unit surface area. In the above
formulation, the mechanical effect of the electrode is neglected because we
assume very thin electrodes.
On an electrode Sy, the total free electric charge Q. can be represented
by
Q.= [ -mDds. (2.2-10)
Ss
The electric current flowing out of the electrode is given by
i=—0,. (2.2-11)
Sometimes there are two (or more) electrodes on a body which are

connected to an electric circuit. In this case, circuit equation(s) will need to
be considered.

2.3  Principle of Superposition

The linearity of Equation (2.2-4) allows the superposition of solutions.
Suppose the solutions under two different sets of loads of {f® ,P(ED} and

£, pP1 are {u®,p"} and {u®,9>}, respectively. Then under the
combined load of {f® +f®,p® + pP1, the solution to (2.2-4) is
u® +u®, ¢® +#>} . This is called the principle of superposition and

can be shown as

1 @) 1 (2)
ykl(u()+uk))lj+eky(¢() ¢ )

1 2 (1) 2
+ o0+ £P) - p (u +u?)
_ ) 2) 1) (2)
= Cygly i T Conthy +ekij¢ C o
+ 0O+ P - pii® — pii? (2.2-12)
M) 1) 1) (1)
= (cykluklj + eky¢( + ﬁ; ~ pi;’)
2 2 2 .+ (2)
+(Cuutty) + 95 + o2 - pii?)

=0+0=0,
and
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e)) (2) (l) (2) 1 2
en(uy +u"), —&,(¢ +¢ )y (p()+p£))

1) (2) (1) (2) 1) (2)
=l Tl — &y — P P

— 1 (1 1) 2 2 2)
= (el — €0, - ps )+(e,k,Ll,(€,z-—8 () - p)

=0+0=0.

(2.2-13)

The principle of superposition can be generalized to include boundary loads.
24  Compatibility

Since the six strain components are derived from three displacement
components, it is natural to expect some relations among the strain
components whether they are linear or nonlinear. The following can be
verified by direct substitution:

Sias = (S5, +S123 23,1),1=
2231 =(Si23 +S231 31,2),2:
Si310 =Sy, + 83, — S123) 35

2S23,23 = S22,33 + S33,22 s

2S31,31 = S33,11 + S11,33a

2S12,12 = Sn,zz + S22,11-

(2.2-14)

Equations (2.2-14) are called compatibility conditions. The compatibility
conditions are necessary conditions for the six strain components derived
from three displacement components. They are also sufficient in the sense
that for six strain components satisfying these compatibility conditions,
there exist three displacement components from which the six strain
components are derivable. The sufficiency of (2.2-14) is true over a simply-
connected domain only. For a multiply-connected domain, some additional
conditions are needed. The compatibility conditions are useful when solving
a problem using stress components rather than displacement components as
the primary unknowns. In more compact form, Equation (2.2-14) can be
written as

Sij,kl + SkI,ij - Sik,jl - Sjl,ik =0, (2.2-15)
of which the six independent relations are (2.1-25), or

i ErmSam = 0- (2.2-16)



3. VARIATIONAL PRINCIPLES

3.1 Hamilton’s Principle

39

The equations and boundary conditions of linear piezoelectricity can be

derived from a variational principle. Consider [4]
h |
N(u,g)= [ dt | |=pii, ~ HSE)+ pfyu, - p.g [dV
o 2
!y - h _
+f [, TudS - j dt Lbae;ﬁdS,

where

Sij = (ui,j +uj,i)/2’ k=4,

(2.3-1)

(2.3-2)

u and ¢ are variationally admissible if they are smooth enough and satisfy

ou, |, =ou; |,=0, in V,
u,=u,, on S, t,<t<i,

g=¢, on S, I, <t<t.
The first variation of I is
4 .
o= ["df |1, +af, - pii)ou, +(D,, - ) RV
) - t —_
-fa LT (T;n, —1,)0u,dS - j di _LD(D,.ni +5,)5¢dS,

where we have denoted
OH H
-
oS OE
Therefore the stationary condition of IT is
T,,+pof=pii,, in V, t,<t<t,
D,=p, n V, t,<t<t,
T,n,=t, on S, t,<t<t,

D,n, = -0,

e’

on §,, t,<t<t,.

(2.3-3)

(2.3-4)

(2.3-5)

(2.3-6)
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Hamilton’s principle can be stated as: Among all the admissible {u, ¢}, the
one that also satisfies (2.3-6) makes IT stationary.

3.2  Mixed Variational Principles

If the functional in Equation (2.3-1) is viewed to be dependent onu, ¢, S
and E, then Equation (2.3-2) should be considered as constraints among the
independent variables. These constraints, along with the boundary data in
Equations (2.3-3),3, can be removed by the method of Lagrange multipliers.
Then the following variational functional will result [12]:

II(u,$,S,T,E,D)

!y | 1
- I, d | {Epuiui—H(S,E)+T,.J.{Sij—E(ui’j+uj,i)}

~Dy(E, +¢,)+ pfu, — p.¢ }dV
2.3-7

[ di [ Tnu, -)ds

+ j dtjs¢ D,n,(¢—$)dS

h - h —
+ [ LT fuds - | i LD F.4dS.
u, ¢,S, T, E and D are admissible if they are smooth enough and satisfy
ou, |, =ou,|,=0, in V. (2.3-8)

The first variation of I'T is

ol = J‘Iol dtJ‘V { (T, + pf; — pii,)ou, +(D,, — p,)5¢
1
+[S,j ~5(ui’j +tuy, )]éTij —(E, +¢,)oD,

A1, -l | b+ g lav (23-9)
v 758, |0 3,

i i

+ j dtjsu(ui —1,)T ,n,dS + j dtL¢(¢—¢7)6DinidS

[ arf @, ~ipsuwas - [ dif (Dn +5,)5pdS.
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Therefore the stationary condition of ITis

T,,+af, =pii,, D,=p, in V, t,<t<t,
S, =@, +u, )2, E, =-¢,, in V, t,<t<t,

Tij=£}£, Diz——qli, in V, t,<t<t,
oS, OF

ij i

u,=u, on S, l,<t<t, (2.3-10)

T.n =t, on S,, t,<t<t,
p=¢,, on S, ,<t<t.
Dn,=-0,, on §,, t,<t<t,.

Hence, among all the admissible {u, ¢, S, T, E, D}, the one that also
satisfies Equation (2.3-10) makes IT(u, ¢ , S, T, E, D) stationary. The
functional in Equation (2.3-7) has all of the fields as independent variables.
Its stationary condition yields all the equations and boundary conditions.

Variational principles like this are called mixed or generalized variational
principles.

33 Conservation Laws

From Noether’s theorem on variational principles invariant under
infinitesimal transformations, the following relations can be shown [13]:

o, . 0
—é;(pujuj,i)-i-g_(z;&ik Jl ]k ¢ D) 0

k

0
Egy.kp(xj m mk+u u,)

lmj
k

+636c (x,26,; —x,u, T, —x,6,D, +T,u,)=0,
o, . .
a[puj(uj+xmuj,m+tuj)+t2]

+ai[xkz—Tjk (u, +x,u,, +1,)-D(p+x,4, +1$)]=0,
xk ’

(2.3-11)
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where

1

L= H(SsE)_.TijIZSij —E(ui,j +uj,i)j|

(2.3-12)

1
+ D,(E, +¢,,.)—5pa,.u,..

Equation (2.3-11),,3 are obtained by the invariance of the functional in
Equation (2.3-7) under translations, rotations, and scale changes,
respectively. They can be verified by direct differentiation. The relations in
Equation (2.3-11) are in divergence-free form and are called conservation

laws. They can be transformed to path-independent integrals by the
divergence theorem.

Problems

2.3-1.  Show (2.3-4).
2.3-2.  Show (2.3-9)
2.3-3.  Study the conservation laws for linear, static piezoelectricity [13].

4. UNIQUENESS
4.1 Poynting’s Theorem

We begin with the rate of change of the total internal energy density,
given as
=95 +%%p 15 +ED
oS, oD,
= TijSij +ED, = 7:j1’.li,j ~¢.D,

= (Tu), - 7;‘/',_1'1"li —(¢ Di),i + ¢Di,i (2.4-1)

g%
= (T;'jz’.li),j _(piii —pﬁ)ili —(¢ Di),i +¢pe
. ol .. . : .
= (Tjiuj),i _a(apuiuij'*‘ pf;'ui _(¢ Di),i + ¢pe9
where (2.2-1) has been used. Therefore,

0 . . . .
"'a_t(T + U) = pfu, +¢p,— (¢ D, _Tjiuj),i’ (2.4-2)



43

where

T = % P, (2.4-3)

is the kinetic energy density, and ¢D,. is the quasistatic Poynting vector.

Equation (2.4-2) may be considered as a generalized version of Poynting’s
theorem in electromagnetics.

4.2  Energy Integral
Integration of (2.4-2) over V gives

d o
.Ep’@+yyyzilmfm+@%MV
+ Lu T,n,,dS + LT 7,11,dS (2.4-4)

- js D,n.pds + J’S g, 4dSs,
# D

where Equations (2.2-6) through (2.2-9) have been used. Integrating
Equation (2.4-4) from £, to f, we obtain

[ C+U)ar = [ (rev),av
+[dtf, p(i, +gp)dv
+ :dt.[s Tj,-njfl,-dS+ det.[s, £ i dS (2.4-5)

- ’:dtJ‘% D,n.gdS + J;:dt J, o.pds.

Equation (2.4-5) is called the energy integral which states that the energy at
time ¢ is the energy at time # plus the work done to the body from # to .

4.3 Uniqueness

Consider two solutions to the following initial-boundary value problem:
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T,,+pf=pi, in V, t>4,

D, ,=p,, in V, t>t,

T, =cpSy—eyk,, in V, t>1t,
D =e,S,+e,E,, in V, t>1,
S; =@, +u,;;)/2, in V, t>1,
E =-¢,, in V, t>14,

ijk

_ (2.4-6)
u,=u, on S

1 i u?®

T.,n,=t, on S,, t>t,

t>t,,

=¢, on S¢, t>t,,

u,=v), in V, t=t,

From the principle of superposition, the difference of the two solutions
satisfies the homogeneous version of (2.4-6). Let u’, ¢*, S*, T, E', and
D" denote the difference of the corresponding fields and apply (2.4-5) to it.

The initial energy and the external work for the difference are zero. Then the
energy integral (2.4-5) implies that, for the difference, at any ¢ > #,

[ [+ut)av=0, t>1, (2.4-7)
Since both T'and U are nonnegative,
U' =0, T"=0, in V, t>t,. (2.4-8)
From the positive-definiteness of Tand U,
=0, E'=0, w =0, in V, t>t¢,. (2.4-9)

Hence the two solutions are identical to within a static rigid body
displacement and a constant potential.

S. OTHER FORMULATIONS

5.1 Four-Vector Formulation

Let us define the four-space coordinate system [14]
x, ={x,1}, (2.5-1)
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and the four-vector

Up = {uia¢ } ’ (25'2)
where subscripts p, ¢, r, s will be assumed to run 1 to 4. Also define the
second-rank four-tensor

p 0 0 O
- PSs Pg=123, |0 p 0 0 25.3)
b 0, pg=4, 0 0 p ol
0 0 0 0

and the fourth-rank four-tensor Mg, where
M = M4jkl=ejk19 M, =ey, (2.54)
My =85 Mo = =P .
and all other components of My, = 0. Then
U, oM ), =W, My, +U, ;M + UisMip + Uy M oyy) ,

= (Ui,j Mijkl + U4,jM4jkI + Ui,4Mi4kI + U4,4M44k1 ),k
+ (Ui,jMyM + U4,jM4j4I + Uz',4Mi44I + U4,4M4441 ),4 (2.5-5)
= (ui,jcijkl + ¢,jejkt),k +(-t,04) 4

=Culy o t ejk1¢,jk — pPu;,
and

ijrl

(Up,q Mpqr4 ),r
= (Ui,jMijr4 + U4,jM4jr4 + Ui,4 Mi4r4 + U4,4M44r4 ),r
= (Ui,jMijk4 + U4,jM4jk4 +U; oM + UgaM i)
+(U; ;Mg U, ;Mg +U Mgy 2 U M) 4

= (ui,jekij _¢,j8jk),k

(2.5-6)

=U € — P al i
Therefore,
(Up,qM =0 (2.5-7)

yields the homogeneous equation of motion and the charge equation.

Pars ),r

5.2 Vector Potential Formulation

Consider the case when there is no body charge. Since the divergence of
D vanishes, we can introduce a vector potential y; by
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1
D, = Eg'jkl//k’j’ (2.5-8)
which satisfies the divergence-free condition on D. Corresponding to vector

D, we introduce an anti-symmetric tensor by [15]

1
D, = > i D,. (2.5-9)
which, when substituted into (2.5-8), yields
1

D, = -2—(1//“. ¥, ;). (2.5-10)

Similarly, for the electric field E, we introduce an anti-symmetric tensor by

1

E, =EgijkEjk' (2.5-11)

Then the curl-free condition on E takes the following form:
E,, =0. (2.5-12)
In summary, the equations for this formulation are
T;, = pii;, E;; =0,
T ou E oU

i == E;=——, (2.5-13)
v7as,” ' oD,

1 1
S,-j :E(ui,j +uj,i)a Dy :E(WJ'J' —W"»J')'

Note that in this formulation the internal energy U is used, which is positive
definite.

6. CURVILINEAR COORDINATES

Cylindrical and spherical shapes are often used in piezoelectric devices.
To analyze these devices, it is usually convenient to use cylindrical or
spherical coordinates.

6.1 Cylindrical Coordinates

The cylindrical coordinates (7, , z) are defined by
x, =rcosf, x,=rsinf, x,=z. (2.6-1)
In cylindrical coordinates we have the strain-displacement relation



1
— — 4 —
Srr =U,,, SBH =—Upy t— Szz =U;
¥ ¥
1 u
_ 6 _ 2
28, = Uy, +;u,’0 - o 28, =—u,,+tu,,,

2Szr = ur,z + uz,r'
The electric field-potential relation is given by

1
Er = —-¢,r s E0 = —_r_¢,0’ Ez = _¢,z'

The equations of motion are
aTrr 1 aTHr aTzr Trr — T0z9 "
+— + + +of, = pii,,
or r 00 0z r A, = pi,
aTrB + l 6T019 + aTzB
or r 06 0z

or, 101, or, 1 ..
O +—=+-T_+ = .
o0 ro0 oz r " Al = P,
The electrostatic charge equation is

_l-(rDr),r +_1_D0,0 +Dz,z :pe'
¥ ' r

2 .
+;T,g +pfy = piiy,

6.2 Spherical Coordinates

The spherical coordinates (r,6,¢) are defined by
x, =rsinfcosep, x, =rsinfsing, x;=rcosd.

In spherical coordinates we have the strain-displacement relation

o
Srr :aur’ 800:lﬂ+u_r’
or rog r
0
= 1 " + 2 %o coto,
¥ rsin@ op r r
25, = 10U U,
or rof r
ou o u
28, 1%, 1 Yo _ 2% cot,
Y r 00 rsin@ dp r
ou, u
28 L ou +—2 -2

or

:rsinH op Or ¥
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(2.6-2)

(2.6-3)

(2.6-4)

(2.6-5)

(2.6-6)

(2.6-7)
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The electric field-potential relation is
E=-% - 10 p_ 1 9 (2.6-8)
r 06 rsiné op

oo’
The equations of motion are
oT, N orT, 1 o7,

rr

+
or r 00 rsin@ O¢

Lor -1, ~T,, +T, cotd) + of, = pii,,
¥

T, +_1_6T90 + 1 aTrp@
or r 00 rsin@ Ogp

(2.6-9)
1 .
+:[3Tr9 +(Tyy - T,,)cot 01+ pfy = piiy,
a7, +16T6¢ N 1 o7,

or r 00 rsin@ O¢

1 ..
+~@T,, +2T,, cotO) + pf, = pil,,.
r
The electrostatic charge equation is

r’ i(r2D )+ 1
or

0
D =p,. (2.6-10
"7 rsin@ o =P )

rsin@%

%(De sin) +

7. COMPACT MATRIX NOTATION

We now introduce a compact matrix notation [11]. This notation
consists of replacing pairs of indices ij or k/ by single indices p or g, where i,
J, k and [ take the values of 1, 2, and 3, and p and ¢ take the values 1, 2, 3, 4,
5, and 6 according to

ijorkl: 11 22 33 230r32 3lorl3 12o0r21

(2.7-1)
porg: 1 2 3 4 5 6
Thus
Cig > Cpgs €y €, T, >T,. (2.7-2)
For the strain tensor, we introduce S, such that
170 52 =5 5 25 (2.7-3)

S, =28,, S,=28;, S4=25,.
The constitutive relations in (2.1-11) can then be written as



49

— E _
T,=c,S, e, L

(2.7-4)
D =e,S, + £ E,.
In matrix form, Equation (2.7-4) becomes
rTl ch o clE3 cllfl s Clg (SI € €y €y
T, cfl czEz czEs c;; czEs cf(, S, €n €xn €3 E
T, _ C3El c3Ez C'f3 c3b4 caEs cabzs S5 |63 € €3 El
T, c4El cfz cf3 cﬁ; cfs cfe Sy €14 €y €y E2 |
T cSEI csEz CsEa 054 Cfs cfﬁ S €5 € O35 ?
Ts Cq Co Co Cat Cos  Cos (Ss) \ews €y ey
Sy
S )
D, €y € €3 €, €5 € S2 ‘C"ISI ‘9152 51S3 E,
D, € €y € €y € €y S3 + 851 ‘952 552 E,
D €31 €3y €3 €3 €3 €y S4 551 552 553 E,
5
S |

(2.7-5)
Similarly, Equations (2.1-16), (2.1-19) and (2.1-20) can also be written in
matrix form. The matrices of the material constants in various expressions
are related by [11]

—5 clsP =6

progr rq’

ﬂ —51111’ ﬂ _§uq’

_ D _ B _
pq*c +ekphkq, Spg =S dkpgkq,

T _ pSs
g“ ”8 +dlqejq’ ﬂij _ﬂij _githq’
_ T
=d,c,, d,=5,8,

iq™ pq? ip

(2.7-6)

T D
gip =lBik kp® hip =gichp‘
As an example, some of the relations in (2.7-6) are shown below. In matrix-
vector notation (2.7-4) can be written as

{T} =1c" 1S} ~[e]' {E},

(2.7-7)
{D} = [e]{S} + [ 1{E}.

From (2.7-7h,
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[c®1{S} = {T} +[e] {£} . 2.7-8)
Multiplication of both sides of (2.7-8) by the inverse of [¢”] yields
{S}=[c" 1T} +[c" ][] {E}. (2.7-9)
Substituting Equation (2.7-9) into (2.7-7), gives
{D} = [e)([c" 1T} +[c" T [e} {E}) +[¢" 1{E}
=[e][c* 1T} +([ellc” T [e]" +[&" DLE}.

Compare Equations (2.7-9) and (2.7-10) with (2.1-19) which is rewritten in
matrix form below:

{8} =[s" T} +[d]" {E},
{D}=[dI{T} +[" HE},

(2.7-10)

(2.7-11)

we identify
[s“1=[c"T", [dl=[ellc"]",

(2.7-12)
[e"1=[e°1+[ellc” ][]

8. POLARIZED CERAMICS

Polarized ceramics are transversely isotropic. Let a, a constant unit
vector, represent the direction of the axis of rotational symmetry or the
poling direction of the ceramics. For linear constitutive relations we need a
quadratic electric enthalpy function H. For transversely isotropic materials, a
quadratic H is a function of the following invariants of degrees one and two
[16] (higher degree invariants are not included):

I,=a-S-a, I,=uS, I,=a-E,
II,=a-S%-a, II,=tS?, (2.8-1)
II,=E-E, II,=a-S-E+E-S-a.
A complete quadratic function of the above seven invariants can be written
as [16]
H=cI} +c,1; +e, 1, +c, 11, + ¢,
+ell +&,ll, (2.8-2)
+el,I;+e,l, I, +e,l,,
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where ¢;, ¢,, ¢;, ¢,,and ¢; are elastic constants, & and &, are dielectric
constants, and e,, €,, and e, are piezoelectric constants. Differentiation of
Equation (2.8-2) yields

T—aH -éﬂa®a+—a£1+—6£(a®s-a+a-S®a)

s al oI,  all,
oH . oH
2 S+ a®E+E®a -
oL >, ( ) (2.8-3)

=Q2c 1, +c;1, +tel)a®@a+ (2,1, +c,1, +e,1))1
+c,(a®S-a+a-S®a)+2c,S+e,(aQFE +E®a),

and
D:—a—H—z—(—a—Iia—Z of E-2 oH S-a
JOE ol, oll, oll, (2.8-4)
=—-(2¢1, +el, +e,1,)a-2¢,E—-2e,S-a.
Let a = i3, and rearrange (2.8-3) and (2.8-4) in the form of (2.7-5). The
following matrices will result:

[}

~

i}

o

b

<
o O O O
S O O O O

0 0 O 0 ¢5 O0)(e;, O 0
0 0 0 e O 0,0 &, 0], (2.8-5)
e;, e, e, 0 0 O 0 0 gy

where c¢es = (c11 —c12)/2. The matrices in Equation (2.8-5) have the same

structures as those of crystals class Cg, (or 6mm). The elements of the
matrices in (2.8-5) are related to the material constants in (2.8-2) by
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€ =6 —20; + 0y —dey, ¢ =0,/2
€3 =C3—Cpyy €4 =—Ct0y +204, ¢ =(c —cpp) 2,
(2.8-6)
& =(&,—€x) 2, & =—6,/2,
e =€y +2e5—ey, € =—ey, € =—e;.
With Equation (2.8-5), the constitutive relations of ceramics poled in the x3
direction take the following form:

T =y + 0y, +C3Uy 5 + €305,
T, = Cialhyy +Cply 5 O3l 5 + 331¢,3=
Ty = eyt + 03Uy 5 + 03055 €530,
Ty =cyyuyy +usy,) +es8,,
T;, =cy (u3,1 + u1,3) + e15¢,1 s

T, =cos(uy, +uy,),

(2.8-7)

and
D, =e(us; +u, ;) - &9,
D, =e;s(uy; +us,)—6,10,, (2.8-8)

Dy = ey (uy, +uy,)+eus 3 — €539
The equations of motion and charge are

Cullin + (¢} + )u2,12 +(Cp3 + €y )u3,13 t Coelhy 22
+ Oyt 33 + (€5 T €5 )¢,13 = pii;,

Coslhany +(C1y + Ce Uy 1y + 0yl 5 +(Cp3 + €Ut 5,
T Cyylty 35 + (e5 + els)¢,23 = Py,

Caqlizyy +(Cyy + €55 uy 5+ Cpall3 5 + (€3 + ¢4y )
T Cyly 55t els(¢,11 + ¢,22) + e33¢,33 = piiy,

€5ty + (€5 + e )y g3 +egsiy 5 + (65 +ey Uy 5,

t ey U5 — ‘911(¢,11 + ¢,22 )= &33Py = 0.

(2.8-9)

Sometimes a piezoelectric device is heterogeneous with ceramics poled
in different directions in different parts. In this case it is not possible to
orient the x; axis along different poling directions unless a few local
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coordinate systems are introduced. Therefore, material matrices of ceramics
poled along other axes are useful. They can be obtained from the matrices in
(2.8-5) by rotating rows and columns properly. For ceramics poled in the x;

direction, we have

Cs3

Ci3

Ci3

0

€3, €3
0 o0
0 0

€3

0

0

0 0
0 0

0 0 O
0 0 0
0 0 0
ce 0 0
0 ¢, O
0 0 ¢
0Y(&, O O
es || 0 &, 0| (2.8-10)

0 0 ¢, O 0 0 g

For ceramics poled in the x, direction, we obtain

0 0 0
0 0 0
0 0 0
cw 0 0
0 ¢ O
0 0 ¢

0 0,0 & O] (2.8-11)

9. QUARTZ AND LANGASITE

Quartz is probably the most widely used piezoelectric crystal. It belongs
to crystal class 32 (or D3). Langasite and some of its isomorphs (langanite
and langatate) are emerging piezoelectric crystals which have stronger
piezoelectric coupling than quartz and also belong to crystal class 32. For
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such a crystal with x; a trigonal axis and x; a diagonal axis, the material
matrices are

‘b Cn Gz Oy 0 0
€y €y €3 —¢¢ 0 0
€3 €3 Cy 0 0 0
Gy —cu 0 ¢y 0 0
0 0 0 0 ¢y cy
0 0 0 0 ¢, c

e, —e; 0 ¢, 0 0 &g 0 0
0 0 0 0 -¢, —¢,[,|]0 & 0] (2.9-1)
0 0 0 0 0 0 0 0 &
The independent material constants are 6 + 2 + 2=10.
Quartz plates are often used to make devices. Plates taken from a bulk

crystal at different orientations are referred to as plates of different cuts. A

particular cut is specified by two angles, ¢ and 6, with respect to the crystal
axes (X,Y,Z).

Z

X3

X2

Figure 2.9-1. A quartz plate cut from a bulk crystal.
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Plates of different cuts have different material matrices with respect to
coordinate systems in and normal to the plane of the plates. One class of
cuts of quartz plates, called rotated Y-cuts, has ¢ = 0 and is particularly
useful in device applications. Rotated Y-cut quartz exhibits monoclinic
symmetry of class 2 (or C;) in a coordinate system (x1,xz) in and normal to
the plane of the plate. Therefore we list the equations for monoclinic crystals
below which are useful for studying quartz devices. For monoclinic crystals,
with the diagonal axis along the x; axis,

o
@
N
&
o
w
w
o
w
E
o O o o
o o o ©

0 0 0 0 ey exl|,| 0 & &yl (2.9-2)
0 0 0 0 ey ey 0 &, &5

The constitutive relations are

T = cpqtyy + Cpllyy + O3l 5 + 0y (U5 + U5 ) +ey0,

Ty = Cppliy; + Cpplly 5 + Colly 5 + oy (U3 T U35 )+ €50,

T33 =0l t+ Cxlly, + C33ls 3 +Cyy (u2,3 + u3,2) + e13¢’1 ’ (2.9-3)
Tyy = Cyqllyy + Colly 5 + Cogly 3 + € (Uy 5 +15,) + €8, :

Ty =css(uyy +uys) + Css(Uyy + 1y ) + ey, ey,

Ty =cseus) +uy3) +og(uy, + u2,1) + ezs¢,2 + e36¢,3 s
and

D, = e, u,, +e,u,, +e;u,; ey, (uz,s tus,) -8,
D, = e, (u3,1 + u1,3) t ey (“1,2 + u2,1) - 522¢,2 - ‘923¢,3 > (2.9-4)

Dy = eys(uy; +1uy5) + ey (U, +uy,)— @, — £330 5.
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The equations of motion and charge are
Cpttyyy (6 + €4 )u2,12 +(03 + 055Uy 5 + (e +C56 )u2,13
+(cy, + 05 sy, + 20451y 53 + Coglhy 3y + Csslhy 3
+e, @, + €560 2 + (€35 + €55 )¢,23 + ey 33 = Py,
Cogllz + (56 + €14 )“1,13 +(Ce6 + clz)u1,12 + Coslhs 1y
+Colly 5y +(Cp3 + €y Yy g3 + 20541, 53 + Coylly 5
F Cyylly 33 + Cglly 33 + (€55 + €5 )¢,12 + (e + el4)¢,13 = pil,, (2.9-5)
Cssyyy +(C55 0y )u1,13 +(Cs6 + 014 )ul,lz T Cssls 11 .
tCyully 5 + 2034”3,23 +(C4y + €3 )”2,23 + Chqlly 5,
+ O3y 53 + Caylly 33 (€5 +€,)P 1, + (€35 + €13 5 = pils,
ety (e, +ey )u2,12 + (e + e )u3,13 + (e +e35)U,;
+(ey tey s 15 + (€55 + €5 Y, 93 + €l 2

teysll 33— 60, —Endy — 2523¢,23 — €305 =0.

For rotated Y-cut quartz, motions with only one displacement
component, u, are particularly useful in device applications. Consider

u, =u (x,,%5,8), U, =u; =0,
¢ = (xy,X3,1).

Equation (2.9-6) yields the following non-vanishing components of strain,
electric field, stress, and electric displacement:

(2.9-6)

Ss=u5, S =1,

E, :_¢,2: E,= _¢,3a

Ty, = Csstty 3 +Cslty 5 + ezs¢,2 + e35¢,3a
T, = Csgtty 3 + Coglhy 5 + e26¢,2 + e36¢,3’
D, = eysu, 5 +exu, 5 — Epdy— 823¢,3=

D; =ej5u, 5 +exu,, — £y, — 533¢,3'

(2.9-7)

The equations left to be satisfied by #; and ¢ are
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CoeUyp T Csslly 33 + 2056“1,23
+ ezs¢,22 +e;;5 ¢,33 +(ey5 +e35)9 5 = Pl
€5ty 3y + €35y 53 (€5 + €3 ) 3

- 522¢,22 — &3P 33 —2600,, =0.

(2.9-8)

10. LITHIUM NIOBATE AND LITHIUM TANTALATE

Lithium niobate and lithium tantalate have stronger piezoelectric
coupling than quartz. For these two crystals the crystal class is Cs, = 3m.
The material matrices are

g}
=
iy
iy
w
|
o
=
S © o O

0 0 0 0 e, —-e,)(&, 0 O
—e, €, 0 e5 0 0 [,L|] 0O ¢, 0] (2101
e;;, e, e; 0 0 0 0 0 &5,

When a rotated Y-cut is formed, the material apparently has m-monoclinic
symmetry with the following matrices

S O O O

o
=
o
&
S
o
)
g
o o o o

e, €y €y e, 0 01,10 g, &l (2.10-2)
e €, € e, 0 0 0 &, &5

The constitutive relations are
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T, = Cplly +CplU, 5 + 03U 5+ 0y (uz,s +u,, )+ e21¢,2 + e31¢,3 s
Ty = Cppthyy +Cpplly 5 +Cp3lly 3 + o (U5 + U35 ) + e, +e3,0 5,
Tys = cj3tyy +Cpaly y +Cy3lly 3 + Cog (U3 + U35 ) + €30, + 5385,
Ty =cpquyy +Cpqyy +Caqs 3 + 0y (U3 + s y) H 0@, + 3,05,
Ty = Css(usy 1y 3) +ese(uy, +uy ) +e50,,

T, =cy (usy +u ) +og(u, + u2,1) + e16¢,1’

(2.10-3)
and

D = es(u; + u3,1) + "’16(”1,2 + u2,1) - ‘911¢,19
D, = ey uy, +enu,, + eyl ;5 +e,, (uz,s ‘Uy,)—EpP, —Exbs,
D, = €3,U) T e3lUy, t eyl ey (uz,s + us,z) - 523¢,2 - 533¢,3-

(2.10-4)
The equations of motion and charge are

Cpthy gy (1 + €6y 1y +(C13 + € )“3,13 +(C14 +C56 )y 13
+ (€ +Cs6 )31y + 20561, 53 + Coglhy ) + Cssly 33
+(ey + e, )¢,12 +(ey +e5)p,;, = piiy,

Csglly ;) +(Cs6 + €1y )”1,13 +(Cgs + €1 )u1,12 t Coglly 11 T Cpplly 5
+(Cy + 0y )u3,23 + 2024”2,23 F Coqlly 5y + C3ulhs 53 + Cyylly 33
+ e16¢,11 + ezz¢,22 +(e5 + ey )¢,23 + e34¢,33 = pii,,

Cssthz gy +(Css + €3y 15 + (€56 + €Uy 1y + Csglly 5y + €l 5
+203,U; 55 +(Cyy + €3 Y, 55 + Caqlls p F Cy3lly 33 + C3yl; 43
+esP ) T euPy + (e teyn)p, +ends = pis,

(ers +e3 )5 +esityy + (e +ey))uy , + ety + eyl 5
+(€y; +e3 )y, +(ey tey, )uz,zs T €Uy T €33l 33 T 34Uy 53

— 0Py —EnPa — 26530, — 533¢,33 =0.
(2.10-5)



Chapter 3

STATIC PROBLEMS

In this chapter, a few solutions to the static equations of linear
piezoelectricity are presented. Some simple, useful deformation modes are
considered in Sections 1 to 5. The concept of electromechanical coupling
factor is introduced in Sections 1 to 3. Sections 6 to 13 are on anti-plane
deformations of polarized ceramics. Real piezoelectric materials more or
less have some conductivity. This conductivity tends to neutralize the
electric field in a piezoelectric material. In static problems, an electric field
can be maintained by an applied voltage. Sometimes conductivity needs to
be considered [17].

1. EXTENSION OF A CERAMIC ROD

Consider a cylindrical rod of length L made from polarized ceramics
with axial poling. The cross-section of the rod can be arbitrary. The lateral
surface of the rod is traction-free and is unelectroded. The two end faces are
under a uniform normal traction p, but there is no tangential traction.
Electrically the two end faces are electroded with a circuit between the
electrodes, which can be switched on or off. Two cases of open and shorted
electrodes will be considered.

/

T 5 Electrode
Electrode

-~

P <« —> p —» P
X3
\

= \

Traction-free, unelectroded

Figure 3.1-1. An axially poled ceramic rod.
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1.1  Boundary-Value Problem

The boundary-value problem is:
T,,=0, D, =0, in V,

Sy = sszITkl +DyE, D;=dyT,+ exEy, in Y,

am =0, EuE, = 0, m V,

T,n, =0, D,n, =0, on the lateral surface, (3.1-1)
T,=0, T,=0, T,,=p, E =E, =0, x;=0,1L,

¢(x; =0)=¢(x, = L), if theend faces are shorted,

or J- D,dA=0, x,=0,L, if theend faces are open,

Sijk glmn S

where we have chosen the stress components and the electric displacement
components as the primary unknowns. Many of these components are
known on the lateral surface, and it is easy to guess what they are like inside
the cylinder. Since many components of T will vanish, it is convenient to
use constitutive relations with T as the independent constitutive variable. In
this formulation the compatibility conditions on strains and the curl-free
condition on the electric field have to be satisfied. As suggested by the
boundary conditions on the lateral surface we consider the following T and
D fields
T, = p, allotherT, =0,
D, =constant, D, =D, =0,
which satisfy the equation of motion and the charge equation. Since the T
and D fields are constants, the constitutive relations imply that the S and E
fields are also constants. Therefore the compatibility conditions on S and the
curl-free condition on E are satisfied. (3.1-2) also satisfies the boundary
conditions on the lateral surface and the mechanical boundary conditions on
the end faces. From the constitutive relations
Sy =83 =8,=0,
S33 =spp+dykEy, S, =Sy, =syp+dyE;, (3.1-3)

E =E, =0, D,=d,p+eLE,.

(3.1-2)
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Hence the electrical boundary conditions of E; = E, =0 (constant electric

potential on an electrode) on the end electrodes are also satisfied. We
consider two cases as follows.

1.2 Shorted Electrodes

In this case there is no potential difference between the end electrodes.
Since E;is constant along the rod, we must have
E, =0, (3.1-4)
which implies that
Dy =dyup, 83 = 3P - (3.1-5)
The mechanical work done to the rod per unit volume during the static
extensional process is

1 1
W, = 5T33S33 = Es;p% (3.1-6)

1.3  Open Electrodes

In this case there is no net charge on the end electrodes. Since Ds is
constant over a cross-section, we must have
D, =0, (3.1-7)
which implies that

d
E3 puseed ——3T3‘p,

33

d . d?
Sy = S3Esp“d33 —%p = Ssbs(l_ £T33E )p.

33

(3.1-8)

The mechanical work done to the rod per unit volume is

1 2
W, = 5T33S33 :"2’33133(1_ 7'335 ]pz. 3.1-9)

14  Electromechanical Coupling Factor

Since

—3_>0, (3.1-10)
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we have
W, >W,. (3.1-11)

Therefore the rod appears to be stiffer when the electrodes are open and an
axial electric field is produced. This is called the piezoelectric stiffening
effect. The following ratio is called the longitudinal electromechanical
coupling factor for the extension of a ceramic rod with axial poling, and is
denoted by
2
(k3)? = =W, _ ‘Ti”E ) (3.1-12)
A €33833

For PZT-5H, a common ceramic, from the material constants in Appendix 2,
-1242
(k;3)2 — (593X1?2 ) = ':056,
(3400x8.85x107°)(20.7x107°) (3.1-13)
ki, =0.75,

which is typical for ceramics. Graphically W;, W and their difference are
represented by areas in the following figure.

333

b
-~

\ W, ps E33

Figure 3.1-2. Work done to the ceramic rod per unit volume along different paths.

2. THICKNESS-STRETCH OF A CERAMIC PLATE

Consider an unbounded ceramic plate poled in the thickness direction.
The major surfaces of the plate are under a normal traction p and are
electroded. Two cases of shorted and open electrodes will be considered.
The traction-produced charge or voltage on the electrodes can be used to
detect the pressure electrically.
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X3 ]
T53=p,T51=T3,=0 AN |

N
PT 2h IS (
A4

TI3=p,T531,=T5=0

Figure 3.2-1. An electroded ceramic plate under mechanical loads.
2.1 Boundary-Value Problem

The boundary-value problem is:
T,;,=0, D,=0, in V,

T, =¢uSy —eyEr, D, =eySy+eE, in V,
S; =@, ; +u,;;)/2, E, =—¢,, in V,

T.,n =pd,, x,==th,

JrJ
¢(x, = h) = ¢(x, = —h), if the electrodes are shorted,
or D,(x, =th)=0, if the electrodesare open.
Consider the possibility of the following displacement and potential fields:
Uy =u3(x;), wy=u, =0, ¢=¢(x;), (3.2-2)

The nontrivial components of strain, electric field, stress, and electric
displacement are

(3.2-1)

Sy = Usss E, = ‘¢,3 ; (3.2-3)
and
T,y =Ty =3ty +ey,05,
Ty = cy3tty 3 + €305, (3.2-4)
D; =eyu; 5 — 533¢,3-
The equation of motion and the charge equation require that

T33,3 = Cy3ls 33 + e33¢,33 =0,

(3.2-5)
D, ; = eyt 55 — ‘933¢,33 =0.

Hence
Uy33,=0, ¢33, =0, (3.2-6)
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unless
2
e
kg =—2—=1, (3.2-7)
£33C3;3

which we do not consider because usually k323 < 1. Equation (3.2-5) implies

that all the strain, stress, electric field, and electric displacement components
are constants.

2.2 Shorted Electrodes

Since the potential at the two electrodes are equal and E, is a constant,

we must have

E,=0. (3.2-8)
The mechanical boundary conditions require that 753 = p. Then
c e
A = Uz, =£’ T, =T, =—2p, D, =2p. (3.2-9)
33 C33 €33
The work done to the plate per unit volume is
1 p’
W =—T,.S, =-*—. (3.2-10)
1 2 33~33 2033

23 Open Electrodes

In this case the boundary conditions require that
Ty = cytty 5 + e 5 = p,

(3.2-11)
D, =eyuy, — €530, =0,
which imply that
S, = Uz, :—p—“z‘_, E,=-¢, =—A—-3—p. (3.2-12)
33 (1+ ks ’ 3305 (1+ k3

The work done to the plate per unit volume is

1 p2
W, =-T38y =——5—. (3.2-13)

PR 2cy5(1+k3;)

24 Electromechanical Coupling Factor

Clearly,
W, <W,. (3.2-14)
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The electromechanical coupling factor for the thickness-stretch of a ceramic
plate poled in the thickness direction is

2
AL - — = k332 : (3.2-15)
w, 1+k5; 14k
For PZT-7A, from the material constants in Appendix 2,
(2 (9.50)°
(k)" = = —=0.33,
(235%x8.85x107°)(13.1x10™) (3.2-16)
ki, =0.58.

3. THICKNESS-SHEAR OF A QUARTZ PLATE

Consider a quartz plate of rotated Y-cut. The major surfaces of the plate
are electroded. A voltage Vis applied across the plate thickness. Two cases
of mechanical boundary conditions will be considered.

X2
N

é= V2

I 2h PO W

é=-Vi2

Figure 3.3-1. A quartz plate under a voltage V.
3.1 Boundary-Value Problem

The boundary-value problem is:

r,,=0, D,=0, in V,

T, =cjuSy —eyEr, D, =euS,+e,E, in V,
S, =, +u,;)/2, E,=—¢,, in V,
¢p=1V/2, x,=xh,

T,n, =0, x,=th, if thesurfaces are traction - free,

3.3-1

or u,=0, x,=x=xh, if the surfaces are clamped (fixed).

Consider the possibility of the following displacement and potential fields:
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up=u (%), uy=u;=0, ¢=¢(x,). (3.3-2)
The nontrivial components of the strain and the electric field are
28, =u,, E,=-¢,. (3.3-3)

From the equations in Section 9 of Chapter 2, the electric field, the
nontrivial components of stress and electric displacement are

T31 =Csly s + 825¢’2, le = Coslhy2 + e26¢,2’

(3.3-4)
D, =eyu,, ”522¢,29 D, =eyu,, - ‘923¢,2-
The equation of motion and the charge equation require that
Ty, = Cyglhy 5y + €50 5, =0,
21,2 661,22 267,22 (33_5)
D,, = eyl — €305 =0.
Hence
U5 =0, ¢,=0, (3.3-6)
unless
e2
ky =—2%—=1, (3.3-7)

€2,Cs6
which we do not consider because usually k226 <1. Equation (3.3-6) implies

that all the strain, stress, electric field, and electric displacement components
are constants. In particular,

y
E =——, 3.3-8
2 h ( )
3.2 Free Surfaces
We have
T, = ceetty 5 + exd,=0. (3.3-9)

Then
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14
Sy =y, S PP
Ces 2N
4 V Cso  V
Ty = —Coq —=—+ e, — =(€,5 — € —>)—,
31 56 o6 2h 25 2h ( 25 26 066 2h
, v ” (3.3-10)
e
D, =—e,, 22— —g,—=—(1+k2)e, —,
2 26 c66 2h 22 2h ( 26) 22 2h
€ V 14 €385\ V
Dy =~y gy —— =~y + ).
Ces 2h 2h Ces 2h
The free charge per unit area on the electrode at x2 = h is
V
o,=-D, =(1+k;)e,, o (3.3-11)
Hence the capacitance of the plate per unit area is
o £
£ = (1+ky)2. 3.3-12
N2y G->12

Equation (3.12) shows that the effect of piezoelectric coupling enhances the
capacitance by a portion of kj,. The electrical energy stored in the plate
capacitor per unit area is
/4 :10 V=l(1+k2 )G V—Z. (3.3-13)
1 2 e 2 26 22 2h

33 Clamped Surfaces

In this case, since the strain S;, iS a constant, #; must be a linear function
of x3. The displacement boundary conditions require this linear function to
vanish at two points. Hence

u, =0, (3.3-14)
which implies that
14 14
Sp=t;,=0, Ty =ey; n Ty = ey 2
(3.3-15)
D, =-¢ z D, =-¢ 14
2 22 2h 4 3 23 2h *
The free charge per unit area on the electrode at x, = 4 is
oc,=-D,=¢ L (3.3-16)
4 2 22 2h M ¢

Hence the static capacitance of the plate per unit area is
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O, _¢»
=22 (3.3-17)
V. 2h
The electric energy stored in the capacitor per unit area is
1 I
W,==aoV=—gc,—. 3.3-18)
P27 27" 2n (

34  Electromechanical Coupling Factor

The electromechanical coupling factor for a rotated Y-cut quartz plate in
thickness-shear is then

];226 — Wl"'Wz — k2262 )
W, 1+ k5
A rotated Y-cut of & = 32.5° is called an AT-cut and is widely used in
devices. From the material constants in Appendix 2,
> 0.095°

26

(3.3-19)

= - —=0.0078, _
(39.8x1072)(29.0x 10°) (3.3-20)

k,, = 0.088,

which is much smaller than that of polarized ceramics. Quartz is often used
for signal processing in telecommunication or sensing rather than for power
handling. Therefore a small electromechanical coupling coefficient is
usually sufficient.

Problems

3.3-1. Study the thickness-stretch deformation of a ceramic plate with
thickness poling due to a voltage across the plate thickness.

3.3-2. Study the thickness-shear deformation of a quartz plate due to
tangential surface traction.

3.3-3.  Study the thickness-shear deformation of a ceramic plate with in-
plane poling under a voltage or tangential surface traction.

4. TORSION OF A CERAMIC CIRCULAR CYLINDER

Consider a circular cylinder of length L, inner radius a and outer radius
b. The cylinder is made of ceramics with tangential poling. We choose
(r,6,2) to correspond to (2,3,1) so that the poling direction corresponds to 3.
The lateral cylindrical surfaces are traction-free and are unelectroded. The
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end faces are electroded. The end electrodes can be either open or shorted. A
torque M is applied.

p(z
3

Figure 3.4-1. A circular cylinder in torsion.

4.1 Boundary-Value Problem

The boundary-value problem is:
T,,=0, D,,=0, in V,

T, =cpuSy—eyEy, D, =e,S,+&,E, in V,

S; =@, ;+u,;;)/2, E,=—¢,, in V,

Tyn, =0, Din =0, r=a,b,

r =0, 7T,=0, z=0,L, (3.4-1)
[, @ddyr=M, z=0,L

¢ =constant, z=0,L,
#(z=0)=¢(z= L), if theelectrodesare shorted,
LKb D,dA=0, z=0,L, if theelectrodesare open.

Consider the possibility of the following displacement and potential fields:
u, =Arz+C, u,=u, =0, ¢=-Bz, (3.4-2)
where A, C and B are undetermined constants. C represents a rigid body

displacement which is taken to be zero. The nontrivial components of strain,
electric field, stress, and electric displacement are

S,=28, =Ar, E =E, =B, (3.4-3)

I,=T, =cy,Ar—eB, D, =D, =e Ar+¢&,B, (3.4-4)
thus the boundary conditions on the lateral surfaces are satisfied. The
equation of motion and the charge equation are trivially satisfied. At the end
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faces T, =T, =0, and the ¢ given in Equation (3.4-2) is a constant for
fixed z. The torque at a cross-section is given by

[ T,,Qmdrr= [ (cydr—e,By2mdr
- f’ (e A2 — e, B2 )dr (3.4-5)

=c,dl, —elSBZ:;—(b3 -a’)=M,
where
1 =23 -ah (3.4-6)
P2

is the polar moment of inertia of the cross-section about its center. The total
charge on the electrode at z = 0 is represented by

b b
0, = L D, 2mrdr = L (e, Ar + &, B)2mrdr
= Ib (e;s A2 + £, B2mr)dr (3.4-7)

—elsA—(b3 a’)+ ¢, Br(b® -a’).

4.2 Shorted Electrodes

If the two end electrodes are shorted, we have B = 0 and

a=M , (3.4-8)
cul

4
which is the same as the elasticity solution. There is no electric field in the
cylinder. However, D, does exist so the solution is not purely elastic.

4.3 Open Electrodes

Ifthe end electrodes are open, we have Q.= 0. From (3.4-5) and (3.4-7)
we obtain

A= M . (3.4-9)

044[1 +k15( ) M}
x(b* —a*)

The denominator of the right-hand side of Equation (3.4-9) represents a
piezoelectrically stiffened torsional rigidity.
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S. TANGENTIAL THICKNESS-SHEAR OF A CERAMIC
CIRCULAR CYLINDER

Consider an infinite circular cylinder of inner radius a and out radius b.
The cylinder is made of ceramics with tangential poling. We choose (r,6,z)
to correspond to (2,3,1) so that the poling direction corresponds to 3. The
lateral cylindrical surfaces are unelectroded. r = a is fixed. r = b is under a
shear stress 7.

3 ik

Under
shear
stress 1

Figure 3.5-1. A circular cylinder with tangential poling.

The boundary-value problem is:
T,,=0, D,,=0, in V,

Ty =cySy—eyEy, D, =eySy+e,E, in V,

S, =, ,+u,)/2, E, =—¢,, in V,

u, =0, r=a,

7,.=0, T,=7, T,=0, r=5,

D, =0, r=a,b.
Consider the possibility of the following displacement and potential fields:

u, =u,(r), u,=u, =0, ¢=¢(). (3.5-2)

The nontrivial components of strain, electric field, stress, and electric
displacement are

(3.5-1)

du, u d
S, =28, = drf’ —7”, E,=E, =~d—f, (3.5-3)
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rr B dr
J dp (3.5-4)
u u
D=0, (d_—jd—

The stress components 7, and T, vanish everywhere and on the lateral

rr
surfaces in particular. The equation of motion and the charge equation to be
satisfied are

ar,, 2
Y +=T, =0, l(rD,)r =0, (3.5-5)
dr r r ’
which can be integrated to give
C
T,=—, D, & , (3.5-6)
r r

where C, and C, are integration constants. Hence

044(%‘14_6)4*8 d¢ :i

15 s
dr r dr r?

d C
els(_u_e__"_o)_g“ivz:_z.,
dr ¥ dr ¥

For D, to vanish at r = a and/or b, we must have C, = 0, and hence D, =0
everywhere. To satisfy the traction boundary condition at r = b, we have

(3.5-7)

C,=1b’. (3.5-8)
Therefore the only nonzero stress component is
bZ
T,= T (3.5-9)

Problem

3.5-1. Determine the displacement and potential fields from 7,4 and D,.

6. ANTI-PLANE PROBLEMS OF POLARIZED
CERAMICS

We consider motions satisfying 63 = 0 in ceramics poled in the x3
direction. Then Equations (2.8-7) through (2.8-9) split into two uncoupled
sets of equations. One set is with #; and u,, which is not electrically coupled.
These are called plane-strain problems. We consider the other set called
anti-plane problems with
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u, =u, =0, u; =u;(x,x,,0),

3.6-1)
¢ = P(x;,%,,1).
The non-vanishing strain and electric field components are
25,5 E,
=Vu, =-V¢g, (3.6-2)
28, E,
where
V =1i,0, +i,0, (3.6-3)

is the two-dimensional gradient operator. The nontrivial components of T}
and D; are

T _
=cVu+eVg,
T,

23

Dl
=eVu-¢&Ve,
D2

where we have denoted

C=C44, €=¢015, E= &1. (3.6-5)
The nontrivial equation of motion and the charge equation take the
following form [18]:

cViu+eVig+ of = pii,

(3.6-4)

(3.6-6)
eViu-eVig=p,,
where 7= f3, and V* is the two-dimensional Laplacian
V?=9; +0]. (3.6-7)
We introduce [18]
w=¢-2u, (3.6-8)
£
and then
Ty = Coglls ) T €15V 5,
T, =cCcputy, +es,
31 44"31 157 1 (36-9)
D, = —En¥s
D, = —En¥as
and
5V2u+pf—E = pii
g e P (3.6-10)

_gvzl/j = pe’
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where
2 2

_ e X , €
c=c+—=c(l+k%), k" =—. (3.6-11)
£ Ec

We note that in (3.6-10), u and y are decoupled. For static problems (3.6-6)
can also be decoupled into

Vu+pf -<p, =0,
£

(3.6-12)
~EV3p=p, +=pf,
c
where
g=e(l+k%). (3.6-13)
When there are no body source terms, (3.6-12) implies that
Viu=0, V¢=0. (3.6-14)

In polar coordinates the general solution to (3.6-14) periodic in & is

u=I,+p,Inr+ Z (a,cosn@+b, sinnd)I r" +p,r™"),
- (3.6-15)
$p=g,+hyInr+ Z (c,cosnf+d, sinnf)(g,r" +hr™),

n=1

where I, pu, Ay, buy €n» Bny ¢, and d, are undetermined constants.
7. A SURFACE DISTRIBUTION OF ELECTRIC
POTENTIAL
Consider a ceramic half-space poled along the x3 direction. The surface

is traction-free and a periodic potential is applied. The solution to this
problem is useful for exciting or detecting surface waves.

Traction-free, ¢ = Vcoséx;

Ceramic

X2

Figure 3.7-1. A ceramic half-space.
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From the equations in Section 6, the boundary-value problem is:
Viu=0, V¢=0, x,>0,
T,,=0, ¢=Vcos&,, x,=0, (3.7-1)
u, ¢ >0, x, >+
Consider the possibility ofthe following fields:
u = Aexp(-&x,)cosé x,,
¢ = Bexp(-¢x,)cos¢ x,,

which already satisfy the Laplace equations in (3.7-1). For boundary
conditions we need

Ty, =cuy, +ep, =(-cAE —eBE)exp(—Lx,)sindx,,  (3.7-3)
and the boundary conditions require

c(=&)Acos&x, +e(—&)Bceoséx, =0,

(3.7-2)

3.7-4
Bcosé x; =V cosé x,, ( )

which determines
a=-Ly, B=Vv. (3.7-5)

c
Hence
e
u, = ——Vexp(— cosé x,,

3 . p(-&x,)cosd x, (3.7-6)

b=V exp(~&,)cosé x,.

8. A CIRCULAR HOLE UNDER AXI-SYMMETRIC
LOADS

Consider a circular hole of radius R in an unbounded two-dimensional
domain (Figure 3.8-1). The hole surface at » = R is electroded with the
electrode shown by the thick line in the figure. On the hole surface we apply
a shear stress 7, = 7. We consider the case that the electrode is not
connected to other objects. The surface charge density on the electrode is
given to be o,. The problem is axi-symmetric.
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Ceramic

Figure 3.8-1. A circular hole under axi-symmetric loads.

From the equations in Section 6, the boundary-value problem is:
Vu=0, V2¢=0, r> R,
I.,=1r, D =0, r=R, (3.8-1)
T,—>0, D, -0, r— oo

In polar coordinates, for axi-symmetric problems, the Laplacian is given by

0 186 1 0> 8 10
=—t—— +——

V?= —t e —— . 3.8-2)
or* ror r*00* or* ror (
The general solution is
u=Amnr+4,, ¢=BInr+B,, (3.8-3)

where A,, A,, By, and B, are undetermined constants. A, and B; represent a
rigid body displacement and a constant in the electric potential and are
immaterial to the problem we are considering. The stress and electric
displacement are

1 1
T, =(cA, +eB)—, D, =(ed, —&B)—, (3.8-4)
r r
which satisfy the boundary conditions at infinity. On the hole surface,

1
(c4, + eBl)% =7, (ed, - gBI)E =0,, (3.8-5)
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which determines
1
4, =:(r+£a jR B = l(fr o )R. (3.8-6)
c & E\C

Hence

u =é(r+£ae)RlnL+C1,
c £ R

b=Lo, +E0RIT+C,, (3.8-7)
g c R
R
Tﬂ :T—, Dr :O’e E.’
¥ r

where C; and C, are arbitrary constants. Now consider the limit of R — 0
and at the same time 7> o and &, — =, such that

27R > F, 0,27R > Q,. (3.8-8)
Then

] e ¥

u=——-oIF+— In—+C,,
27:5( ng) R '

¢ = L ( F - Q]ln—+C2, (3.8-9)
2mE\ ¢

r_F . p_ O

© 2rr 2y

Equations (3.8-9) represent the fields of a line force and a line charge at the
origin. Mathematically they are the fundamental solution to the following
problem according to (3.6-12):

eVau+(-F-£0)5(x)=0,
€ (3.8-10)
—EVp=(Q, - F)5(x),
C

where ¢ is the Dirac delta function. The solution given by (3.8-9) is
unbounded when » — 0. This is a typical failure of continuum mechanics in
problems with a zero characteristic length. Continuum mechanics is valid
only when the characteristic length in a problem is much larger than the
microstructural characteristic length of matter. Equation (3.8-9) is valid
sufficiently far away from the origin. At a point very close to the origin, the
source can no longer be treated as a line source; therefore, its size has to be
considered.
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9. AXTAL THICKNESS-SHEAR OF A CIRCULAR
CYLINDER

Consider a circular cylindrical shell of ceramics poled in the x3 direction
with an inner radius of R, and an outer radius of R, (see Figure 3.9-1). The
inner and outer surfaces are electroded with electrodes shown by the thick
lines in the figure. A voltage Vis applied across the thickness. Mechanically
the boundary surfaces are either traction-free or fixed. The problem is axi-
symmetric.

rF 3 x2
R,
\ x[
R, B
$=0
=y
- ¢
Ceramic

Figure 3.9-1. A. circular cylindrical ceramic shell as a capacitor.

From the equations in Section 6, the boundary-value problem is:
Vu=0, V¢=0, R <r<R,,
=0,V, r=R,R,,
p=0.V. r=k.k _ (3.9-1)
T.=0, r=R,,R,, if thesurfaces are traction - free,
or u=0, r=R,,R,, if thesurfaces are fixed.

In polar coordinates, for axi-symmetric problems, the Laplacian takes the
following form:
2 2 2
_o 1o 1o o 16 (3.9-2)
or* ror r*o0° or* ror

The general solution is

u=Alnr+4,, ¢=BInr+B5B,, (3.9-3)
where A4,, A,, B;, and B, are undetermined constants. The stress and electric
displacements are

T, =(cd, +eB)L, D, =(ed —sB)L. (3.9-4)
r ¥V

VZ
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Consider traction-free surfaces

1 1
cA, +eB)—=0, (cA4, +eB)— =0,
( 1 I)R1 ( 1 I)R2 (39_5)

B/InR +B,=0, B InR,+B,=V,
which determines

e V
1 - __——_—3
In(R, /R
¢ In(k,/R,) (3.9-6)
|14 V
B=————, B,=————InRk,.
In(R, /R)) In(R,/R))
Hence
¢ = —V___.ln[Lj, U= —_e__.V—_ln[L] + C’
In(R,/R,)) \ R, chhR,/R, \R (3.9-7)
r=0 =21
In(R,/R) r

where Cis an arbitrary constant representing a rigid body displacement. The
surface charge density on the electrode at » = R, is given by

— 14 1
c,=-D,(r=R)=6———7—. (3.9-8)
In(R,/R)) R,
The capacitance per unit length of the cylinder is
27 R,o 2re
c,=L22% . _ R (3.9-9)

vV In(R,/R)’
Equation (3.9-9) shows that the effect of piezoelectric coupling on the
capacitance is of the order of &> through & = &(1+ k7).

Problem

3.9-1. Study the case when the cylindrical surfaces are fixed.

10. A CIRCULAR HOLE UNDER SHEAR

Consider a circular cylindrical hole or radius R in an unbounded ceramic
poled in the x3 direction. The hole surface is electroded and the electrode is
grounded. The hole is under a uniform shear stress 7 at x; = £ o (see Figure
3.10-1). Electrically x, = + co are either open or shorted. When x, = t oo are
electrically open, the problem is anti-symmetric about x; = 0.
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X1

A

Ceramic

® ® ® ®

13=7T

Figure 3.10-1. A circular hole under shear.

From the equations in Section 6, the boundary-value problem is:
Viu=0, V¢=0, r>R,
T.=0, ¢=0, r=R,
T, >7, x, >0, (3.10-1)
D, -0, x, >0, if x, =00 are open,
or E, >0, x,>zxwo, if x,=xc0 areshorted.

First we determine the fields when |x,| is very large. For mechanical fields
we have

Ty, =cu,+ep,=r1. (3.10-2)

We consider the case when x, = * « are electrically open, such that for large
|x2l,

D,=eu,—-¢cp,=0. (3.10-3)
Equations (3.10-2) and (3.10-3) imply that for the far field

T T .

u=—x,+C, =—rsind,
¢ ¢ (3.10-4)
et er .

p=—=—x,+C, =——rsind,
EC £EC
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where C; and C, are arbitrary constants and have been set to zero. In view of
the far field solution, we look for solutions in the following form:

u(r,0) =u(r)sin@, ¢(r,0)=¢(r)siné. (3.10-5)
Substituting (3.10-5) into the Laplace equations in (3.10-1), we obtain

2 2 2
V2u=~a——12i+ 1 ou +L26‘ l; = 6_24+l_5ﬂ_1_42 sind =0,
or- ror r°00 or* ror r
(3.10-6)
V= ¢ 19 _ ¢ sin@ = 0.
or’ r or r?
The general solution is then
B
u=_(Ar +ﬁ)sin6, ¢ =(Byr+—2)sin8, (3.10-7)
r r

where A,, A,, By, and B, are undetermined constants. For (3.10-7) to match
the applied field at the far field, we must have
T
4 =<, B=2L (3.10-8)
c egc

The stress and electric displacement components are

=[(cA4, +eB,)—(c4, +eB) ]s1n9

T, ={(cA, +eB))+(c4, +eB) ]cos0

(3.10-9)
=[(ed, —&B))—(ed, —¢ B, )—2—]sin 0,
¥
D, =[(ed, - &B)) +(ed, — & B, )—1—2—] cosé.
r
At r = R the boundary conditions require that
T (R)=[(cA4, +eB,)—(cA, +eB ) ]smH 0,
(3.10-10)
#(R)=(B,R+ -ﬁ-) sind =0,
which imply that
A, =;(1+2k2)R21, B, =—-<Rr. (3.10-11)
c c

The displacement and potential fields are



82

2
o= _e_z_(r —L)sinﬁ,
ce r , (3.10-12)
u="r+0+262) X sing.
c v
Problem

3.10-1. Study the case when x, = * o are electrically shorted.

11. A CIRCULAR CYLINDER IN AN ELECTRIC FIELD

Consider an infinite circular cylinder of ceramics poled in the x;3
direction with radius R in a uniform electric field E° = E%, (Figure 3.11-1).
The problem is symmetric about x, = 0 and is anti-symmetric about x; = 0.

X
A 2 E°
i —_p
R
Xy
— > R ——
Ceramic
—» —
Free space

Figure 3.11-1. A circular cylinder in a uniform electric field.

From the equations in Section 6, the boundary-value problem is
Viu=0, V2¢:0, r <R,
Vi¢=0, r>R,
u and ¢ are bounded, r =0,
T .(r=R)=0,
pr=R)=¢(r=R"), D (r=R")=D,(r=R"),
E—>E’ r-ow

For large r, the fields are known to be

(3.11-1)
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¢=-E"x, =—E°rcosé,
_ (3.11-2)
E, =E,cos8, E,=-E;sinf.

In view of the far field solution, we look for solutions in the following form
for the field in the free space:

@¢(r,0) = ¢(r)cosd. (3.11-3)
Substituting (3.11-2) into the Laplace equation gives

*¢ 109 1 0%
Vig="" "t —
¢ or* ror r®of?

(3.11-4)
(6 ¢ 19 _¢ ]cosé’ 0.
o ror r
The general solution for the field in the free space is then
¢p=(Cir+C, —l—)cos6’,
d (3.11-5)

E, =—(C, -G, L2)0059, E,=(C, +C, %)Sine,
¥V r

where C; and C, are undetermined constants. For the electric field in (3.11-
5) to be equal to the applied field in (3.11-2) for large r, we must have

C,=-E°. (3.11-6)
Inside the cylinder we look for solutions in the following form:
u(r,0) =u(r)cosf, ¢(r,0)=¢(r)cosé. (3.11-7)

Substituting (3.11-7) into the Laplace equations, we have

2
Viu = -a—%+l%——u7 cosé =0,
or ror r

(3.11-8)
Vig= ¢ l%——% cosd =0.
o ror r
The general solution is
A2 BZ
u=(Ar+—=)cosd, ¢=(Br+—)cosé, (3.11-9)
r r

where A1, A2, By, and B, are undetermined constants. For the boundedness of
uand ¢ at the origin, we must have
A4,=0, B, =0, (3.11-10)
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and hence
u=Arcosd=Ax, ¢=Brcostd=~Byx,. 3.11-11)
The stress and electric displacement fields in the cylinder are
T, =(c4, +eB))cos8, T, =-—(c4, +eB,)sind, 3.11-12)
D, =(ed, —&B,)cos8d, D, =—(ed, —¢&B,)sind.

We note that (3.11-11) and (3.11-12) represent uniform strain, stress,
electric field, and electric displacement inside the cylinder. At r = R, the
traction-free condition and the continuity of ¢ and D, require that

T (r=R)=(cA +eB)cosd =0,
#(r =R")=RB,cosl

=(—E,R +—%—)cos@ =¢(r =R"), (3.11-13)
D,(r=R")=(ed —&B,)cosb

=¢g,(E, +%)cos€ =D, (r=R"),

which determines

2¢, e 2¢,

G, _E78& o gOR?, B =——= E°, A4 =—- E°. (3.11-14)
£+eg, £+&, cE+eg,
Then the electric field in the free space is given by
£-¢&,
¢=(-r+ —)E cosd,
E+eg, 1
=(+ £ "% —2)E° cosd, (3.11-15)
£+ 80 r
=(-1+ 0 _z)EO sin 6,
Etegy r
and the fields inside the cylinder are
2¢g
$=- 20 B cosh, u=S—""0 Ercoso,
£+e¢ cE+eg,
T.=0, T, =0, (3.11-16)
2¢g, 2¢ .
D, =§—"-E’cosf, D, —2 _E’siné.

g+go g+go
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12. A SCREW DISLOCATION

Consider a screw dislocation at 8= 7z in a polar coordinate system (see

Figure 3.12-1).
X2
A

adl

Figure 3.12-1. A screw dislocation.

> X

From the equations in Section 6, the boundary-value problem is:
Viu=0, r>0, -x<0<n,
V¢=0, r>0, —z<0<m,
u(r,w)—u(r,—7) =0,
g(r,m)—g(r—m)=V.
We look for a solution in the following form:
u(r,0)=u(9), ¢(r,0)=4¢0). (3.12-2)
Substitute (3.12-2) into the Laplace equations as follows:
_Qu lou 10 10

(3.12-1)

Viu= —_—t = =
2 2 Ap2 2 Ap2 ’
or- ror r-060° r°o06 (3.12-3)
v L2
r’ 06?
The general solution is
u=A40+4,, ¢=B0+8B,, (3.12-4)

where 4,, 4>, Bi, and B, are undetermined constants. From the boundary
conditions in (3.12-1),

A
T

3.12-5
o ( )

Hence
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o vV
u=—=~+4,, ¢=—6+8B8B,,
27 » ¢ 27 2
and
2Siz :0’ 2S9: :li’
r 27
50, =1V,
r2z
T, =cu +e¢,r =0,
1 V
T,=c—u,+e—¢, =c—5—+e—,
r 2y 2rr
D, =eu,—¢e¢,=0,
1 |14
D, —e~u0—8—¢0=ei—g—
r ¥ 2y 2nr

(3.12-6)

(3.12-7)

The singularity of the fields at the origin is an indication of the failure of
continuum mechanics in problems with a zero characteristic length.

Equation (3.12-7) is valid sufficiently far away from the origin only.

13. A CRACK

Consider a semi-infinite crack at #= 7z in a polar coordinate system as

shown in Figure 3.13-1.

X2
A

X1

A J

Figure 3.13-1. A semi-infinite crack.

From the equations in Section 6, the boundary-value problem is:



Viu =0,
V2¢:O, r>0, —-z<l<mnm,
T,(r,—n)=0, T,(r,7)=0,
D,(r,—m)=0, Dy(r,7)=0.

r>0, —r<l<um,

&7

(3.13-1)

Physically, the above boundary conditions indicate traction-free and
unelectroded crack faces. We look for a solution in the following form:

u(r,0) = u(r)sing, ¢(r,0) = ¢(r)sin§.

Substitute (3.13-2) into the Laplace equations as follows:
O’u 1éu 1 du
+

V=224, "
o’ ror rroo?

¢,10¢
V¢ (6}* r Or

1 ¢ n =0.
4 r? 2
The relevant solution is
u= A\/;sin%, = Bﬁsing,

where A and B are undetermined constants.
electromechanical fields are

The

2§, =ising, 28, :—A—cos—,

2Wr 2 wWr 2
B o B 0

E =——=sin—, E,=-—=cos—,
W 27 T 2

T, = cA+eB 9 T&=CA+eBcos£,
Wy 2 2r 2

D = ed - gB 6’ DH:eA_chosg.

Tl 24r

(3.13-2)

(3.13-3)

(3.13-4)

corresponding

(3.13-5)

The boundary conditions in Equation (3.13-1) are already satisfied and
impose no more restrictions on the above fields. Note the singularity of the
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fields at the origin. The singularity is an indication of the failure of
continuum mechanics in problems with a zero characteristic length. The
solution is valid sufficiently far away from the crack tip only. As such the
solution’s usefulness is very limited because the behavior of a crack is
mainly determined by the physics at the crack tip.



Chapter 4

VIBRATIONS OF FINITE BODIES

This chapter and Chapter 5 are on the linear dynamics of piezoelectrics.
In this chapter we discuss time-harmonic vibrations of finite bodies, which
are fundamental to device applications. Both free and forced vibrations are
examined. Sections 1 to 5 present exact solutions from the three-
dimensional equations. Section 6 provides some general results of the
eigenvalue problem for the free vibration of a piezoelectric body. Sections 7
to 11 give approximate solutions of a few vibration problems that are very
useful but do not allow simple, exact solutions. However, with some very
accurate approximations, the problems can be solved very easily. Section 12
presents a special problem, i.e., frequency shifts of a piezoelectric body due
to small amounts of mass added to its surface. This problem is particularly
useful in sensor applications. It is treated by a perturbation method and a
simple formula for frequency shifts is obtained.

1. THICKNESS-STRETCH VIBRATION OF A CERAMIC
PLATE (THICKNESS EXCITATION)

Solutions to thickness vibrations of piezoelectric plates can be obtained
in a general manner [19]. To simplify the algebra we discuss a few special
cases in Sections 1 to 3. Consider a ceramic plate poled along the x3 axis
(see Figure 4.1-1). The plate is bounded by two planes at x3 = +h which are
traction-free and electroded. A time-harmonic voltage is applied across the

plate thickness.
N =

3 2 L™

Figure 4.1-1. An electroded ceramic plate with thickness poling.
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1.1 Boundary-Value Problem

The boundary-value problem is:

T, =pi;, D=0, in V,
Ty =cySuy—ewE, Di=e,S,+&,E, in V,
S, =, +u,)/2, E,=—¢,, n V, 4.1-1)

T,; =0, x,=th,

P(x; = h)—d(x;, =—h) = Ve'™.

Consider a possible solution in the following form:

u, =uy(x,)e”, u, =u,=0, ¢=d(x,)e”. (4.1-2)
The nontrivial components of strain and electric field are
Sy =Uy3, E;=-¢,, (4.1-3)

where the time-harmonic factor has been dropped. The nontrivial stress and
electric displacement components are

T, =Ty =cus; + €59,
Ty =cyus 5 + €530, (4.1-4)

D; =eyuy; —6,39;.
The equations to be satisfied are

_ 2
Cyslly 33 + €330 33 = —pw Uy,

(4.1-5)
€33U3 33 — 533¢,33 =0.
Equation (4.1-5), can be integrated to yield
e
¢=—u,+Bx,+B,, (4.1-6)

€33
where B, and B, are integration constants, and B, is immaterial. Substitute
Equation (4.1-6) into the expressions for 733, D3, and (4.1-5);:
Ty = Cpuy 5 + e,B,, D, =-£,B,, “4.1-7)

— 2
Cylly 33 =— PO Uy, (4.1-8)

where
2
€33

Ty =eyp(l+kyy), ki = (4.1-9)

£33C33 .
The general solution to (4.1-8) and the corresponding expression for the
electric potential are
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uy = A, sinéx, + A4, coséx,,

e, . . (4.1-10)
¢ =—(4,sinéx; + 4, cos&x,)+ Byx; + B,,
33
where A and 4 are integration constants, and
g2 =P o2 (4.1-11)

C33
The expression for stress is then
T,; = c¢55(A,Ecoséx, — A,Esinéx,) + e, B, . (4.1-12)
The boundary conditions require that
Cy A Ecoséh—c;A,Esinéh+ ey B, =0,

cyAlcoséh+c,A,Esinéh+ e, B =0, (4.1-13)
258 4 singh+2Bh=V,
&3

or, add the first two, and subtract the first two from each other:
¢34 Ecoséh+ey, By =0,

Cyyd,Esinéh =0, (4.1-14)

255 4 sinéh+2Bh=V.

&3
1.2 Free Vibration

Consider free vibrations with V = 0 first. Equation (4.1-14) decouples
into two sets of equations.

1.2.1 Anti-Symmetric Modes

One set is called anti-symmetric modes for which

€3 4,Esinéh=0. (4.1-15)
Nontrivial solutions may exist if
sinéh=0, 4.1-16)
or
5‘"’h:%, n=0,2,4,6,-, (4.1-17)

which determines the resonance frequencies
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o :1“2-;1 fﬁi n=0,2,4,6, (4.1-18)
P

Equation (4.1-16) implies that B; = 0 and 4; = 0. The corresponding modes
are

e
ui” =cos&Mx,, ¢ =2EcosEMx,, (4.1-19)
33
where n = 0 is a rigid body mode.

1.2.1 Symmetric Modes

For symmetric modes

CyAEcoséh+e,, B =0,

4.1-20
258 4 singh+2B,h=0. (4.1-20)
€33
The resonance frequencies are determined by
C;Ecoséh ey, .2
e . =c. _ 33 - 1-
% gingn  h| = Cnshcosch . sinéh=0, (4.1-21)
€33
or
tangh = é—}; (4.1-22)
3
where
2 2 5
I k
k323 __ G _ €33 a3 :(k;3)2. (4.1-23)

- 2N 2
£33C3 53051+ kg 1+ ks,

Equations (4.1-22) and (4.1-20) determine the resonance frequencies and
modes. For symmetric modes, 42 = 0.

1.3 Forced Vibration

Next consider forced vibrations. From Equation (4.1-14), A, = 0 which
means that anti-symmetric modes are not excitable by a thickness electric
field, and
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10 €33
V. 2h -
A =— - = eV > . (41-29)
6325 cosch es oz thoosth—2 5 sin
2-Bsinéh 2h £33
€33
cyécoséh 0
23 gin th vV - y
B =L E33 ” _ [ cosé‘z, . (4.1-25)
0325 cosch e 2¢,,Ehcos Eh— 253 sinéh
2-2ginéh 2k 33

&33
Hence
14 h
_—%- =-0,, (4.1-26)
2h Eh—ky tanéh
where o, is the surface charge per unit area on the electrode at x3 = 4. The
capacitance per unit area is

_ 9. &3 ¢h

D, = —£3,B) = —¢&3,

T T AL £ 12 tan B (4.1-27)
V. 2héh—kytanéh
We note the following limits:
lim ¢ =22
€;,—0 2h
]imC:.‘c:i__l_z_:ﬁé_(1+k323):C0’ (4.1-28)
@—0 2h 1 k33 2h

- 2
1+ k3,
where Cjy is the static capacitance. The motional capacitance C,, is defined
by

C,=C- Ozgi ____f___h -
2h | Eh—k2 tan&h
_ &y $h—(U+k3)(Eh— ks tan &)
2h Eh—k2 tan &h
_Exn —k323§h:r k3, tan &h _ 2 & tandh—dh
2h  Eh-k} tanéh 2 Eh—k2 tanéh

(1+ k3, )}

(4.1-29)
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Notethat C,, depends on electromechanical coupling.
Problem

4.1-1. Study thickness-shear vibration of a ceramic plate with in-plane
poling under thickness excitation. Hint: Consider #; =0, u#; = 0, u3 =
us(x1,t), and ¢= @xy,1).

X
AL

X3

p — 2h >

Figure 4.1-2. An electroded ceramic plate with in-plane poling.

2. THICKNESS-STRETCH VIBRATION OF A CERAMIC
PLATE (LATERAL EXCITATION)

Consider a ceramic plate poled in the x3 direction (Figure 4.2-1). The
two major surfaces are traction-free and are unelectroded. A voltage is
applied across x; = *oo and a uniform electric field Es(f) = Ee' is produced.

X1
M

v

Figure 4.2-1. An unelectroded ceramic plate with in-plane poling.
2.1 Boundary-Value Problem

The boundary-value problem is:
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T, =pii,, D, =0, in V,

Jisi i
T, =cuSy—eyE,, D =eyS,+eE, in V,
S, =, ;+u;;)/2, E,=—¢,, in V, 4.2-1)
T,;,=0, D=0, x =1h,
¢=-x,Ee'™, in V.
Consider the possibility of the following fields:

u, =u,(x)e”, u,=u, =0. (4.2-2)
The nontrivial strain and electric field components are
Sy=u,, E;=E, (4.2-3)

where the time-harmonic factor has been dropped. The nontrivial stress and
electric displacement components are

T, = Culty — e, E,
Ty, = ¢yt — e, E,
' (4.2-4)
Ty = cyyuy; — ey E,
D; =eju, +éey,E.
The electrical boundary conditions and the charge equation are trivially
satisfied. The equation of motion and the mechanical boundary conditions
take the following form:
2
eyl =—pou, —h<x <h, 42-5)
ey, —e E=0, x =+h,
which shows that we effectively have an elastic plate driven by a surface
traction. The general solution to (4.2-5); is

u, = 4 sinfx, + 4,cosé x,, (4.2-6)
where A, and A4, are integration constants, and
=Ly, 4.2-7)
‘n

Then the expression for the stress component relevant to the boundary
conditions is

T, = ¢ (4 coscx, — A,Esinéx,) — e, E . (4.2-8)
The boundary conditions require that
¢ (4 Ecoséh— A,Esinéh) —e, E =0,
¢ (A Scoséh+ A,Esinéh)—ey E =0,

or, add and then subtract

(4.2-9)
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c A Ecoséh=ey E, 4.2-10)
¢ A,Esinéh = 0. '
2.2 Free Vibration

First consider free vibrations with E = 0. From (4.2-10), nontrivial
solutions may exist if

sinh=0, (4.2-11)
or
g(n)h:%, n=0,2,4,6,---, (4.2-12)
which determines the following resonance frequencies
o™ =27 S0 20,246, (4.2-13)
2\ p
Equation (4.2-11) implies that 4, = 0. The corresponding modes are
u, =cos&Mx,, (4.2-14)

which are called anti-symmetric modes, n = 0 represents a rigid body mode.
For symmetric modes from (4.2-10), (E = 0),

coséh=0, (4.2-15)
or

é:(n)h:%r’ n=13,5,, (4.2-16)

which determines the following resonance frequencies

o™ =1 S 135, (4.2-17)
2h\ p

Equation (4.2-15) implies that 4, = 0. The corresponding modes are
u, =sin&Mx, . (4.2-18)

2.3 Forced Vibration

For forced vibrations 4, =0 and from (4.2-10),,
4 = €3
Y ey Eheoséh
The displacement field is

Eh. (4.2-19)



€3

" ¢, ,Shcosch

Problem

: 10,4
Ehsiné xe' .
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(4.2-20)

4.2-1. Study the thickness-shear vibration of a ceramic plate with thickness
poling under lateral excitation. Hint: Consider u, =u,(x;,7),

u, =0, u, =0,and ¢ =—x,Ee" .

X
2

pT 2h

E——

X1

Figure 4.2-2. An unelectroded ceramic plate with thickness poling.

3. THICKNESS-SHEAR VIBRATION

PLATE (THICKNESS EXCITATION)

OF A QUARTZ

Consider a rotated Y-cut quartz plate. The two major surfaces are
traction-free and are electroded, with a driving voltage across the thickness.
This structure represents a widely used piezoelectric resonator.

X
S

2h

>

Figure 4.3-1. An electroded quartz plate.

3.1 Boundary-Value Problem

The boundary-value problem is:

X1
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T,,=pii, D,;,=0, in V,
T, = CuSu—€yEs Di=eySytek, in V,
S, =@, +u;,;)/2, E,=—¢, in V, (4.3-1)

T,, =0, x,=th,

¢(x, = h)—g(x, =—h) =Ve™.
The problem is mathematically the same as the one in Section 1. Its solution
can be obtained from that in Section 1 by changing notation. Because of the
importance of this solution in applications, we solve this problem below so
that this section can be used independently. Consider the possibility of the
following displacement and potential fields:
u =u (x,)e”, u,=u, =0, ¢=¢(x,)e". (4.3-2)
The nontrivial components of strain, electric field, stress, and electric
displacement are
2S12 =Uy,, Ez = _¢,2 > (4.3-3)
and
Ty = ¢ty +ezs¢,za T, = ety 5 +ezs¢,2’
D, =exu , —6np,, Dy =eyi, —630,,

where the time-harmonic factor has been dropped. The equation of motion
and the charge equation require that

= _ 2
Ty12 = Colhynn + €360 =—POUy

(4.3-4)

(4.3-5)
Dz,z = €Uy 5 — 522¢,22 =0.
Equation (4.3-5); can be integrated to yield
e
¢=—u +Bx,+B,, (4.3-6)

€n
where B; and B, are integration constants, and B, is immaterial. Substituting
(4.3-6) into the expressions for T3y, D, and (4.3-5); we obtain

T, = Eﬁéul,2 +exB,, D,=-¢,8B, 4.3-7)
6661’[1,22 =—-p 0)2741 5 (4.3-8)

where
e2
Cos = Cos(1+ kfe ) k225 =—=

(4.3-9)
266

The general solution to (4.3-8) and the corresponding expression for the

electric potential are
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u, = A, sinéx, + 4, cos&x,,

e . 4.3-10
¢ =—2(4,sin&x, + 4, coséx, )+ Byx, + B,, ( )
22
where A, and A, are integration constants, and
g2=L 2, (4.3-11)

666
Then the expression for the stress component relevant to boundary
conditions is

T, = Ce (A& cosx, — A,Esinéx, ) + e, B, . (4.3-12)
The boundary conditions require that
Cos A& cosEh—Co A, Esinéh + e, B, =0,
Ces A& cosEh+ g A,Esinéh+ ey B =0, (4.3-13)
252 4 singh+2Bh=V,
€n

or, add the first two, and subtract the first two from each other:
Ces A5 cosEh+e, B =0,

CesA,&5inéh =0, (4.3-14)

255 4 sinfh+2Bh=V.

€
3.2 Free Vibration

First we consider free vibrations with V = 0. Equation (4.3-14)
decouples into two sets of equations. For symmetric modes,

Ces ArEsinéh=0. (4.3-15)
Nontrivial solutions may exist if
sinéh =0, (4.3-16)
or
.f‘”h:fsz—, n=0,2,4,6- (4.3-17)

which determines the following resonance frequencies

RONSC 6_66_, n=0,2,4,6,--. (43-18)
2h \ p

Equation (4.3-16) implies that B; = 0 and 4; = 0. The corresponding modes
are
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e
u, =coséMx,, ¢=-2cosMx,, (4.3-19)
€
where n = 0 represents a rigid body mode. For anti-symmetric modes,
Cee A £ coséh+ey B, =0,

4.3-20
255 4 sinéh+2Bh=0. (4:3-20
&xn
The resonance frequencies are determined by
CesSCOSER ey o2
=C — 736 ¢ = -
€% gin e h|” CesChcosSh e, sinéh=0, (4.3-21)
822
or
h
tanch = —_5.7, (4.3-22)
ka
where
2 2 2
— e e k
ki =—2—= 2 = (43-23)

EnCes  EnCe(1+ky) 14k
Equations (4.3-22) and (4.3-20) determine the resonance frequencies and
modes. If the small piezoelectric coupling for quartz is neglected in (4.3-22),
a set of frequencies similar to (4.3-17) with n equals odd numbers can be
determined for a set of modes with sine dependence on the thickness
coordinate. Static thickness-shear deformation and the first few thickness-
shear modes in a plate are shown in Figure 4.3-2.

/)

Static »n =1 n=2 n=3

Figure 4.3-2. Thickness-shear deformation and modes in a plate.
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33 Forced Vibration

For forced vibration we have 4, =0 and

0 ey
v 2k —e,V
4 = 5 - Ca” . (4.3-24)
céf COSSHCxn| oz heosh—2 ¢ sinch
2-®sinéh 2k )
En

Celcoséh 0
288 Gnen v

£n Ve & coséh
B = T e 66 > (4.3-25)
66 * 2¢,Ehcoséh— 2L sinh
e
2-®sinéh 2h &n
Exn
Hence
D, =-¢£,B, = 4 S -o (4.3-26)

N o 12z %
2h &h—k, tan &h
where @, is the surface charge per unit area on the electrode at x, = A. The
capacitance per unit area is
9. _¢n ch

7 (4.3-27)
V. 2h&th—kstanth
We note the following limits:
lim C =22,
a0 2h
limC = gi__l_z— = gﬁ(] +k2). (4.3-28)
w0 2h 1 k26 2h
1+ k3,

34 Mechanical Effects of Electrodes

In certain applications, e.g., piezoelectric resonators, the electrodes
cannot be treated as a constraint on the electric potential only, and its
mechanical effects need to be considered. This may include the inertial
effect of the electrode mass and the stiffness of the electrode. Consider a



102

quartz plate with electrodes of unequal thickness on its two major faces as
shown in Figure 4.3-3 [20].

X2
' S
N 2h
/ 1\ Crystal $ h X1
Electrodes plate : >
\ v $ h
T zhﬂ'

Figure 4.3-3. A quartz plate with electrodes of different thickness.

We are interested in free vibration frequencies. The governing equations are

2
T,,=-pou, D, 6 =0, —h<x,<h,
Ty =cuSu —eyle, Di=eySy+ek,, —h<x,<h,

S; =@, +u; )2, E =-¢,, ~h<x,<h,

Uy

T; =cySy> S;=Q,;+u;)/2,
—h—-h"<x,<-h, h<x,<h+h,

where o' and ¢';y are the mass density and the elastic constants of the
electrodes. The two electrodes are of the same isotropic material. The outer
surfaces of the electrodes are traction-free. The electrodes are shorted. We
have the following boundary and continuity conditions:

T,;=0, x,=h+2h, x,=-h-2H,
u;(x, =h")=u,(x,=h"),

T, (x,=h")=T,,(x, =h"),
u,(x,=-h")y=u,(x, =-h"),
T,j(x;==h")=T,,(x,=-h"),

P(x, = h) = P(x, = —h).
Fields inside the plate are still given by (4.3-10), (4.3-7),, and (4.3-12).
For fields inside the electrodes, consider the upper electrode first:

) (4.3-29)
=-p'w'u, —h-h"<x,<-h, h<x,<h+h,

(4.3-30)
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Tys = Ciglhy, =—P'@’uy (4.3-31)
u, = A/sin&'(x, — h)+ A, cos&'(x, — h), (4.3-32)
Ty = cigl Al cosE'(x, —h)— AiE'sing'(x, ~ )], (4.3-33)

where A’y and A", are integration constants, and
&) =L-w’. (4.3-34)

Cés
Similarly, for the lower electrode we have

u, = A'sin&'(x, + h)+ A4; cos&'(x, + h) (4.3-35)
T, =cglAE cosE'(x, + h) — A& sin &' (x, + )], (4.3-36)

where 4”7 and A " are integration constants.
Substituting (4.3-10), (4.3-7),, (4.3-12), (4.3-32), (4.3-33), (4.3-35), and
(4.3-36) into (4.3-30), we obtain
A sinéh+ A4, coséh = 4,
— A, sinéh+ A, costh = A7,
CesC (A, cosEh — A, sinh) + e, B, = cgo&'A),
Cosl (A, coséh + A, sinE)h + ey B, = ¢y &'A4], (4.3-37)
A/ cos&E2R — 4, sinE2h" =0,
AlcosE2h" + A sinE2R" = 0,
e
-—&A1 sinéh+ Bh=0.
&pn
For nontrivial solutions of the undetermined constants, the determinant of

the coefficient matrix of (4.3-37) has to vanish. This results in the following
frequency equation:

(1 — k2 M] 2tan&h+ fp—f’ﬁ(tan E2h +tan 5’2h"):|
ch Ples

= "D—_C“— tan fh[ tan h(tan £'24' + tan £"2h") (4.3-38)
s

+2 /i’& tan &'20 tan &20" }
PCes

We make the following observations from (4.3-38).
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(1) In the limit of #” — 0 and A" — 0, i.e., the mechanical effects of the
electrodes are neglected, (4.3-38) reduces to

(1 k2 ta;hghj tangh =0, (4.3-39)

which is the frequency equation of both symmetric and anti-symmetric
modes given in (4.3-16) and (4.3-22).
(i) When A’ = h", i.e., the electrodes are of the same thickness, (4.3-38)

reduces to
1-k2 tanch _ ’ P tanhtan & 20
ch Plss
X (tan Eh+ ’ﬁﬁs— tan 5'2h'] =
PlCeq

The first factor of (4.3-40) is the frequency equation for the anti-symmetric
modes given in [21]. The second factor is for symmetric modes. For small
K, i.e., very thin electrodes, we approximately have

tan &'2h' = E2H, /p “ aneoh = Reh, R=L220 . (4341
Ples ph

In this case the first factor of (4.3-40) reduces to

ch
kL +R(ER)*

which is the result given in [22]. Note that in Equation (4.3-42) the shear
stiffness of the electrodes (c'ss) has disappeared. Only the mass effect of the
electrodes is left and is represented by the mass ratio R.

(iii) For small 4" and 4", i.e., thin and unequal electrodes, Equation (4.3-
38) reduces to

(4.3-40)

tan &h = (4.3-42)

(1 k2 “‘2‘5}’][2tan§h+(R'Jr R")zH]

(4.3-43)
= Ehtan h|(R' + R")tan &h + 2R'R"£h]
where we have denoted
RI=P2 g P2 (4.3-44)

ph ph
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To the lowest (first) order of the mass effect, the R'R” term on the right-hand
side of Equation (4.3-44) can be dropped.

Problem

43-1. When the electrodes are very thin, only the inertial effect of the
electrode mass needs to be considered; its stiffness can be neglected.
The boundary condition on an electroded surface is, according to
Newton’s 2™ law

~T.n, = p'hii, =—p'h o’u,. (4.3-45)

JuJ

Use Equation (4.3-45) to study the anti-symmetric thickness-shear
vibration of a quartz plate with electrodes of equal thickness and
derive Equation (4.3-42).

4. TANGENTIAL THICKNESS-SHEAR VIBRATION OF
A CIRCULAR CYLINDER

Consider an infinite circular cylinder of inner radius a and outer radius
b. The cylinder is made of ceramics with tangential poling. We choose
(r,6,2) to correspond to (2,3,1) so that the poling direction corresponds to 3.
The inner and outer surfaces are electroded. There is no load applied, and
we are interested in free vibrations independent of 6.

/

Figure 4.4-1. A circular cylinder with tangential poling.

The boundary-value problem is:
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r

iy = P, Dy =0, in Y,

Ty =cuSu—eyE, D, =euS,+e,E, in V,
S; =@, ; +u,;)/2, E,=—¢,, in V,

T,n; =0, r=a, b,

¢(r =a)=¢(r =b), if the electrodes are shorted,

or D =0, r=a,b, if the electrodes are open.

(4.4-1)

Consider the possibility of the following displacement and potential fields:

u, =u,(r)e”, u,=u, =0, ¢=dg@r)e". (4.4-2)
The nontrivial components of strain, electric field, stress, and electric
displacement are

du, u d
§,=285,,=—"~—" E=E :_d_f’ (4.4-3)
du, u d¢
T, =T —2_ 9 -
4 =14y 044( o r ) 15

(4.4-4)
du, u, d¢

D, =D, :els(?_—r“‘)_‘qu;’f-

Thus on the boundary surfaces at r = a and b there are no tangential electric
fields. The electric potential assumes constant values on the electrodes as

required. The stress components 7, and 7. vanish everywhere,

rr
particularly on the lateral surfaces. The equation of motion and the charge
equation to be satisfied are

dT 2 1
Y +=T,=-po’u,, —(rD,), =0. (4.4-5)
dr r r ’
Equation (4.4-5), can be integrated as
C
D, =e;—, (4.4-6)
r
where C31is an integration constant. Then, from (4.4-4), we have
C
$ = b 28, —=2|. (4.4-7)
’ &y v

Substitution of (4.4-7) into (4.4-4), gives



107

dar r En r
, (4.4-8)
du, u,) e (&%
“ar r) g r’
where
2
e
Cou =Cuy(1+ k125 ) k125 =—5— (4.4-9)
11€44
Substitute (4.4-8) into (4.4-5),:
. d*u, 1du, 1 N e;; C,
ar’> r dr r? &y 1’
(4.4-10)
2 du e
+—c44(—9— ) =2 =—pa’u,,
r &n r
or
d’u, 1du, 1 > el C,
c +——L——u, |+ poiu, =, (4.4-11)
44( dr r dr r ¢ o ¢ & r2
or
d’u, 1du, 1 2 —, C
e —u, +Eu, =k, (4.4-12)
ar* rdr ¢ ¢ty =his r
where
2 _ e?. e2 k2
Tty % S LR s o T (4413)
Cy4 EnCy  Encau(ltky) 1+kj;
Introduce a dimensionless variable R = £r . Equation (4.12) can be written
as
d’ 1 d 1 C,
=0 +—ﬁ+[1— ) =kl =2, (4.4-14)
dR R dR R? R

which is Bessel’s equation of order one.

In the following we consider the case when the electrodes at r = a and b
are open. The electrical boundary conditions imply, through (4.4-6), that Cs
= 0. Then the general solution to (4.4-14) is

u, =CJ,(R)+C,Y(R) =CJ,(gr) + C, Y, (&), (4.4-15)
where J; and Y; are the first-order Bessel’s functions of the first and second
kind, respectively. From (4.4-8) the shear stress is



CEL[CII(E)E + CoYENE] T }[CIJ, (&) + C,Y, ()] (44-16)

- 015445{4'(&) A r)] X 44§[Y (o) - ’)]
sr 4
The traction-free boundary conditions require that
CIEM@[J;(z:a) e )} ex: 44§[Y (EOR ")J 0
J,(£b) ¥ f:b) e
C1544§l:‘]1 (ﬁb) - ‘fb :l + C2644§‘:Y1’(§b) - E—] 0.
The frequency equation is given by
J(g)_J(ia) Y/(Za) - Yi(Sa)
ngfb) Yg(sz) =0. (4.4-18)
Ji(&b) - ‘b Yi(&b) - £b

Problem

4.4-1. Study the tangential thickness-shear vibration of a circular cylinder
of monoclinic crystals [23].

S. AXTAL THICKNESS-SHEAR VIBRATION OF A
CIRCULAR CYLINDER

Consider an infinite circular cylinder of inner radius @ and outer radius
b. The cylinder is made of ceramics with axial poling along the x; direction.
We choose (r,6,z) to correspond to (1,2,3) so that the poling direction
corresponds to 3. The inner and outer surfaces are electroded. There is no
load applied, and we are interested in anti-plane axi-symmetric free
vibrations [24].
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Figure 4.5-1. A circular cylindrical ceramic shell with axial poling.
51 Boundary-Value Problem

From Section 6 of Chapter 3, the boundary value problem is:
c,Viu, =pii,, a<r<b,
Vzl//=0, a<r<b,
u, =0, r=a,b, if the cylindicalsurfaces are fixed,
or T_=0, r=a,b, if the cylindicalsurfaces are free,
o(r = a) = ¢(r = b), if the electrodes are shorted,

or D =0, r=a,b, if the electrodes are open,
where ¢ and y are related by

e
p=y+u,.
€n
The stress and electric displacement components are
T =cuu,, +esy,,

Dr = .—glll//,r‘

We look for solutions in the following form:
uz (r’t) = uz (r)elmt b

w(r,1) =y(r)e”.
The equations for #, and y are

109

(4.5-1)

(4.5-2)

(4.5-3)

(4.5-4)
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2

o* 0
V2uz = auZz +1 auz :_p_(o uza
o Cas (4.5-5)
oO'w 10y
Vi = +——=0.
T o
The general solution to (4.5-5) is
u, = 4,J,(&r) + 4,X,(cr),
(4.5-6)

v =A, ln%+A4,

where A4;, A,, A3 and A4 are undetermined constants, J and Y, are zero-order
Bessel’s functions of the first and second kind, and

2
g2 =22 (4.5-7)
Cus
Hence
e e r
¢=W+J%bZJLMMJ&Th%n@ﬂFﬁ%mZ+AM
1 1 7
_ A
Trz = _0445[141‘]1(5") t+ Azyl(fr)] +e; 73, (4.5-8)
D, =-¢, :4;3"
,

where J, =—J, and ¥, =-Y] have been used.

5.2 Clamped and Electroded Surfaces

First consider the case when the two cylindrical surfaces are fixed and
the two electrodes are shorted. Then we have

u=0, r=a,b,

b=0. r=ab, (4.5-9)
which implies that

v=0, r=a,b. (4.5-10)
Hence

A,=0, 4,=0, (4.5-11)

and



Jo(Ga) Yo(Ga)
Jo(cb) Y, (ch)

5.3 Free and Unelectroded Surfaces

Next consider the case
T.=0, r=a,b,

D =0, r=a,b.
Then 4, =0 and
Ji(Ga) Y, (Sa)
Ji(8b) Yi(sh)

54 Free and Electroded Surfaces

Finally, consider
T.,=0, r=a,b,

$=0, r=a,b.
It can be shown that
J,(Ga) Y, (Sa)
J1(8b) Y(Sb)

For large x, Bessel functions can be approximated by
2

J,x)=,— cos(x —_——
Vns

Y (%)= isin(x—zzt———jE .
X 2

Then it can be shown that for large a and b, (4.5-16) simplifies to

B o —Jo(@n) -2,

§b1n§ Yo(fa) =Yy (b)  Yi(Ga)-—
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(4.5-12)

(4.5-13)

(4.5-14)

(4.5-15)

(4.5-16)

(4.5-17)
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siné(b—a) = —i{(l + ﬁjcosg(b —a)- 2\/E] . (4.5-18)
&b ln—Z— a a

Setting 2h = b-a and allowing a, b — oo, we have

§bln—— =¢&blIn % =¢bln (1 ———) §b(— —) =—£2h,
sin&(b —a) =sin(E2h) = £2h,

(4.5-19)
b b
(1 +— )cosé’(b a)-— 2\/7
= 2¢0s(E2h) -2 = —2[1—cos(E2h)] = —4sin’® &h.
Then Equation (4.5-18) reduces to
tan &h = g—i’ , (4.5-20)

15

which is the frequency equation for the thickness-shear vibration of a
ceramic plate with in-plane poling (see Problem 4.1-1).

Problems

4.5-1.  Show (4.5-16).

4.5-2.  Show (4.5-18).

4.5-3. Study the case of u=0,r=a, b and D, =0,r = q, b.

4.5-4. Study the axial thickness-shear vibration of a circular cylinder of
monoclinic crystals [23].

4.5-5. Study vibrations of a ceramic wedge.

6. SOME GENERAL RESULTS

In this section we prove a few general properties of the eigenvalue
problem for the free vibration of a piezoelectric body [25]. The free
vibration of a piezoelectric body with frequency @ is governed by the
differential equations

_ 2
—Collyy — €y = PO U,

(4.6-1)
—eulyy t ExPru =0
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6.1 Abstract Formulation

We introduce the following notation:
A=, U={u.¢}, V={,y},
AU = {_cjikluk,lj - elg’i¢,lg‘ Uy t gik¢,ki}’ (4.6-2)
BU = {pu,,0},

where U and V are four-vectors and A and B are operators. Then the
eigenvalue problem for the free vibration of a piezoelectric body can be
written as

AU=ABU, in V,
u; =0, on S,
T,(Un, =(c,yuy, +e,;¢,)n;, =0, on §,, (4.6-3)
=0, on § 4
D,(U)n, =(eyu,, —£,0,)n, =0, on §,,
which is a homogeneous system. We are interested in nontrivial solutions of
U. A and B are real but 4 and U may be complex at this point. We note that
for a nontrivial U, its first three components #; have to be nontrivial, because
u; = 0 implies, through (4.6-3), that ¢ = 0. For convenience we denote the

collection of all U that are smooth enough and satisfy the boundary
conditions in (4.6-3) by

H = {U| U satisfies all boundary conditions in (4.6-3),.s}. (4.6-4)
A scalar product over H is defined by

<UsV>= [ (uy, +py)dv, (4.6-5)

which has the following properties:
<U;V>=<V;U >,

(4.6-6)
<U;aV+ W>=a<U;V>+ <U;W >,

where & and £ are scalars.
6.2 Self-Adjointness

Forany U, Ve H
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< AUV >=< {—cﬁk,uk’,j - ekﬁ¢,kj ety t g,.k¢’ki};{v,.,1//} >
= [ ety — ey Vi + (et + 848 )W 1AV
= | -7, (Uny, - D,(U)nyldS

+ IV [(C i tti Vi +ekji¢,kvi,j el Y — &, )dV

= —J, [T, (U)n,v, + D,(U)n,y)dS
5 (4.6-7)
+ L (7, (V)n,uk + D, (V)nk¢]dS

+ J;, [("ckhjvi,jl —enl¥ Ju, +(_ekjivi,jk +EWY 1 )pldV
==, [T,(Uny, + D,(U)nylds
+ [ T(VInu, + D (Vyn,gldS

+ < U; AV >=< U; AV >,
and
<BU;V >=<U;BV >. (4.6-8)
Hence both A and B are self-adjoint on H. Equation (4.6-7) is called the
reciprocal theorem in elasticity and Green’s identity in mathematics.

6.3 Reality

Let A be an eigenvalue and U the corresponding eigenvector. Hence
AU = ABU. (4.6-9)
Take complex conjugate
AU = IBU", (4.6-10)
where an asterisk means complex conjugate, and we have made use of the
fact that A and B are real. Multiply (4.6-9) by U™ and (4.6-10) by U
through the scalar product, and subtract the resulting equations:

0=(1-1)<BU;U" >. (4.6-11)
Since < BU;U”™ > is strictly positive, we have
A-A =0, (4.6-12)

or A is real. Then let the real and imaginary parts of U be U* and U".
Equation (4.6-9) can be written as

AU +iU") = AB(UR +iU"), (4.6-13)
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which implies that
AU® = JBU®, AU’ =/BU’. (4.6-14)

Equation (4.6-14) shows that U¥ and U’ are also eigenvectors of A. In the
rest of this section, we will assume that the eigenvectors have been chosen
as real.

64 Orthogonality
Let U™ and U™ be two eigenvectors corresponding to two distinct
eigenvalues A and A®, respectively. Then
AU™ = JmBym
AU(H) — ﬂ(")BU(n).

Multiply (4.6-15); by U” and (4.6-15), by U™ through the scalar product,
and subtract the resulting equations

0=A" - A"y <BU™; U™ >, (4.6-16)
which implies that

(4.6-15)

<BU™; U™ >=0. (4.6-17)
The multiplication of (4.6-15), by U™ leads to
<AU™, U™ >=0. (4.6-18)

Equations (4.6-17) and (4.6-18) are called the orthogonality conditions. In
unabbreviated form they become

<AU™; U™ >
= ";, (cyklul(c”;) "+ eka¢(m) )
+ ezkzu(m)¢(n) ik¢,(km)¢,s‘n))dV =0,
<BU™; U™ >= J:/poul.('”)ui(")dV =0.

(4.6-19)

6.5 Positivity

A subset of H consisting of U that also satisfies the charge equation is
denoted by

H*={Ue€ H|Ureal, —e,u, , +&, ¢, =0 in V}. (4.6-20)
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For any U € H*
< AU U >=< {_cjikluk,lj - elg‘i¢,kj ey + Eq® b3l 0 >
= IV [(_cjikluk,lj — €y ¢Ig Ju, +(—eyu, , +&, ¢,ki )pldV
= | [-7,(Unu, - D(U)n,g1ds

+ J;, [(cjikluk,lui,j +ekji¢,kui,j +eik1uk,l¢,i _gik¢,k¢,i)dV

(4.6-21)
= _[, [cjikluk,lui,j +E,90,9, + z(eikzuk,1¢,i —&,9,8)1dV
= IV [cjikluk,lui,j +&,0,0, - ety — €49,)01AV
+ L 2(eik1uk,1 _gik¢,k n,¢dS
= _[V (€Ut ; +E4P AV 20,
and
<BU;U> >0. (4.6-22)
Multiply (4.6-9) by U
<AU;U>=A<BU;U >, (4.6-23)

which shows that A is nonnegative.
6.6  Variational Formulation

Consider the following functional (Rayleigh quotient) of U € H
vy = 20,

r) (4.6-24)
A(U)=<AU;U >, T(U)=<BU;U>.

The first variation of IT is

TSA—AST  SA—TI6T

Jl = 4.6-25
I? r ( )
Therefore OI1 = 0 implies that
SA-TIT = 0. (4.6-26)

From (4.6-24) we have
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OAN -TII" =< AU;6U > + < SAU; U >
-IT1<BU;oU > -I1 < 6BU; U >
=< AU;0U >+ < AdU; U >
~II<BU;oU > -IT1 < BoU; U > (4.6-27)
=< AU;dU > + < U; AU >
~I1 <BU;dU > -I1 < 6U;BU >
=2 < AU-IIBU;dU >,

where the small variation oU € H. (4.6-27) implies that

AU-TIBU =0. (4.6-28)
Hence the U that makes o1 = 0 is an eigenvector of the eigenvalue IT.

6.7 Perturbation Based on Variational Formulation

Next we consider the case when A and B are slightly perturbed but are
still self-adjoint, which causes small perturbations in A and U:

(A +AAYU +AU) = (1 + AL)B +AB)YU +AU).  (4.6-29)

We are interested in an expression of A4 linear in AA and AB. From (4.6-
24),
_ <(A+AA)U+AU);U +AU >

<(B+AB)U+AU);U+AU >
<AU+(AA)U+A(AU); U + AU >
<BU +(AB)U+ B(AU); U + AU >
<AU;U >+ < AU;AU > + < (AA)U + A(AU); U >
<BU;U > + <BU;AU > + < (AB)U + B(AU); U >
_<AU;U>+2 < AU;AU > + < (AA)U; U >
" <BU;U > +2 <BU;AU > + < (AB)U; U >
_< AU;U>(1+ 2 < AU;AU > + < (AA)U; U >)
<BU;U > <AU; U >
X(l_ 2 <BU;AU > + < (AB)U; U >JE
<BU;U >

A+AA

I

n
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_ <AUU >£1+ 2 < AU;AU > + < (AAU; U >
<BU;U > < AU U >
2<BU;AU >+ < (AB)U; U >
- <BU;U> ]
_< AU U > N 2 < AU;AU > + < (AA)U; U >
<BU;U > <BU;U >
< AU;U > 2 <BU;AU > + < (AB)U; U >
- <BU;U> <BU;U>
N 2 < AU-/ABU;AU > + < (AA)U; U > -1 < (AB)U; U >
<BU;U >
N <(AA)U;U > -4 < (AB)U; U >
<BU;U >

(4.6-30)

=4

=A

3

hence
_<(AAU;U> -1 <(AB)U; U >
<BU;U > '

A

(4.6-31)

6.8 Perturbation Based on Abstract Formulation

Equation (4.6-31) can also be obtained from the following perturbation
procedure. Expand both sides of (4.6-29). The zero-order terms represent the
unperturbed eigenvalue problem. The first-order terms are

A (AU) +(AA)U = AABU + A(AB)U + AB(AU). (4.6-32)
Multiply both sides by U:
<A(AU)U>+<(AAU;U > (4.6-33
= A4 <BU;U > +1 < (AB)U; U > +4 < B(AU); U >, 6-33)
or
<AU; AU > + < (AA)U; U >
(4.6-34)

=AA<BU;U > +4 <(AB)U; U > +4 < AU;BU >.

The first term and the last term in (4.6-34) cancel, and what is left is
<(AAU;U > -1 <(AB)U;U >
AAd = (AA)U; A <(4B) . (4.6-35)
<BU;U >
which is the same as (4.6-31). Note that in this perturbation procedure, no

assumption regarding the self-adjointness of AA and AB was made.
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7. EXTENSIONAL VIBRATION OF A THIN ROD

Consider a rectangular rod of length /, width w, and thickness ¢ as shown
in Figure 4.7-1, where [ >> w >> t. We are interested in the low frequency
extensional vibration of the rod [11]. By low frequency we mean that the

wavelength of the vibration modes is much longer than the width and
thickness of the rod.

x3‘!‘ /x2

» W

Figure 4.7-1. A piezoelectric rod with rectangular cross section.

As an approximation, it is appropriate to take the vanishing boundary
stresses on the surfaces bounding the two small dimensions to vanish
everywhere. Consequently

T,, =T\(x,,1), and all other T, =0. (4.7-1)

If the surfaces of the area /w are fully electroded with a driving voltage V
across the electrodes, the appropriate electrical conditions are

14
E =E, =0, E,= - (4.7-2)
The pertinent constitutive relations are
S, =s,T, +d,E;,
1 1171 313 (47_3)
Dy =dyT, + ey, E;.
Equation (4.7-3); can be inverted to give
1 d
7, =—S8,-—2E,. (4.7-4)
S S1y
Then the differential equation of motion and boundary conditions are
1 .
— 1y, = piy, —1/12<x <1/2,
11
(4.7-5)
1 d, Vv
Ty=—u, +—2L—=0, x =1//2.

S Syt
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Equations (4.7-5) show that the applied voltage effectively acts like two
extensional end forces on the rod. For free vibrations, V = 0 and the
electrodes are shorted. We look for free vibration solution in the form

u, (x,,0) =u,(x,)e"” . (4.7-6)
Then the eigenvalue problem is
U, +pspetu, —1/2<x <172,

(4.7-7)
u, =0, x ==I/2

The solution of @ = 0 and #; = constant represents a rigid body mode. For
the rest of the modes we try u; = sinkx;. Then, from (4.7-7), k = @4/ psy, .
To satisfy (4.7-7); we must have

coskizo, = k(n)izﬂ, n=13,5,--, (4.7-8)
2 2 2
or
| nrx nr
a)n ’m _—=—, wn =, n:1,3,5,"‘. (47‘9)
(n) 11 2 2 (n) l\/—pz

Similarly, by considering #; = coskx;, the following frequencies can be
determined:

nw

l\/,as'u ’

The frequencies in (4.7-9) and (4.7-10) are integral multiples of @, and are

@ = n=246,. (4.7-10)

called harmonics. @, is called the fundamental and the rest are called the

overtones.
Ifthe surfaces of the area /¢ are fully electroded with a driving voltage V
across the electrodes, the appropriate electrical conditions are

14
E, =0, D,=0, E,=——. (4.7-11)
w
The pertinent constitutive relations are
S, =s,T, +d,E, +d,E;,
1 1171 2142 313 (4.7_12)
D, =dyT\ + enE, + 6, E;.

From the boundary conditions on the areas of /w, we take the following to
be approximately true everywhere:

Dy =d, T +&,E, +€,E,=0. (4.7-13)
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With (4.7-13), (4.7-12) can be written as
S, = EIITI +d,E,,

o (4.7-14)
D, =d,T, +&,E,,
where
51 =5y _d321 /&3,
d21 = d21 —d31823 /6‘33, 4.7-15)

~ 2
£y =&y — &/ Es.

If the surfaces of cross-sectional areas Iw and It are not electroded, the
appropriate electrical conditions are

D,=D,=0. (4.7-16)
The pertinent constitutive relations are
Sy =syh +&uD,,

(4.7-17)
E, =-g,T,+ p,D,.

8. RADIAL VIBRATION OF A THIN RING

Axi-symmetric radial vibration can be set up in a thin ceramic ring (see
Figure 4.8-1) with radial poling, electroded on its inner and outer surfaces

[1].

3

Figure 4.8-1. A ceramic ring with radial poling.

Let R be the mean radius, w the width and /4 the thickness of the ring. We
assume R >>w >>h. In cylindrical coordinates, from the boundary
conditions, we make the approximation that the following is true throughout
the ring:

Ty #0, all other T, =0,

4.8-1
E,=E, =0. @81
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Let (8z,7) correspond to (1,2,3). The radial electric field and the tangential
strain are given by
u V
S =S8,=—, E,.=FE =—-——. 4.8-2
1 " 3 r h ( )

The relevant constitutive relations are
Sy =8p =85, Tg +dyE,,

(4.8-3)
Dy =D, =d; Ty + £,E,,
which can be solved to give
1 u d
Ty =—-—=-—"E,,
sy R sy
d (4.8-9)
u,
D, = L4 sk,
s, R
where
Ey =&y —dy /s, (4.8-5)
The equation of motion takes the following form
Ty ..
-—= = . 4.8-6
p = Pl (4.8-6)
Substitution of (4.8-4), into (4.8-6) yields
1 u, d
- E, = pii,. 4.8-7)
s, R s, R P (
For free vibrations V= 0 and
L (4.8-8)
S R’ " .
The resonance frequency is
1
@’ = —. (4.8-9)
psuR

9. RADIAL VIBRATION OF A THIN PLATE

A circular disk of a piezoelectric ceramic poled in the thickness
direction is positioned in a coordinate system as shown in Figure 4.9-1. We
consider axi-symmetric radial modes [26].
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-
P a
2b 1 %
0. T P

X1

Figure 4.9-1. A circular ceramic plate with thickness poling.

The faces of the disk are traction-free and are completely coated with
electrodes. The electrodes are connected to a voltage source of potential
Ve'™. Under these circumstances, the boundary conditions at x; = tb are

Ty, =0, x;=1b,

. (4.9-1)
¢ = i%e”‘”, x, = tb.

Since T3, T4, and T's vanish on both major surfaces of the plate and the plate
is thin, these stresses cannot depart much from zero. Consequently they are
assumed to vanish throughout. Thus we assume that

T,=T,=T,=0. (4.9-2)
Furthermore, since the plate is thin and has conducting surfaces,
vV .
E =0, E,=0, E,=——¢€". 4.9-3
1 2 3 2b ( )
We consider radial modes with
0
u,=0, —=0. 4.9-4
0 20 (4.9-4)

The constitutive relations are
_ P p p
T, = chu,, TopU, Ir+ 331¢,3a
— P r p
Ty =chu,lr+chu,, +e5d,,

T, =0,

14

(4.9-5)

D, = e} (w,,+u,/r)- 53’;¢,3,

where
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¢ =ey —cy /ey,
¢h =0 _‘3123 /€3,
ey =€ — €303/ Cy3, (4.9-6)
3y = &3 +ey /ey
are the effective material constants for a thin plate after the relaxation of the

normal stress in the thickness direction. The one remaining equation of
motion in cylindrical coordinates is

oT T -T
T %4 pof = pii. (4.9-7)
or r
Substitution from (4.9-5) for the stress components, we obtain
ch@u,, +u,, /r—u,lr?)=pi, (4.9-8)

which, since we are assuming a steady-state problem with frequency o,
becomes

urr 2 1
U, +—+| & -——u, =0, (4.9-9)
¥ r
where
2
2 W P -
& —————(vp)2 , () =cf/ (4.9-10)

Equation (4.9-9) can be written as Bessel’s equation of order one. For a
solid disk, the motion at the origin is zero and the general solution is

u, = BJ(Er)e™, (4.9-11)

where J, is the first kind Bessel function of the first order. Equation (4.9-11)
is subject to the boundary condition

T.=0, r=a, (4.9-12)
hence (4.9-12) requires that

+CII;B:].L:—eP V . (4.9'13)

clle_ 3 5p

r=a

where, for convenience, the argument of the Bessel function is not written.
From (4.9-13) B can be expressed in terms of V as follows:

B=[(l— J(éﬂa) e31 14

4.9-14
o 55 ( )

—&/o(Ga )}

where
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aJy(x) _ _ i) .
=) - (4.9-15)

has been used and
of =cf /e, (4.9-16)

which may be interpreted as a planar Poisson’s ratio, since the material is
isotropic in the plane normal to x;. The total charge on the electrode at the
bottom of the plate is given by

0, = L D,dA = 2ﬂ"[) D,rdr . (4.9-17)

Substitution of (4.9-11) into (4.9-5), and then into (4.9-17) yields
Q, =2mefaBJ, (¢£a) - nebVa® 12b. (4.9-18)

Hence we obtain for the current that flows to the resonator

2 Pl
P [ AEPIGD _ Jdm
di (1-07)J,(Ea)-¢£al (£ a) 26
where
P2
(k2)? = (e;:l)p . (4.9-20)
3301

At mechanical resonance, the applied voltage can be zero, and from (4.9-
13),
daJ;
dr

vordiog, (4.9-21)
a

r=a

Or, at the resonance frequency, the current goes to infinity. This condition is
determined by setting the square bracketed factor in the denominator of
(4.9-14) equal to zero. The resulting equation is

fEa |, o2
Ji(Ca)

which can be brought into the same form as (4.9-21). The antiresonance
frequency results when the current goes to zero. The resulting equation is

faly(Ea) _

1-o? - 2(k2)>. (4.9-23)
Ji(&a) !
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10. RADIAL VIBRATION OF A THIN CYLINDRICAL
SHELL

In this section we analyze the axi-symmetric radial vibration of an
unbounded thin ceramic circular cylindrical shell with radial poling,
electroded on its inner and outer surfaces (see Figure 4.10-1). A voltage V is
applied across the thickness. Let R be the mean radius, and & the thickness

of the shell. By a thin shell we mean R >> h.

Electrodes

e/

el i

Figure 4.10-1. A thin ceramic circular cylindrical shell.

In cylindrical coordinates, the boundary conditions give
T.=7T,=T_=0, E,=E, =0, (4.10-1)

which are taken to be approximately true throughout the shell. We consider
motions independent of #and z. By symmetry

T, =0. (4.10-2)
The tangential strain and radial electric field are given by
u 4
S, =84=—", E;=E =——. 4.10-3
1 60 R 3 r h ( )
Let (8,z,r) correspond to (1,2,3). From
S,=8,=s,T, +5,Tpo+dy,E, =0, (4.10-4)
we solve for
d
7, =-2p _Sup. (4.10-5)

St Si



Substituting (4.10-5) into the following constitutive relations
S, =80 =51Tpe +5,T,, +dyE,,
Dy =D, =dy(Tyy +T,) + &55E,,

we obtain
S 5T, +dyE,,
D, =d,Ty, +£,E,,
where
52 d,s d?
- _ 27 _ e 5 . 43
Sp=Sy———, dy=d; - s &3 =&y .
S Sy S1

Equation (4.10-7) can be inverted to give

Teg zfl_ﬂ__d_il‘Er’
5, R 5

D =Dtz Dy
5y R S

Substitution of (4.10-9), into the following equation of motion

T, 00 s
R - pur
yields
1 u, d31
-— E,
Sui 7 5. R = Pl
For free vibrations, V= 0 and the resonance frequency is
1
w° =— -
psy R

Problem

4.10-1. Study the forced vibration.
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(4.10-6)

(4.10-7)

(4.10-8)

(4.10-9)

(4.10-10)

(4.10-11)

(4.10-12)

11. RADIAL VIBRATION OF A THIN SPHERICAL SHELL

Consider a thin spherical ceramic shell of mean radius R and thickness &
with R >> h (see Figure 4.11-1). The ceramic is poled in the thickness
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direction, with fully electroded inner and outer surfaces. Consider radial
vibration of the shell [1].

Figure 4.11-1. A spherical ceramic shell with radial poling.

In spherical coordinates the boundary conditions give

1,=T7,=T1T,=0, E,=E, =0, 4.11-1)
which are taken to be valid approximately throughout the shell. For radial
motions independent of # and ¢, by symmetry

Tp=T,,, T, =0. (4.11-2)
The relevant strain and electric field components are
u, V
S%:SW:?, Er=——h—. (4.11-3)

Let (r,8,¢) correspond to (3,1,2) so that poling is along 3. The pertinent
constitutive relations are
See =S, =80Ty +5,T,, +d5E,

(4.11-4)
D, =dy(Tyy +T,,) + E,,
which can be inverted to yield
1 u, d
Too = Trpw = 7_ = ro
St S, St S 4.11-5)
2d ~ '
D, =—3— —Lf’—+g33E,,
Sy +5, R
where
Eyy = &35 = 2d3 (5, +5,) . (4.11-6)

The relevant equation of motion is
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e o 4.11-7)

Substitute from (4.11-5)
2 u N 2d,,

r

- E, = pii,. (4.11-8)
S +S, R s, +5,R P

For free vibration, V= 0 and the resonance frequency is
2
a)Z

-2 (4.11-9)
P8y + 5y, )R2

Problem

4.11-1. Study the forced vibration.

12. FREQUENCY SHIFTS DUE TO SURFACE
ADDITIONAL MASS

In certain applications, we need to study shifts of resonance frequencies
due to a small amount of mass added to the surface of a crystal. One
example is the mass effect of a thin surface electrode on resonance
frequencies. In addition, many chemical and biological acoustic wave
sensors detect certain substances through the mass-frequency effect of the
substances accumulated on the crystal surface by chemically or biologically
active films. These situations can be modeled by a crystal with a thin film of
thickness 4’ and mass density o on part of the crystal surface (see Figure
4.12-1).

h!’

Added mass
layer

Figure 4.12-1. A crystal with a thin layer of additional mass on part of its surface.
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The mass layer is assumed to be very thin. Only the inertial effect of the
layer needs to be considered; its stiffness can be neglected. The boundary
condition on the surface area with added mass is

~T.n, = p'Wii, =—p'h'0’u,. (4.12-1)

JiJ

Then the eigenvalue problem for the resonance frequencies and modes of a
crystal with surface added mass is

—Colhyy — €y = pAu, in YV,
—eylyy; tExP, =0, In ¥,

u,=0, on S,

(4.12-2)
Tyn; =(Ciytty + ey, n, =eAp'h'u;, on S,
$=0, on S 4
Din, = (eyu,, —gik¢,k yn, =0, on S,
where we have denoted
A=07, (4.12-3)

and we have artificially introduced a dimensionless number & to show the
smallness of the added mass. When & = 1, (4.12-2)4 becomes (4.12-1). In
terms of the abstract notation in Section 6, Equation (4.12-2) can be written
as

AU=/BU, in V,
u,=0, on §,,
T,(U)n; =elp'h'y,, on S, (4.12-4)
$=0, on S,

D,(U)n, =0, on §,.

We make the following perturbation expansion [27]:

Az29 4g1@

, © ) 4.12-5
U= {l;} = {:}0)} + g{zl(l)} =U® +au®. ( )

Substituting (4.12-5) into (4.12-4), collecting terms of equal powers of &, the
following perturbation problems of successive orders can be obtained. Zero-
order:
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0) 0) _ 0),.(0) .
—C iUy ’elg'i¢,1_q- =pA~u;”, in V,
0) 0) _ .
—Culy T gik¢,ki =0, in V,
ul(O) = 0, on Su .
(0) (0) _
(Cmtti) +eyP; )n; =0, on S,

©) _
¢’ =0, on S¢,

(4.12-6)

0 0
(eiklul(c,l) _gik¢,(k))ni =0, on §,.

The solution to the zero-order problem, A® and U(O), 1s assumed known. The
first-order problem below is to be solved:

1) a1 _ 0,0 @, @
= Cualhyy — €@y = pPA U + pAlu’, in ¥,
m Q) _ 3
—eyllyy + &P, =0, in ¥V,
uP =0, on S
U] M) — AR 20, (©0)
(Couthis TPy In; = pHA ", on S,

1 _
¢’ =0, on S¢,

u’

(4.12-7)

(eiklul(cl,? - 8ik¢,(k1))ni =0, on §,.
The equations for the first-order problem can be written as
AUY = 29BUY + AYBUC. (4.12-8)

Multiplying both sides of (4.12-8) by U gives
<AUD U9 >= 29 < BUY U > 4240 < BUP; U >, (4.12-9)
From (4.6-7),

<AUO;UO >
= [ [T,(U”)m,u® + D,(U)n,p"1dS (4.12-10)

+ [, [T U)mu® + D, (U )n g JdS+ < U AU >

With (4.12-6) and (4.12-7), (4.12-10) becomes
< AU UY >
= p'h’ﬂ(o)u,ﬁo)u,go)dS+ <UQ;AUY >,

St

Substituting (4.12-11) into (4.12-9) yields

(4.12-11)
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<AUD U > [ pWAOuuds

(4.12-12)
=19 <BU®; U9 > 2V < BUY: U >,
which can be further written as
< AUY - 2OBU; U > - L pH A%uuds
T 4.12-13
=1V <BUO, U@ >, ( )
With (4.12-6), from (4.12-13)
 pH A%UOuds - phuPuVds
n _ 9 — 70 5
AV = TG = A — . (4.12-14)
<BU®, U > J‘V puOu®dy

The above expressions are for the eigenvalue A = ®*. For @ we make the
following expansion:

o= +z0l. (4.12-15)
Then
A= a)2 = (a)(O) + (9(0(1))2
= (@) +2e0® 0" = 4O + £, (4.12-16)
Hence
eV _ 1 "
0® " 2A0®)’
1 . PRl uds (4.12-17)
0
=G A —
2(60 ) IV pui ui dV
Finally, setting £=1 in (4.12-7), we obtain
o-0® 1) PHuuddS
=7 (4.12-18)

' 2 _[Vpu,(o)u@)dV

We make the following observations from (4.2-18):

(i) Clearly, we have @ — < 0. This shows that a small amount of
mass added to the surface tends to lower the resonance frequencies, as
expected. On the other hand, if a thin layer of material is removed from the
surface, resonance frequencies increase.

(ii) Larger p'h’ causes more frequency shifts.
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(iii) In an area where the surface displacement is large, the added mass

has a larger effect on resonance frequencies.

(iv) If the additional mass is essentially a concentrated mass m at a point
with Cartesian coordinates y, on the surface (e.g., a local contamination),

then (4.2-18) reduces to
o-0® _ 1m®u’y)

RO 2 .[Vpu.“”u.“’)dV '

In

(v) Obviously, Sy can be several disadjoint areas.

Problem

4.12-1. Use (4.12-18) to analyze Problem 4.3-1 [27].

(4.2-19)



Chapter 5

WAVES IN UNBOUNDED REGIONS

This chapter is on propagating waves in unbounded regions, which can
be resolved into stationary waves. In unbounded regions, eigenvalue
problems may have continuous rather than discrete spectra. Instead of
resonance frequencies we are going to obtain dispersion relations. All
solutions presented in this chapter are exact.

1. PLANE WAVES

First consider waves in a region without a boundary. The waves are
governed by the following equations only without boundary conditions:

CoaUry T €Piy = Pl

(5.1-1)
€ty — ;0 =0.
We are interested in the following plane wave:
u, = A f(n-x-vt),
= A f(n-x=v1) 512

¢ = Bf(n-x—w1),

where A, B, n, and v are constants, and fis an arbitrary function, n - x — vt
is the phase of the wave. v is the phase velocity. m-x— vt = constant
determines a wave front which is a plane with a normal n. Differentiating
(5.1-2), we obtain

Up; = A, fhy, Uy = A Sfmyn,, i, = Akfﬁ)zs
¢,k = Bfh,, ¢k1 = Bf'n;n,.

Substitution of (5.1-3) into (5.1-2) yields the following linear equations for
A and B:

(5.1-3)

2
Cjudimn; + e, Bnn, = pv° A, (5.1-4)
ey A.mn, —g, Bnn, =0.
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For nontrivial solutions of A and/or B, the determinant of the coefficient
matrix of (5.1-4) has to vanish. Equivalently, we proceed as follows. From
(5.1-4);:

B="wl 4 (5.1-5)

€ pa"pMq

Substituting (5.1-5) into (5.1-4); gives

e A nn,
Coudymn, + e, nn =t = pyid (5.1-6)
gpqnpn‘l
which can be written as
T, - 26,04, =0, (5.1-7)

where
r - €y N ey,
& = Cyutytty t /=
€Mty

(5.1-8)

ki

is the (piezoelectrically stiffened) acoustic tensor or Christoffel tensor.
Equation (5.1-7) is an eigenvalue problem of the acoustic tensor. For
nontrivial solutions of A, we must have

det(T', — pv’5,) =0, (5.1-9)

which is a polynomial equation of degree three for v*. Since the acoustic
tensor is real and symmetric, there are typically three real eigenvalues:

v, vy (5.1-10)
and three corresponding eigenvectors that are orthogonal:
Q)] (2) 3)
AV, 4D, 49, (5.1-11)

Graphically, given a propagation direction n, there exist three plane waves

with speeds v(l), v(z), and v®. Their displacement vectors are

perpendicular to each other as shown in Figure 5.1-1. In anisotropic

materials, usually one of the waves, e.g., the one with u® s roughly
aligned with n. This is called a quasi-longitudinal wave. The other two
waves have their displacement vectors roughly perpendicular to n and are
called quasi-transverse waves. In materials with high symmetry, e.g.
isotropic materials, one wave may be exactly longitudinal and the other two
may be exactly transverse.
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3

u@

Figure 5.1-1. Plane waves propagating in a direction given by n.

Study plane waves propagating in the x; direction of polarized
ceramics.

Study plane waves propagating in the x; direction of rotated Y-cut
quartz.

REFLECTION AND REFRACTION

Reflection

In a semi-infinite medium, a wave solution needs to satisfy boundary
conditions in addition to the differential equations in (5.1-1). As an example,
consider an anti-plane (SH) wave with u3 incident upon a plane boundary of
a ceramic half-space poled in the x3 direction as shown in Figure 5.2-1. The
boundary is traction-free and is unelectroded. The electric field in the free
space is neglected.

X2
Incident Reflected
wave wave
a | B
Ceramic x|
>
Free space 15=0,D,=0

Figure 5.2-1. Incident and reflected waves at a plane boundary.
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With the notation in Section 6 of Chapter 3, the incident and reflected waves
together must satisfy the following equations and boundary conditions:

cViu=pii, Vy=0, x,>0,

(5.2-1)
T,,=0, w,=0, x,=0.
The incident wave can be written as
u= Aexplié(x, sina — x, cosa —vt)],
plis(x sina - x, ) 522)

y =0,
which is considered known. The incident wave alone can, in fact, satisfy the
differential equations in (5.2-1),, provided that

c(=¢&%sin’ a - £% cos’ a) = p(—-&°v?), (5.2-3)
or
vi=L oy, (5.2-4)
o)

where v, is the speed of a transverse wave propagating in a direction

perpendicular to the poling direction in ceramics. The electric potential, the
electric displacement, and the stress component needed for the boundary
conditions are

6=u, D, =D, =0, (5.2-5)
and ‘
Ty=cu,+ey, (5.2:6)
=c(-ié cosa)Aexplié(x, sina — x, cosa — vt)].
Similarly, we write the reflected wave as
u = Bexpli&(x, sin S+ x, cos f —vt)], (527)

w =0,
which satisfies (5.2-4) and is considered unknown. For boundary conditions,
we need

T,, =c(i&cos B)Bexplié(x, sin B+ x, cos f—vt)]. (5.2-8)

The incident and reflected waves already satisfy the governing equations
individually and so does their sum. At the boundary, the sum of the incident
and reflected waves together has to satisfy

c(—iécosa)Aexp[ié(x, sina —vit)]

—. : . (5.2-9)
+c(i&cos B)Bexplié(x, sin f—vit)] =0,
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for any x; and any ¢. This implies that
pf=a, B=4, (5.2-10)
and thus determines the reflected wave.

2.2 Reflection and Refraction
At the interface between two semi-infinite media, an incident SH plane

wave is reflected and refracted. As an example, consider two semi-infinite
spaces of polarized ceramics as shown in Figure 5.2-2.

X2
Incident \ Reflected
wave 1 wave
a | B
Ceramic A X1
e
-
Ceramic B
Refracted
¥ wave

Figure 5.2-2. Incident, reflected, and refracted waves at a plane interface.

The incident and reflected waves together must satisfy the following
equations:

¢, Viu=p,i, Vy=0, x,>0. (5.2-11)
The refracted wave must satisfy
¢, Viu=pi, V=0, x,<0. (5.2-12)
The interface continuity conditions are
u(x, =0")=u(x, =0"),
Ty (x, =0")=Ty(x, =07),
px, =0")=y(x, =07),
Dy(x,=0")=D,(x,=0").

(5.2-13)

The incident wave can be written as
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u = Aexpli& ,(x, sina — x, cosa —v )],

w=0, vi= L4 D, =0, (5.2-14)
A

Ty, =c,(=i&  cosa)Aexplié (x,sina —x, cosa —v 1)],

which is considered known. The reflected wave can be written as
u= Bexpli&,(x,sin f+x,cos f—v, 1],
w=0, D,=0, (5.2-15)
Ty =€,(i€ , cos f)Bexplié (x,sin B+ x, cos f—v )],

which is considered unknown. We write the refracted wave as
u=Cexplié;(x,siny —x, cosy —vgi)l,

w=0, vi=" D, =0, (5.2-16)
B
Ty, =c¢4(=i&  cosy)Cexplié,(x, siny —x, cosy —vi)].
Equation (5.2-11), (5.2-12), and (5.2-13)34 are already satisfied. From (5.2-
13),, we have

Aexplié ,(x, sina —v )]+ Bexpli& ,(x,sin f —v )]
= Cexpligy (x,siny —vy0)],

¢, (—i& cosa)Aexpli& ,(x, sina — v, t)] (5.2-17)
+2,(i&, cos B)Bexplié, (x,sin f—v )]
= T, (=i, cosy)C expli&, (x, siny —v,0)].

Equation (5.2-17) can be satisfied if the following two sets of relations are
true:

explié, (x, sina —v 1)}
=explié (x;sin f—v )] (5.2-18)
=expli&; (x, siny —vyit)],
and
A+ B=C,
¢, Acosa—c & Beos f=c &Ccosy.
Next we analyze (5.2-18) and (5.2-19) separately. For (5.2-18) to be true
for all 7 and all x;, we have

Svy=Epvps

E,sina=¢,sin f=C&,siny.

(5.2-19)

(5.2-20)

Hence
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Sp V4 _ /__"A/iﬂ L (5.2-21)
Si Vg Pafp N

where n is the refractive index, and

f=a, Sin}’zéA_:V_B

. =n, (5.2-22)
sina &5 v,

which is Snell’s law. Then from (5.2-19) we solve for B and C:
B p,sin2a— pysinly

A sin2a + p, sin2y
P4 . Ps Y (5.2-23)
C 2p,sin2a

A p,Sin2a+ pysin2y’

Thus the reflected and refracted waves are fully determined. As a special
case consider normal incidence with &= 0. From (5.2-22) f= y= 0. (5.2-23)
implies that

B _Pa"MPp _ PsV4— P8V
A pytnpy PVst PRV
C__ 2pv,

A Pyt Py

(5.2-24)

where p4v4 or pgvp is the acoustic impedance. When p,v, = pgv,, the
wave is not reflected and total transmission occurs.

Problem

5.2-1.  Study the reflection in Figure 5.2-1 when the boundary is fixed and
unelectroded.

3. SURFACE WAVES

Surface waves in piezoelectrics have been used extensively to make
surface acoustic wave (SAW) devices. In addition to Rayleigh waves, anti-
plane (SH) surface waves can also propagate in certain piezoelectrics. These
waves rely on piezoelectric coupling and do not have an elastic counterpart.
In this section, a surface wave in polarized ceramics called the Bleustein-
Gulyaev wave is presented [18,28].
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Consider a ceramic half-space as shown in Figure 5.3 -1. The ceramic is
poled in the x3 direction. We consider anti-plane motions.

Free space
S
Ceramic E—
Propagation
direction

X2
Figure 5.3-1. A ceramic half-space.

With the notation in Section 6 of Chapter 3, the governing equations are
cViu=pii, V=0, x,>0. (5.3-1)
Consider the possibility of solutions in the following form:
u = Aexp(=¢,x,)cos(5,x, — wr),

v = Bexp(-=&,x,)cos(&,x, — i),
T);=cu,+ey,

= —[c4¢&, exp(=&,x,) + eBE, exp(=&,x,)]cos(&,x, —at), (5.3-2)

b=y +=u
£

= [Bexp(~&,x,) + = Aexp(~&,x,)]cos(&,x, — o),
&
D, =-¢y, = &€, Bexp(=¢,x,)cos(&,x, — at),

where A and B are undetermined constants, and & should be positive for
decaying behavior away from the surface. Equation (5.3-2), already satisfies
(5.3-1),. For (5.3-2), to satisfy (5.3-1); we must have

el -&)=po’, (5.3-3)
which determines
2 2
0] v
g =g -F=ga->0.
, ! (5.3-4)
2 _ WO 2
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First we consider the case when the surface of the half-space is
electroded and the electrode is grounded. The corresponding boundary

conditions are

T,,=0, x,=0,
¢=0, x,=0,
u, ¢ >0, x, >+,

or, in terms of # and

Ty=cu,+ey,=0, x,=0,

¢:t//+£u:0, x, =0,
£
u,y >0, x, > +oo.
Substituting (5.3-2) into (5.3-6);2:
cA&é, +eBé =0,

f4+B=0.
&
For nontrivial solutions,
- 2
cé, el _ e
=cé,——¢, =0,
ele 1 £
or
é:z = kzé:l >
where
2
I
EC

Substitution of (5.3-3) into (5.3-9) yields
c(&l - kel = po?,

from which the surface wave speed can be determined as

, @ ¢

V=—=—(-k*")=vi(1-k*)<v].
P

e

(5.3-5)

(5.3-6)

(5.3-7)

(5.3-8)

(5.3-9)

(5.3-10)

(5.3-11)

(5.3-12)

When k£ =0, wehave &, =0, and the wave is no longer a surface wave.
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3.2 A Half-Space with an Unelectroded Surface

If the surface of the half-space is unelectroded, electric fields can also
exist in the free space of x < 0. Denoting the electric potential in the free

space by @, we have
V=0, x,<0.

The boundary and continuity conditions are

Ty =0, ¢=¢3, D, :[)2’ x, =0,

u;,, >0, x, > +o0,

;13 -0, x, —-oo,
or, in terms of u, ¥, and ¢3 R

Ty,=cuy,+ey,=0, x,=0,

¢=V/+§'u:¢39 x, =0,

— &Y, =—&p,, x,=0,
u,y >0, x, - +oo,
é—0, X, —> —o0,
From (5.3-13), in the free space,
¢ = Cexp(&,x,)cos(S,x, — wr),

D, = ”‘90¢?,2 = —£,6,C exp(&,x,) cos(¢,x, — ar).
Substituting (5.3-2) and (5.3-16) into (5.3-15),23:
c(-4¢&,)+e(-BS&) =0,
- &(=¢,B) =-£,C¢&,,

e
—A+B=C.
&
For nontrivial solutions,
c&, e 0 o2
0 e g|=-cée+—eg,é —cé,g =0,
&
ele 1 -1

or

(5.3-13)

(5.3-14)

(5.3-15)

(5.3-16)

(5.3-17)

(5.3-18)
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- 1
=klE ——.
% §II+8/80

Substitution of (5.3-3) into (5.3-19) yields the surface wave speed

a)z E ]?4 k_4
Ve—m=lo———— =y - ———— <] . (53-20)
& op (d+¢/gy) (A+¢/gy)

(5.3-19)

4. INTERFACE WAVES

Consider two half-spaces of polarized ceramics as shown in Figure 5.4-
1. The ceramics are both poled along the x5 directions. We are interested in
the possibility of a wave traveling near the interface between the two
ceramics [29].

Ceramic B
S
Ceramic A m—
Propagation
direction

X2
Figure 5.4-1. Two semi-infinite ceramic half-spaces.

The governing equations are
cVu,=p,i,, Vw,=0, x,>0, (5.41)
c Vuy, = p,iiy, Vy,=0, x,>0,
where the subscripts A and B indicates quantities in ceramic A and ceramic
B. For an interface wave, we require

u, iy, —>0, x, > 400,
Va4 2 (5.4-2)
Ug, Wy >0, x, > -0
For x, >0, the solutions to (5.4-1); that satisfy (5.4-2); can be written as
u, =U , exp(—n 4x,)cos(&x, — o),

(5.4-3)
w4, =V, exp(—&x,)cos(&x, — ),

where
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2 2
ni=§2—ﬁ'—i—‘3—=§2(l—v—2)>0, (5.4-4)
€4 V4
and
p=2 2=f (5.4-5)
g P4

Similarly, for x, <0, the solutions to (5.4-1), that satisfy (5.4-2), are
y =U , exp(11,%, ) cos(&x, — o),

(5.4-6)
wy =¥, exp(&x,)cos(&x, — o),
where

pp° v
3 =§2——‘i——=§2[l——2)>0, (5:4-7)

Cy Vg
v2 =S8 (5.4-8)

Ps

For interface continuity conditions, we consider two situations separately.
4.1 An Electroded Interface

When the interface is a grounded electrode we have, at x; = 0,
u,=uy, I,=T,,
e e 5.4-9
w,+—2u, =0, y,+2u,=0. (>49)
&y &g
Substitution of (5.4-3) and (5.4-6) into (5.4-9) results in a system of linear
homogenous equations for Uy, W4, Up and Wp. For nontrivial solutions, the
determinant of the coefficient matrix has to vanish, which yields

2 1/2 2 1/2 2 5
— \4 — \% e e
Cll-—| +G|l-—| =—2+-1%, (5.4-10)

vy Vg £y &p

which determines the speed of the interface wave. As a special case, when
medium B is free space with

¢, =0, 2,=0, £,=¢,, (5.4-11)
Equation (5.4-10) reduces to
e’ ’
v =V’ 1—( 4 j , (5.4-12)
E4C4

which is the speed of the Bleustein-Gulyaev wave given by (5.3-12).
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4.2 An Unelectroded Interface

When the interface is unelectroded, the continuity conditions at x, = 0
are

Uy=uUy,
T,=T,,
e e 5.4-13
WA+_AuA:WB+_@—uB’ ( )
&y B
D,=D,

Substituting (5.4-3) and (5.4-6) into (5.4-13), and requiring the determinant
of the coefficient matrix to vanish, we obtain

N N B >
cl1-2| +5|1-= _lealesmeylsy) (5.4-14)
vy Vg /e, +1/¢gg

We note that the right-hand side of (5.4-14) depends on the difference
between the two materials. As a special case, when mediums B is free space
with (5.4-11), Equation (5.4-14) reduces to

e’ ’
v =vil-| ——4 , (5.4-15)
g0 (l+sg,/¢y)

which is the speed ofthe Bleustein-Gulyaev wave given in (5.3-20).
Problems

5.4-1.  Show (5.4-10).
5.4-2. Show (5.4-14).

S. WAVES IN A PLATE

Waves in plates are widely used to make bulk acoustic wave (BAW)
devices. Consider a ceramic plate poled in the x; direction (see Figure 5.5-
1). The major surfaces of the plate are traction-free and electroded, and the
electrodes are grounded. We are interested in anti-plane waves in the plate
[30].
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X
Ty=0, $=0 y

X
Ceramic 2h — !

Ty =0, =0
Figure 5.5-1. A ceramic plate.

With the notation in Section 6 of Chapter 3, the governing equations are
cViu=pii, V=0, —h<x,<h. (5.5-1)
The boundary conditions are
T, =0, x,=xh,

5.5-
$=0, x,=1h, (4->2)

or, in terms of # and
cu,+ey,=0, x,=xh,
e (5.5-3)
y+—u=0, x,=th
£
As we will show in the following paragraphs, there are two types of waves
that can propagate in the plate. One type of waves is symmetric and the
other is an anti-symmetric. We discuss them separately below.

5.1  Anti-Symmetric Waves

For anti-symmetric waves we consider the possibility of
u = Asiné,x, cos(&,x, — wt),

. (5.5-4)
w = Bsinh & x, cos(&,x, — i),
where A and B are constants. For (5.5-4) to satisfy (5.5-1), we have
2 2
pw %
522 El— —4212 2512(_2_1)3
c vy
, : (5.5-5)
2 _ O 2 _ €
Vi=—r, vy =—.
1 P

Substitution of (5.5-4) into (5.5-3) leads to
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CA¢E, cosé,h+eBé& coshéh =0,
e . . (5.5-6)
—Asin&,h+ Bsinhéh =0,

£

which is a system of linear, homogeneous equations for A and B. For
nontrivial solutions we must have

tanc,h _ &k e

. 5.5-7
tanh&Eh Eh @’ ( )
Equation (5.5-7) can be written as
Vs
tanE(Qz -Z*H"? Q? - 22y
= T , (5.5-8)

tanh zZ
2

where the dimensionless frequency and the dimensionless wave number in
the x; direction are defined by

27—
o = “’2/(47;;2 ] 7= 51/(57%] (5.5-9)

In the limit when Z — 0, Equation (5.5-8) reduces to

tanZszz—%, (5.5-10)
2 2k
which is the frequency equation for anti-symmetric thickness-shear modes
in a ceramic plate (see Problem 4.1-1).

5.2 Symmetric Waves

For Symmetric waves we consider
u = Acosé,x, cos(&x, — wt),
v = Bceosh & x, cos(&,x, — o).
where A and B are constants. For (5.5-11) to satisfy (5.5-1), we have
2 2
W v
E2 = 'OE ~& =G50, (5.5-12)

T

Substitution of (5.5-11) into (5.5-3) leads to
—cAé,siné,h+eB& sinhéh=0,

(5.5-11)

e (5.5-13)
—Acosé&,h+ Beosh &l =0.
£
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For nontrivial solutions of A and/or B, we must have

tan&,h _ Lhe

= , 5.5-14
tanh & h Ehee ( .
or
T ~2 2:1/2 _
tan—(Q° -7 2
2 ) _— 2k 22 . (5.5-15)
tanh%Z (Q°-27)

The first few branches of (5.5-8) and (5.5-15) are plotted in Figure 5.5-2.
The dotted straight line represents Bleustein-Gulyaev waves in a half-space
with an electroded surface, which is plotted for comparison. The frequency-
wave number relations of the waves in Sections 1 to 4 are all linear relations
or straight lines going through the origin. In other words, the speed of these
waves does not depend on the wave number. They are called nondispersive
waves. Nondispersive waves are usually associated with regions without a
geometric characteristic length. The waves in plates discussed in this section
have wave speed depending on the wave number, and are called dispersive
waves. For dispersive waves the frequency-wave number relations are
nonlinear as shown in the figure.

4
243112
=LEE) Thickness-twist
3 ~Z =
-, / ¢
~, / £
” / -
2 =
- ~ Thickness-twist
1 - = Bleustein-Gulyaev
Lo Face-shear
- /’
P z
0 T T T T T
0 0.5 1 1.3 2 2.5 3

Figure 5.5-2. Dispersion relations for anti-plane waves in a plate.
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Problem

5.5-1. Study the case when the plate is unelectroded [30].

6. WAVES IN A PLATE ON A SUBSTRATE

We now consider the possibility of a wave traveling in a metal plate on
a ceramic half-space [31]. The ceramic is poled along the x; direction (see
Figure 5.6-1).

Traction-free

N
Metal h
Vi -
7 X1
Ceramic —
Propagation
direction
X2

Figure 5.6-1. A metal plate on a ceramic half-space.

With the notation in Section 6 of Chapter 3, the governing equations are

—r 2 . 2

cVu=pi, Vyw=0, x,>0, (5.6-1)

Viu=pii, —h<x,<0,
where p and ¢ are the mass density and shear constant of the metal plate.
We look for solutions satisfying

u, y—>0, x, >+w. (5.6-2)

For x, > 0, the solutions to (5.6-1); satisfying (5.6-2) can be written as

u= Aexp(~&,x,)cos(&, - o),
p = Bexp(~&,x, ) cos(&y, — ax),

where A and B are constants. For (5.6-3); to satisfy (5.6-1),, the following
must be true

(5.6-3)

2 2
g=g - - 51{1 —%—J >0, (5.6-4)

¢ T
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where

2 —
w c
vi=s—, vj=—. (5.6-5)

1 P
The electric potential and the stress component needed for the boundary
conditions are

T,,=cu,+ey,
=-[c4&, exp(=¢&,x,) + eBS, exp(=&,x, )] cos(&x, — wr),

d=w+u (5.6-6)
&

= [E Aexp(=&,x,) + Bexp(—£,x,)]cos(&x, — ).

For -h < x, <0, we write

u = (Acos ézxz + Bsin §A2x2)cos(§1xl —-ot), (5.6-7)
where
£2 /3502 2 of ¥?
§y =———¢ =§ 72——1 s (5.6-8)
c vy
and
2= (5.6-9)
P

For boundary conditions, we need
Ty=C¢u,= 5(—;1422 sin fzxz + éfz cosfzxz)cos(flx, —wt). (5.6-10)

The continuity and boundary conditions are (except for a factor of
cos(£, x, — 1))

0 )=S4+B=0, w(0)=A=A=u(0),

E
T,,(0") = —CAE, —eBE, = EBE, =T,,(0), (5.6-11)
T,y (=h) = (A&, siné,h+ BE, cosé, h) = 0.

Using (5.6-11); to eliminate A and B, we obtain



~TAE, veS A —EBE, =0,
&

;152 sin ézh + ééz cos ézh =0.

For nontrivial solutions,

or

_ e P
—cé, te—¢ -cg, -0
g - )

5’92 sin fzh 422 cos ézh

g—z—gg—ztanfzh =kZ.
& €&

Substituting from (5.6-4) and (5.6-8),

2 A [ 2 2 _
\/1—v—2—§\/‘f2 -1 tan{@h /%—1}:1&,
v, ¢ \v; vy
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(5.6-12)

(5.6-13)

(5.6-14)

(5.6-15)

which determines the surface wave speed v as a function of the wave
number &, which is a dispersive wave. When the electromechanical

coupling factor £ =0, Equation (5.6-15) reduces to the dispersion relation
for the well-known Love wave in an elastic layer on an elastic half-space.
When ¢=0 or h = 0, Equation (5.6-15) reduces to (5.3-12) for the
Bleustein-Gulyaev wave in a ceramic half-space with an electroded surface.

Problem

5.6-1.

Study anti-plane waves in an elastic dielectric plate on a ceramic
half-space (see Figure 5.6-2). The plate is electroded at x, = -k and

the electrode is grounded. What if the electrode is removed?

Traction-free, electroded

. : N
Dielectric h
W -
= X1
Ceramic —
Propagation
direction

X2

Figure 5.6-2. A dielectric plate on a ceramic half-space.
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Answer [
v V2 —‘2
1+—tané‘1 I”Tz__ -1tanéh |5 -1|=k". (56-16)
Vr Vr

7. GAP WAVES
7.1 A Gap between Two Half-Spaces of Different Ceramics

Consider two piezoelectric half-spaces of polarized ceramics with a 2k
gap between them (see Figure 5.7-1). The ceramics are poled in either the x3
direction or its opposite. The two surfaces of the half-spaces at x, = th are
traction-free and unelectroded. Acoustic waves in the two half-spaces can be
coupled by the electric field in the gap. We consider surface waves in the
half-spaces near x, = +h [33].

Propagation
Ceramic B direction )
N
Gap 2h -
VY
Ceramic A X ¥

Figure 5.7-1. Two ceramic half-spaces with a gap.

The governing equations are
¢ Viu,=p,i,, Vw,=0, x,>h,
V¢=0, —h<x,<h, (5.7-1)
c,Viuy, = p,ii,, Viw,=0, x,<-h,

where the subscripts A and B indicate quantities in ceramic A and ceramic B.
For waves near the gap, we require that
u,,y,—>0, x, > +oo,

(5.7-2)
g, Wy >0, x, > —oo.
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For x, > h, the solutions to (5.7-1); that satisfy (5.7-2); can be written as

u, =U ,exp(-n x,)cos(&x, — at),

(5.7-3)
v, =¥ exp(—¢x,) cos(&x, — axt),
where U, and ‘¥, are undetermined constants,
P 2
=g - L2 =§2(1——2—J>0, (5.7-4)
€4 Vi
and
=2 vi= Ca (5.7-5)
S P

For continuity conditions, we need 7,, and D, in ceramic A, denoted by
T, and D,:
Ty=chu,,+eW,,

=-le,n,U , exp(-n,x,) +e,&F  exp(—&x, )] cos(&x, — wi), (5.7-6)
Dy=-¢,¥,,

= £,6¥, exp(—&x, ) cos(&x, — o).
Similarly, for x, < —#h, the solutions to (5.7-1); that satisfy (5.7-2), are

up =U g exp(1,x,) cos(ex, — o),

(5.7-7)
Wy =5 exp(&x,) cos(cx, — ar),
where U, and Wy are undetermined constants,
PR’ v?
7713,:52__3;_:52(1__2_]>0, (5.7-8)
Cp Vg
and
v = ‘s (5.7-9)

For continuity conditions, we need 7,; and D, in ceramic B, denoted by
T, and Dy:
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Ty =cpuy, +egyp,

=[cynpU g exp(irgx,) + €, 0¥, exp(&x, )lcos(Sx, — wr),

(5.7-10)
D, = —&E5Wp
= —£,8V; exp(Sx, ) cos(Sx, — ax).
The fields in the gap can be written as
¢ = (®, coshéx, + @, sinh &, ) cos(&x, — at), (5.7-11)

where @, and @, are undetermined constants and (5.7-1), is already
satisfied. For continuity conditions, we need D, in the gap:

D, =-¢,¢,
= —£,(&®, sinh &, + &®, cosh &, ) cos(5x, — ).

For interface continuity conditions, we impose

(5.7-12)

T, =0, ‘/,A+ﬁ.uA:¢’ D,=D,, x,=h,
£
4 (5.7-13)
Ty =0, ‘//B""eiuaz¢: Dy =D,, x,=-h,
£

B

which implies that
¢ U exp(-n,h)+e S, exp(-Sh) =0,

P, exp(~&h) + AU , exp(1 i) = @, cosh &h + @, sinh &h,
&

€48, exp(—=¢h) = —£, (&P, sinh & + @, cosh &h),

~ (5.7-14)
cynpU 5 exp(=113h) + e, &¥  exp(—Eh) = 0,

P, exp(=&h) + S2-U , exp(-n,h) = @, cosh &h — D, sinh &h,
&

g8V, exp(—¢&h) = £,(—&D, sinh &h + D, cosh &h).

Equation (5.7-14) can be rearranged into
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(e e e 0 0 0 0 U
Ca g ¥ _coshéh  —sinhh 0 0 !
-y ¥,
0 g8 g Esinh&h g Ecoshéh 0 0 @, L_o
0 0 g,£sinh & — g,& cosh &h 0 ggle™ || @,
0 0  —coshéh  sinhé&h B oo ||Us
£p s )
0 0 0 0 Campe ™ eple™
(5.7-15)

For nontrivial solutions the determinant of the coefficient matrix has to
vanish, which yields the dispersion relation of the waves.

7.2 A Gap between Two Half-Spaces of the Same Ceramic

We examine the special case when the two ceramic half-spaces are of
the same material:

E,=Ep =&, pP,=Pp=pP, (5.7-16)

Then the waves can be separated into symmetric and anti-symmetric ones.
721 Symmetric Waves

For symmetric waves we consider
U,=U,, ¥, =%¥,, &, =0, (5.7-17)

for which the last three equations of (5.7-15) become identical to the first
three, and the dispersion relation assumes the following simple form:

cn e 0

g% 1 —cosheh| =0, (5.7-18)
£
0 & ¢g,sinhéh

or
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c cn eg
cosh &1 |4 2, sinh2H
0 & ; 1

2

= & ncoshh + g, (67 — & ——)sinh &h = 0.
&

Equation (5.7-19) can be further written as

— 2

& n
tanh &h = 0277 = —277 )
e _ . ¢gki-7m
gle—=—cm)
£

where we have introduced the refractive index by

» £
n=—

With (5.7-4), Equation (5.7-20) takes the following form

n’ ll—ﬁ
2
tanhfh:——‘)Tz—.
- v
k- ’1—;2-
2

Equation (5.7-22) shows that the wave is dispersive.

7.2.2 Anti-Symmetric Waves

For anti-symmetric waves we consider

U,=-U,, ¥, ==¥,, ® =0.

(5.7-19)

(5.7-20)

(5.7-21)

(5.7-22)

(5.7-23)

Then the last three equations of (5.7-15) become identical to the first three,

and the dispersion relation assumes the following simple form:

cn el 0

4% 1 —sinh&n|=0,
£
0 & ¢g,coshéh

or

(5.7-24)
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sinh §h‘ 0 +¢&,coshdh e i
& (5.7-25)

2

e
=ecnsinhéh+g,(cn—&—)coshéh=0.
£

Equation (5.7-25) can be further written as
2

e —
50(5?—077) _ £k =3

tanh &h = (5.7-26)

&n n’n
With (5.7-4), Equation (5.7-26) takes the following form:

-1
2
n’ /1—:—2
tanh &h = —T2 . (5.7-27)
- v
k? - /1—v—2
T

We note that the right-hand side of (5.7-27) is the inverse of that of (5.7-22).
Therefore for any v < vz, one of the right-hand sides of (5.7-27) and (5.7-22)
is smaller than 1. Since the range of a hyperbolic tangent function is
between —1 and 1, a root for £ can be found from either (5.7-27) or (5.7-22).

Problem

5.7-1. Study anti-plane waves propagating in a ceramic plate between two
ceramic half-spaces.

Propagation
Ceramic B direction
N
Ceramic C 2h &
A4
Ceramic 4 5 ‘L

Figure 5.7-2. A ceramic plate between two ceramic half-spaces.
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8. WAVES ON A CIRCULAR CYLINDRICAL SURFACE

Consider SH waves propagating on the surface of a circular cylinder
[34] as shown in Figure 5.8-1. The cylinder is made of ceramics with axial
poling along the x3 direction. We choose (r,6z) to correspond to (1,2,3) so
that the poling direction corresponds to 3.

F 3 xZ
b
a >
Ceramic

Figure 5.8-1. A circular cylinder of polarized ceramics.

From Section 6 of Chapter 3, the governing equations are

— 2 e
cuVu, =pii,, a<r<b,

(5.8-1)
V=0, a<r<bh.
The electric potential is related to y and u by
€5
d=y+—u,. (5.8-2)

N

The stress and electric displacement components relevant to boundary
conditions are

T. = E44uz,r +esv ,, (5.8-3)
Dr = —511'//,r'

In polar coordinates we have
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, 0%u, 1éu, 1 &u,
e v Y Ek
(5.8-4)
O’y 1oy 1 o'y
R - 5 =0,
6r2 ror r*of
where
2 _ Cyy
vi=4 (5.8-5)
P
For waves propagating in the 8 direction we consider
r,0,1) = s(v@ — o),
u,(r,0,1) = u(r) cos(v0 - o) 556

w(r,0,1) = p(r)cos(v — ),
where v is allowed to assume any real value that is greater than or equal to
1. Substitution of (5.8-6) into (5.8-4) results in

62u 1 6u
a ~ 2 éf _—)u =
" (5.8-7)
o’y 1 61// v:
-y =0,
o’ ror
where we have denoted
e=2 (5.8-8)

Vr
Equation (5.8-7); can be written as Bessel’s equation of order v. Then the
general solution can be written as

u, =[C,J, (£r)+C,Y, (Er)]cos(vl - a),
y =[Cyr" + C,r7" |cos(Vl - at),
where J, and Y, are the wth order Bessel functions of the first and second
kind, and C; — C, are undetermined constants. From (5.8-9), (5.8-2) and

(5.8-3) we obtain the following expressions that are needed for boundary
conditions:

$={Cyr* +Cyr™ +2[C,J,(EF) + C,Y, (£ )]} cos(vO - 1),

11
T, ={c,lC\&J, (Er)+ C LY (Em)] (5.8-10)
+ e [Covr” = C,ur ™ 1} cos(VE — at),
D, =-&,(C,vr"™" —=C v} cos(vl — wt),

where a superimposed prime indicates differentiation with respect to the
whole argument of a function. Consider a solid cylinder (a = 0 in Figure 5.8-

(5.8-9)
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1). The surface at r = b is traction-free and carries a very thin electrode of a
perfect conductor. Since Y, and #*' are singular at the origin, terms
associated with C; and C4 have to be dropped. 7., and ¢ should both vanish
at r = b. This leads to the following two homogeneous, linear, algebraic
equations for C, and Cs:
CuCi&) ) (Eb) +e,,Covb™ =0,
e (5.8-11)
Cb" +-+C,J,(£b)=0.
11
For nontrivial solutions the determinant of the coefficient matrix has to
vanish, which results in the following equation for &
Cull (Eb) evb™
e
BgEb) b
€n (5.8-12)
2
e
=T, ESL(ED — T2, (Eb =0,
it
or,
EBIL(E) _
W,k
Consider the special case when the wavelength is much smaller than the
cylinder radius. Then the cylinder is effectively like a half-space for these
short waves. It is convenient to introduce a surface wave number & and a
surface wave speed v by

(5.8-13)

A
b

Consider the limit when v —> o and & — o but a remains finite. We
have

w
a=—, v=". (5.8-14)
o

b w1 v
cfb=2b=2—1/:~——v:—v. (5.8-15)
vy 12 vV, a vy
With the following asymptotic expression due to Carlini for Bessel’s
functions of large orders:

x” exp(vyVl—x7)
Vv it a+1-x2)"

Equation (5.8-13) reduces to

vowo, 0<x<l, (58-16)

J, () =
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v -
-2 ok, (5.8-17)
v}

which gives the surface wave speed in (5.3-12)
Problems

5.8-1. Show (5.8-17).
5.8-2.  Study the case of an unelectroded cylinder [34].

9. ACOUSTIC WAVE GENERATION

We now consider the generation of SH acoustic waves in an elastic
medium (see Figure 5.9-1). The piezoelectric layer is ceramics poled along
the x5 direction. It is driven by an alternating voltage. Waves are generated
in the elastic half-space, propagating away from the ceramic plate.

¢ = Vexp(-iawr) Traction-free
N
Piezoelectric | A
= V4 -
¢ =0 > L
Elastic Posmnaitin
direction
X2

Figure 5.9-1. A ceramic plate on an elastic half-space.

With the notation in Section 6 of Chapter 3, the governing equations, the
boundary and continuity conditions are

eViu=pii, Vy=0, p=w+2u, —h<x, <0,
£

eViu = pii, x, >0,

Ty (xy =) =0, (5.9-1)
#(x, = —h)—g(x, = 0) =V exp(—iat),

u(x, =07)=u(x, =0"), Ty(x, =07)=Ty(x, =07),

u outgoing, x, —> +o0,
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where p and ¢ are the mass density and shear constant of the elastic
medium. For -k < x, <0, the solutions can be written as

u = (4, cos&x, + A4, sinéx, )exp(~iwt),

. (5.9-2)
v = (B,x, + B,)exp(-it),
where Ay, A», B, and B, are undetermined constants, and
2
@
g2 =PY (5.9-3)
For boundary and continuity conditions, we need
Ty, =cu,+ey,
=(—CcA,¢sinéx, + cA,Ecoséx, + eB))exp(—imt),
b=y+iu (5.9-4)
£
e e . .
= (— A4, coséx, +—A,sinéx, + Byx, + Bz)exp(—za)t).
£ £
For x, > 0,the solution can be written as
u= I:Iexpi(fx2 —at), (5.9-5)
where A is an undetermined constant, and
A2
2 10}
g2 -PY (5.9-6)
c

Equation (5.9-5) already satisfies the condition that the waves in the elastic
medium are propagating away from the plate (radiation condition). For
continuity conditions we need

Ty, =Cu, = ié Aexp i(éfx2 —~at). (5.9-7)
The continuity and boundary conditions are (except for a factor of
exp(—iwt))
cAésinth+cA,6coséh+eB, =0,

€ Acosth-S A,sinéh—Bh+B, -S4, -B, =V,
& & &

(5.9-8)
A, =4,
CA,E +eB, = GiéA.
Our main interest is to find the following:
n 1—
A= f_ﬂ , (5.9-9)

c A
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where

A=(1- cosfh){kz(cos Eh—1)— iéfh}
C

~

c

+ (sin Eh+i éi ](fh — k* sin &h), (5.9-10)

=t
&
It can be seen that 4 depends strongly on the driving frequency.

Problem

5.9-1. Study the dependence of A onthe driving frequency.



Chapter 6

LINEAR EQUATIONS FOR SMALL FIELDS
SUPERPOSED ON FINITE BIASING FIELDS

The theory of linear piezoelectricity assumes infinitesimal deviations
from an ideal reference state of the material in which there are no pre-
existing mechanical and/or electrical fields (initial or biasing fields). The
presence of biasing fields makes a material apparently behave like a
different material, and renders the linear theory of piezoelectricity invalid.
The behavior of electroelastic bodies under biasing fields can be described
by the theory for infinitesimal incremental fields superposed on finite
biasing fields, which is a consequence of the nonlinear theory of
electroelasticity. Knowledge of the behavior of electroelastic bodies under
biasing fields is important in many applications including the buckling of
thin electroelastic structures, frequency stability of piezoelectric resonators,
acoustic wave sensors based on frequency shifts due to biasing fields,
characterization of nonlinear electroelastic materials by propagation of
small-amplitude waves in electroelastic bodies under biasing fields, and
electrostrictive ceramics which operate under a biasing electric field. This
chapter presents the theory for small fields superposed on biasing fields in
an electroelastic body and some of its applications.

1. A NONLINEAR SPRING

The basic concept of small fields superposed on finite biasing fields can
be well explained by a simple nonlinear spring. Consider the following
spring-mass system (see Figure 6.1-1). When the spring is stretched by x,
the force in the spring is kx+k%*, where k and k' are linear and
nonlinear spring constants.
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0

m
b > X

0

(a) Reference state.

kxotk (x0) «—o—p SO

0 Xo

A 4
=

(b) Initial state (static).

k(xo +AX)+K'( xo +Ax) Jo +Af
«—O0—>

| ! — X
0 Xo Xo +Ax

(c) Present state (dynamic).

Figure 6.1-1. Reference, initial, and present states of a nonlinear spring-mass system.

The reference state in Figure 6.1-1 (a) is the natural state of the spring
when there is no force and stretch in it. Under an initial, constant force f; the
mass m is in equilibrium with an initial stretch x, in the spring (see Figure
6.1-1 (b)) such that

fy =hkx, +k'x;. (6.1-1)

Then a small, dynamic, incremental force Af is applied, and the mass is in
small amplitude motion around x, with position xo + Ax (see Figure 6.1-1
(c)). Since both Af and Ax are small, we want to derive a linear relation
between them. In the state in Figure 6.1-1 (c) the equation of motion for the

mass is
2

M%(xo +Ax) = (fy + AF) = [k(x, + Ax) + k'(x, + Ax)*]

= (f, + Af) ~[kx, + kAx + k'x] + k'2x,Ax + k'(Ax)*] (6.1-2)
= (f, —kxy — k') +[Af — kAx — k'2x,Ax — k'(Ax)*].
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Using (6.1-1) and the smallness of Ax,

2

m?(Ax) = Af — kAx — k'2x,Ax — k'(Ax)’

=Af —(k+k'2x,)Ax (6.1-3)
=Af —k°Ax,
where
k =k+2kx, (6.1-4)

is an effective linear spring constant at the initial stretch xo. Thus at the state
with an initial stretch, the nonlinear spring responds to small, incremental
changes like a linear spring with an effective linear spring constant &°. It is
important to note that &° depends on xo and the nonlinear spring constant &'.

2. LINEARIZATION ABOUT A BIAS
The concept in the previous section can be generalized to an

electroelastic body [35]. Consider the following three states of an
electroelastic body (see Figure 6.2-1):

Reference

W (Biasing)

3
4

1./
Figure 6.2-1. Reference, initial, and present configurations of an electroelastic body.

(i) The reference state: In this state the body is undeformed and free of
electric fields. A generic point at this state is denoted by X with Cartesian
coordinates Xx. The mass density is py.

(i1) The initial state: In this state the body is deformed finitely and
statically, and carries finite static electric fields. The body is under the action
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of body force £, body charge po, prescribed surface position X, , surface

traction 7.0, surface potential ¢ ° and surface charge &, . The deformation

and fields at this configuration are the initial or biasing fields. The position
of the material point associated with X is given by x = x(X) or x, = x(X),

with strain s,ZL. Greek indices are used for the initial configuration. The

electric potential in this state is denoted by ¢°(X), with electric field 952 .

x(X) and #(X) satisfy the following static equations of nonlinear
electroelasticity:

0 0 0
SEL = (xa,Kxa,L -0x)/2, Eg = “¢,K’ E, = "¢,a’

0 0
TI?L =p0—al s (P(,)(= —Po 0;// s
Sk Sk ER K \sd, Ex
JO =det(x, ),
Klga = xa,LTlgL + Mlga! ®(])(: g()JOXK’aXL’aE(I)"i' @(I)f’

1
My, =J°X, ,e,(ESES ~ EE;’E,‘,’% ),

(6.2-1)

Kza,K + pofao =0, (‘D(I)<,K: ,Dg.

(iii) The present state: In this state, time-dependent, small, incremental
deformations and electric fields are applied to the deformed body at the
initial state. The body is under the action of f, , py, ¥,, I, , ¢ and & .
The final position of X is given by y = y(X,#), and the final electric potential
is gX,0) = £ X)+4'(X,0). y(X,0) and #X,¢) satisfy the dynamic equations of
nonlinear electroelasticity:

Sk = (yi,Kyi,L =0, )2, Ey= —¢,K= E = "¢,i

s oy oy
=po—| ., B=-
k= Po X :006E

Sk Ex K sy Ex
D = £,JC o E, + Py, (6.2-2)

1
MLj = ']XL,iEO(EiEj __2—EkEk5ij)’

E

Ky +pPof; =Pov;s D= Pr
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2.1 Linearization of Differential Equations

Let the incremental displacement be u(X,?) (see Figure 6.2-1). u and ¢'
are assumed to be infinitesimal. We write y and ¢ as

Yi(X,1) = 6, [x, (X,0) + Au, (X, 1)],
#(X.1)=¢°(X,0)+ 28" (X, 1),

where a dimensionless parameter A is introduced to indicate the smallness of
the incremental deformations and fields. In the following, terms quadratic in
or of higher order of 4 will be dropped. Substitution of (6.2-3) into (6.2-2)
yields

(6.2-3)

Sk =WixVir — k) /2= SIO(L +/15}(L,

i 1 (6.2-4)
EK foed '—¢,K = EK +/1£K’
where
Sl :(xa ua +xa uﬂ’ )/2’
sz 1J< LT Yartak (6.2-5)
EK = _¢,K9
and
TS =T° +AT) ,
KL I;L ch (6.2-6)
Py =P+ AP,
where
o’y 1 R !
T =Pogs 5] SPGB
aSKLaSMN Sl%bﬁlg afKLaEM 52,,_, I°<
2 ) (6.2-7)
o’y ) o'y 1
P = —py —— Suv = Po = ————] =
K= OExOSyy S ER o OEOE) Ski R :

To the first order of A,
Xij = Xa¥Xa; = Xio(Oiays —U,)
= X o010, — Aty ;)= Xy (8, — Atty 1 X, )
=Xgq [5ja - lua‘LXL‘ﬂ (5jﬂ - /Iuﬁ,MXM’j )] (6.2-8)
=Xy, l0,, —Au, X 46,,]
= 5jaXK,a - MK,aua,LXL,ﬂ5/j'
From (1.1-22),
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1
JXK,j = EgKLnglmyl,Lym,M

= Joé'jaXKﬁ + A0 € 5y X p LUy i
=J%0 Xyt A6, (X (X, =X X U,
For the electric field
E =~¢, =~ Xx, = Ex Xy,
=8, Ey + A8, (Epy Xy o = Egig e X p0)-

Then the Maxwell stress tensor and JCj, &, can be expanded as
MKi = 5ia(M1(éa + ﬂ’Mllfa)’
JCLE, =(JCLE,)" + A(JCLE,),
where
M;m =8xa, ¥, — rLKafi:
(JC;LEL)I =V, U, 1 +lKL£;,’
and
Skay = goJo [E(SE; (XK,/}XL,}' - XK,yXL,ﬂ)
00
~E E Xy X, ,
+ EgE) (X o X, 53— X3 X10)

1
+§E2E2 (Xiy Ko =Xk aX1,))s

Fery = gOJO(Ea(z)XK,aXL,y - E;)XK,;/XL,Q - E;(/)XK,aXL,a )s
La =600 Xy o X 4
Then
KKi = yi,LTI'(SL + MKi = 5ia(K1(;a + ){‘K}(a)’

D=, JCHE +P =Dy+AD,
where
1 0 1 1
Kio =ty Tog + %5, Ty + My,

D= &,(JCiLE,) +@.

(6.2-9)

(6.2-10)

(6.2-11)

(6.2-12)

(6.2-13)

(6.2-14)

(6.2-15)
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Equation (6.2-15) can be further written as
K;, =G putly s — Ruy, Erss
o et T (6.2-16)
Dr=Ry u,, +LyE],

which shows that the incremental stress tensor and electric displacement
vector depend linearly on the incremental displacement gradient and
potential gradient. In (6.2-16),

o’y
G =X, 0 Po———— X
Kaly M0 6SW65LN SIO(L’EIO( 7.N
+T1?L§ay +gKaLy = GLyKa’
oy (6.2-17)
Ry, =—po X,om ks
! OFExOSuy |0 g0 !
&y
L, =—p, ——— +1., =L,..
KL Po 0E O, Y KL LK

GKaLy, RKLy, and L, are called the effective or apparent elastic,

piezoelectric, and dielectric constants. They depend on the initial
deformation xX) and electric potential ¢°(X). Even when a material is
considered linear, i.e., only the second-order material constants need to be
considered, the effective material constants still show modifications by the
biasing fields. The effective material constants in general have lower
symmetry than the fundamental linear elastic, piezoelectric, and dielectric
constants. This is called induced anisotropy or symmetry breaking. There

can be as many as 45 independent components for G, , 27 independent
components for Ry;,, and 6 independent components for Ly, . Since the

fields in the present configuration satisfy (6.2-2) and the biasing fields
satisfy (6.2-1), we have

1 1 .
KKa,K + pofa = pOua’

) . (6.2-18)
Dk k= Pr>
where £, and p) are determined from
fi =8, + ), Pr=pi+Aps. (6.2-19)

In the above derivation, A can be setto 1 everywhere.
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The boundary value problem for the incremental fields u and ¢' consists
of the following equations and boundary conditions:

1 1 .. .
Kyax +Pofu = Poily, in V,
Dy = py, in V,
1 1 :
KLy = GL}Maua’M —RMMQEM, in vV,
1 _ 1 .
Dy=Ry u,, +LyE, in V, (6.2-20)
u,=u, on S,
¢'=¢' on S,
KéaNL = T_Tal on ST’

1 -1
DyN,=-0, on §,.

e

Because of the dependence of Gy, ., Ry, and Ly, on the initial

deformations and fields, (6.2-20) in general are equations with variable
coefficients.

2.2 A Variational Principle

The symmetries shown in (6.2-17) imply that the differential operators
in (6.2-20) are self-adjoint (see Section 6). It can be verified that the
stationary condition of the following variational functional under the
constraint of the boundary conditions on S, and Sy yields (6.2-18) and the
boundary conditions on S7 and Sp:

t 1 .. 1
H(“a¢l) = J:odt J;, (Epo”a”a _EGKaLyuK,auL,y

1
- RKL7¢,1KuL,y + ELKL¢1K¢IL + pOfo}ua - p2¢1)dV (6.2-21)

+ [ dt J, Tu.ds - _[Iodt f, ..

,U

2.3 Linearization Using the Total Stress Formulation

With the total stress formulation in Section 7 of Chapter 1, the
derivation for the equations of the incremental fields can be written in a
more compact form as
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N oy 1) 1
=p =T +AT,,,
KL 0 89S, KL KL
oy 0 1
=—p, —— =P +AD .,
k= P oE, K K
s 8%y | o’y !
T = P E,, .
KL OaSKLaSMN 5%, EY e 08 O Ey Sk ER !
1 62'/7 E! 52‘/9 1 (6.2-22)
k= "Fo MmN~ Po A Eps s
OE 08\ 50, 0 OELOE,, s
Ky ':yi,LfKL = 5ia(K10<a +’1K;<a)a
K}(a = ua,LflgL +xa,Lf'IiL’
K;,}/ =G aMan _RMLylew
Dy= Ry, + Ly},
where
62‘/; Al
G =X, 4y Py ————— X, v + T 0,, =G kus
Kaly M Po 05,005, o N T Lk Oy LK
52g/7
Ry, =—po—a = X, (6.2-23)
4 OE 0S| 0 o 4
%y
L, =—p, ————— = )
KL pO aEKaEL SO ]0< LK
Problem

6.2-1. Show (6.2-9).

3. VARIATIONAL APPROACH

The equations for the small incremental fields can also be obtained by
making power series expansions in terms of the small incremental fields in
the variational functional of nonlinear electroelasticity [36]. Consider the
dynamic form of the total energy formulation in (1.8-5). Let
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y,=0,,(x,+u,). (6.3-1)

Other quantities of the present state can then be written as

p=¢" +Ag' + 1297,

fi =0 )+ M+ X [ ),

Pi =P APy + A P,

¥, =0,(&, +Au,), (6.3-2)

T =0,,T+AT) + X'T] ),

b=0"+Ad" + 229,

G,=0.+Ac. + 5],
where, due to nonlinearity, higher powers of A may arise. Note that in (6.3-
2) the superscripts 0, 1, 2 are for orders of expansions, not for powers except

in A%~ We want to derive equations governing u and ¢'. From (6.3-1) and
(6.3-2), we can further write

Sk =S8 + A8k + AT S,

(6.3-3)
E, =Ep +AEy + A E} -,
where
SI%L =(§a,K§a,L "5KL)/2a
Sk = (&, xthy, +E, U, )12,
k= Gl + st 634

2
Sk =ua,Kua,L/2,

0 _ 0 1 _ 1 2 2
£K - _¢,K9 ‘EK - _¢,K9 (EK “_¢,K-

Substituting (6.3-1)-(6.3-4) into the dynamic form of the IT in (1.8-5), we
obtain

I1=11° + AIT' + A°T1% -, (6.3-5)

where
‘ 1 . N
e = .[odt _[V [—2—p0xaxa — P (S - Ep)
+ pofu %, — pre°ldV (6.3-6)
! 70 ! —0 40
+ ’odtLT Tx dS - Ldt jSD 5°¢°4S,
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, . oy oy
' = | dr X, U, — Py Ey — ]
-[to J.V [pO a”a pO aSKL SI%L,Q'O( KL pOaEK SI()(L"EIO( K
+ Loty ¥ PofaX, — Pr#' = pr0° 1V (6.3-7)
o [, o+ i
t —0 41, =140
~[af, @' +5i0"as,
and
t 1 .. al/; 2 6'/; 2
m>=\{d{ [-p,u 1 —p,—— S — &
J:o -[V [2p0 o poaSKL L) K panK O g0 "
1 62gf/ - 621/7 1 pl
vV st et g —T E,,F
2p0 08,08y SkeEx e poa@MaSKL Sk ER o
0%y
1 —V 1 gl (6.3-8)
2" 0€,08, |, .

+ PoSate + PofdXa = Pi8’ — ppd' — pp#°ldV
! 71 72
+ Ldr LT (Tlu, +Tx,)dS
- :dt [ @92 +5l4" +52")as.
Comparing (6.3-6) to (1.7-1), we recognize (6.3-6) to be simply the
variational functional for the initial deformation which may be dynamic.

Since the initial deformation here satisfies the dynamic form of (6.2-1), IT'
in (6.3-7) can be written into the following much simpler form:

' = [t |, (pofux, ~pp#")aV

+[dt| Tlxds-[di| lg'ds (€

to s 4® o Sp ¢ ’
which does not depend on u and ¢' anymore. If £, o3, T., and & are
held constant, or, in other words, f.=pL=T'= &, =0, then [1' = 0 which

simply shows that T1° is the variational functional for the initial deformation.
Since we are interested in equations for the first-order incremental fields u
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and ¢', we drop all second-order quantities involving ¢*>, f2, pi, T}

and &, in [T* and obtain

‘ | |
1% (u,¢') = _[Odtj;/ [Epouaua _EGKaL;/uK,auL,y — Ry, P,

1
+ ELKL¢,‘K¢L + pofatt, — Pp#' 1AV (6.3-10)

+ ;dz J, Tu,ds - j;dtjsb 5l9'ds,

where
oy
G =X,y Lo x
e M as k08 1y S ER "
oy
+p0_—_ 50{7 :GLyKa’
0S| gp, ey
) (6.3-11)
0%y
RKL ==—Po T XM
’ aEKaSML Sl(&’ﬁg g
oy
L, =-p, ———] = .
KL Po afKaEL o LK

Equation (6.3-11) are the same as (6.2-23). When (1.8-1) is introduced into
(6.3-11), with the use of (1.8-2) and (1.8-6)-(1.8-8), (6.2-17) will result.

4. SMALL BIASING FIELDS

In some applications, the biasing deformations and fields are also
infinitesimal. In this case, usually only their first-order effects on the
incremental fields need to be considered. Then the following energy density
of a cubic polynomial is sufficient:

1 1
PW(Ey ,Ex) = ECABCDSABSCD —€5cE4Spe — EZABEAEB

1
+ gCABCDEFSABSCDSEF + EkABCDI:‘EASBCSDE (6.4-1)

1 1
- EbABCDEAEBS(‘D - EZABCEAEBQC s
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where the subscripts indicating the orders of the material constants have
been dropped. For small biasing fields it is convenient to introduce the small
displacement vector w of the initial deformation (see Figure 6.2-1), given as
X, =0, Xp+W,. (6.4-2)
Then, neglecting terms quadratic in the gradients of w and ¢, the effective
material constants take the following form [35]:
Grory = Ckary ¥ Cxoy> Rigy, =€, vey,s Ly =6 +Ey, (64-3)
where
~ 0
Craly = TKL6a7 F CxunWyn Y Cxni, Wan

+ cKaLyABS,gB + kAKaL/Eg >
éKLy =ClrmWor — kKLyABS?IB + bAKLy£?4

+ &, (ExS,, —E} Ok, — EyyOrr,Oxz)s (6.4-4)
Ex = biapSan + XkiaFa + & (SpnOxs ~ 28)»
533 =(Wyp+Wp4)/2,

0 0
Ey =—Px-
It is important to note that the third-order material constants are necessary
for a complete description of the lowest order effects of the biasing fields.

S. THEORY OF INITIAL STRESS

In certain applications, e.g., buckling of thin structures, consideration of
initial stresses without initial deformations is sufficient. Such a theory is
called the initial stress theory in elasticity. It can be obtained from the theory
for incremental fields derived in Section 2. We set x = X in the equations for
small fields superposed on finite biasing fields. Furthermore, for buckling
analysis, a quadratic expression of y with second-order material constants
only and the corresponding linear constitutive relations are sufficient. The
biasing fields can be treated as infinitesimal fields. Then the effective
material constants sufficient for describing the buckling phenomenon take
the following simple form:

- 0
Grory = Ckary T Tx104, -

Ry, =ey, + eo(f,(}é” - 752510 ~Ey, 81y O )s (6.5-1)
L

kL~ €k
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where T, is the initial stress and €y is the initial electric field.

Results obtained in buckling analyses of a few thin piezoelectric beams,
plates, and shells show that the buckling load of a piezoelectric structure is
often related to the corresponding elastic buckling load obtained from an
analysis neglecting the piezoelectric coupling in the following manner

PPiezoelectnc (1+ﬂk )PElastlc (65_2)

Cr

where A is a small, positive number. 4 may depend on the material and
geometry of the structure. k* = e*/c£ > 0 is an electromechanical coupling
factor. When (6.5-2) is true the electromechanical coupling tends to increase
the buckling load. In such a case an elastic analysis ignoring the
piezoelectric coupling yields a conservative estimate of the buckling load.
This is not surprising in view of the piezoelectric stiffening effect. Specific
results on buckling of thin piezoelectric structures can be found in the
references in a review article [37].

6. FREQUENCY PERTURBATION

Many piezoelectric devices are resonant devices for which frequency
consideration is of fundamental importance in design. Analysis based on
linear piezoelectricity can provide understanding of the operating principles
and basic design tools. This type of analysis is represented by Mindlin’s
early work on the eigenvalue problem of Section 6 of Chapter 4 [38].
However, devices designed based on linear piezoelectricity are deficient in
certain applications. Knowledge of the frequency stability due to
environmental effects (e.g., temperature change, force, and acceleration)
which cause biasing deformations and frequency shifts is often required for
a successful design. For the lowest order effect of the biasing fields, we need
to study the eigenvalue problem of an electroelastic body vibrating with the
presence of a small bias. From (6.4-4) we have

—[(cLyMa +55Lma)ua,M +(eyy, t+ géML;/ )¢§w 1. = poiu,, in V,

[—(ex, + géKLy W, + (&g + E€y )¢]L]1< =0, in V,

u,=0, on §,,

szNL =[CLpa + wAL;d\/Ia Wy + (eMLy + géMLy )¢5\4 N, =0, on S,

1 _

¢ =0, on S,

DNy =[(ey, + &, —(6x +E )P N =0, on S,
(6.6-1)



181

where A = w?, w and {u,¢'}=U are the resonance frequency and the

corresponding mode, respectively, when the biasing fields are present and
may be called a perturbed frequency and mode. ¢ is an artificially introduced
dimensionless number to show the smallness of the biasing fields. In terms
of the abstract notation in Section 6 of Chapter 4, Equation (6.6-1) can be
written as [39]

(A+£A)U=ABU, in V,
u,=0, on S,
[(K+eK)U], N, =0, on S, (6.6-2)
¢' =0, on Sy»
[(D+&D)UI, N, =0, on S,
where
AU = {~(C pralors *+ €, Pu) 1> (€t + £ 9) 3

AU = {—(éLWaua,M + éMLy¢,]1\4 ),L 9(_51@7 u,, + éKL¢1L ),K }’
BU = {p,u, .0},

(KU),, =CpamMors + €y, B> (6.6-3)
(KU),, =€, ppallops +8p, Bres
(PU), = i My — SKL¢,1L’
(ﬁU)K = éKLyuy,L - ‘g‘KL¢lL
We make the following expansions:

A=A+

0) @ -
U= {”a = e Ly da Lo yo 4 gyo, (664
@' 3O e

Substituting (6.6-4) into (6.6-2), collecting terms of equal powers of &, the

following perturbation problems of successive orders can be obtained. Zero-
order:
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AU = J9BUO, in V,
u® =0, on S,
(KU®), N, =0, on §,,
¢$” =0, on S,
(DU®), N, =0, on S,

(6.6-5)

which we recognize to be the eigenvalue problem for vibrations of a linear
piezoelectric body without biasing fields, treated in Section 6 of Chapter 4.
The solution to the zero-order problem, A9 and U, is assumed known and

the first-order problem below is to be solved:

AU® + AU = 29BU® + A"BU®, in V,

u;” =0, on S§,,

(KUY +KU®), N, =0, on &,

¢ =0, on S,

(DU +DU®), N, =0, on S,.
The equations for the first-order problem can be written as

AU® = JOBUY + AVBU©® — AU
Multiply both sides of (6.6-7) by U?
<AUY; U >

= A9 <BUY;U? > +17 <BU®; U >

~< AU U >,
Similar to (4.6-7), it can be shown that

< AU U >
=—[ [KU™), N,u® +(DU), N $"1dS
+ [, (KUY, Nyul® +(DUD), N, ¢ 1ds
+<UPAUY >,

With (6.6-5) and (6.6-6), Equation (6.6-9) becomes
<AUOU® >=—[ (KU, N, uldS

- L (DU), N, ¢VdS+ < U AU >.

(6.6-6)

(6.6-7)

(6.6-8)

(6.6-9)

(6.6-10)
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Substitute (6.6-10) into (6.6-8):
L, KUD), N, u0ds
+ jSD (DUD), N,4dS+ < AU?;UD > 6611
=19 <UY;BU@ > +1Y < BU?;, U@ >
-<AU;U© >,
which can be further written as
< AU(O) —l(O)BU(O);U(l) >
+ | T (KU®),, N, ulds + | ! (DU®), N, p0dS  (6.6-12)
=1 <BUP; U > - < AU(O);U(O) >.
With Equation (6.6-5);, from (6.6-12)

20 = 1
<BU; U >

x [< AU U0 >+ [ (KU, N, udS (6.6-13)

+f (ﬁU‘O’)LNL¢(°)dS].

The above expressions are for the eigenvalue A =a”. For @ we make the
following expansion:

0=+ 0. (6.6-14)
Then
=0’ = (09 + 0"y’
=~ {(0)(2) © (1) ~ (0 " (6.6-15)
= (@) 4260 Q0 = A© + AV,
Hence
o
7] 1
© = ) A
® 2(0®)
_ 1 1
20y <BUTLUT > (6.6-16)

x [< cAUOUO > 1 [ (6RU®),,, N, udS

+f (sﬁU<°>)LNL¢<°>dS],
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or
w-0® 1 1
o  2A0®)? IV pttPuPav
A 0 A
X {J;/ [_ (ch}'I\/Iauz(z bt 8eML;/¢(0)) Lu(O)
+(~géy ul) + €, 0) ]dV (6.6-17)

4 0) ©
+LT (£€ pratigrs + €€y, 80 YN udS

+ [, (e égq,u) —egKL¢(L°))NK¢‘°)dS}}.

With integration by parts, we can write (6.6-17) further as

o-0® 1 1
o 20V [ puPulav (6.6-18)

4 (0) 0) 5 (0),.(0) A 0) +(0)
x J;, (EC patlopty; + 253ML7¢,M u,; - EEwP, By AV

When ¢is set to 1, (6.6-18) becomes the well-known first-order perturbation
integral for frequency shifts [40].

7. ELECTROSTRICTIVE CERAMICS

As the linear coupling between mechanical and electric fields,
piezoelectricity cannot exist in isotropic materials. Mathematically this is the
consequence of the fact that a third-rank isotropic tensor with a pair of
symmetric indices has to vanish. Electrostriction is a nonlinear electroelastic
coupling effect that exists in all dielectrics, isotropic or anisotropic. In the
simplest description, electrostriction can be described by the term

b 1ocpE4EpSep in the energy density (6.4-1).

7.1 Nonlinear Theory

Electrostrictive ceramics are macroscopically isotropic due to their
polycrystalline structure. For isotropic materials, there are not many
independent components of the material tensors, linear or nonlinear. Instead
of (6.4-1), it is more convenient to use representations based on tensor

invariants of the strain tensor § with components S, and the material
electric field vector € with components &, . The invariant representation
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automatically yields three-dimensional constitutive relations with a few
independent material parameters. With the integrity bases for isotropic
functions of a symmetric tensor and a vector, it can be determined that for
isotropic electroelastic ceramics the energy density function w can be
written as

y=y(l,,1,,15,1,,15,1), (6.7-1)
where the six invariants /; through /s are given by [1 ]
L =ti(s), I,=tx(s?), I, =tr(s?),

, (6.7-2)
I,=€-€ I,=€-SE I =-S5
In (6.7-2), S? stands for §-S. Equations (6.7-1) and (6.7-2) imply the
following constitutive relations for the symmetric stress tensor and the
polarization vector:
T’ =32—1+26—25+36—252 o
ol, ol, ol, ol

o (6.7-3)
+—[E®(S-E)+(S-E)RE]
ol
@:—26—2£—29§—5-£~2a—252-£, (6.7-4)
al, ol ol

where 1 is the unit tensor of rank two, and ® represents tensor or dyadic
product. Equation (6.7-3) and (6.7-4) are the most general constitutive
relations of isotropic, nonlinear electroelastic materials. Although seemingly

simple, they can be complicated functions of S, and E,. Under the

inversion of € - —E, we have ® > —@ and T° > T, indicating that @
is odd and T® is even in E. Therefore linear dependence of T on E
(piezoelectricity) is not allowed, but higher order couplings are possible. In

particular, electrostrictive effect can be seen from, e.g., the fourth term on
the right-hand side of (6.7-3), which is due to Zs.

7.2 Effects of a Small, Electrical Bias

Electrostrictive ceramics operate under a biasing electric field. If a small
biasing electric field &° is applied, the small biasing fields are purely
electrical because there is no linear electromechanical coupling in the
material. In such a case, the effective material constants under the electrical
bias are
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G

Kaly = CKaIN»
0 0 0 0
Ry, =by, By +E(ERS,, — Sy, —Ep Sy, 64 )s  (6.7-5)
Ly, =¢4.
Thus electrostrictive ceramics appear to be piezoelectric under a biasing

electric field, and the effective piezoelectric constants Rg;, are tunable by

the biasing electric field E°.

For the simplest model of electrostrictive ceramics, consider the case of
infinitesimal deformation. We construct an energy density function as
follows:

oo =cI} +e, I, —e,xl, 12+b11, +b,1,, (6.7-6)

where c;and c; are elastic constants, yis the relative dielectric permittivity,
b, and b, are electrostrictive constants. The constitutive relations generated
by (6.7-4) are

T[fL =21, +b,1,)5y, +2¢,8y, +b,ELE,,

(6.7-7)
Py = (80 —2b,1))Ex —2b,5 E, .

Under a biasing electric field E" in the x; direction, from (6.7-5), the
effective piezoelectric constants can be obtained as

R =Ry =Ry =Ry, = “E;)bz - 5of£a
Ry, =Ry, = _2£§b1 + gofg,

Ry = _2£30 (b, +b,)- 5()@;)5

All other RKM =0.

(6.7-8)

Note that since there are only two electrostrictive material constants, the
following relation exists

2Rm + R311 = Ry;;. (6.7-9)

The nonzero tensor components of the electrostrictive constants are related
to the material constants in (6.7-6) by

b3113 = b3131 = b3223 = b3232 = _bza
byyyy = byyyy =26y, (6.7-10)
b3333 = *2(b1 + bz )-



Chapter 7

CUBIC AND OTHER EFFECTS

In this chapter we derive equations for cubic nonlinear effects. Some
other effects not included in the general framework of Chapter 1 are also
discussed.

1. CUBIC THEORY

1.1 Cubic Effects

By cubic theory we mean that effects of all terms up to the third power
of the displacement and potential gradients or their products are included
[6]. Cubic theory is an approximate theory for relatively weak
nonlinearities, and can be obtained by expansions and truncations from the
nonlinear theory in Chapter 1. From

Xy =00y, Uy, (7.1-1)
by repeated use of the chain rule of differentiation, we obtain, to the second
order in products of the derivative of wuy

Xoprg =O0n —Up Xy =0 — Uy 1 (O —1ty x X))
=0 — uM,L§Li + uM,LuL,KXK,i (7.1-2)
=0y — Uy Opy +Upg Uy O
From (1.1-16), retaining terms up to the second order in the derivative of uyy,
we find
1 , 1
le+uK,K+5(uK,K) _EuK,LuL,K' (7.1-3)
From (7.1-2) and (7.1-3)
JX,, = O~ uL,RgRi + 5LiuR,R + uL,KuK,Ré‘Ri
1 1 (7.1-4)
- uR,RuL,Ké‘Ki + §5LiuK,KuR,R - Eé‘LiuK,RuR,K .

From (1.5-5),, (1.5-3)2, (1.5-11), and (7.1-4), retaining terms up to cubic in
the small field variables, we obtain
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1
F,.=6,|c u,.+e +—c U, U
Lj MG CAB ALM ¢,A 2 3 1mis K, A%k B

+c U U +—cC u u
2148 KT AB 2 3 IMABCD 4.B7CD

1
+eALKuM,K¢,A -d uB,c¢A _EbABLM¢,A¢,B
Uy kU 48Ucp

U, glUoplt
D
tmapeper BT CPTEFE

U, U ——d U, U

sl kP4 > ascuns UK xc®P 4
1d 1

_5 o BCDELM uB,CuD,E¢,A __z‘bABLKuM,K¢,A¢,B

1

+—a
2 1 ABCDLM

6 3 4BCIM

U s +d ¢,A¢,B¢,c}

(7.1-5)
and

P =epellge %’ b4 +EeLBCuK,BuK,C
AL

1
- EcliLBCDE UpcUps ~Darcplic pfa
tly p-ad
- - Uy Uy pU
2 %IABL ATE 9 W ipepg T BT EPTRE
1 1,
6 2 LaCDEFG “sctpellre ™ 2 acolls .o 4
1 1 !

U, U +—d u - .
c.D E,F¢,A 2% o D,E¢,A¢,B 6 /}’ABCL ¢,A¢,B¢,C
(7.1-6)

From (1.5-5),,(1.5-10), and (7.1-4):
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1
MIJ' = 505_,'M |:¢1 ¢,M - 5(’51( ¢,1< O — ¢,K¢,M Up 1

- ¢,K¢,M U+ ¢,L ¢,MuK,K - ¢,L¢,K”K,M

(7.1-7)
1 1
+ ¢,K¢,RuR,K5LM + 5¢,K¢,KUL,M - 5¢,R¢,RMK,K5LM :I’
and
goJC;EK =& [_ P +Putt x —P Uy +P Uk,
— Pty g Uy gy + ¢,K”M,M Up g — _1—¢,LuK,KuM,M (7.1-8)

+ §¢,LuK,M Uy x— ¢,M U gy + Pty (U — ¢,MuM,K Up ]

Note that the fourth-order material constants are needed for a complete
description of the cubic effects.

1.2 Quadratic Effects

If we keep terms up to the second order of the gradients only, we obtain
the quadratic or second-order theory below:

1
FLj = 5.1.M[c U,p +e uPat=c

u u
2 LMAB 2 2IMAB K. A7K.B

+c Uy U pt+—C U, zU (7.1-9)
21kap MAKTAB 2 3 LMABCD 487D

1
+ eALK”M,K¢,A "‘llABCLM uB,C¢,A _EbABLM¢,A¢,B:|’

P, Zepelige — ¥ Py +5eLBCuK,BuK,C
2 AL

1 1 (7.1-10)
- EGIILBCDE UpcUpp — byeptep®at E/;L’ABL ¢,A¢,B >
1
MLj = 50511\4 [¢,L¢,M - 5¢,K¢,K§LM

(7.1-11)
- ¢,K¢,M”K,L - ¢,K ¢,MuL,K 1,

0 JCAE, =4[~ + Bty —Prttgx +Pitic, ] (7.1-12)
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where the third-order material constants are needed.

2. NONLOCAL EFFECTS
2.1 Nonlocal Theory

Nonlocality comes from the consideration of long-range interactions. In
one-dimensional lattice dynamics it has been shown that nonlocal theory
includes, besides the interactions between neighboring atoms, interactions
among non-neighboring atoms as well [41]. Nonlocality in constitutive
relations is needed in modeling certain phenomena. Consider an
electroelastic body V. Within the linear theory of piezoelectricity the
nonlocal constitutive relations are given by [42]

T,(0) = [, Ly (X8, (X) - €, (%,X) E, ()Y (x),

D,(x)= J; [e,, (x,x)S,,(x") + &, (x,x)E, (x")]dV (X").

As a special case, when the nonlocal material moduli are Dirac delta
functions, Equations (7.2-1) reduce to the classical constitutive relations in
(2.1-11). Substitution of (7.2-1) into the equation of motion and the charge
equation results in integral-differential equations which are usually difficult
to solve.

(7.2-1)

2.2 Thin Film Capacitance

In the following we give an example of what is probably the simplest
nonlocal problem [43]. Consider an unbounded dielectric plate as shown in
Figure 7.2-1. The plate is electroded and a voltage is applied. We want to
obtain its capacitance from the nonlocal theory.

X
4 Electrode
h < b=V
Dielectric
0 ¢=0
Electrode

Figure 7.2-1. A thin dielectric plate.

The problem is one-dimensional. The boundary-value problem is
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él—)-:(), 0<x<h,
dx

D=gE+P, 0<x<h,

P=toy [ K(x'\)E()dx', 0<x<h, (1.2-2)
E:—-c—i—qé, 0<x<h,
dx

#(0)=0, g(m)=V.

When the kernel function K(x',x)has the following special form
K(x',x) = 6(x'-x), (7.2-3)

Equation (7.2-2) reduces to the usual classical form. y is the dimensionless
relative electric susceptibility which differs from the one in (1.5-11) by a
factor of &. The dielectric material of the capacitor is assumed to be
homogeneous and isotropic. Hence K(x',x) must be invariant under

translation and inversion. We have
K(x',x) = K(x'-x) = K(x —x"). (7.2-4)

K(x',x) should have a localized behavior, large near x'= x and decaying
away from there. We chose the following kernel function

[x'—xt

K(x'-x) = Eo—le @, a>0, (7.2-5)

where « is a microscopic parameter with the dimension of a length. It is a
characteristic length of microscopic interactions. It is easy to verify that
K(x',x) has the following properties:

lim K =0, J'+°° Kdx =1. (7.2-6)
a-—>0" —0
Hence
lim K = 6(x'-x), (7.2-7)
a0t

which shows that K(x',x)does include the local form as a limit case. We
also note that the above K(x',x) is the fundamental solution of the

following differential operator
2

12{ + K = 5(x'-x). (7.2-8)
x

Integrating (7.2-2); once, with (7.2-2), 3 we obtain
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D=e,E(x)+e,y j: K, x)E()dx'= 0, (1.2-9)

where o, is an integration constant which physically represents the surface
free charge density on the electrode at x = h. Equation (7.2-9) can be written
as

h
Ex)=-x[ K(x', x)EG)de-Z, (1.2-10)
&y
which is a Fredholm integral equation of the second kind for the electric
field E. Instead of solving (7.2-10) directly, we proceed as follows. With
(7.2-8), we differentiate (7.2-10) with respect to x twice and obtain

dZE(x)_ h é’zK(x‘,x) '~ g
— =—z] — B

=2 | K0~ 5= 1BG e
"«

2

L [ K 0B az1i)
a 0 80
1 h 1 ! ] 1 O-e
r5 jo S(x'—x)E(x")dx t— 5
1 fo
=—[E(Xx)+ yE(x)+—].
o £,

Hence a solution E of the integral equation (7.2-10) also satisfies the
following differential equation
2
a’ d f ~(+ p)E = Ie (7.2-12)
&o

The general solution to (7.2-12) can be obtained easily. It has two
exponential terms from the corresponding homogeneous equation, and a
constant term which is the particular solution. The general solution contains
two new integration constants. These two integration constants result from
the differentiation in obtaining the differential equation (7.2-12) from the
original integral equation (7.2-10). Hence the solution to (7.2-12) may not
satisfy (7.2-10). Therefore we substitute the general solution to (7.2-12)
back into (7.2-10), which determines the two new integration constants.
Then, with the boundary conditions (7.2-2)ss, we can determine o, and
another integration constant resulting from integrating E for ¢, and thus
obtain the nonlocal electric potential distribution ¢




193

sinh k(x—ﬁ)+sinh~k—}£
_*x, X 2 2
cosh — + ka sinh —
2 2
2 tanh]—(é
><(1+—Z—27(-}7)‘1 v, (7.2-13)
kh 1+ katanh—
2
x
¢0 :;Va

where ¢ is the classical local solution, and

,/1 +

k= 4 (7.2-14)
a

The nonlocal electric field distribution E and the local solution Ej are

cosh k(x — I;) tanh L

2 _
E=[1+y g+ 22 ' E,
cosh—z— +ka sinh; 1+ ka tanh7 (7.2-15)

14
E, =——.
0 h

Denoting the capacitance per unit electrode area from the local theory by Co
and the one from the nonlocal theory by C, we have

kh
) &1+ 2)
C= (1+E——E)*CO, C, = —°h— (7.2-16)
1+ ko tanh ?

With the expression of k in (7.2-14), we write (7.16-1), in the following
form:

C tanh(y/1+ y i)

S _a+—2% 20 ). (7217

C, w/]JF_Z?;.;;1+,/1+,1/tanh(w/1+,%’%)

It is seen that the thin film capacitance from the nonlocal theory differs from
the result of the local theory. The nonlocal solution depends on the ratio
h2a of the film thickness to the microscopic characteristic length. From
(7.2-17) we immediately have
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c/c, <1, (7.2-18)

which shows that the nonlocal result is smaller than the local result. From
(7.2-17) we also have the following limit behavior

lim < = 1, (7.2-19)
b G,

which shows that when the film thickness is large compared to the
microscopic characteristic length, the nonlocal solution approaches the local
solution. We also have the limit

) 1
lim— =

<1, (7.2-20)

which shows that the nonlocal and local solutions differ more for materials
with larger y. We plot C/Co from (7.2-17) as a function of A2« for values of
x=1,10, and 100 in Figure 7.2-2. It is seen that for a film with a moderate
value of y = 100, when the thickness #/2a =~ 10, there is a deviation of about
10% from the local theory which has a fixed value of 1. The figure shows
that C/Co< 1 and the deviation from 1 becomes larger as & becomes smaller
and disappears when £ is large:

1+

0.8 +

0.6 A

C/ICo
0.4 -

0.2 'x=100

0 i

-

5 10
hi2¢,
Figure 7.2-2. Capacitance for =1, 10, and 100.

The spatial distribution of the electric field for y = 10 and for two values
of W2« =1 and 5, respectively, is shown in Figure 7.2-3. It is interesting to
see that the field is large near the electrodes compared to the local solution
with the fixed value of 1. The curve with #/2a = 5 has a larger electric field
near the electrodes than the curve with #/2a = 1. This is a boundary effect
exhibited by the nonlocal theory. Even for a thick capacitor, (7.2-15) still
yields



195

imEW 2
S% E, 1+1+ »

For our case, with y = 10, Equation (7.2-21) yields a limit value of 3.32. For
materials with a large jy the value of (7.2-21) can be large. Since E is larger
near the electrodes and D is a constant, P must be smaller near the
electrodes than near the center of the plate.

>1. (7.2-21)

3.5
34
25+
2
E/Eo 1.5
1 4
05+
0 } i
0 0.5 1
x/h

Figure 7.2-3. Electric field distribution for y =10, #2a =1 and 5.

x=10, h=2¢

x=10, h=10¢,

The spatial distribution of the normalized deviation of the electric
potential from the local solution for y = 10 and for two values of #/2a =1
and 5, respectively, are shown in Figure 7.2-4. The curve with A2 = 5
shows a smaller deviation.

0.08 X=10’ h=2¢

0.04 x=10, h=10¢,

¢V 0

-0.04

-0.08

x/h

Figure 7.2-4. Electric potential deviation fory = 10, #/2a. =1 and 5.
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Finally, we note that in (7.2-12) the small parameter « appears as the
coefficient of the term with the highest derivative. Hence when « tends to
zero we have a singular perturbation problem of boundary layer type of a
differential equation. For this type of problem, when the small parameter is
set to zero, certain boundary conditions have to be dropped because the
order of the differential equation is lowered. Equation (7.2-12) is a
consequence of an integral-differential equation of ¢ defined by (7.2-2),
which only needs two boundary conditions. In the solution procedure, two
of the integration constants in the general solution to (7.2-12) were
determined by the integral equation (7.2-10). However, if we take (7.2-12)
as our starting point, we need two more boundary conditions. This is
because (7.2-12) is a fourth-order differential equation for ¢ (considering it
has already been integrated once with an integration constant o). Then
when a is set to zero, two boundary conditions have to be dropped.

3. GRADIENT EFFECTS
3.1 Gradient Effect as a Weak Nonlocal Effect

Gradient effects in constitutive relations can be shown to be related to
weak nonlocal effects. For example, consider a one-dimensional nonlocal
constitutive relation between Y and X in a homogeneous, unbounded
medium. We have

Y(x) = j: K(x'—x)X (x")dx'
= j: K(x'—x)X[x + (x'—x)]dx'
= j: K(x'-x)[X (%) + X' (x)(x'—x) + -+ -]dx’
= [ K=0[X () + X ()(x=x)]d(x'—x)
= j : K(x'=x) X (x)d(x'—x) + j: K(x'-x) X' (x)(x'-x)d(x'-x)

= X(x) j: K(xr-x)d(x'-x)+ X'(x) [ K(x=-x)(x'-x)d(x'~x)
= aX(x) +bX'(x),
(7.3-1)
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where

a= J‘m K(x'-x)d(x'-x),
: (7.3-2)
b= K-x)(x-x)d(x'~x).

Therefore, to the lowest order of approximation, the nonlocal relation
reduces to a local one, and to the next order a gradient term arises.

3.2 Gradient Effect and Lattice Dynamics
Gradient terms can also be introduced in the following procedure.

Consider the extensional motion of a one-dimensional spring-mass system
(see Figure 7.3-1).

k m k m k m k
“WWWWW-o-WWWWW-o-WWW—o-WWWW-
i-1 i i+1
x-a X x+a

Figure 7.3-1. A spring-mass system.

The motion of the i-th particle is governed by the finite difference equation
mii(i) = k[u(i + 1) —u(i)] - k[u(@) —u(@-1)], (7.3-3)
or, with the introduction of x

mii(x) = k[u(x + a) + u(x — a) — 2u(x)]

_ , Loveaa? + Luminag® + w0t +---

= kliu(x) +u'(x)a+ 5 u"(x)a” + p u"(x)a” + a u"(x)a’ +
+u(x)—u'(x)a+ %u"(x)a2 - %u”’(x)a3 (7.3-4)
+ Elzu””(x)a4 o= 2u(x)i|

= k[u"(x)a2 +—122—u""(x)a4} =T'(x),

where the extensional force T is given by the following constitutive relation
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4
T = ka’u'(x) + %u"’(x) , (7.3-9)

which depends on the strain #’ and its second gradient. It should be noted
that, according to Mindlin [44], a continuum theory with the first strain
gradient is fundamentally flawed in that it is qualitatively inconsistent with
lattice dynamics and the second strain gradient needs to be included to
correct the inconsistency.

3.3 Polarization Gradient

Mindlin [45] generalized the theory of piezoelectricity by allowing the
stored energy density to depend on the polarization gradient P;;

M(u,,P,,¢) = J.V |:W(Sy. P, P ) - %£0¢J¢J +¢.P, :ldV ,  (7.3-6)

where boundary terms are dropped for simplicity. The stationary conditions
of the above functional for independent variations of u;, ¢ and P; are

)
[0’8’7];'

- gO¢,ii +F, = 0, (7.3-7)

_ﬁ+ﬂ_ _¢i=0'
x @) "

J

Equations (7.3-7) represent seven equations for u, P; and ¢ . If the
dependence of W on the polarization gradient is dropped, Equations (7.3-7)
reduce to the theory of linear piezoelectricity. The inclusion of polarization
gradient is supported by lattice dynamics [46,47]. The polarization gradient
theory and lattice dynamics both predict the thin film capacitance to be
smaller than the classical result [47], as shown in Figure 7.2-2.

34 Electric Field Gradient and Electric Quadrupole
34.1  Governing Equations
Electric field gradient can also be included in constitutive relations [48].

Electric field gradient theory is equivalent to the theory of dielectrics with
electric quadrupoles [1], because electric quadrupole is the thermodynamic
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conjugate of the electric field gradient. Consider the following functional
[49]

H(ui9¢) - J. [W(SgsEiaEi,j)_%goEiEi _fiui + pe¢JdV

(7.3-8)
-~ J. (t—iu,. +dg+ E%JdS,
§ on

where d is related to surface free charge. The presence of the 7 term is
variationally consistent. We choose

1

WS, By y) =5 60 B,

ij°

| (7.3-9)
= H(S,-jaEi) _goyijkEiEj,k - 2 aykIE Ey s

where H is the usual electric enthalpy function of piezoelectric materials
given in (2.1-9), which is repeated below:

i) = yle Sy —ewEiSy —%E.E.E.. (7.3-10)

gy

H(S,,E
%t and au are new material constants due to the introduction of the electric
field gradient into the energy density function. yi has the dimension of
length. ey has the dimension of (length)’. Physically they may be related to
characteristic lengths of microstructural interactions of the material. Since
E;; = E;;, au has the same structure as c;p as required by crystal symmetry,
and y; has the same structure as e;. For W to be negative definite in the
case of pure electric phenomena without mechanical fields, we require o
to be positive definite like &;.
With the following constraints

Sij = (ui,j +uj,i)/25 E = _¢,i’ (7.3-11)

from the variational functional in (7.3-8), for independent variations of

and ¢in V, we have
T, + 1 =0,
(7.3-12)
Di,i = P>

where we have denoted
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w
T, z—o%-—:ctjklskl —ey By,
)
D, =¢,E +P =¢,E, +e,S,

—&0(Viy — Vi VE 4 €W Ey s

})i =Hi -—Hij,j = gOZijEj +eikISkl (73"13)
—& (7kij 7V ik )Ej,k “goag/klEk,ljs
W
II, = “Ez €Sy tE X E; +307ijkEj,ka
I, =- E =&V iy Er T € By

and g; = &(0;+ ;). xy 1s the relative electric susceptibility. When the energy
density does not depend on the electric field gradient, the equations reduce
to the linear theory of piezoelectricity. The first variation of the functional in
(7.3-8) also implies the following as possible forms of boundary conditions
onS

T,n =t or O6u =0,

JUT
[, [on,-d)op+11,n,(9,59), ls =0, (7.3-14)
H,nn =7 or 5(@j =0,
&

where V; is the surface gradient operator. One obvious possibility of
Equation (7.3-14), is ¢ = 0 on S. With substitutions from (7.3-13) and (7.3-
11), Equation (7.3-12) can be written as four equations for #; and ¢ :

ComlUpy T ekij¢,lg’ + fz = pPU;,

(7.3-15)
€l — gtj¢,ij + goaijk1¢,ijk1 =P,

where we have added the acceleration term.
3.4.2 Anti-Plane Problems of Ceramics

For anti-plane motions of polarized ceramics, Equations (7.3-15) reduce
to a much simpler form. Consider
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Uy =uy, =0, uy =uy(x,x,,1t),
P = P(x;,X,,1).

The non-vanishing strain and electric field components are

5 =V E‘—V 7.3-17
S4—u= Ez_ ¢ (')

For ceramics poled in the x3 direction, the nontrivial components of 7}; and

D; are
TS
=cVu+eVy,
T,

4

(7.3-16)

D1 — eV 2
D =eVu-eVe +e,aV(V79p), (7.3-18)

2
Dy =—¢£y(yy _715)V2¢a

where VZis the two-dimensional Laplacian, ¢ = cu, e = €15, £€= &,and a =
o11. The nontrivial ones of (7.3-15) take the form

cViu+eVig+ f = pii,

(1.3-19)
eViu—eVig+¢e,aV°Vig=p,,

where /= f;.
3.4.3  Thin Film Capacitance

To see the most basic effects of the electric field gradient, consider the
infinite plate capacitor shown in Figure 7.3-1.

X

I Electrode
h = =V
0 4+—— Dielectric
-h $=-V

Electrode

Figure 7.3-1. A thin dielectric plate.
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The problem is one-dimensional. We assume that the material is isotropic so
that there is no piezoelectric coupling. The equations and boundary
conditions from the electric field gradient theory are

d—D:O, —h<x<h,
dx

D=gE+P, —h<x<h,

2

P:goxE-goa%, —h<x<h, (7.3-20)
E:—ﬂ, —h<x<h,
dx

b=V, $h)=V.

From (7.3-20) the following equation for ¢ can be obtained:

d! d’
_dx_f k2 _dx? 0, (7.3-21)
where
gtz (1.3-22)
a

The general solution to (7.3-22) can be obtained in a straightforward
manner. The anti-symmetric solution for ¢1is

¢ =Cx+C,sinhkx, (7.3-23)
where C; and C, are integration constants. Due to the introduction of the
electric field gradient, the order of the equation for ¢ is now higher than the
Laplace equation in the classical theory. Therefore more boundary
conditions than in the classical theory are needed. Following Mindlin [47],
we prescribe

P(x=h)= -—/16‘0){%, (7.3-24)

where 0 < 4 <1 is a parameter. 4 = 1 represents the classical solution.
Equation (7.3-24) is for Mindlin’s polarization theory. When it is directly
introduced here for the electric field gradient theory, it is not variationally
consistent. This can be resolved by translating it into a different form
mathematically while still keeping its physical interpretation, which is left as
an exercise. With the solution in (7.3-23), the boundary conditions in (7.3-
20) and (7.3-24), and the identification of the relation between an integration
constant and the surface charge on the electrode at x = h, we obtain the
capacitance C per unit area, the potential ¢ and the electric field E as



203

tanh kA
C 1+ Ay T
c, |, tanh&h (7:3-25)
X
tanh kh tanh kh
1+ 4 1+ 4 )
¢ x| T (siohke
v tanhkh tanhkh |sinhkh ’
1+ y I+y
kh kh
14+ Ay tanh kh 1+ Ay tanh kh
E__ " B kb |COshkx,, 7307
E tanh kh tanhkh |sinhkh '
o 14y 14+ y——
kh kh
where
C, = 2ih E, = —% , (7.3-28)

are the capacitance and electric field from the classical theory, and & =
&(1+y) is the electric permittivity. Equation (7.3-25) is exactly the same as
the result of the polarization gradient theory [47], and its behavior is
qualitatively the same as what is shown in Figure 7.2-2.

34.4 A Line Source

Consider the potential field of a line charge Q. at the origin [50]. We
need to solve Equation (7.3-19) with a concentrated electric source.
Eliminating # we obtain

~EV2+£,0V°V4 =Q,5(x,,x,),

g=c(1+k), k’=e’/(cc).
Equation (7.3-29) can be rewritten as
(2 +£,aV*)V’¢ = Q,6(x,,%,). (7.3-30)
Therefore V¢ is the fundamental solution of the differential operator in
Equation (7.3-30), which is known. Hence

V2¢:li(rﬁ = 9.
rdr  dr 2re,
where K, is the zero order modified Bessel function of the second-kind.

Since

(7.3-29)

K (B7), (7.3-31)
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XK, (x) = ~§;[x1<1 Wl K x)= —%{KO @1,

integrating Equation (7.3-31) twice we obtain

b= -2 (inr+ K, (5],
27e

ﬂz = E/(goa)s
where the Inr term is the classical solution. Since
Ky(x) > ~Inx, x—0,

1/2
K, (%) —>(—”—) e, x—>om,
2x
we have
o> Qe_lnﬂz Qe_ln £ , r—0,
2ne dre gy
¢ - Qe_lnr, r—> .

2nE

The potential field is plotted in Figure 7.3-2.

3 -|- Normalized ¢

e Classical Solution

(7.3-32)

(7.3-33)

(7.3-34)

(7.3-35)

Figure 7.3-2. Normalized potential field (- 272‘5¢ / Qe ) of a line source.
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For far field ¢ approaches the classical solution. At the source point ¢ is not
singular. This is fundamentally different from the classical solution. When «
approaches zero, Equation (7.3-33) reduces to the classical result. The curve
with the larger value of #is closer to the classical solution. These qualitative
behaviors are as expected.

34.5 Dispersion of Plane waves

In the source-free case, eliminating ¢ from (7.3-19) we obtain
£
cViu+=22aV?(pii— cVu) = pii,
& (o )= pi (7.3-36)
c=c(+k?).

Consider the propagation of the following plane wave
u = exp[i(&x, — wt)]. (7.3-37)

Substitution of Equation (7.3-37) into the homogeneous form of Equation
(7.3-36) yields the following dispersion relation [50]

1+k% + —giaéz
w? =L £ (7.3-38)

P 1+&Ot§2
£

Different from the plane waves in linear piezoelectricity, Equation (7.3-38)
shows that the waves are dispersive, and the dispersion is caused by the
electric field gradient through electromechanical coupling. The dispersion
disappears when k = 0, or when there is no electromechanical coupling. We
note that the dispersion is more pronounced when f\/E is not small, or
when the wavelength 27/& is not large when compared to the microscopic
characteristic length Ja . When fx/g just begins to show its effect,
Equation (7.3-38) can be approximated by

- 2
> %gz{l—f—ﬁi"—a 2]. (7.3-39)

H

As a numerical example we consider polarized ceramics PZT-7A. For
polarized ferroelectric ceramics the grain size, which may be taken as the

microscopic characteristic length Ja , is at sub-micron range. We plot
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Equation (7.3-39) in Figure 7.3-3 for different values of Ja . Tt can be seen

that larger values of Ja yields more dispersion, as expected.

201
Va = 1x10°m \
o)
S 104
3
Vo. = 3x10°m
Vo= 2x10°m -
¢(m)
0 t } }
0.0E+00 2.0E+06 4.0E+06 6.0E+06
Figure 7.3-3. Dispersion curves of plane waves.
Problem

7.3-1.  Study the capacitance of the dielectric plate in Figure 7.3-1 using
the electric field gradient theory with the following additional
boundary condition instead of (7.3-24)

E(x=h)= —,1%, (7.3-40)

where 1 < A is aparameter. A =1 represents the classical solution.

4. THERMAL AND VISCOUS EFFECTS
4.1 Equations in Spatial Form

Thermal and viscous effects often appear together and are treated in this
section. The energy equation in the global balance laws in (1.2-3) needs to
be extended to include thermal effects, and the second law of
thermodynamics needs to be added as follows:



207

D
—v v +e)dv
D p( )

=.[ [(pf—|~FE)-v+wE+p}/]dv+jx (t-v—n-q)ds, (7.4-1)

_DD-t-[ pr]dvz_’-v %dv— Lgé—nds,

where q is the heat flux vector, 7 is the entropy per unit mass, y is the body
heat source per unit mass, and @ is the absolute temperature. The above
integral balance laws can be localized to yield

Pe=T Vv, +py—q, +w’,

s PV _(dy (7.4-2)
6 o
Eliminating y in (7.4-2), we obtain the Clausius-Duhem inequality as
: . 4.9,
pOn—-e)y+t,v,, +pEn, - —5— >20. (7.4-3)

The free energy w can be introduced through the following Legendre
transform:

y=e-0n-En, (7.4-4)

then the energy equation (7.4-2), and the C-D inequality (7.4-3) become

pl+n6+1i0) =z, —BE + py —q,,, (7.4-5)
and
: qigi
—p(y +n@) +7,v,, - PE, ——7’20. (7.4-6)

7.2 Equations in Material Form

Introducing the material heat flux and temperature gradient

O =JXi 145y Ox =04 =0,y 1, (7.4-7)

the energy equation and the C-D inequality can be written as
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Po (W + 10 +110) =T & ES;, — PeEye + poy — O x5
' _ . (7.4-8)
~ Po(yr + 10) +T, Sy, — P By ———Q’f =20.

7.3 Constitutive Relations

For constitutive relations we start with the following:
W =y (S Ex 0.0k),
TI?L :TIgL (SKL ’EK 90>®K9SKL ’f‘:K)9
Py = Py (SgrEx 90’®K ’SKL 5(EK ),

QK = QK(SKL’EK’99®K9SKL,£'K)-
Substitution of (7.4-9) into the C-D inequality (7.4-8), yields

(7.4-9)

oy - 2
-0, —0, — +-—-)
Po 2, x — Po(M 0”9)

o o 1 (7.4-10)
+ (TKSI ~ Po 55 VS — (P + Py }EK—)T’K _EQK®K 2 0.

Since (7.4-10) is linear in ® ¢ and 6, for the inequality to hold i cannot
depend on ®,, and 7 is related to wby

oy
=— 7.4-11
n 0 ( )

We break T,ﬁL and @, into reversible and dissipative parts as follows:

TS =Ts +To, @ =2 +@2,

oy o
T =Po———> P =— 0 '/la
A OE, (7.4-12)

TKDL = TKLZ (S »Ex 0.0 9SKL ’T;K)’

@1? = @If (Sxi Ex 0.9 aSKL ’q::K )-
Then what is left for the C-D inequality (7.4-10) is

. . 1
TSk — P Ey —EQK(aK >0. (7.4-13)

From (7.4-8), and (7.4-11) we obtain the heat equation
PO :TKZSKL ——(PI?E.K + Po¥ — QK,K . (7.4-14)
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4.4 Boundary-Value Problem

In summary, the nonlinear equations for thermoviscoelectroelasticity are

Po=pJ,
Ky + Pofr = PoVis
(7.4-15)
Dy x= Pr>
P = TKDLjKL _Q)KDE.K +P0¥ — Ok x>
with constitutive relations
oy
= S 9£ ’0 s =
W =y(Sk Ex0) 20
T, =TS +T5, @ =ef+@),
oy oy
TR = o Q)R = . -
K = Po 25, X Po IE, (7.4-16)
T =T (S Ex 09,8 Ex ),
@1? = (PKD(SKL YEx ’0’®K9‘§KL9£K)'
QK :QK(SKLaﬁKsQ:@)KaSKLafK)a
which are restricted by
. , 1
ToSu — P Ex ~5QK®K >0. (7.4-17)

The equation for the conservation of mass in (7.4-15); can be used to
determine p separately from the other equations in (7.4-15). Equations (7.4-
15)234 can be written as five equations for y,(X,,t), #X,,t) and

@(X ,,t). On the boundary surface S, the thermal boundary conditions may
be either prescribed temperature or heat flux

N,Q =0. (7.4-18)
4.5 Linear Equations

For small deformations and weak electric fields
D, =p.,
Ty, + Pofy = Poii;» (7.4-19)
. D¢ Dy
PO = Tij Sij - P"E, =4,
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The reversible part of the constitutive equations for small deformations and

weak electric fields are determined by ¢ = (S, E;,6) and
Oy R oy R oy
=L TR= , Pf=—_p, . 7.4-20
1=""2g> v “Phx Po g ( )

ij i

In order to linearize the constitutive relations we expand i into a power
series about 8 = Ty, S;; = 0, and E; = 0, where T is a reference temperature.
Denoting T = 8 — Ty, assuming |T/To|<<1, and keeping quadratic terms
only, we can write

1 1
PV = ‘Z_CgkISijSkl —eyE,S, _El"fE”Ef
2 (7.4-21)
_—Z_FTZ-—ﬂkISkIT—ﬂkEkT’
0

where f; are the thermoelastic constants, A are the pyroelectric constants
and « is related to the specific heat. Equations (7.4-20) and (7.4-21) yield

Tin = CyuSu — ey By = BT,
Df =¢,E, +P" =e,S, +e,E, +A,T, (7.4-22)

ijk
a
Pl =T+ fuSy + A4 E,,
T,
which are the equations for linear thermopiezoelectricity given by Mindlin
[51]. For the dissipative part of the constitutive relations we choose the
linear relations

T = /uijkISkI _akijEk9

y

DP =P" = B,S, +{,E,, (7.4-23)
q, = —Ky0,.
In the following we will assume f, =, . Equations (7.4-23) are
restricted by
D¢ Dy .qig,i
IS, ~ PE, =5 >0. (7.4-24)

A dissipation function can be introduced as follows:
. 1 . R B
X(SuE)= ’2_/‘y‘k1Sk1Srj -, ES, —Eé’yEiEj, (7.4-25)
whereby Equations (7.4-19)3, (7.4-23),, and (7.4-24) can be written as
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poTyi1=2x(S,,E)~q,,
TD 0’7/{ PD _ _é&

T g (7.4-26)
aij éEi
k,.0,0.
ZZ(S,,,E,»)+—’—9’—” > 0.
Equation (7.4-26)4 implies that
X(Sy, )20, x,0,0,20, (7.4-27)

which further implies that g4, —¢j, and &;; are positive definite. The formal
similarity between (7.4-25) and the first three terms on the right-hand side of
(7.4-21) suggests that the structures of 4u, i, and oy are the same as those
of cyu, x> and e, which are known for various crystal classes.

When the thermoelastic and pyroelectric effects are small, they can be
neglected. Then the above equations for the linear theory reduce to two one-
way coupled systems of equations, where one represents the problem of
viscopiezoelectricity with the following constitutive relations

TS =cuSy—eyE, DS =e;8, +&,E,,

ik

D . b (7.4-28)
I, = luijlekl _akijEk’ D7 = ayijk +4ij
and the other governs the temperature field
Poloi = T;‘jDSij - DiDEi ~Giis
o (7.4-29)
=—T.
Poll T,

Equations (7.4-28) can be substituted into (7.4-19)1, for four equations for y;
and ¢. Once the mechanical and electric fields are found, they can be
substituted into (7.4-29) to solve for the temperature field 7.

it

Under harmonic excitation with an e“ factor, the linear constitutive

relations in (7.4-28) can be written as

T, =cpSy + MuSu — By —a By
= (Cyu HiOp)Sy — (e, +iva,)E,,

. (7.4-30)
D, = ,Jijk +a,ijjk +.9,].Ej + gijE]

= (e, +ioway)S, +(e, +iwd)E

Formally, the material constants become complex and frequency-dependent.
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S. SEMICONDUCTION

Piezoelectric materials are either dielectrics or semiconductors.
Mechanical fields and mobile charges in piezoelectric semiconductors can
interact, and this is called the acoustoelectric effect. An acoustic wave
traveling in a piezoelectric semiconductor can be amplified by application of
a dc electric field. The acoustoelectric effect and the acoustoelectric
amplification of acoustic waves have led to piezoelectric semiconductor
devices. The basic behavior of piezoelectric semiconductors can be
described by a simple extension of the theory of piezoelectricity.

5.1 Governing Equations

Consider a homogeneous, one-carrier piezoelectric semiconductor under
a uniform dc electric field E; . The steady state current is J, = ghyu,E,,

where ¢ is the carrier charge which may be the electronic charge or its
opposite, n is the steady state carrier density which produces electrical
neutrality,and g4 is the carrier mobility. When an acoustic wave propagates
through the material, perturbations of the electric field, the carrier density
and the current are denoted by E; » and J;. The linear theory for small
signals consists of the equations of motion, Gauss’s law, and conservation of
charge [52]

Tji,j = pﬁia
D, =qn, (7.5-1)
gn+J,; =0.

The above equations are accompanied by the following constitutive
relations:
th = cijkISkI - eky'Ek s
D, =e,;S,+¢,E, (7.5-2)
J,=qup,E, +qnuE, —qdn ,
where dj; are the carrier diffusion constants. Equations (7.5-1) can be written
as five equations foru, ¢ and n

Cyuheyy + €@y + Ji = Pl
€l — €, =4n, (7.5-3)

n- n,u,.jgb,,.j + ,u,.jEj n, —d,.jn,,.j =0.
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On the boundary of a finite body with a unit outward normal #;, the
mechanical displacement #; or the traction vector 7, n,, the electric potential

g
¢ or the normal component of the electric displacement vector D;n;, and the
carrier density n or the normal current J#; may be prescribed.

The Acoustoelectric effect and amplification of acoustic waves can also
be achieved through composite structures of piezoelectric dielectrics and
nonpiezoelectric semiconductors. In these composites the acoustoelectric
effect is due to the combination of the piezoelectric effect and
semiconduction in each component phase.

5.2 Surface Waves
As an example, consider the propagation of anti-plane surface waves in

a piezoelectric dielectric half-space carrying a thin, nonpiezoelectric
semiconductor film of silicon (see Figure 6.5-1) [53].

Free space
- A
Silicon 2h ¥
Polarized ceramics >
Propagation
direction

X2

Figure 6.5-1. A ceramic half-space with a silicon film.
52.1 [Equations for a Thin Film

The film is assumed to be very thin in the sense that its thickness is
much smaller than the wavelength of the waves we are interested in. For
thin films the following stress components can be approximately taken to
vanish

T,, =0, j=123. (7.5-4)

According to the compact matrix notation, with the range ofp, g as 1,2, ...
and 6, Equation (7.5-4) can be written as

T,=0, q=246. (7.5-5)
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For convenience we introduce a convention that subscripts u, v, w take the
values 2, 4, 6 while subscripts r, s, ¢ take the remaining values 1, 3, 5. Then
Equation (7.5-2),; can be written as

Tr = crsSs +cmSu _ekrEk’

T, =c,S,+¢c,S, —¢,E, =0, (7.5-6)
D =e,S +e,S, +¢,E,
where (7.5-5) has been used. From (7.5-6), we have
S, =-clc, S, +c.le E,. (7.5-7)

Substitution of (7.5-7) into (7.5-6);5 gives the constitutive relations for the
film
Tr = crl';Ss *elfrEkﬂ

, (7.5-8)
D, =e.S, + &, Ej,
where the film material constants are
P o_ -1 P o_ -1
crs - crs - crvcvwcws’ eks - eks - ekwcwvcvs’
(7.5-9)

P _ -1
Ey =&y te,ce,,.
We now introduce another convention that subscripts a, b, ¢ and d assume 1

and 3 but not 2. Then Equation (9.5-8) can be written as
Ty = ClvcaSca — €t Er»

—o? p
D, =e,S,+&fE,.

iab

(7.5-10)
Integrating the equations in (7.5-1); fori = 1,3 and (7.5-1),3 with respect to

x, through the film thickness, we obtain the following two-dimensional
equations of motion, Gauss’s law and conservation of charge:

1 .
Tab,a + 2—h[T2b (x, =h)-T,,(x, = —-h)] = pii,,
D,,+ 2—lh’[D2 (x, =h)~ D, (x, = ~h)] = qn, (7.5-11)

g+ J,, + —2%[./2 (x, = h)~J,(x, = ~R)] = O,

where ug, T, Da Jo and n are averages of the corresponding quantities
along the film thickness.

5.2.2 Fields in the Ceramic Half-Space

From the equations in Section 6 of Chapter 3, the equations for the
ceramic half-space are
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— 2 _ .
€, Vu, = pii,,

) (7.5-12)
V=0,
_ €5
W=0-——u,, (7.5-13)
€n
and
Ty =cyu;y, + €55,
T, = E44”3,1 +es¥
(7.5-14)
D, = —En¥as
D, =-¢,¥,,
where
e’ e2
Cop =Cpy +—>=c, (1 +k}), klj=—L— (7.5-15)
1 €11C44
For a surface wave solution we must have
U, ¢ >0, x, >+oo. (7.5-16)
Consider the possibility of solutions in the following form:
u, = Aexp(=&,x,))expli(&,x, — wt)],
3 p(=&,x,) expli(&,x, )] (7.5-17)

y = Bexp(—¢,x)expli(c,x, — ar)],

where A and B are undetermined constants, and & should be positive for
decaying behavior away from the surface. Equation (7.5-17), already
satisfies (7.5-12),. For (7.5-17), to satisfy (7.5-12); we must have

Cu(&l —&)) = po’, (7.5-18)

which leads to the following expression for &

2 2
4] v
gr=g & =§f(1—;2—)>0, (7.5-19)
44 T
where
2 —_
[+
=2 = f. (7.5-20)
1

The following are needed for prescribing boundary and continuity
conditions:
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§ = [Bexp(~£,x,) + 22 Aexp(~&,x,)]exp[i(&,x, — 1],

Ty = —[4c,,E, exp(=&,%,) (7.5-21)
+ ey BE, exp(-&,x,)]expli(S,x, — w1)],
D, = &, B¢&, exp(=¢,x,) expli(S,x, — wt)].

5.2.3 Fields in the Free Space

Electric fields can also exist in the free space of x; < 0, which is
governed by

V=0, x,<0,

(7.5-22)
$—>0, x, >-oo
A surface wave solution to (7.5-22) is
¢ = Cexp(&,x,) expli(¢,x, — ot)], (7.5-23)
where C is an undetermined constant. From (7.5-23), in the free space
D, = —£,5,Cexp(;x, ) exp[i(§x, — wh)]. (7.5-24)

5.2.4 Fields in the Semiconductor Film

The semiconductor film is one-dimensional with n = n(x,,f) . Consider

the case when the dc biasing electric field is in the x; direction. Let

uy = Aexpli(S,x, —ar)], ¢ =Cexpli(,x, ~ar)],

n= N expli(&x, - b)),
where N is an undetermined constant. Equation (7.5-25) already satisfies the
continuity of displacement between the film and the ceramic half-space, and
the continuity of electric potential between the film and the free space. We
use a prime to indicate the elastic and dielectric constants as well as the

mass density of the film. Silicon is a cubic crystal with m3m symmetry. The
elastic and dielectric constants are given by

! ! !
c, ¢, ¢, 0O 0 0

! !
¢, ¢, ¢, O 0 0

(7.5-25)

, , &g 0 0
¢, ¢, ¢, 0O 0 0 ,
, Jo &, 0] (7.5-26)
0 0 0 ¢, O 0
, 0 0 g
0 0 0 0 c 0

S

0 0 0 0 0 c
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From (7.5-10) and (7.5-2)3 we obtain:
T3 = &8s = cfuy, = cfi& Aexpli(é x, — ot)],
D, = e E, =-&fip, = —£]1i&,Cexp[i(&,x, — ),
Jy=—qnu, ¢, + gnu, E, —qd,n,
= (~qAp,i&,C + qNp E, —qd,,i& N)expli(&,x, - ar)].

(7.5-27)

5.2.5 Continuity Conditions and Dispersion Relation

Substitution of (7.5-21), (7.5-23), (7.5-24), (7.5-25) and (7.5-27) into
the continuity condition of the electric potential between the ceramic half-
space and the film, (7.5-11), for b = 3, and (7.5-11)23 yields

B+ 3 4=C,
‘i

1 '
~chéi 4 "‘_'(Ac4452 +e,,B8) = -p'o’ 4, (7.5-28)

5£§IZC+ (511351 +£,£,C)=¢qN,

—~qioN + lé:l (—q7ip,i&,C + qNuy B, —qd,i&,N) =0,

which is a system of linear, homogeneous equations for A, B, C and N. For
nontrivial solutions the determinant of the coefficient matrix has to vanish

bis 1 1 0
i
' 2 p 2 Cuds €15
o —c —_— - 0 0
P 1S h 2h .
0 endy €6y P2 —-q =Y
Zel +e
h h 151 ~
_ —qio+igquy E
0 0 qn g &L ; 111
+qd) &

(7.5-29)

which determines the dispersion relation, a relation between @ and &;, of the
surface wave. In terms of the surface wave speed v = @/ ¢, , Equation (7.5-
29) can be written in the following form:
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2 P 2
Vv ¢ 1% -
(—,—2—1)#2}151 ‘1/1 - kS
Vr Cas Vr

k2 (7.5-30)

> -
1+£°~+fi§1 2h+ qn'u_“Zh_
& &y enldy &, +i(u, B, ~v)]
where (7.5-19) has been used, and

2o 7.5-31
T T 15 — (7.5-31)

to
];4
v =vy? [1 ————‘5—2—] =v; ., (7.5-32)

which is the sp_eed of the Bleustein-Gulyaev wave in (5.3-20).
When k=0, ie, the half-space is non-piezoelectric,

electromechanical coupling disappears and the wave is purely elastic. In this
case Equation (7.5-30) reduces to

v2 cp V2
(—7——1)_;“2h§1 - }1——7 =0, (7.5-33)
Vr Ca Vr

which is the equation that determines the speed of Love wave (an anti-plane
surface wave in an elastic half-space carrying an elastic layer) in the limit
when the film is very thin compared to the wavelength (&4 << 1). Love
waves are known to exist when the elastic stiffness of the layer is smaller
that that of the half-space.

The denominator of the right hand side of (7.5-30) indicates that a
complex wave speed may be expected and the imaginary part of the
complex wave speed may change its sign (transition from a damped wave to

a growing wave) when 2, 11’_7151 — o changes sign or
v=—=u,E, (7.5-34)

i.e., the acoustic wave speed is equal to the carrier drift speed [52].
When semiconduction is small, Equation (7.5-30) can be solved by an
iteration or perturbation procedure. As the lowest (zero) order of
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approximation, we neglect the small semiconduction and denote the zero-
order solution by v(). Then from (7.5-30),

Yy | |eh (20>
(o
Ny -1 —44 2hé:1 - k125
Vr Cay vy

P (7.5-35)

) 511

1+

o on

1 511

which is dispersive. For the next order, we substitute v into the right-hand
side of (7.5-30) and obtain the following equation for v

(21) ci o | g
2
-1 M ohé - 1-— + A

vy Cu Vr
_ ];125 (7.5-36)
1+8—°+ﬁ1;—§12h+ qﬁ’u“%_
1 én enldné, +i(uy £y —ve)l

which suggests a wave that is both dispersive and dissipative.

For numerical results consider PZT-5H. Since ¢, >c,,, the
counterpart of the elastic Love wave does not exist, but a modified
Bleustein-Gulyaev wave is expected. We plot the real parts of v, and v,

versus & in Figure 7.5-2. The dimensionless wave number X and the
dimensionless wave speed Y of different orders are defined by

x=&/"
Si > h
Yoy =V [V » (7.5-37)

Yoy = Re{v(l) }/VB—G .

7 is a dimensionless number given by
¥ =uE vy s, (7.5-38)

which may be considered as a normalized electric field. It represents the
ratio of the carrier drift velocity and the speed of the Bleustein-Gulyave
wave. Because of the use of thin film equations for the semiconductor film,
the solution is valid only when the wavelength is much larger than the film
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thickness (X << 1). It can be seen that semiconduction causes additional
dispersion. This conduction induced dispersion varies according to the dc
biasing electric field.

1.0 +— ——

0.8 +

Ya(y =2) Ya(y = 20) Yo
Gt

02 +

0.0 i } t A t t t al

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16

Figure 7.5-2. Dispersion relations.

Figure 7.5-3 shows the imaginary part of v, versus y The

dimensionless number describing the decaying behavior of the waves is
defined by

Y =Im{v,} /v, (7.5-39)

When the dc bias is large enough (approximately y > 1) the decay constant
becomes negative indicating wave amplification. The transition from
damped waves to growing waves indeed occurs when (7.5-34) is true for
V(0)-
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Figure 7.5-3. Dissipation as a function of the dc bias.

6. DYNAMIC THEORY

The theory of linear piezoelectricity is based on the quasistatic
approximation. In piezoelectricity theory, the mechanical equations are
dynamic but the electromagnetic equations appear to be static. The electric
field and the magnetic field are not directly coupled in Maxwell’s equations.
When the complete set of Maxwell’s equations is included, the fully
dynamic theory is called piezoelectromagnetism [54].

6.1 Governing Equations
For a piezoelectric but nonmagnetizable dielectric body, the three-

dimensional equations of linear piezoelectromagnetism consist of the
equations of motion and Maxwell’s equations, as shown by
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Tji,j + of, = pii,,
g,.jkEkJ =-B, ¢

B,=0, D=0,

aHe, = D, (7.6-1)

as well as the following constitutive relations
Tij = cijkISkI —ey
D, = eiijjk +&; Ej, (7.6-2)
Bi = ,UOH i

where B, is the magnetic induction, H; is the magnetic field, and s is the
magnetic permeability of free space. With Equation (7.6-2), Equation (7.6-
1) becomes

Coullis — €y By = pil ;5

exE, =-B, (7.6-3)

e
1.3 ‘ E

EiePrj = €Uy + Ey Ly
0

6.2 Quasistatic Approximation

The quasistatic approximation made in Section 2 of Chapter 1 can be
considered as the lowest order approximation of the dynamic theory given
by (7.6-3) through the following perturbation procedure [5]. Consider an
acoustic wave with frequency @in a piezoelectric crystal of size L. We scale
the various independent and dependent variables with respect to
characteristic quantities

& = ﬁ, T=ot,
L (7.6-4)
U, = y—i—, b, =cB,,
L
where
S , (7.6-5)

VEoHo

is the speed of light in free space and the scaling yields a b in the same units
as E. Then Equation (7.6-3) takes the following form:
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o’U, 1 ©OFE o’U,
l‘/’ykl o ~ 7 €y —*= pa)zL_—zjs
L " oLoE L 7 oE or
1 OF, @ Ob,

— &y — = ———, (7.6-6)
L "o, ¢ ot

L b ewdU, & 0F,
0

Ho ¢ & 06,07 & Ot

5

or
2 E o’U,
Cijk] aUk _ekija kzpw2L2 2],
oc0s o, or
OE ob.
Egp — = ——, (7.6-7)
o<, ot
e, O _ few OUL | ey OB,
oL, g, 050 ¢, 0T [
where
n=2t <1, (7.6-8)
c
To the lowest order
2 oE o’U .
- oU, ey 2 =pa)2L2 219
M ogoL, o, or
e 2 2, (7.6:9)
0¢,
ob
£y ——=0,
o<,
or
Cothesi ~ €y Ly = Pl
eukEe, =0, (7.6-10)
eaH, ;=0

6.3 Anti-Plane Problems of Ceramics

For anti-plane motions of polarized ceramics we have [55]
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u, =u, =0, uy; =u,(x,,x,,t),
E, = E(x,,x,,1), E,=E,(x,,x,,t), E,=0, (7.6-11)
H, =H,=0, H,=H,(x,x,,t).
The non-vanishing components of Sy, Tj;, D; and B; are
Sy =y, S5 =1y,
Ty =cyuy, —esBy, Ts=cuy, —eE, (7.6-12)
Dy = ejsuy, + &, E,\, D, =ejuy, +6,E,,
By = o H;.

The nontrivial ones of the equations of motion and Maxwell’s equations in
(7.6-1) take the following form:

Cag(Usy, s ) —es (B + Ez,z) = piiy,
es(usy, + u3,22) +e,(E, + Ez,z) =0,

) (7.6-13)
E, ~E,=-uH,,
Hy, =egiy, +&,E, —H, =esty, +&,E,.
Eliminating the electric field components from (7.6-13); 2,
Coy(Uyyy +uy5,) = piis, (7.6-14)

where ¢,, = c,, +e /&, . Differentiating (7.6-13); with respect to time
once and substituting from (7.6-13)4 5, we have

H;,, + H3,22 =& Mo H;y. (7.6-15)

The above equations can be written in coordinate independent forms as

CuViu; = piiy, V'H, =g,u,H,,

) (7.6-16)

D=-i,xVH,,
where V and V* are the two-dimensional gradient operator and Laplacian,
respectively. D is the electric displacement in the (x,x;) plane. iz is the unit
vector in the x3 direction. Equations (7.6-16),, govern the displacement and
magnetic fields. Once u3 and H; are determined, D; and D, can be obtained
from Equation (7.6-16);. Then the electric field and the stress components
can be obtained from constitutive relations. From Equations (7.6-16); and
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(3.6-9)34, it can be seen that physically the y introduced by Bleustein [18] is
related to H;.

64 Surface Waves

To see the dynamic effects more specifically, we study the propagation
of surfaces waves in a ceramic half-space [55]. The corresponding
quasistatic problem was analyzed in Section 3 of Chapter 5. Consider a
ceramic half-space poled in the x3 direction (see Figure 7.6-1).

Free space

Ceramic —_—
Propagation
direction

X2

Figure 7.6-1. A ceramic half-space.

Consider surface waves propagating in the x, direction with
uy = U exp(=£,x,) cos(5,x, — ar),

(7.6-17)
Hjy = H exp(-1,x,)cos(5; X, — i),

where U, H, &, &, m» and @ are undetermined constants. Substitution of
Equations (7.6-17) into (7.6-14) and (7.6-15) results in
2 2 2 4=
=& —-pw-/c, >0,
522 512 P :4 (7.6-18)
M, =& —enke®” >0,

where the inequalities are for decaying behavior from the surface. From
Equations (7.6-13)4 s and (7.6-17) we obtain

1
E, =——/e;;w&U exp(—¢,x,)

11

+ 11, H exp(-1,x,)]sin(&, x, — o),

1
E, = —Ies0&,U exp(=£,x,)

11

+ &, H exp(—1,x,)]cos(&, x, — wr).

(7.6-19)
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6.4.1 A Half-Space with an Electroded Surface

First consider the case when the surface at x; = 0 is electroded with a
perfect conductor for which we have E, = 0. The electrode is assumed to be
very thin with negligible mass. Hence we have the traction-free condition T
= 0 on the surface. Then from (7.6-12) and (7.6-19), we can write

e, ;,wéU+n,H =0,

" (7.6-20)
&€ 05,U +e;,6 H = 0.

For nontrivial solutions of U and H, the determinant of the coefficient
matrix has to vanish which, with (7.6-18), leads to

2 2
v 2 V 2
- l-an — = ks, (7.6-21)
Vr Vp
where
2 —
2 W 2 _ Cy Vr
V =7 Vp=—7, X&=—,
1 P ¢
) (7.6-22)
1 & - e
2 2 11 2 15
¢ = > - le - —
Eolly &y €11€ 44

In Equations (7.6-22), v is the surface wave speed, vr is the speed of plane
shear waves propagating in the x; direction, « is the ratio of acoustic and
light wave speeds which is normally a very small number, c is the speed of
light in a vacuum, and # is the refractive index in the x; direction. Equation
(7.6-21) is an equation for the surface wave speed v. Waves with speed
determined by (7.6-21) are clearly nondispersive. Since « is very small, it is
simpler and more revealing to examine the following perturbation solution
of (7.6-21) for small &

v =vI(1-ki)(A-an’kl). (7.6-23)
It is seen that the effect of electromagnetic coupling on the wave speed of

Bleustein-Gulyaev waves is of the order of anzic_{; . As a numerical example
we consider PZT-7A. Calculation shows that

ki =0.671, n’ =460,

a=6.85x10" 254 — 6.38x10” (7.6-24)
e , ank; =638x107".
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Hence the modification on the wave speed is very small and is negligible in
most applications. When a is set to zero, or when the speed of light
approaches infinity, Equation (7.6-23) reduces to the speed of the Bleustein-
Gulyaev waves in Section 3 of Chapter 5. The above solution serves as a
good example for illustrating the quasistatic approximation, which can only
be done from the dynamic theory.

6.4.2 A Half-Space with an Unelectroded Surface

When the surface of the half-space at x, = 0 is unelectroded,
electromagnetic waves also exist in the free space of x; < 0. The solution for
the free space x; <0 can be written as:

H, = H exp(77,x,)cos(&, x, — wt), (7.6-25)
where H and 77, are undetermined constants. Substitution of (7.6-25) into
(7.6-15) with &; replaced by & for free space, we obtain

7y =&l — oo’ >0, (7.6-26)

The electric field generated by H; in (7.6-25) through (7.6-13) with u3
dropped and &1 replaced by & for fee space, is given by

E, =- ﬁzﬁexp(ﬁzxz)sm(éxl - ),

£y
(7.6-27)

1 — _
B, = — & H exp(,x,) cos(&,, — on).

£y

We require the continuity of £y and H3 at x; = 0 as well as the vanishing of
shear stress 7. This implies that

1
——(e;w&\U +n,H) +
£,0 Eo®

H-H=0, (7.6-28)
£,,C4, @& U + e & H = 0.

ﬁzﬁzoa

Vanishing of the determinant of the coefficient matrix leads to

2 2 2
\ﬁ—v—z(\/l—an212—+n2\ﬁ—ay7]=ké, (7.6-29)
Vr Vr Vr
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which is an equation for v. Again, the waves are nondispersive. When « is
set to zero the result of Section 3 of Chapter 5 will be obtained. A
perturbation solution of (7.6-29) to the first order in & is

k! k.
V2 = V72“ [1 - zl—iz—)—z-]l:l - a2n2 Zl—-iz—)?} s (7.6-30)
+n +n

and calculation shows that, for PZT-7A,

4
a2n? (1—1“52—)3- =1.30x107"°. (7.6-31)
+n

6.5 Electromagnetic Radiation

Next we consider electromagnetic radiation from a vibrating circular
cylinder of ceramics poled in the x; direction as shown in Figure 7.6-2 [56].

r 3 -“2
b
\ .
a &
Ceramic

Figure 7.6-2. A Circular cylinder of ceramics poled in the x; direction.
The cylinder is mechanically driven at r = b. The surface at r = b is
unelectroded. Electromagnetic waves propagate away from the cylinder
(radiation).

6.5.1 Boundary-Value Problem

For the special case of a solid cylinder (a = 0), from Equation (7.6-16)
the boundary-value problem is:
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viv2u3 :-"il.3, 02V2H3:H3, r<a,
cV*H,=H,, r>a,
uy, H, finite, r=0, (7.6-32)
H, outgoing, r— o, |

T, =rsinvfexp(—iawt), r=2>,

r

H,,E, continuous, r=b>.

6.5.2 Interior Fields

For fields inside the cylinder, in polar coordinates, from Equation (7.6-
16) we have

u3 16143 162u3

T( 2 ) =
A 0633
1 1
2 3 3
c +— +— H,,
( ot r or r* 06° =4,
and
. 1 .
enE, = _H3,a — €55,
d | (7.6-34)
enky =—H;, —e; "“’.’3,0-
Consider the possibility of
u.(r,0,t) = u(r)sin v@ exp(—iawt),
(,60,1) = u(r) p(-iar) 7635

H,(r,0,t) = H(r)cosvlexp(-iat),
where v is allowed to assume any real, positive value for the moment (for
solutions periodic in ¢, vhas to be an integer). Other values of v may also

be physically meaningful. For example, v= 1/2 with -7 < @< 7 represents a
crack at @= . Substitution of (7.6-35) into (7.6-33)results in

2 2
?Lf+1@i+(a2 —V—z)u=0,
ZZH r1a<;H (7:6:39)
or? +r or 'B _—)H 0,

where we have denoted
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0]
a=—, f=—.
vy c

Equation (7.6-36) can be written as Bessel’s equations of order v. Then
general solutions for #3 and H; can be written as

u, =[C,J, (ar)+C,Y, (ar)]sinvlexp(-iat),
H, ={CyJ (Br)+C,Y, (Br)]cosvOexp(-iat),

(7.6-37)

(7.6-38)

where J, and Y, are the v-th order Bessel functions of the first and second
kind. C, — C4 are undetermined constants. From (7.6-38) we obtain the
following expressions that are useful for boundary and/or continuity
conditions:

D, = X-[C,J,(Br)+C,Y,(Br)]sinvOexp(—imt),
tor (7.6-39)

A [C,J (Br)+C Y. (fr)]cosvOexp(—int),

D9=—.——
LW

14

E, ={ [CJ, (Br)+C.Y,(B1)]

11
_esa

[CJ (ar)+C,Y (ar)]}sinvOexp(—iat),
“n (7.6-40)
E, ={-L—1c.(pn+Cxi(Bm)

ELiw

eV

[CJ, (ar)+C,Y, (ar)]}cosvlexp(—iot),
ut
T, ={c,alC,J (ar)+C,Y (ar)]

eV

[CsJ, (Br)+C Y, (B r)]}sinvOexp(-iat),

£, iar

z 7.6-41
Vi (@r)+C,Y, (ar)] (7:6-41

ng:{
,

3 .815 [C,J.(Br)+C,Y (Br)]}cosvhexp(-iawr),

where a superimposed prime indicates differentiation with respect to the
whole argument of a function.
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6.5.3 Exterior Fields

In the free space of r >b, the electromagnetic fields are given by

H, =[C;H® (yr)+ C,H? (y r)]cosv@exp(—iat),

D, = [C,H® (3 r) + C,H (y P)lsin vOexp(~iar),
ior

D, = .L[CSH‘SI) (yr)+CHP (yr)]cosvlexp(—iat), (7.6-42)
iw

E, =Y [C.HO(r)+C,HP (y r)]sinvOexp(—iot),
170 4

&o

E, =

L [C,HY (7r)+ C,H® (yP)]cosvOexp(~ian),

iwe,

where H” and H are the v-th order Hankel function of the first and
second kind, and

y=—. (1.6-43)
Co

6.5.4 Boundary and Continuity Conditions

Since Y, is singular at the origin, terms associated with C» and Cs have
to be dropped. To satisfy the radiation condition at r — o0 we must have Cg
= (). What need to be satisfied at r = b are

T,.(b) = T,yaC,J (ab) ——2

CyJ, (Bb)=7,

&l
Hy(b7)=CyJ,(Bb)=CsH, (yb) = Hy(b"),

7.6-44
.\, (ab) (740

E,(b7)y=—L—c,.rpp)-

o i

’

=L CHY (yb) = E,(b").
iws,

Note that when v = 0 (axi-symmetric), Equation (7.6-44); becomes

uncoupled to (7.6-44),5. In this case H; cannot be excited by 7. Hence there

is no radiation. In the following we consider the case of v # 0. From
Equation (7.6-44)
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! (ﬂb)Hi”(ﬂJ)—%‘-}Nv(ﬂb)Hi”'Wb)

Cl = b 2 :z-—a
A c
J D(yb
C, = iwe, b (OO, (1) T (7.6-45)
A Cua
J b
C, =ia)el5bv (a0 (P ):1‘»
A Cu
where

A = abfbJ (ab)J | (BbYH (1b)
—kv?J, (ab)J, (BYH (b) (7.6-46)
i“ abybJ’ (@b}, (BHYH® (vb).

0
A = 0 yields a frequency equation. The corresponding modes are coupled

acousto-electromagnetic modes.

6.5.5 Electromagnetic Radiation

We calculate the radiation at far fields with large r using the following
asymptotic expressions of Bessel functions with large arguments

HO(x)=,|— expz(x ' —)
/a4 2

(7.6-47)
HY (x) =i, f-z— expi(x 2 -7y,
m 2 4
Then
’ 2
H, =C, |—expi()r — Z_ ZE) cos vl exp(—iat),
myr 2 4
(7.6-48)

E, = /4 C, —2—~expi(yr—ﬂ—zr—)cosvaexp(~ia)t),
we, \!ﬂyr 2 4

which are clearly outgoing. To calculate radiated power we need the radial
component of the Poynting vector which, when averaged over a period of
time, with the complex notation, is given by
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*

S, = L« H), = lRe{E;;H3} - 56
2 2 e r

cos’vl, (7.6-49)

where an asterisk represents complex conjugate. Equation (7.6-49) shows
that the energy flux is inversely proportional to r. It also shows the angular
distribution of the power radiation. The radiated power per unit length of the
cylinder is

2 C C * ] .

S = [ S rdf = —3"5 (27 + —sin4vr). (7.6-50)

0 2rwe, 2v
We are interested in the frequency range of acoustic waves. Therefore ab is
finite, fb << 1, and b <<1. For small arguments we have

V VI_‘(V)
~ (1) ~_j
J, (x) = T’ (x) =

(7.6-51)

xJ! xJ,, (x) ~v xH o (x)

Lo T H @

Then, approximately,

C, = iwe,sbJ , (ab) 71 . (7.6-52)

P _ = g
A+ 500" (ab) - k2, (ab) S H(0P)
&
In this approximate form, the denominator of the first factor of (7.6-52)
represents the frequency equation for quasistatic electromechanical
resonances in piezoelectricity. With Equation (7.6-52), the radiated power
can be written as

2 4
g wel b’ J, (ab) 7| 2”+Sm2VV”
2780 |14 S yaht (ab) — B2, (ab) T | YOS GO
&
O (7.6-53)

From Equation (7.6-53) we make the following observations:

(i) § is large near resonance frequencies. It is singular at these
frequencies unless some damping is present.

(ii) In the limit of ® > 0, @, £, and yall — 0. In this case S — 0 as
expected.

(iii)) S is proportional to the square of a piezoelectric constant. For
materials with strong piezoelectric coupling, the radiated power is much
more than that of a material with weak coupling.
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Problems

7.6-1. Study piezoelectromagnetic SH waves in a ceramic plate [57].

7.6-2. Study piezoelectromagnetic SH surface waves in a ceramic half-
space carrying a thin layer of isotropic conductor or dielectric [32].

7.6-3. Study piezoelectromagnetic SH gap waves between two ceramic
half-spaces [58].



Chapter 8

PIEZOELECTRIC DEVICES

This chapter presents analyses of piezoelectric devices that use the
equations developed in previous chapters. Sections 1 and 2 are based on the
linear theory of piezoelectricity. Sections 3 to 5 use the theory for small
fields superposed on biasing fields. Device problems are usually
complicated mathematical problems. Exactly solutions cannot be obtained.
Structural theories or numerical methods are necessary. All problems treated
in this chapter have approximations in order to make them simple. Since
interest in devices varies, the chapter is written in such a way that sections
can be read independently.

1. GYROSCOPES

Gyroscopes have important applications in automobiles, video cameras,
smart weapon systems, machine control, robotics, and navigation.
Traditional mechanical gyroscopes are based on the inertia of a rotating
rigid body. New types of gyroscopes have also been developed, e.g.,
vibratory gyroscopes and optical gyroscopes. These gyroscopes are based on
different physical principles and they differ greatly in size, weight, accuracy,
and cost. Each type of gyroscope has its own advantages and disadvantages,
and each is used in different applications.

For vibratory gyroscopes, the excitation and detection of vibrations can
be achieved electrostatically or piezoelectrically, or in other ways.
Piezoelectric gyroscopes make use of two vibration modes of a piezoelectric
body. The two modes have material particles moving in perpendicular
directions so that they are coupled by Coriolis force when the gyroscope is
rotating. Furthermore, the two modes must have the same frequency v so
that the gyroscope operates at the so-called double resonance condition with
high sensitivity. When a gyroscope is excited into mechanical vibration by
an applied alternating electric voltage in one of the two modes (the primary
mode) and is attached to a body rotating with an angular rate €, Coriolis
force excites the other mode (the secondary mode) through which Q can be
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detected from electrical signals (voltage or current) accompanying the
secondary mode.

1.1 Governing Equations

A Piezoelectric gyroscope is in small amplitude vibration in a reference
frame that rotates with it. The equilibrium state in the rotating reference
frame has initial deformation and stress due to centrifugal force. Therefore
an exact description of the motion of a piezoelectric gyroscope requires the
equations for small, dynamic fields superposed on static initial fields due to
centrifugal force. The governing equations in the rotating frame can be
written as

Tji,j —ngiijjuk - p(Qinuj —Qijui)-}-O(Qz) = pil;,
D, =0,

’ (8.1-1)
T, =cpuSy—eyky, D, =e,S, +&,Fk,

Sij =, +uj,i)/2’ E, :—¢’i’

where O(Q?) represents terms due to the initial fields. Since piezoelectric
gyroscopes are very small (on the order of 10 mm), their operating
frequency ax is very high, on the order of hundreds of kHz or higher.
Piezoelectric gyroscopes are used to measure an angular rate € much
smaller than a. In such a case, the centrifugal force due to rotation and the
initial fields which are proportional to ©* are much smaller compared to the
Coriolis force that is proportional to axQ. Therefore, the effect of rotation
on the motion of piezoelectric gyroscopes is dominated by the Coriolis
force. This is fundamentally different from the relatively well-studied
subject of vibrations of a rotating elastic body for machinery application. In
machinery dynamics large bodies with low resonance frequencies are often
in relatively fast rotations, and the centrifugal force is one of the dominant
forces. The high frequency vibration of a small rotating piezoelectric body is
characterized by that the Coriolis force is much larger than the centrifugal
force. This presents a new class of mechanics problems.

1.2 An Example

The operating principle and the basic behaviors of piezoelectric
gyroscopes can be best explained by the simple example below [59].
Consider a concentrated mass M connected to two thin rods of polarized
ceramics as shown in Figure 8.1-1.
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Figure 8.1-1. A simple piezoelectric gyroscope.

The two rods are electroded at the side surfaces, with electrodes shown by
the thick lines. Under a time-harmonic driving voltage Vi(f), the rod along
the x direction is driven into extensional vibrations. If the entire system is
rotating about the normal of the (x,y) plane at an angular rate €, it results in
a voltage output V(¢) across the width of the rod along the y direction. V5(¢)
is proportional to 2 when € is small, which can be used to detect Q.

1.2.1 A Zero-Dimensional Model

For long and thin rods (L >> h) the flexural rigidity is very small. The
rods do not resist bending but can still provide extensional forces. When the
mass of M is much larger than that of the rods, the inertial effect of the rods
can be discounted. Then the mechanical behavior of the rods is effectively
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like two elastic springs with the addition of piezoelectric couplings. Let the
displacements of M in the x and y directions be u(z) and v(z). We consider

small amplitude vibrations of M in the co-rotating (x,y) coordinate system.
For each rod we also associate a local coordinate system with the x; axis
along the axis of the rod and the x3 axis along the poling direction.

Consider the rod along the x direction first. Neglecting the dynamical
effect in the rod due to inertia, the axial strain in the rod can be written as

S, =-ulL. (8.1-2)

With respect to the local coordinate system, the electric field corresponding
to the configuration of the driving electrodes can be written as

E,=E,=0, E,=-V,/h, (8.1-3)

where the driving voltage V7 is considered given and is time-harmonic. For
thin rods in extension, the dominating stress component is the axial stress
component 7;. All other stress components can be treated as zero (see
Chapter 4, Section 7). Under the above stress and electric field conditions,
the constitutive relations take the form

Sy =s, 1, +dyEy,

(8.1-4)
Dy =dy T + &3, E;,

where Ds is the component of the electric displacement vector in the local
coordinate system, and s11, d31, and &3 are the relevant elastic, piezoelectric,
and dielectric constants. From Equation (8.1-4) we can solve for 77 and D;
in terms of S} and E;, with the result

d
T, = le _SME = _L%+&%,
s s s N

11 11 dll 11 V (81-5)

D, =18 +5 . E =-0% _z 11
3 S“ 1 333 S“ L 33 h
where Equations (8.1-2) and (8.1-3) have been used, and

Z:33 = 833(1 - k321)9 k321 = d321 /(833»511) . (8.1-6)

The axial force in the rod and the electric charge on the electrode at the
upper surface of the rod are given by
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F, =T1h=—Ku+@-V1,
S
J (8.1-7)
0, =-D,L="Lu+Cyp,
St
where
E.. L
k=t ¢ -fsl (8.1-8)

s, L
represent the elastic stiffness and the static capacitance of the rod. The
electric current on the electrode is related to the charge by

I,=-Q, = —flﬁiu—COVl. (8.1-9)
S
Similarly, for the rod along the y direction, the axial force and electric
current are given by

F, =-Kv+ I V,,
i
J (8.1-10)
1, =-=Lvy-C.V,.
Su
In gyroscope applications, neither ¥> nor /I is directly known. The output
receiving or sensing electrodes across the rod along the y direction are
connected by an electric circuit. For time-harmonic cases, we have the
following circuit condition

1,=V,/Z, (8.1-11)

where Z is the impedance of the output circuit (also called the load circuit in
this book), which depends on the structure of the circuit and, in general, is
also a function of the frequency of the time-harmonic motion. In the special

cases when Z = 0 or «, we have shorted or open output circuit conditions
with ¥, =0o0r ,=0.
The equations of motion are

F, = M (ii — 20 — Q’u),

(8.1-12)
F, = M(¥ +2Qu — Q*v),

where the Coriolis and centrifugal accelerations are included.
1.2.2  An Analytical Solution

For time-harmonic motions we use the complex notation
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(U,V,Vl,Vz,Il,Iz) = (1’79‘_))1_/;51725i191—2)em’3 (81'13)

where [and Iare the input and output currents. The vibration of the system
is governed by the following three linear equations for # , v, and V,, with

171- as the driving term:

(M(@® + Q%) - KT + 2i0QMy = —iiﬂﬁ,

Sn

—2iQMit + [M (o’ +£22)—K]\7+5‘£3l172 =0, (8.1-14)
S

fiﬂmco(n—zzi)fz =0.

Su
For forced vibration, some damping is introduced into the system by the
complex elastic constant s,,(1—iQ™"), where Q, the quality factor, is a

large number. The output voltage and current, as well as the driving current,
are determined as

2 2

—Q:—2iw§2w§ k3,2 z ,

v, A 1k} Z+2Z,

___i k2 2

—h 1 w0 +Q° - o] 1+-—k-”‘—2 z , (8.1-15)
V,1Z, Al-K2 1-k% Z+2,

_72 :l2i a)g——-—k3212 2 .

v,1Z, A 1-kX Z+2Z,

1.2.3 Numerical Results

Output voltage as a function of the driving frequency w is plotted in
Figure 8.1-2 for the case of open sensing electrodes (Z = <« for large sensing
voltage) and two values of Q. There are two resonance frequencies with
values near 1. Near the two resonance frequencies, the voltage sensitivity
assumes maximal values. If smaller values of Q are used, the peaks will
become narrower and higher. Although higher peaks suggest higher voltage
sensitivity, narrower peaks require better control in tuning the sensor into
what is called the double-resonance condition, with the driving frequency
and the resonance frequencies of the primary and the secondary modes very
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close. We note that when Q is doubled, the output voltage is essentially
doubled as well, thus suggesting a linear response to €.

052"
- ZIZy=w

04

Q/w=0.002
0.3 1 v
02 1

Q/w=0.001
0.1 -

/o

0.0 : : : o

0.8 0.9 1.0 1.1 1.2 1.3

Figure 8.1-2. Voltage sensitivity versus the driving frequency .

The dependence of the normalized maximum output voltage (the value
of one of the two peaks shown in Figure 8.1-2) on the rotation rate Q is
shown in Figure 8.1-3 for two values of the load Z. When Q is much smaller
than a, the relation between the output voltage and Q is essentially linear,
as shown in (8.1-15);. Therefore these gyroscopes are convenient for
detecting a rotation rate that is relatively slow compared to the operating
frequency. Since piezoelectric gyroscopes can be made very small with high
resonance frequencies, the relatively slow rotation rate that the gyroscopes
can detect linearly can still cover a variety of applications. When € is not
small, the quadratic effect of © in the denominator of (8.15-1); begins to
show its effect, which determines the range of the sensor for a linear
response. Since the response is linear in small €, in the analysis of
piezoelectric gyroscopes the centrifugal force (which represents higher order
effects of Q) can often be neglected. The contribution to sensitivity is from
the Coriolis force which is linear in Q. The above behaviors are also
observed in many other gyroscopes.
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Figure 8.1-3. Voltage sensitivity versus the rotation rate .

2. TRANSFORMERS

Piezoelectric materials can be used to make transformers for raising or
lowering electric voltages. A piezoelectric transformer is widely used in
several types of electronic equipment. A piezoelectric transformer is a
resonant device operating at a particular resonance frequency of a vibrating
piezoelectric body. The basic behavior of a piezoelectric transformer is
governed by the linear theory of piezoelectricity.

In this section, we perform an analytical study [60] on Rosen
transformers operating with extensional modes of rods. An approximate
one-dimensional model similar to Section 7 of Chapter 4 will be developed.
The one-dimensional model is simple enough to allow analytical studies. At
the same time, the model provides useful information for understanding the
operating principle of the transformer and its design.

2.1 A One-Dimensional Model

Consider a ceramic Rosen transformer of length a+b, width w and
thickness 4 as shown in Figure 8.2-1.
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Figure 8.2-1. A Rosen ceramic piezoelectric transformer.

We assume that the transformer has a slender shape with a, b >> w >> h.
The driving portion -a < x; < 0 is poled in the x3 direction and is electroded
at x3 = 0 and x; = h, with electrodes in the areas bounded by the thick lines
shown in the figure. In the receiving portion 0 < x; < b, the ceramic is poled
in the x; direction with one output electrode at the end x; = b. The other
output electrode is shared with the driving portion (where ¢ = 0). Under a
time-harmonic driving voltage Vi(f) with a proper frequency, the
transformer can be driven into extensional vibration and produce an output
voltage V>(¢). The output electrodes are usually connected by a load circuit
whose impedance is denoted by Z;. Because the transformer is non-uniform,
with materials in the two portions oriented differently, we analyze each
portion separately below.

2.1.1 Driving Portion

Since the rod is slender and we are considering extensional motions
only, for the driving portion -a < x; < 0, we make the usual assumption of a
unidirectional state of stress:

T,=T,=T,=T,=T,=0. (8.2-1)
For the electric field, based on the electrode configuration, we
approximately have

$==V, (8.2-2)
which implies that

E =E,=0, E, = —%Vl. (8.2-3)



244

The relevant equation of motion and constitutive relations are

Tl,l = pily,

Sy =suly +dyEy, Dy =dy T, + e,4E;.
From Equations (8.2-1) to (8.2-4) we obtain the equation for #; and the
expressions for 77 and Dj as

(8.2-4)

1 ..
—Up = PU
" | p p . (8.2-5)
T, =—(u, +—2V), Dy=—u, -&,-*,
T h no h
where
- 2 2 d321
£y =&653(1-k3y), k3 = (8.2-6)
1351
At the left end, we have the following boundary condition
1 d
T, =—(uy, + —hélVl) =0, x,=-a. (8.2-7)

11
The current flowing out of the driving electrode at x3 = A is given by

I,=-0,, 0 =-w[ Dix, (82-8)
where (), is the charge on the driving electrode at x; = A.
2.1.2 Receiving Portion
For the receiving portion 0 < x; < b, the stress assumption (8.2-1) is still

valid. For the electric field, since the portion is not electroded on its lateral
surfaces, we approximately have

D,=D,=0, (8.2-9)
which implies, from the constitutive equations, that
E,=E, =0. (8.2-10)
Hence in the receiving portion, the dominating electric field component is
E =-¢,, ¢=0¢(x,0). (8.2-11)

The relevant equation of motion, the charge equation, and constitutive
relations are

L, = pii;, D,, =0,
Sy =8yl +dyE,, D, =dyT, +e4E,.
Then the equation for #; and the expressions for Ty, Dy and ¢ are

(8.2-12)
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1 N 1
— U = PUy, T = E—“(ul,l _kazacx)’
? p » (8.2-13)
D, =—2¢, ¢— (clx1 u)+c,,
33 d;
where
- 1 d;
5y = su(1-k3), dy =d33(l~k—2), ks = p f; ) (8.2-14)
33 33633

and c;(f) and cx(¢) are two integration constants which may still be functions
of time. The following boundary conditions need to be satisfied at the right
end:

1
I=—(, - 3301) 0, ¢=V,(1), x =b. (8.2-15)

33
Physically, ¢; is related to the electric charge , and hence the current /; on
the receiving electrode at x;= b

d 0,

_ G
D =—¢ =-==

, I, =-0,. (8.2-16)
33 wh

2.1.3 Continuity Conditions

At the junction of the two portions x; = 0, the following continuity and
boundary conditions need to be prescribed:

 (07) =u,(07),

. | d 1
1,0 )=_(u1,1+‘%V1)|0~:‘_—(u1,1 33cl)|0+—T(0 ), (8.2-17)

1 533
. 1
#(0") = EVn-

We need to solve the two second-order equations (8.2-5), and (8.2-13); for
y; in two regions. Since piezoelectric transformers operate under a time-
harmonic driving voltage, we employ the complex notation and write

{u, .V, V1, 15,06, =Re{{U,®,V,V,1,,1,C,,C,}e'}. (8.2-18)

For the output electrodes, under the complex notation, we have the
following circuit condition

1,=V,1Z,. (8.2-19)
When Z;, = 0 or o0, we have shorted or open output electrodes.
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2.2  Free Vibration Analysis

The basic mechanism of a piezoelectric transformer can be shown by its
vibration modes from a free vibration analysis. For free vibrations we set V)
= 0 and ¢; = 0. Physically this means that the driving electrodes are shorted
and the receiving electrodes are open. Mathematically the equations and
boundary conditions all become homogeneous. From Equations (8.2-5),,
(8.2-13);, (8.2-7), (8.2-15) and (8.2-17), the equations and boundary
conditions we need to solve reduce to

—LU,” =po’U, -a<x <0,
11

—_—I—UJl:pa)zU, 0<x,<b,
§33
1 1
—U,(-a)=0, —U,(b)=0, (8.2-20)
i S33
3 . 1 o1 .
vuo)=U@0"), —U,(0)=—U,0"),
11 S33

where @ is an unknown resonance frequency at which nontrivial solutions
of U to the above equations exist. Mathematically, Equation (8.2-20) is an
eigenvalue problem. The solution with @ = 0 is a rigid body displacement
with U being a constant, which is not of interest here. The solution to (8.2-
20) is

®=0,, n= 1,2,3,---, (8.2-21)
S % . 1
(=5)? sink, x, + —=——cosk, x,, —a<x <0,
e =1 S tan kb (8.2-22)
sink,, x, + —=—cosk x,, 0<x <b,
tank,,
where
2 2 72 — 2
ky = PSu®ys Ky = PS04, 5 (8.2-23)

and wy,) is the n-th root of the following frequency equation

tan ka A
— =~(2L)2, (8.2-24)
tankb S35
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We note that the width w and thickness / do not appear in the frequency
equation. This is as expected from a one-dimensional model. Once U is
known, @ in the receiving portion can be found from (8.2-13),. We have

0, —a<x <0,

oM — p, (8:2-25)

| 1 -
- :i..—[sm kX, + —an—_——(cos k¥ —Dl 0<x <
33 ()

2.3  Forced Vibration Analysis
For forced vibration driven by V,(¢) = I—/_lei”" , from (8.2-5), (8.2-13),,

(8.2-7), (8.2-15) and (8.2-17), we need to solve the following non-
homogeneous problem for U:

——l—U)11 = pw’U, —-a<x <0,
Sll
~—_—1—U,11 =pw’U, 0<x <b,
33
1 dy,
—U,+-=2V)=0, x, =-a, (8.2-26)
sy, h

U )=U(0"), [U (07)+ 31V]——[U (0") - 435G\ 1

S Sa3

The solution to (8.2-26) allows an arbitrary constant which is chosen to be 0.
Then the solution to (8.2-26) can be written as

d,V,

(ay + ks C,)sin kx,

+(ay, LA + PBk5Ccoskx,, —a<x <0,

U= a7 h (8.2-27)
(@y —2L 4 B, kLC,)sin kx,

+(ay, dh + B,kLC)coskx,, 0<x <b,



248

where

k=ayps,, /?za)vp.?”,

- 1

=_ 5., coskbsin ka(coska—1) — ,
ap Acos S33 a( ) kcoska
Bu= —l—su sin ka(1~ coskb), a,, = —;—533 cos kb(cos ka - 1),

1 | (8.2-28)
B, = —ZS” cos ka(l — cos I?b), a,, = —A—§33 sin I_c—b(cos ka-1),
1 — ~ 1

=—— g sinkbcoska(l-coskb) + =——,

P Acoskb ( ) k cos kb

A = s,k sin kb cos ka + 5,k sin ka cos kb.

Note that A = 0 implies the frequency equation (8.2-24). With Equations
(8.2-27), from (8.2-13)4 and (8.2-17);, we obtain the voltage distribution in
the receiving portion as

1= 1 dy,V,
CDZEVNLJ_‘[Clxl (@ —— h L+ Pk C)sinkx,

33 (8.2-29)
d,V, -
+(ay, —3;‘1——‘ + ﬂ12k323C1 )1 —coskx))], 0<x <b.

Although 17, is considered given, Equations (8.2-27) and (8.2-29) still have

an unknown constant C;. From Equations (8.2-29) and (8.2-15); the output
voltage is

V,=0(0b) =TV, -2,1,, (8.2-30)
where
1 d,
[==+ -———[ozp (1 - coskb) — a,, sin kb),
2 (133 h
1 (8.2-31)
2 = 3 [b Prksy sin kb + Bk (1- cos kb)) ———
1-ky b iwewh’

and Equation (8.2-16) has been used to replace C; by iz. From Equations
(8.2-8), (8.2-5)3, and (8.2-27), the driving current is

I =-V1Z,+T,I,, (8.2-32)
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where
1 X iwe,wa
1/Z, =—[a——2+(a,, + oy, sinka — a,, cos ka)|—>—,
a e (8.2-33)
T, =k; Sy l(ﬂlz + By sinka — f, cos ka).

snds; h

Equations (8.2-30) and (8.2-32) are in fact the general form of the input-
output relation for a linear system. Equations (8.2-31) and (8.2-33) are
specific expressions of the coefficients in the linear relations, which depend
on the specific system which, in this case, is the Rosen transformer in Figure
8.2-1. Discussions in the rest of this section will depend on the general
forms of (8.2-30) and (8.2-32), but not on the specific expressions (8.2-31)

and (8.2-33). Since 171 is given, solving (8.2-30), (8.2-32), and the circuit

condition (8.2-19), we obtain the transforming ratio, the output current, and
the input admittance as

I-72 l-‘IZL T 1—‘1 74
V.oz,+2 Tz,

o Lo (8.2-34)
/TS S U1 W

Vi Z, Z,+2Z,

The dependence of the transforming ratio and the input admittance on the
load Z; is of great interest in transformer design. This is explicitly shown in
(8.2-34). It can be seen that for small loads the transforming ratio is linear in
Z;, and the input admittance approaches a finite limit. For large Z; the
transforming ratio approaches I'; (saturation) and the input admittance
approaches 1/Z;. The input and output powers are given by

nelamanm, netagainy. e

where an asterisk means complex conjugate. Then the efficiency of the
transformer can be written as

- ZZ\N(Z, +21)
ZIZ:[FIF;(ZL +Z)+I T, (ZZ +Z;)]"(ZL +Zz)(ZZ +Z;)(Zl +Zl*)

(8.2-36)
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Equation (8.2-36) shows that for small loads 7 depends on Z, linearly, and
for large loads 7 decreases to 0. When the load is a pure resistor, Z; is real.
In this case, Equation (8.2-36) can be written in a simpler form as
AZ,
n=——"""_3"
1+ uz, +vZ;
where 4, g and v are real functions of I'y, I'y, Zyand Z,. Equation (8.2-37)
has only three real parameters which can be easily determined from
experiments. Equation (8.2-37) implies that the efficiency as a function of a

resistor load has a maximum. Equations (8.2-34), (8.2-36), and (8.2-37) are
valid for piezoelectric transformers in general.

(8.2-37)

24 Numerical Results

As an example, consider a transformer made from polarized ceramics
PZT-5H. For forced vibration analysis, some damping in the system is
necessary. This is achieved by allowing the elastic material constants s,; and
s33 to assume complex values, which can represent viscous type damping in
the material. In our calculations s;; and ss; are replaced by s;,(1-iQ™") and
s13(1-iQ™"), where Q is a real number. For polarized ceramics the value of Q
is in the order of 10*to 10°. For free vibration we consider the case of Q = 0.
In the calculation for forced vibration we fix Q = 1000. We consider a
transformer witha = b = 22 mm, w = 10 mm, and 2 =2 mm.

With the above data, the first root of the frequency equation (8.2-24),
that is, the resonant frequency of the operating mode, is found to be

f =y /27 =3635 kHz. (8.2-38)

The mode shape of the operating mode U is shown in Figure 8.2-2, and is
normalized by its maximum. The location of the nodal point is not simply in
the middle of the transformer, although a = b in this example. This is
because the material is not uniform. The location of the nodal point depends
on the compliances $;; and §;;. In this example we have s§;; <s,,. Hence

the nodal point appears in the left half of the bar, where the material is less
rigid in the x; direction than the material of the right half.

In Figure 8.2-2, U is continuous at x; = 0 but U @ is not, as dictated
by (8.2-20)s¢. Accurate prediction of vibration modes and their nodal points
is particularly important for Rosen piezoelectric transformers. Theoretically,
Rosen transformers can be mounted at their nodal points. Then mounting
will not affect the vibration and the performance of these transformers.
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Figure 8.2-2. Normalized mechanical displacement U of the first extensional mode.

Normalized ®®as a function of x, is shown in Figure 8.2-3. It is seen
that ®Vrises in the receiving portion [0, b]. This is why the present non-
uniform ceramic rod can work as a transformer. We note that the rate of
change of ®"is large near x; = 0 where the extensional stress is large. On
the other hand, the rate of change is small near x; = b, which is a free end
with vanishing extensional stress.

1o
0.5 +
X1 la
0 : . : |
-1 -0.5 0 0.5 i

Figure 8.2-3. Normalized electric potential @™ of the first extensional mode.
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Figure 8.2-4 shows the transforming ratio as a function of the driving
frequency for two values of the load Z;. The transforming ratio assumes its
maximum as expected near the first resonance frequency (f = 36.35 kHz).
This shows that the transformer is a resonant device operating at a particular
frequency. The output voltage can be tens of times as high as the input
voltage. When the load is larger, the output voltage is larger. At the same
time, the output current is usually smaller.

50 Tv2vy

40 1

30 1

20 1

Z 1 =1000kQ2
10

33 35 37 39 41
Frequency (kHz)

Figure 8.2-4. Transforming ratio versus driving frequency.

Figure 8.2-5 shows the transforming ratio as a function of the load for
two values of the driving frequency that are close to the first resonance
frequency. As the load increases from 0, the transforming ratio increases
from 0 almost linearly. As the load increases further, there is a slower rate of
increase in the transforming ratio. For very large loads, the transforming
ratio is almost a constant, exhibiting a saturation type of behavior.
Physically, for very large values of the load, the output electrodes are
essentially open. In this case, the output voltage is saturated and the output
current essentially vanishes.
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Figure 8.2-5. Transforming ratio versus load.
In Figure 8.2-6 the transforming ratio versus the aspect ratio b/h is
plotted for different values of the load and driving frequency. The

transforming ratio increases essentially linearly with b/h.

40 Yy

30 1

20 -

10 4

f=33.4 kHz
Z 1 =1000 kQ
0 - T T T
0 5 10 15 20
b/h

Figure 8.2-6. Transforming ratio versus b/h.
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Figure 8.2-7 shows the efficiency as a function of the load. The figure
shows two values of the driving frequency, one close to and the other far
away from the first resonant frequency. As the load increases from 0, the
efficiency first increases from O linearly and then reaches a maximum. After
the maximum, the efficiency decreases monotonically. The efficiency-load
curve is not sensitive to the driving frequency.

0.4 1

0.2 1

0 v | ¥ 1

0 500 1000 1500 2000
Z1 (kQ)

Figure 8.2-7. Efficiency versus load.

3. PRESSURE SENSORS

Piezoelectric crystals are often used to make pressure sensors.
Piezoelectric pressure sensors may detect pressure either from pressure-
induced voltage (or charge) or from frequency shifts. The thickness-stretch
deformation of a ceramic plate analyzed in Section 2 of Chapter 3 shows
how a pressure sensor may work. The voltage or charge developed in the
plate is proportional to the normal surface traction, and can be used to detect
the traction.

In this section, we analyze a pressure sensor that measures pressure by
frequency shifts induced by the biasing fields due to the pressure. Consider
the reference state of the structure shown in Figure 8.3-1 [61].
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Figure 8.3-1. A pressure sensor.

The X; axis is normal to the paper determined by the right-hand rule. The
shell is a cylindrical structure which is relatively long in the Xj direction.
Figure 8.3-1 shows a cross-section with a unit length in the X3 direction. A
quartz thickness-shear resonator of thickness 24 between two electrodes
represented by the thick lines is sealed in the shell structure. External
pressure on the shell is transmitted to the plate, causing biasing fields and
hence frequency shifts in the resonator, which can then be used to measure
the pressure. The shallow shell is part of a circular cylindrical shell. The
shell is shallow in the sense that a >>d. The shell is also assumed to be very
thin with # << a. The radius of the corresponding circular cylindrical shell
(see Figure 8.3-2) can be found as

_a’+d’
2d

When the structure in Figure 8.3-1 is subject to a surrounding pressure
p, extensional stresses develop in the shell. As an approximation we neglect
bending moments and shear forces everywhere in the shell including the
edges, and treat it as a membrane that does resist bending. The free body
diagram of the lower piece of the shell when under pressure p is shown in
Figure 8.3-2. The problem is statically determinate. The membrane
extensional stress Q/f induced by p is simply the hoop stress for a circular
cylindrical shell under uniform pressure

R >>d. (8.3-1)
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Q_pR
t ot

(8.3-2)
O=pR= az+a'2~pa2

which is a large force when a >> d. The membrane stress in (8.3-2)
compresses the piezoelectric plate axially and generates a pressure-induced
initial stress in the resonator. Under the axial stress induced by p the
resonator vibrates in a thickness-shear mode at a resonance frequency that is
slightly perturbed from that of a stress-free resonator. In order to calculate
this frequency shift and hence exhibit the mechanism of the pressure sensor,
the theory in Chapter 6 for incremental vibrations superposed on biasing
deformations is needed.

R-d| iR

Figure 8.3-2. Free body diagram of the shell.

Consider the quartz plate alone. The stress-free reference configuration
of the plate before the surrounding pressure p is applied is shown in Figure
8.3-3(a). The static biasing deformation is due to the surrounding pressure p
on the shell or the related axial force N, and is shown in Figure 8.3-3(b). The
incremental thickness-shear vibration is shown in Figure 8.3-3(c). We study
motions independent of X3, with 6/6X3 = 0 and u; = 0. Quartz is a material
with very weak piezoelectric coupling. For a frequency analysis this
coupling is neglected and an elastic analysis will be performed.

The biasing fields in the crystal plate caused by p through N are
assumed to be small and are governed by the linear theory of elasticity. The
two major surfaces of the plate are traction-free. The plate is under the axial
compressional force N which depends on the pressure p as follows

N =2Qcosf+ p2H =2(Q+ pH), (8.3-3)
where the approximation is valid for a shallow shell with a small &. The two
terms on the right-hand side of (8.3-3) are due to the pressure p on the shells
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and the pressure that acts on the side walls of the structure with height 2H.
They are transferred to the crystal plate as V.

A XS
Xi
2h >
1 1
s 2a o
(a) '
4 x,
Lp: < N » X1
(b)
F 3 XZ
, X
— A ®
(©)

Figure 8.3-3. Reference (a), initial (b), and present (c) configurations of the quartz plate.

Consider a rotated Y-cut quartz plate which is of monoclinic symmetry.
The deformations due to compression by N are governed by

cywiy =0, —a<X <a, (8.3-4)
with boundary conditions

cyw,, =—N/2h, X, =ta, (8.3-5)
where w; = wy(X;) is the displacement in the JX; direction and

¢,, = ¢, — ¢4,/ ¢y, . From Equations (8.3-4) and (8.3-5) the initial strain in
the X} direction is found to be

0 N
Sy =w,; = e
11

The related thickness expansion due to Poisson’s effect can be obtained
from the stress relaxation condition in the plate’s normal direction as
c ¢, N
Sy =wy, =——2w, =L — (8.3-7)
Cxn ¢y 2he;,

(8.3-6)
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Since the biasing deformations are uniform and the plate is thin with a
>> h, for the incremental motion we neglect edge effects and consider
motions independent of X;. We study thickness-shear vibration in the X,
direction with

u, =u(X,,t), u,=u;=0. (8.3-8)
The relevant incremental stress components are found to be
K;l =ce(1+ 0510)’/‘1,2’

Ky, = (03080 + €653 Yy, (8.3-9)

1 0 0
Ky = (46181 +Ca62 8, )y 55

where, under the compact matrix notation, ¢z, Cas2, Ca61, and c4ep are the
third-order elastic constants and

c Ce62C
c=245L 2 (8.3-10)
Ce6  Co6Cn
Since the third-order elastic constants are usually larger in value than the
second-order elastic constants, K, and K§3 are not necessarily small

compared to K ;1 . For rotated Y-cut quartz:

Ca61 = Ca62 = Cagy = €2 =0, (8.3-11)
and hence K}, = K}3,= 0. The equations of motion are

K31, = poiiy, Ky, =0, K,,=0. (83-12)

Equations (8.3-12),3 are trivially satisfied. Equation (8.3-12), take the
following form

Cos (L + 8 Yy 5, = pyiy. (8.3-13)
Consider odd thickness-shear modes which are excitable by a thickness
electric field. Let

w,(X,,0) = u(t)sin—’;—%Xz, n=135, (8.3-14)

which satisfies the boundary conditions

K3 (X, =th)=0. (8.3-15)
Substitution of (8.3-14) into (8.3-13) results in the following ordinary
differential equation for u(?),

i+oj(1+eSHu=0, (8.3-16)
where
) nmicg

(8.3-17)
ah’ p,
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ay is the resonance frequency of the n-th odd thickness-shear mode of the
plate when the biasing fields are not present. Letting

u(t) = e (8.3-18)
in Equation (8.3-16), we obtain the frequency

0
@ = w1+ ¢S] ;a)o(1+%), (8.3-19)

which implies the following frequency shift due to pressure
w-w, ¢S cp, a

H
= +—). (8.3-20)
W, 2 2¢,, 2dh h
A few observations can be made from Equation (8.3-20). The frequency
shift varies according to pressure and therefore can be used to measure the
pressure. For sensor applications, the frequency shift should ideally be
proportional to pressure (for small pressure). The frequency shift depends on
a*/dh, which is a large number. Thus a shallow shell magnifies the pressure
and increases sensitivity. A thicker resonator or a more rigid resonator with
a large h or a large c¢y; results in lower sensitivity. Under the assumption of
the membrane state of thin shells, shell thickness does not have an effect on
sensitivity.
Consider the fundamental thickness-shear mode corresponding to n = 1
in (8.3-14). Relative frequency shift versus pressure is shown in Figure 8.3-
4 for different values of a/d, while a/h = 20 and H/h = 5 are fixed.

LR (wo-@) @y
3.5E-05 1
p/Cn
0.0E+00 - T 1
0.0E+00 5.0E-07 1.0E-06

Figure 8.3-4. Frequency shift versus pressure for different values of a/d.
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Figure 8.3-4 shows that for small pressure the frequency shift is proportional
to pressure. The slope of the straight lines is related to sensitivity. Larger
slopes represent higher sensitivity. Clearly, for larger values of a/d, i.e.,
shallower shells, the sensitivity is higher. The above analysis and the linear
results in Figure 8.3-4 are for low pressure. For high pressure, the response
is nonlinear.

The above analysis is based on the membrane theory of shells. When the
shells become thicker, the effect of bending moment and transverse shear
force cannot be ignored, especially near the edges of the shells.

4. TEMPERATURE SENSORS

A temperature change causes changes in the geometry of a piezoelectric
body. The material constants are also temperature-dependent. Hence a
temperature change causes shifts in resonance frequencies in a piezoelectric
body. This effect can be used to make a thermometer. Consider a crystal

plate connected to two elastic layers by rigid end walls as shown in Figure
8.4-1 [62].

X
A A2 E,a
\A Va
7
Cpgs Q1 A x X
Crystal plate |, 2h

] 1

. I 5!

Rigid :\ ” > 1:

Figure 8.4-1. A crystal plate as a temperature sensor.

The structure is long in the X3 direction, and Figure 8.4-1 shows a cross-
section. The elastic layers are isotropic with Young’s modulus E and
thermal expansion coefficient a. The crystal plate is piezoelectric with two
electrodes for vibration excitation represented by the thick lines at the top
and bottom of the plate. The thermal expansion coefficients of the crystal
plate and the elastic layers are different. Under a temperature change they
expand differently if allowed to do so freely. Due to the rigid end
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connections, they have to be of the same length for all temperatures. Thus,
under a temperature change, initial strains and stresses are developed in both
the crystal plate and the elastic layers.

The operating mode of the crystal plate is the thickness-shear mode,
with only one displacement component in the X; direction. The frequency is
determined by the plate thickness. We need to study the thickness-shear
vibration of a crystal plate with initial stresses and strains due to a
temperature change and the constraint. The theory for small fields
superposed on finite biasing fields in a thermoelectroelastic body is needed.
Such a theory can be obtained by linearizing the nonlinear electroelastic
equation in Section 4 of Chapter 7 in the manner of Chapter 6 about a
thermoelectroelastic bias [63].

Consider a quartz plate of rotated Y-cut. Quartz has very weak
piezoelectric coupling. The coupling is necessary for electrically forced
vibrations. For free vibration frequency analysis, the weak piezoelectric
coupling can be neglected and an elastic analysis is sufficient. The equations
for small fields superposed on a thermomechanical bias in a thermoelastic
body are summarized below.

4.1 Equations for Small Fields Superposed on a Thermal Bias

Consider the following three configurations of a thermoelastic body as
shown in Figure 8.4-2.

OR
Reference 0°
3 w (Biasing) Initial

3

X u (Incremental)

Present
7]

i
v

Figure 8.4-2. Reference, initial and present configurations of a thermoelastic body.
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(i) The reference configuration: At this state the body is undeformed
with a reference temperature of 8%. A generic point is denoted by X with
rectangular coordinates Xx. The mass density is denoted by pp.

(ii) The initial configuration: In this state the body is deformed finitely
and statically, with an initial temperature of 8°. The position of the material
point associated with X is given by x, = x,(X). The initial displacement is
given by w = x—X. The initial deformations satisfy the following equations
of static nonlinear thermoelasticity

K?K,L + pofko =0,
0= QI(;,K + poyo-

The above equations are adjoined by constitutive relations defined by the
specification of the free energy i and the heat flux vector Qg

(8.4-1)

Y =w(Sx0) Ok =0x(Sk 0.0,), (8.4-2)
where O is the material temperature gradient. For the initial state
0
Kl?k =xk,1<po_‘l//— s Qg =QK(52L,9°,®(}<),
0S8y, 5800 (8.4-3)

Spr = (X kX, =012, Of =0%.

(iii) The present configuration: Time-dependent, small deformations are
applied to the initial configuration of the deformed body. The final position
of the material point associated with X is given by y; = y«(X,f). The small,
incremental displacement vector is denoted by u. The equations for the
incremental fields are

K;(a,K +p0fo: = pOi’ia’
po(goﬁl +91f70) =— Q;u( + po}’la

where the effective linear constitutive relations for the small incremental
stress tensor, entropy, and heat flux are

(8.4-4)

K. = Grarytty s ~ Poeh i, 0",
n'=A,u, +ab', (8.4-5)
Ok = Agalty g +C0' + F, 6.

In Equation (8.4-5), the effective material constants are defined by
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o’y
G = x{l ———— X
KaLy M Po 05,05, o 7N
oy
+ p,——— =G, .
pO GSKL S&,go ay LyKa
2 2
Le — al// xaKS az—a!//z b (8‘4-6)
08,,00] 4 o " 067 |, »
A — GQK C = aQK
KMa aSLM S,%L,HO,@)?( wk K 60 SO ,90,(90
F _ aQK
kL T —
6®L 5%,,0°.0%

High frequency incremental motions can be assumed to be isentropic for
which 7' = 0. Then from (8.4-5), the incremental temperature field @' can
be obtained and substituted into (8.4-5);, resulting in

Ko =Grat, 1 (8.4-7)
where the isentropic effective constants are
— A Ay, =
GKaLy = GKaLy + o —a—-‘ = GL;Ka . (84-8)

In many applications the biasing deformations are small. In this case,
only their linear effects on the incremental fields need to be considered.
Then the following free energy density is sufficient:

PV (Sk,0) =—a(0)— f,5(0)S 4

1 1 (8.4-9)
+ ECABCD (H)SABSCD + gcABCDEF (g)SABSCDSEF ’

where a and fyz are related to the specific heat and the thermoelastic
constants. Then

GKaLy (90) = cKLzL}/ (90) + éKaL}’ (90)’
Craty (0°) = Cxay (GO)WNV + Cxni, (Ho)wa’N
+ Cxatyan (‘90)523 + T,SL5

ay?®

TI?L = cKIMN(eo)Sj(\’/IN _fKL(eo)’ S?w = (WA,B + WB,A)/z'

(8.4-10)
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For sensor applications the linear effects of the initial temperature variation
6° - 0% are of main interest. Then, Equation (8.4-10) can be approximated
to the first order for all of the mechanical and thermal biasing fields by

Oc
Graty (0°) 2 €, (0") +— 2 (0°=0%)

0R
T Craun CA W, v +Chnr, CH W,y + CxolB CH )533 (8.4-11)
+ (e xam (0" Spy — Ay (OFXE° —6™)15,,,
where
df
A (0) = =52 8.4-12
x.(0) a0 ( )

are the thermoelastic constants.
4.2 Analysis of a Temperature Sensor

We now use the above equations for incremental vibrations superposed
on a thermomechanical bias to analyze [62] the temperature sensor in Figure
8.4-1. The reference configuration of the crystal plate in Figure 8.4-1 is
redrawn in Figure 8.4-3(a). The biasing deformation is due to a constrained
thermal expansion which is shown in Figure 8.4-3(b). The incremental
motion is the thickness-shear vibration shown in Figure 8.4-3(c).

"
o N X2
- Xl

(b)
o 4 Xz

(c)

Figure 8.4-3. Reference (a), initial (b), and present (c) configurations of the quartz plate.
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Consider plane-strain motions independent of X3, with 6/6X; = 0, w3 =0, and
u3 = 0. The biasing fields are assumed to be small and are governed by the
linear theory of thermoelasticity. The relevant constitutive relations for
plane-strain deformations are

T = ¢, 8 +¢,59 — A,A8,

i : i (8.4-13)
Ty =Sy +¢u8, —4,A0,

where, under the compact matrix notation, T,0 and T, are the initial

extensional stresses in the X; and X; directions, and Slo and 33 are the
corresponding initial strains. In Equation (8.4-13) we have denoted
AB =0° —0". The plate is assumed to be thin with T = 0. We can then

solve for § 3 from (8.4-13), and substitute the resulting expression into (8.4-
13); to obtain the following one-dimensional constitutive relation

S = :1—7;" +a, A0,
i

Cy=Cy—C/Cps (8.4-14)

L=A4-c,lcy), a =41¢,.
The relevant constitutive relation for the elastic layers is

S5 =%Tl° +ahd. (8.4-15)

The solution to the constrained thermal expansion problem of the structure
in Figure 8.4-1 is

Ete,
TP =1 (a-a,)A6,
Et+ch
aEt +a,c. h
w,, =8 =——1TU_AQ, 8.4-16
1 ! Et+ch ( )
A
Wy, =82 = -2 EY 1 2L A,
Cy» Cxn

Since the biasing deformations are uniform and the plate is long and
thin, for the incremental motion we neglect edge effects and consider
motions independent of X;. We study thickness-shear vibration in the X;
direction with
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u, =u (X,,1), uy,=u;=0. (8.4-17)

The isentropic modification of the effective elastic constants given by (8.4-
8) is a very small modification for quartz. Therefore in the following
example we will neglect the modification. The relevant stress components
for the incremental fields are found to be

K;, ={ce(0°) +[204(8%) + €45, (OIS, + 462 (07) S5 Yy 5
= s (0")(1+2aA )y,

K3 =[e36(0")S) + €26 (6%)S3 Tuy 5,

K3y =1eie(0%)S) + ¢4 (0°)S7 Tuy 5,

(8.4-18)

where, under the compact matrix notation, cze), Ca62, Ca61, and cae2 are the
third-order elastic constants and

g = 1 ] deg
C (@) db |
+ 2066(0R)+c661(9R) a(gR)E(HR)t +a1(9R)511(‘9R)h

e (0) E@O")t +¢,(6")h
+ Ce2 (0") _ ¢, (0) a(@*)E@O" ) +a,(0%)e,,(0")h 4 4 0%)
c66(9R) czz(gR) E(QR)t"'Eu(GR)h czz(eR) .

(8.4-19)

As a special case, note that for an unconstrained plate we have, by setting £
=0 in (8.4-19),

2F = 1 _ dc66| +2c66(0 )+i661(9 )
ces(07) dO |y Ces(07)

n 0662(9R ){_ 021(0R)a1(812)+ A0 R) jl

ces(07) | ¢n(@7) c»(07)

Since the third-order elastic constants are usually larger in value than the

+a,(0%)

(8.4-20)

. 1 1 .
second-order elastic constants, K,, and K,; are not necessarily small

compared to K ; , - For rotated Y-cut quartz,

Ca61 = Cas2 = Cas1 = €42 = 0, (8.4-21)
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and hence K3, = K}, = 0. The equations of motion are
Ky, = poiiy, Ky, =0, K}, =0, (8.4-22)

Equations (8.4-22),; are trivially satisfied. Equation (8.4-22); takes the
following form

Css (0" )A+2aAO)u, 5, = pyii, . (8.4-23)

Consider the following odd thickness-shear modes which are excitable by a
thickness electric field

u,(X,,t) = u(t)sin%Xz, n=135, (8.4-24)

which satisfy the boundary conditions
Ky (X, =1b)=0. (8.4-25)
Substitution of (8.4-24) into (8.4-23) yields the following ordinary

differential equation for u(t)
ii+w,(1+2aA0)u =0, (8.4-26)

where

2 _ n’7lce(0")
Wy =————

467 p,

ay is the resonance frequency of the n-th odd thickness-shear mode of the
crystal plate when the biasing fields are not present. Letting

u(t) =Ue”, (8.4-28)

(8.4-27)

in Equation (8.4-26), where U is a constant, we obtain the resonance
frequency as

® =wyV1+2aA0 = w,(1+aAb), (8.4-29)
which implies the following frequency shift due to a temperature change
DD _gAl, (8.4-30)
Wy

For a numerical example, consider an AT-cut quartz plate. The
temperature derivative of the relevant material constant cgs at 25°C is
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1 deg

=126.7x107%/° C. (8.4-31)

Ce6
The thermal expansion coefficient of quartz is
a, =13.71x107°/°C. (8.4-32)

For the plate thickness we choose 4 = 0.9696 mm. For thickness-shear
vibration without biasing deformations, the fundamental thickness-shear
frequency (n =1 in (8.4-27)) is a/27 = 10° Hz. We want to study effects of
the constraints on the thermally induced frequency shift.

Figure 8.4-4 shows the frequency shift versus temperature change for
different values of &/a, ratio of the thermal expansion coefficients of the
crystal plate and the elastic layers. The frequency shift is linear in
temperature variation. This is ideal for a temperature sensor. This linearity
assumes a small temperature variation. The slopes of the straight lines in the
figure are related to the sensitivity of the sensor. It can be seen that the
sensitivity is not sensitive to o/ .

0.001 30 —
............... 0 Et/¢,h=100
@,
(11;0.'1:5\0
0.0005 4
ala=1.0
{;‘{,'J"C?.’1=D.2
AG

0 T i

8 5 10

Figure 8.4-4. Frequency shift versus temperature change for different /ey

Figure 8.4-5 shows the frequency shift versus temperature change for
different values of the ratio of extensional stiffness of the crystal plate and

the elastic layers, Et/c, h. Again, the frequency shift is insensitive to the
stiffness ratio.
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0.001 4 w -,

ala =50  Et/é,h=10.0

Etic h=10
0.0005 4

Et/g,h=0.1

Al
0 T 1

o 5 10

Figure 8.4-5. Frequency shift versus temperature change for different Et /¢ h.

A close examination of the numerical procedure shows that the first term on
the right-hand side of (8.4-19), i.e., the dependence of the elastic constant
ce6 On temperature, is dominant. This term does not vary with the constraint.
Therefore the sensitivity of this particular sensor does not vary much when a
plate is in constraint or free thermal expansion.

S. VIBRATION SENSITIVITY OF A RESONATOR

Piezoelectric  crystal —resonators are key components of
telecommunication, timekeeping, and navigation equipment. A resonator is
a resonant device operating at a desired frequency. When a resonator is
mounted on objects under constant acceleration (missiles, satellites, etc.),
acceleration-induced inertial forces cause biasing deformations and hence
frequency shifts in the resonator. The acceleration sensitivity of a resonator

is defined as a vector I'. When the resonator is under a constant
acceleration @, the sensitivity defines the acceleration perturbed frequency
by w(a)=w,(1+1I-a), where @ is the unperturbed frequency.

Calculations of acceleration sensitivity and its minimization have been
among the main issues in resonator design for a long time. Acceleration
sensitivity can be calculated by the theory of small fields superposed on
finite biasing fields in an electroelastic body and the corresponding
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perturbation theory. The research on acceleration sensitivity is very active,
with military requirements driving the need to advance from the 10™%g
production technology available today to the 10"%/g or better in the near
future.

In certain applications, the acceleration is also time-dependent
(vibration). In the case of a time-harmonic acceleration with frequency a,

the acceleration can be written as a@cos, ¢, where @ is a constant vector.

In this case, it is more appropriate to consider the vibration sensitivity.
When the frequency of the vibration is much lower than the operating
frequency of the resonator, that is, @, << a, it has been assumed that the

acceleration sensitivity T calculated from a constant acceleration analysis is
still applicable. The frequency of a resonator under a tune-dependent

acceleration is then approximately given by w(a) = w,(1+ T-dcos w,t).

This approach may be called a quasistatic analysis. Mathematically, since
the vibration induced biasing fields are time-dependent, the equations for the
incremental motion have time-dependent coefficients. To predict the
behavior of the solution of an equation with time-dependent coefficients, we
need a dynamic approach. In this case, the results can be more complicated
than with a quasistatic approach.

In this section, the problem of resonator vibration sensitivity is analyzed
directly from the equations for small fields superposed on time-dependent
biasing fields [64]. Consider a thin crystal plate as shown in Figure 8.5-1
(a), with a >>b.

A X,
2 { » Xi
I 2a ~ !
I~ rd |
(a)
wi=—Aacosw,t AX, wi=Aacosa,t
\i |}/ » X
(b)
4y
/ // » Xi
()

Figure 8.5-1. The reference configuration (a), the biasing extensional deformation (b), and
the incremental thickness-shear deformation (c) of a thin crystal plate.
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For plane-stain motions, the fields are independent of X3 and w3 = u3 = 0.
The two major surfaces of the plate are traction-free. The two ends of the
plate at X; = a move with prescribed extensional displacements +4acosmy,
where A is a dimensionless number and @, is the vibration frequency. We
assume that the biasing fields are infinitesimal: hence A is a very small
number (A << 1). The plate is driven into extensional motions under the
prescribed end displacements (see Figure 8.5-1(b)). Since the plate is thin,
T% = 0 is taken to be approximately true throughout. The equation for
extensional motions takes the following form:

CuWi = Py, —a< X, <a, (8.5-1)

with boundary conditions
w (X, =ta)=+tA4acoswt, (8.5-2)
where w; = wy(X,f) and ¢, =¢, —0122 /c,,. Once the extensional

displacement is found, the related thickness expansion or contraction due to
Poisson’s effect can be obtained from the plate stress relaxation condition as

Wy, = _iwu- (8.5-3)

22
Consider low frequency forcing with @, much lower than the resonance
frequency of the first extensional mode of the plate, ie,

c .
o, << @, =% ﬁ Then the inertial term p,w; in (8.5-1) may be
0

neglected. The solution to (8.5-1) and (8.5-2) is

c
w, = AX, cosw,t, w,=—--AX,cosm,t, (8.5-4)
Cxn
which produces the following spatially homogeneous, time-dependent
biasing strains:

S) = Acosat, S, = —ﬁAcosa)vt. (8.5-5)
Cx
Since the biasing deformations are uniform and the plate is assumed to be
thin, for the incremental motion the edge effects are neglected and motions
are assumed to be independent of Xj. For thickness-shear vibration in the X;
direction (see Figure 8.5-1(c)),
u, =u,(X,,1), u,=u;=0. (8.5-6)
The relevant stress components are found to be
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K3 =ci(1+ecoswm u, ,,
K3, = (€8] + €262 53 ) PH (8.5-7)

0 _ 0 0
Ky =(Cis1S) +Ca6 Sy My 55

where, under the compact matrix notation, €1, €6, C461, and cyey are the
third-order elastic constants. £ is a small (& << 1), dimensionless number
given by

g=(Q+ 0 _CZealuy (8.5-8)
Co6  C66Cn
Since the third-order elastic constants are usually larger in value than the
second-order elastic constants, K'» and K's3 are not necessarily small
compared to K',;. For rotated Y-cut quartz,

Cos1 = Cagy = Cug1 =Cysp =0, (8.5-9)
and hence Klzz =K' =0. The equations of motion are
K;1,2 = Pl 5 Kéz,z =0, Kéz,z =0. (8.5-10)
Equations (8.5-10),5 are trivially satisfied. Equation (8.5-10), takes the
following form
ces (1 +ecosw,NDu, ,, = p,il;. (8.5-11)

For odd thickness-shear modes that are excitable by a thickness electric
field, let

1, (X,,0) = u(t) sin%Xz, n=135-, (8.5-12)

which satisfies the boundary conditions
K (X, =1b)=0. (8.5-13)

Substituting (8.5-12) into (8.5-11) gives the following ordinary differential
equation for u(?):
i+l (1+&scosw Hu =0, (8.5-14)
where
n*r’c
0 =——%. (8.5-15)
4b”p,
@ is the resonant frequency of the n-th odd thickness-shear mode of the
plate when the biasing fields are not present. Equation (8.5-14) is the well-
known Mathieu equation.
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Consider the case when the frequency of the biasing fields is much
lower than the operating frequency of the resonator, i.e., @, << an. We seek
solutions to (8.5-14) in the following form

u(t) = a(t)cosfow,t + S(1)], (8.5-16)

where a(f) and At) are dimensionless functions. They are slowly varying in
the following sense

G <<w, B[<<w,. (8.5-17)

Differentiating (8.5-16) with respect to time twice, substituting the
expressions for u and i into (8.5-14), setting the sum of the coefficients of
the terms with sin{ant+f) and the sum of the coefficients of the terms with
cos(ant+f) to zero separately, we obtain the following two equations for
a(t) and [A1):

af +2af +2aw, =0,

., , (8.5-18)
a —2wyaf - affff + caw, cosw t = 0.

Under Equation (8.5-17), we neglect terms associated with the second
derivatives of a(f) and A#) or the product of their first derivatives in (8.5-
18) and obtain the following approximate system of first-order equations:

2aw, =0,
. , (8.5-19)
—2w,af + caw, cosw,t = 0.

Equation (8.5-19) shows that to the first order, & is a constant and the
corresponding £ is found to be

Bt) = —=

2w,
where y is an integration constant. Equation (8.5-20) shows that fX7) is
indeed slowly varying in the sense of (8.5-17) due to the smallness of &
Within the first-order approximation

gsinw t+y, (8.5-20)

w .
u(t) = acos(w,t + 2—°—gs1n oL+y), (8.5-21)
a)v

which is a frequency modulated signal. The modulated frequency may be
defined as

w(t) = %[a)ot + ()] = w,(1+ gcos w,t). (8.5-22)
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For a more refined solution that shows the time dependence of @ and a
more refined expression for A, some second-order terms in (8.5-18) need to
be kept. The first-order solution shows that although both o(f) and At) are
slowly varying, a(f) is even slower than /). Therefore we drop & but keep

,B,B (which was dropped in the first-order approximation) in (8.5-18), and
obtain

- 2w0,B - BB+ £m} cosmt =0. (8.5-23)
From (8.5-23) we have

B =—w,+ w1+ Ecosm,t . (8.5-24)

Equation (8.5-24) implies the following approximate expression of the

frequency
w=w, +f= Wy /1 +£COs @,
2 (8.5-25)
&
=w,(1+Zcosw t ~E—cos® w,t +++°),
2 8
which is more refined than (8.5-22). Multiplying (8.5-18); by c(¥) gives
a’f+2aaf +2adw, =0, (8.5-26)

which can be written as
d .
E(a2ﬂ+a2(u0)=0. (8.5-27)

Integration of (8.5-27) yields
a’p+a’e, = Vo, (8.5-28)
where A is an integration constant. Solving (8.5-28) for a(¢), we obtain
2
2 = ———’1— (8.5-29)
1+ f/ w,

To the lowest order, we have, approximately

a=A(l- B

> ):%(3—1/1+gcosa)vt) , (8.5-30)
o0

which is indeed much slower than A&f). Equations (8.5-25) and (8.5-30)
show that both the frequency and the amplitude of u(#) are modulated.
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As a numerical example, consider a Y-cut quartz resonator. For
geometric parameters we choose a = 14.25 mm and b = 0.9696 mm. The
biasing deformation is specified by A = 1. Then & = 0.4221. The above
parameters imply that for the extensional biasing deformation, @y27z = 10°
Hz. For the thickness-shear motion without biasing deformation, the
fundamental thickness-shear frequency (n=1 in (8.5-15)) is an/27= 10° Hz.
We choose @/27 = 10° Hz. We are considering a very small effect. The
above parameters are chosen to greatly exaggerate this small effect.
Therefore some of the parameters do not quite satisfy the assumptions that A
<< 1, e<<1, o << @y and @, << an. The zero-, first-, and approximate
second-order solutions are summarized below:

u(t) = cosw,t,

®
u(t) = cos(w,t +—>
2w

esinw, 1), (8.5-31)

u(t) = %(3 ~J1+ gcosm,t)cos(wyt + 2£°—ssin w,t).
a)v

where we have set A =1 and y = 0. Equation (8.5-31); is the zero-order
solution when the biasing field is not present, which is a pure sinusoidal
signal. Equation (8.5-31), shows the first-order effect of the biasing field.
This is a frequency modulated signal as shown in Figure 8.5-2. This is the
same as the result from the quasistatic analysis.

I
1 Ld Rt

Figure 8.5-2. First-order solution with frequency modulation.
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Equation (8.5-31); includes some second-order effects on the amplitude
modulation and is shown in Figure 8.5-3.

1.5 1 ﬁ(f)

tw,2x

-1.5 -

Figure 8.5-3. Second-order solution with frequency and amplitude modulation.
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Appendix 1

List of Notation

At present the IEEE Standard on Piezoelectricity [11] is concerned with
the linear theory of piezoelectricity only. For nonlinear electroelasticity
notation and terminology vary among researchers. The following are used in
this book:

0y, ok — Kronecker delta

Ok, Oxi — Shifter

&k €ukx — Permutation tensor

Xx— Reference position of a material point
v; — Present position of a material point

ux — Mechanical displacement vector

J — Jacobian

Cxi — Deformation tensor

Sy, — Finite strain tensor

Sy — Linear strain tensor

v; — Velocity vector

dy — Deformation rate tensor

@y; — Spin tensor

D/Dt — Material time derivative

o — Reference mass density

p — Present mass density

Q. — Free charge

p. — Free charge density per unit present volume
pr — Free charge density per unit reference volume
o, — Surface free charge per unit present area

o ; — Surface free charge per unit reference area
& — Permittivity of free space

¢ — Electrostatic potential

E; — Electric field

P; — Electric polarization per unit present volume
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m; — Electric polarization per unit mass
D; — Electric displacement vector
E, — Reference electric field vector

®, — Reference electric polarization vector
@y, — Reference electric displacement vector

F - Electric body force per unit present volume
C jE — Electric body couple per unit present volume

w* = Electric body power per unit present volume
J; — Body force per unit mass
o ; — Cauchy stress tensor

O-ij — Electrostatic stress tensor

o‘,f, F,J.,T,fL— Symmetric stress tensor in spatial, two-point, and

material form

3.4 My, T,?Z — Symmetric Maxwell stress tensor in spatial, two-point,

o

and material form

7, K, fKL — Total stress tensor in spatial, two-point, and material
form

T,, — Linear stress tensor

T, — Mechanical surface traction per unit reference area
t, — Mechanical surface traction per unit present area

e — Internal energy per unit mass

w — Free energy per unit mass

¥ — Total free energy per unit mass

6 — Absolute temperature

1 — Entropy per unit mass

¥— Body heat source per unit mass

g — Present heat flux vector
Ok — Reference heat flux vector



Appendix 2

Electroelastic Material Constants

Material constants for a few common piezoelectrics are summarized
below. Numerical results given in this book are calculated from these
constants. It is convenient to have these constants all in one place.

Permittivity of free space £, = 8.854 x 107" Faraday/m.

Permeability of free space x, =12.57x 107 Henry/m.

Boltzmann constant k= 1.38x107 J/K.

Electronic charge g. = 1.602x10™"° Coulomb.
Polarized ceramics
The material matrices for PZT-5H are [65]
p="1500 kg/m’,

126 795 841 0 O

795 126 841 0 0

841 841 11.7 0 O
0 0 0 23 0
0 0 0 0 23
0 0 0 0 0 2325

(Cpg = x 10" N/m?,

0 0 0 0 17 0
[e,1=] © 0 0 17 0 0 |Coulomb/m®,
-65 —-65 233 0 0 O
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1700, 0 0
el=| 0 17006, 0 |=
0 0 1470,

1.505 0 0
0 1.505 0 |x107*C/(Volt-m),
0 0 1.302

where the superscript 7 in the piezoelectric matrix indicates transpose. For
PZT-5H, an equivalent set of material constants are [65]

s, =16.5, s, =207, s, =435,
s;, =—4.78, s, =-8.45x107"?m*/N,
d, =274, d,=741, d,; =593x10"2C/N,
&, =3130g,, &5, =3400¢,.
When poling is along other directions, the material matrices can be obtained

by tensor transformations. For PZT-5H, when poling is along the x; axis, we
have

11.7 841 841 0
841 126 795 0
841 795 126 O
0 0 0 2325
0 0 0 0 23
0 0 0 0 0 23
233 -65 -65 0 0 0
le,1=| © 0 0 0 0 17|C/m?,
0 0 0 017 0
1.302 0 0
[1=| 0 1505 0 [x10°C/Vm.
0 0 1.505

When poling is along the x, axis

x 10" N/m?,

[Cpq] =

[ e B e N
oSO O O O




126 841 795 0 0
841 11.7 841 0 0
7.95 841 126 0 0
0 0 0 23 0
0 0 0 0 2325
0 0 0 0 0 23
0 0 0 0 0 17
[e,]=|-65 233 -65 0 0 0 |C/m’,
0 0 0 17 0 0
1.505 0 0
=] 0 1302 0 {x10°C/Vm.
0 0 1505

[Cpq] =

x10"N/m?,
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Material constants of a few other polarized ceramics are given in the

following tables [66]:

Material c1 12 c13 C33 Ca4 Cé6

PZT-4 139 | 7.78 | 7.40 | 11.5 | 2.56 | 3.06

PZT-5A | 12.1 | 7.59 | 7.54 | 11.1 | 2.11 | 2.26

PZT-6B | 16.8 | 8.47 | 842 | 163 | 3.55 | 4.17

PZT-5H | 12.6 | 791 | 839 | 11.7 | 2.30 | 2.35

PZT-7A | 148 | 7.61 | 813 | 13.1 | 2.53 | 3.60

PZT-8 137 | 699 | 7.11 | 123 | 3.13 | 3.36

BaTiO; | 15.0 | 6.53 | 6.62 | 14.6 | 439 | 4.24

% 10" N/m?

Material | e €33 eis &1 £33
PZT-4 -5.2 | 15.1 | 12.7 | 0.646 | 0.562
PZT-5A | -54 | 15.8 | 12.3 | 0.811 | 0.735
PZT-6B | -09 | 7.1 4.6 |0.360 | 0.342
PZT-5H | -6.5 | 23.3 | 17.0 | 1.505 | 1.302
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PZT-7A | -2.1 | 95 | 92 |0.407 | 0.208
PZT-8 | -4.0 | 13.2 | 104 |0.797 [ 0.514
BaTiO; | -43 | 17.5 | 11.4 | 0.987 ] 1.116
C/m’ x10° C/Vm
Density | PZT-5H | PZT-5A | PZT-6B | PZT-4
Kg/m’ 7500 7750 7550 7500
Density | PZT-7A | PZT-8 | BaTiOs
Kg/m’ 7600 7600 5700

Quartz

When referred to the crystal axes, the second-order material constants
for left-hand quartz have the following values [67]
p=2649 kg/m’,

86.74 6.99 1191 -17.91 0 0
699 8674 1191 17.91 0 0
11.91 1191 1072 0 0 0
Ly 1= -1791 1791 0  57.94 0 0
0 0 0 0 5794 -17.91
0 0 0 0 -1791 39.88
x10°N/m2,
0.171 -0.171 0 -0.0406 0 0
[e,]=| O 0 o0 0 0.0406 —-0.171|C/m?,
0 0 0 0 0 0
3921 0 0
[1=| 0 3921 0 {x107°C/Vm.
0 0 41.03

Temperature derivatives of the elastic constants of quartz at 25 °C are [68]
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Bk 11 33 12 13
K ‘Ef;%@f,ﬁ’g;m 18.16 | -66.60 | -1222 | -178.6
pe 44 66 14
(”‘;P]"())ff?’é;dn -89.72 | 1267 | -49.21

For quartz there are 31 nonzero third-order elastic constants. 14 are given
in the following table. These values, at 25 °C, and based on a least-squares
fit, are all in 10" N/m? [69]

Constant Value Siaudad

error
cin 2.10 0.07
ci2 -3.45 0.06
ems +0.12 0.06
Cil4 -1.63 0.05
iz -2.94 0.05
C124 -0.15 0.04
C133 -3.12 0.07
C134 +0.02 0.04
B -1.34 0.07
C1ss -2.00 0.08
Cam -3.32 0.08
€333 -8.15 0.18
Cia4 -1.10 0.07
Caas -2.76 0.17

In addition, there are 17 relations among the third-order elastic constants of

quartz [70]
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__ 1
Cixy =Ciy1 T Crip —Cyxps Cis6 = 5(0114 +3c)5),

1
Cie6 = Z(_zcm — ¢y +3¢),

Cyy = —Cpiq —2C134, Cp56 = 5("'114 —Ciy)s

1
Cre6 = Z(zcm =€y —Cyp)s
1 1
Cies = =(Cr13 —Ci23)s  Cyse = =(=Craq +Cys5),
2 2
Cy3 =Clizs Cp3 =Cazs Cpay = 7Cpayy  Cogy = Csss Cass = Cryys
Ciss = Cagqs  Cas6 = Crags  Cyss = ~Cayys  Cue6 = Croy-

For the fourth-order elastic constants there are 69 nonzero ones of which
23 are independent [71]

Cinnrs €33335 Cagaas Ceses>  Ciiz> Cize Cuazs €22140 Cisanos
Cusses Cssaa» Caazs Crzas Caaags Crgses Crisss Crizes Caaseo
Cap23> Casz> Cazia>  Cosra>  Cos24e

There are 46 relations [71]

€2 = Crirs €266 :g(cllll —Chup)s Cyps = Cpizs

- 1 4
Comi = Cnias Ces1z = g(cllll —4Ces66 ~ Cri12)s €13 = Cpizso
Ciiss = Ca266> Cnima ™ '3'(_01111 +4¢1; +8C4666)>

Ce613 — 2(01113 —Chx)s

Cssss = Caaqa> Caass = 504444’ Ce623 = Co613»

Ciizs = ~Cous 1 Co614 T Co6245

C330 = ~Ciazs Cring = 3(—Cooig +2C6614 —2Ce604 ) Copzz = Crisss
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1
Crs6 = E(_zczzm +3Ce614 — Ce624)>  Cop3z = C133

Coa = 3(Ca014 = 3Ce614 + Co624 )

L 2 7
Ci3ss = Caagq>  Crise = E(_ Cona + TCss14 = Cesaa)s €333 = Cazzy

Cias6 = ‘2“(_2‘72214 +3Ce614 —Cos24)>  Css3a = —Caagzs

3
Ces65 — 5(06614 — Co24)>
Caaty = ~HCuys6 —Cssra>  Craza = Criza — 2Cp3565  Copss = Cagras
Css1s = 2C4s6 T Csspas Crzss = 2C1134 — 3Csg>  Csses = Crasss
Cssse = 3Cusses  Coma = 4Caas6 = 3Ci134s  C33pq = —Caapys

Cagar = 2Caus6 —Cssps  Cesss = Cinsas  Cazse = Cazias Cssiz = Caanns

Ci1as = Cagrz> Css23 = Cagizs  Caase = Crases  Cooas = Crisss  Cssiz = Cagozs

Cases = Cuass> Caarz = Cuiss — HCusg>  Caasg = ‘2“(04423 = Cpp3)-

The fourth-order elastic constants are usually unknown. Some scattered
results are [71]

¢y = 1.59x 10 N/m? +20%,
Cy33 = 1.84x 107 N/m? +20%,
and [72]
ek =TTx10"N/m?.

AT-cut quartz is a special case of rotated Y-cut quartz (8 = 35.25°)
whose material constants are [4]

86.74 -825 27.15 -3.66 0 0
-825 129.77 -742 5.7 0 0
27.15 -742 102.83 992 0 0 0 )
[epgd= x10°N/m-,
-3.66 5.7 9.92 38.61 0 0
0 0 0 0 68.81 2.53
0 0 0 0 2.53 29.01
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0.171 -0.152 -0.0187 0.067 0 0
[e,1=| © 0 0 0  0.108 —0.095|C/m?,
0 0 0 0 -0.0761 0.067

39.21 0 0
[&1=| 0 39.82 0.86 [x107"°C/Vm.
0 0.86 40.42

Langasite

The second-order material constants of La;GasSiOy4 are [73]

p= 5743 kg/m’,

18.875 10.475 9.589 —1412 0 0
10.475 18.875 9.589 1412 0 0
| 9589 9589 2614 0 0 0
o™ 1412 1412 0 535 0 0
0 0 0 0 535 —1.412
0 0 0 0 —1412 42
x10"°N/m2,

-044 044 0 -0.08 O 0
[e,1=| © 0 0 0 0.08 0.44|C/m?,
0 0 0 0 0 0

18.92¢, 0 0
5= 0  1892¢, O
0 0 507,

1675 0 0
= 0 1675 0 |x10™”C/Vm.

0 0 4489

The third-order material constants of LasGasSiOq4 at 20°C are given in
[73]. The third-order elastic constants ¢y (in 10" N/m?) are



ci -97.2 C134 -4.1
Ci2 0.7 Ci44 -4.0
i -11.6 C1s5 -19.8
Cl14 -2.2 o -96.5
C123 0.9 Ci33 -183.4
C124 -2.8 C344 -38.9
c133 -72.1 Ca44 20.2

The third-order piezoelectric effect constants e;pq (in C/m?) are

il 9.3 €124 -4.8
€113 -3.5 €134 6.9
el 1.0 €144 -1.7
e 0.7 €1s -4

The third-order electrostriction constants Hp, (in 10°N/V?) are

Hi -26 Hi; -24
H, 65 His -40
His 20 Ha -170
Hy4 -43 Hyy -44

The third-order dielectric permeability &1 (in 10?° F/V) are

Lithium Niobate

The second-order material constants for lithium niobate are [74]

&

-0.5

p=4700 kg/m’,
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203 0.53 075 0.09 0 0
053 203 075 -0.09 0 0
075 075 245 0 0 0 1 )
[cpq] = x10"" N/m~,
0.09 -0.09 0 0.60 0 0
0 0 0 0 0.60 0.09

0 0 0 0 0.09 0.75

0 0 0 0 370 -2.50
[e,]=]-2.50 250 0 370 O 0 |[C/m?,
020 020 130 O 0 0

389 0 0
[51=| 0 389 0 [x10"'C/Vm.
0 0 257

The third-order material constants of lithium niobate are given in [75].
The third-order elastic constants ¢, (in 10" N/m?) are

Constant Value Standard
error
Ci11 -21.2 4.0
C112 -53 1.2
€113 -5.7 1.5
C114 2.0 0.8
o 2.5 1.0
Ci24 0.4 03
C133 -7.8 1.9
€134 1.5 03
C144 -3.0 02
C1ss -6.7 0.3
€222 -233 3.4
€333 -29.6 1.2




C344

-6.8

0.7

Ca44

-0.3

0.4

The third-order piezoelectric constants e,,, (=-k ) are

Lipg
Constant Value Stz:_lri?rd
eis 17.1 6.6
€116 -4.7 6.4
e12s 19.9 2.1
€12 -15.9 5.3
€13s 19.6 27
€136 -0.9 2:7
eiss 20.3 5.7
el 14.7 6.0
312 13.0 11.4
e3n3 -10.0 8.7
€14 11.0 4.6
€333 -17.3 5.9
€344 -10.2 5.6
C/m’

The third-order electrostirctive constants

/

2

£00,04 ~£,038 ;- €,6,0,) (in 10°F/m’) are
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(compressed from b, +

Constant Value Staddid
error
I 1.11 0.39
Iz 2.19 0.56
l13 2.32 0.67
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I3 0.19 0.61
l33 -2.76 0.41
li4 1.51 0.17
la 1.85 0.17
lag -1.83 0.11

The third-order dielectric constants &, (in 10 F/V) are

Constant Value seandar
error
&1 -2.81 0.06
&0 -2.40 0.09
£33 -2.91 0.06

Lithium Tantalate

The second-order material constants for lithium niobate are [74]

p= 7450 kg/m’,

233 047 080 -0.11 0 0
0.47 233 0.80 0.11 0 0
080 080 245 0 0 0 » 5
[epgl = x10"" N/m”*,
-0.11 -011 0 094 0 0
0 0 0 0 094 -0.11
0 0 0 0 -0.11 093

0 0 0 0 26 -16
[e,]=|-16 1.6 0 26 0 0 [C/m’,
0 0 19 0 0 0

363 O 0
[g]1=] 0 363 0 [x107'C/Vm.
0 0 382
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Silicon

Silicon is of cubic symmetry m3m and is nonpiezoelectric. For silicon
we have [76]

p =2332kg/m’,

¢, =16.57, ¢, =7.956, c, =639x% 10" N/m?,

g, =11.8¢,, &, =8.854x107"Farads/m.
The mobility of electrons and holes in silicon are

M, =1500, p, =480cm’/V —sec.
The diffusion constants can be determined from the Einstein relation
D=—uyu,
q.

where € is the absolute temperature. For the third-order elastic constants
there are twenty nonzero ones among which six are independent

¢ =825, ¢, =-451, c¢,; =-64,
Cq =12, ¢;55 =310, c¢,5, =-64GPa.
and the other fourteen are determined from the following relations:
Cii3 =Cs G T Cas Ci33 = Cpps Cres = Cysso
Cop =Cipps €yp3 =Cpips Cy;33 = Crpps Cayq = Cysss
Cyss =Craa> Cog6 = Ciss> C3a3 = Cryp> €344 = Cysso

C3ss = Cisss C365 = Crag+





