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EDITORIAL

MARCELLO BARBIERI

THE CHALLENGE OF BIOSEMIOTICS

Semiotics, literally, is the study of signs and initially it was thought to be concerned
only with the products of culture. Mental phenomena, however, exist also in animals,
and cultural semiotics can be regarded as a special case of biological semiotics, or
biosemiotics, a science that started by studying semiotic phenomena in animals and
then was gradually extended to other living creatures. Eventually, the discovery of
the genetic code suggested that the cell itself has a semiotic structure, and the goal
of biosemiotics became the idea that all living creatures are semiotic systems. But
what is a semiotic system? According to cultural semiotics, there are two answers
to this question. One is the model proposed by Ferdinand de Saussure, who defined
a semiotic system as a duality of “signifier and signified” or “sign and meaning”.
The other is the model of Charles Peirce, who pointed out that interpretation is an
essential component of semiosis and defined a semiotic system as a triad of “sign,
object and interpretant”.

In 1974 Marcel Florkin argued that “signifier and signified” are equiv-
alent to “genotype and phenotype” and proposed for biosemiotics the dualistic
model of Saussure. He underlined however that “in linguistics the sign is
arbitrary with reference to the relation between its two faces. In molecular
biosemiotics, on the other hand, signifier and signified are in a necessary
relation imposed by the natural relations of material realities”. According
to Florkin, in other words, in molecular biosemiotics there is no arbitrary
relationship between signifier and signified, and he explicitly declared that
“A bioseme carries no Bedeutung or Sinn (no meaning). Its signifier is an
aspect of molecular configuration and its signified is an aspect of biological
activity”.

In the 1960s and 70s Thomas Sebeok started a lifelong campaign in favor of
the idea that language has biological roots, but rather than following Saussure
he adopted the triadic scheme of Peirce first in zoosemiotics, in 1963, and then
in the more general field of biosemiotics (]S_e_hQQH, |_L9ﬁj, hﬂﬂ, ll_%ﬂ) According
to Sebeok, any semiosis is necessarily a triadic relationship, and interpretation is
its sine qua non condition. He insisted that “there can be no semiosis without
interpretability” and that interpretation is “a necessary and sufficient condition for
something to be a semiosis” m, M) The Peirce-Sebeok model of semiosis
has become extremely popular and it has been adopted by most biosemioticians, in
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particular by the Copenhagen-Tartu school (Claus Emmeche, Jesper Hoffmeyer and
Kalevi Kull) and (in a hermeneutic version) by the Prague school (Anton Markos).

A third model of semiosis, however, does exist and was suggested in the 1980s
by the theory that the cell is a triad of genotype, phenotype and ribotype, where the
ribotype is the ribonucleoprotein system of the cell and represents its “codemaker”,
i.e. the seat of the genetic code (Barbieri[1981], 11983, [2003). This amounts to saying
that the cell contains a “codemaker” but not an “interpreter”, because the rules of
the genetic code do not depend on interpretation. They are virtually the same in
all living systems and in all circumstances, and that has been true for almost the
entire history of life on Earth. In this framework, the simplest semiotic system is
a triad made of “sign, meaning and code” and the origin of semiosis (the semiotic
threshold) does not coincide with the origin of interpretation (the hermeneutic
threshold).

Another approach to biosemiotics has been proposed by Howard Pattee who
investigated the physical conditions that are necessary for codes and symbolic
controls. Pattee introduced the concept of epistemic threshold, the boundary region
where local matter has not only its intrinsic physical properties governed by
universal laws, but where it is also “about” something else. Epistemic matter, in
other words, “stands for” something, and the “standing for” relation is usually
considered an emergent process that leads necessarily to a triadic Peircean
relationship of “matter, interpreter and referent” dEan_Qd, 11%9, llﬂi, |2£)Q1|).

Today, in short, we have four different models of biological semiosis and at least
four different schools of biosemiotics. Despite all that, biosemiotics remains an
isolated discipline and many perceive it as a small field that lies at the outskirts of
science, somewhere between biology and linguistics. This is because there is a very
strange paradox at the heart of modern science. On the one hand it is acknowledged
that the genetic code is the bedrock of life, and on the other hand it is underlined
that it is not a real code. The argument is that the genetic code would be real
only if it was associated with the production of meaning, but modern science does
not deal with meaning and is bound therefore to deny any reality to the code
of life.

According to the dominant paradigm, the genetic code is fundamentally a
metaphor. It is a linguistic construction that we use in order to avoid long
periphrases when we talk about living systems, but no more than that. It is like
those computer programs that allow us to write our instructions in English, thus
saving us the trouble to write them in binary digits. Ultimately, however, there are
only binary digits in the machine language of the computer, and in the same way,
it is argued, there are only physical quantities at the most fundamental level of
Nature.

This conclusion, known as physicalism, or the physicalist thesis, has
been proposed in various ways by a number of scientists and philosophers
(Chargaff, [1963; ISarkat, [1996; 1200d; IMahner and Bungd, [1997; Griffiths and
Knight, 1998; |Griffith, 2001, [Boniold, [2003). It is probably one of the most deeply

dividing issues of modern science. Many biologists are convinced that the genetic
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code is a real and fundamental component of life, but physicalists insist that it is
real only in a very superficial sense and that there is nothing fundamental about it
because it must be reducible in principle, to physical quantities.

This, in fact, is the only answer that allows people to say that there are no signs
and meanings at the basis of life, and that semiotic processes are not fundamental
events. But what a price to pay! It is perfectly right to mention the genetic code
practically in every single problem of biology, provided one keeps in mind that it
is not meant to be serious. On the face of this, many biologists prefer to avoid the
issue altogether, which is hardly surprising. But some do not. The issue is not so
much the physicalist thesis as the nature of life itself. The experimental reality is
that proteins are manufactured by molecular machines based on the rules of the
genetic code and there is little point in saying that the code must be a metaphor
simply because modern science does not know how to cope with meaning. That is
the challenge of biosemiotics: the codes are a fundamental reality of life and we
simply have to learn how to introduce signs and meanings in science.

This book is addressed to students, researchers and academics who are not
familiar with biosemiotics and want to know more about it. It is a highly qualified
introduction to this new field because it is written by many of its major contributors.
At the same time, it contains the most recent developments in the basic issues of
biosemiotics and provides therefore a fairly accurate portrait of the present state
of the art.

The book is divided into three parts. The first is dedicated to a brief historical
account and the last to a few research applications, whereas the central, and longest,
part of the book is devoted to theoretical issues.This is because the real obstacle to
biological progress, today, is not lack of data but a pervasive theoretical paradigm
that continues to deny the semiotic nature of life, or to pay only lip-service to it,
thus depriving the biological codes of all their revolutionary potential.

Biosemiotics is truly a new biological “synthesis” because it brings together
biology and linguistics, and effectively brings down the old divide between the
“Two Cultures”. Its main challenge, as we have seen, is to introduce meaning
in biology, on the grounds that organic codes and processes of interpretation are
fundamental components of the living world. Biosemiotics has become in this way
the leading edge of the research in the fundamentals of life, and is a young exciting
field on the move. This book wants to bring it out of the small niche in which it has
been developed so far and make it available to all those who are prepared to accept
the challenge raised by the discovery of the genetic code and of biological meaning.
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CHAPTER 1
THE EVOLUTIONARY HISTORY OF BIOSEMIOTICS

DONALD FAVAREAU!

University Scholars Programme, National University of Singapore, favareau@ gmail.com

The key question lying at the root of all this is: How could natural history become cultural history?
Or, to put it another way ... How did something become “someone”? — Jesper Hoffmeyer, Signs of
Meaning in the Universe (1996:viii).

A PERSONAL PRELUDE: MY STROLL THROUGH THE WORLDS
OF SCIENCES AND SIGNS

Having spent the last six years in regular correspondence with the world’s small but
steadily growing population of “biosemioticians,” I feel warranted in saying of this
diverse group of molecular biologists, neuroscientists, zoologists, anthropologists,
psychologists and philosophers, that while each one more or less found their way
into this common project alone — proceeding from vastly different starting points and
through drastically varying routes — it might yet not be too broad a claim to say that
a growing discontent with what was being offered as (or in lieu of) “explanation”
regarding the nature of empirically observed, real-world sign processes in their
respective fields of origin appears to be the single most common impetus setting the
majority of these researchers on their respective paths to what has now converged
to become the growing interdisciplinary project of biosemiotics.

Indeed, my own entry into this field came as the result of my growing discontent
with the inability of cognitive neuroscience to confront issues of experiential
“meaning” at the same level that it was so successful in, and manifestly committed
to studying the mechanics of those very same electro-chemical transmission events
by which such meanings were being asserted (but not explained) to, be produced.
For the 1990s were declared (by fiat of an actual act of Congress) to be “The Decade
of the Brain” in the United States — and, reservations about the seriousness of such
self-aggrandizing hyperbole aside, this period did indeed see a great explosion of
ideas and energy emanating out of such newly minted hybrid research projects
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as neurophilosophy, evolutionary psychology, dynamic systems theory, cognitive
neuroscience, and Artificial Intelligence/Artificial Life.

What intrigued me about this research then (and now) was the fact that at the
heart of these disparate research projects lay the primordial scientific question:
“What is the relation between mental experience, biological organization, and the
law-like processes of inanimate matter?” However, and for reasons that should
become clear as this “history” progresses, that ancient and comprehensively artic-
ulated question progressively became re-formulated (and ultimately replaced) by
the much narrower and more presumption-driven question: “How does the human
brain produce the mind?” And this is a very different question — making some very
different assumptions — from the prior formulation, as we soon shall see.

However, even to this perhaps less optimally formulated latter question, many
interesting analyses were made, hypotheses proposed and theories advanced —
though none proved fully satisfactory, even on the theoretical level, and as the
inquiry began taking on its institutionally funded form, fewer and fewer of the
major participants in the debate took the opportunity to reflect publicly on whether
the question of “how do brains produce minds” was not itself framed in such a way
that there could never be provided for it a satisfactory answer.

For with the object of study itself being invariably conceptualized either in a
modified Cartesian sense (i.e. — “mind” as a immaterial system property either
emergently produced by, or actually reducible to, the activity of an material brain) —
or as an “inherently unknowable” phenomenon ) or as to outright
category mistake of “folk psychology” m) — it’s hard to see how
any progress could be made on this issue, given the artificially barren parameters
within which the search was set.

Towards the end of the century, the application of dynamic systems theory to
neuroscience was promising to open up a third alternative to the ‘“dualist-and-
immaterialist versus reductionist-and-determinist” impasse, and several visionary
brain researchers (e.g. [Edelmanf [1992, [Damasid [1994, [Freemanf 2000, [L1in4d 2001,
[Eusted ) were suggesting interesting syntheses that, although not phrased
this way by their proponents, attempted to preserve the interdependent reality of
both sign relations and material relations in their explications of the phenomenon
of “mind.”

These searches still, however, proceeded from the yet too partial understanding
that somehow “the mind produces sign relations” — when, in point of fact, it was
not until neuroscientist and bio-anthropologist Terrence m ) suggested
a new way of looking at the problem of language origins through the lens of
Charles S. Peirce’s architectonic of “sign relations” per se that it became clear
at least to some people (myself included) that a potentially more viable approach
to the conventional mind-brain question might be to not begin that study by
using the uniquely human manifestation of mental experience as the archetypal
example of the system needing explanation, as if it — alone among the products
of the natural world — somehow arose ex nihilo and persists today sui generis —
but to inquire first, instead, into the far more fundamental relationship of all
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purposive organisms to subjective experience (a term which itself, it turns out,
denotes a far broader set of natural relations and phenomena than are indicated
when one begins a priori with the stipulation that “subjective experience” is
something that arises wholly out of, and remains forever locked away within,
brains).

Coming upon Deacon’s provocative synthesis of Peirce re-set the fundamental
terms of inquiry for me, and soon led me to discover the work of Danish biosemi-
otician Jesper Hoffmeyer — and it is from this point that I date my own decision
to become part of the yet nascent interdiscipline of biosemiotics. And to this day,
I can still recall the precise moment of my casting of this die. I had only gotten
as far as page 40 in [Hoffmeyer’s (]_LQ%) Signs of Meaning in the Universe when
I came upon a passage wherein he discusses the concept of self-reference in a
system. This he compares to the perpetual creation of “a map which is so detailed
that the cartographer and the map that he is making are swept up into it.” This
elegant little description so perfectly captured the paradox that most contemporary
neuroscientific theory both entailed and yet was simultaneously denying and/or
attempting to run away from, that at the end of my reading of that passage —
one of many such delightful asides ornamenting the profound and seriously conse-
quential ideas argued for in this book — I e-mailed Jesper Hoffmeyer in Copenhagen,
and found myself in Denmark a few weeks later debating the relations between
intersubjectivity and mirror neurons at the First Annual International Gathering in
Biosemiotics.

Researchers from 18 different countries were present at that initial Gatherings,
with backgrounds ranging from physics and molecular biology to animal ethology,
robotics, evolutionary psychology and philosophy of semiotics and of mind. And
since entering the interdisciplinary project that this group was in the process of
creating, [ have since learned much about the understandings attained by the various
disciplines from which each of my colleagues has been informed — as well as
about the longer tradition of “theoretical biology” that remains relatively (and
detrimentally) untaught as part of a scientific education in the United States.

For even today, it is more the norm than the exception for university life science
majors to be instructed right at the outset of their studies that “science only studies
observable phenomena. It functions in the realm of matter and energy [and therefore]
it is a serious mistake to think that the methods of science can be applied in
areas of investigation involving other aspects of human experience, e.g., matters of
the mind” (Miller and Harley's Zoology, @:11) and that “most neuroscientists
and philosophers now take for granted that all biological phenomena, including
consciousness, are properties of matter” as writes Nobel Prize winner Eric Kandel
at the conclusion of his authoritative Principals of Neural Science (2000:1318,
italics mine). “Is the ‘problem of consciousness’ real, however?” he then asks,
noting far too accurately that “some philosophers and many neuroscientists believe
that consciousness is an illusion” (ibid).

And so the question accordingly arises: How did modern science — the
communal knowledge-generating system par excellence — arrive at this sterile
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impasse whereat the investigation of individual knowledge-generating systems as
knowledge-generating systems per se came to be seen, at best, as a vexingly
paradoxical riddle and, at worst, as falling outside the scope of legitimate scientific
inquiry entirely?

It is in the hope of providing at least partial illumination of the historical processes
by which this particular explanatory Gordian knot was tied, that the first half of
this history of biosemiotics begins.

A BRIEF HISTORY OF THE TYING OF A GORDIAN KNOT

The resistance to studying “subjective experience” qua “subjective experience” (and
not just studying the interactions of its material substrate) has a long and principled
history in science — and it precisely this history that we need to understand first,
if we are ever to understand how something as oddly named as “biosemiotics” is
not only not an anti-science nor a pseudo-science, but is genuinely a proto-science
aimed at scientifically distinguishing and explaining the use of sign relations both
between and within organisms.

Accordingly, it might seem at first that an examination into the uniquely influ-
ential works of René Descartes (1596-1650) would be a logical place to start
this discussion — Descartes’ work being emblematic of the “bifurcation” between
modernity and pre-modernity in both the sciences and in philosophy, as well, of
course, as the bifurcation between the mental and material “realms” that we continue
to travel, in better and worse ways, today. And, indeed, it will be necessary to
discuss Descartes’ role in shaping the trajectory of modern science if the history of
biosemiotics is to make sense within its larger narrative.

Like all of us, however, Descartes too played his role informed by a set of prior
narratives that are themselves contingent products of history as well. So if we are
to understand the relationship of biosemiotics to the modern science from which
it proceeds and to some extent challenges, we must also understand the relation
of modern science to the practices and understandings about the natural world
from which it proceeded and, for the most part, not merely challenged but actively
proposed to supplant.

Thus, the first difference between the two projects of “biosemiotics vis-a-vis
modern science” and of “modern science vis-a-vis everything that preceded it”
can be clearly stated. For as we shall see shortly, the goal of biosemiotics is to
extend and to broaden modern science, while adhering strictly to its foundational
epistemological and methodological commitments — it does not seek in any genuine
sense of the term to “oppose” much less “supplant” the scientific enterprise, but,
rather, to continue it, re-tooled for the very challenges that the enterprise itself
entails, if not demands.

The same cannot be said of the relation of modern science to its parent traditions
of ancient Greek thought and medieval scholasticism however. For the founders of
modern science, as again we shall see shortly, were adamant in their declarations



The Evolutionary History of Biosemiotics 5

that all such older traditions were to be renounced wholesale and were to be
replaced with something “entirely new”. And so, if we are to make sense of the
narrative that is the history of biosemiotics only within the larger narrative that is
the history of science, we now find that yet an even earlier history and an even
larger embedding narrative has to be recounted here. Thus, if we are to understand
the history of science, it will be critical to understand the intellectual traditions
from which modern science, and the whole modern age of the 16th and 17th
centuries, was self-consciously rebelling. But to understand what joins those two
older traditions, one first and foremost has to understand Aristotle.

And what better place to begin a history of biosemiotics than with the West’s
first genuine biologist? For by tracing the winding evolutionary path that begins in
the ancients’ observational thinking about life processes, and continues through the
heavily mediated symbolic thinking of the medievals about sign processes, we may
at last begin to get a clearer view of the conceptual entanglements between signs
and nature that Descartes sought to resolve not with a yet more entangled synthesis,
but with an Alexandrain cleaving that would leave the two halves disconnected and
the thread that once was their unity forever cut.

And as it is the job of biosemiotics to begin weaving this thread together again,
we must first discover just how and why it got tangled up in the way that it did in
the first place. We begin our history proper, then, before it ever occurred to anyone
to tie such a knot out of the naturally occurring continuum bearing humans, nature,
animals and culture.

PHASE ONE: SEMIOTICS WITHOUT SCIENCE

It is said that the ancient Greeks had no real vocabulary for, nor philosophical
interest in, discussing the distinction between “natural” and “cultural” signs. Rather,
reports historian John m M), even up until the Roman period, ompeio
(L: semeion) for the Greeks remained primarily a medical term — roughly akin to the
modern concept of symptom — that referred only to the outward manifestations of
an internal condition or overall state of affairs. And it is from this word semeion, of
course, that the word “sign” — “something that suggests the presence or existence
of some other fact, condition, or quality”?>— proceeds.

We can notice at the outset, however, that a close association between something
present and observable (pallor, a rash, a swelling of the ankles) with either something
else that is present and unobservable (an organ malfunction or a tapeworm within)
or with something else that is non-present and unobservable (overindulgence of
food and drink, an accident that happened previously) imbue this notion of semeion
with at least the two following characteristics: (1) The phenomenon of relation is
inextricable from the concept; the semeion is always a symptom “of ” something
other than itself or just itself (and is so, presumably, whether or not any physician
or patient is looking at it, as it necessarily pre-exists both of their awarenesses of it).
(2) Something “unobservable” is being educed in the process of observing.
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AUGUSTINE: THE “NATURAL” AND “GIVEN” SIGNS

These two broad characterizations alone will be sufficient for several centuries
worth of “realist” versus “idealist” debate arising, self-consciously or not, from the
question of whether (2) or (1) should be given primacy in one’s understanding of
what it is to be a “sign.” And this is a debate whose lack of historical resolution
deeply informs our own difficulties with the concept of a “sign” today. Paralleling
our own deepening understanding in biosemiotics, perhaps, Augustine of Hippo
(354-430) in his treatise of 387 known as De Dialectica, first assigned ontological
priority to the second of these two characteristics, by codifying the extra-medical
notion of the sign (the Latinized signum) as constituting “anything perceived, which
in so doing, causes something other than itself to come into awareness (Signum est
quod se ipsum sensui et praeter se aliquid animo ostendit).”

Returning to the topic twelve years later, however, in De Doctrina Christiana
(398), Augustine refined his definition by emphasising the first of the sign relation’s
two aspects. There, he writes that “a sign is something which, offering itself to
the senses, conveys something other to the intellect (Signum...est res praeter
speciem quam ingerit sensibus, aliud aliquid ex se faciens in cogitationem venire).”
The shift in emphasis from the semiotic capacity of the agent to the semiotic
capacity of the sign vehicle per se is a subtle one, but as ﬁ MQIS) notes,
the implication of Augustine’s general formulation is that there exists a mode of
actuality in the real world that contains and is thus a higher-order category of both
“mind-dependant relations” and “mind-independent relations” —i.e., the category of
relations qgua relations. And this actually constitutes the first recorded consideration
of “sign relations” per se. Yet this was not the implication that was taken up and
developed subsequently, but turned out to be exactly that most potentially fruitful
part of Augustine’s formulation that lay dormant for the majority of the Middle
Ages, and, indeed, for most of modernity as well, as we shall see.

Rather, and unfortunately, it was not Augustine’s posit of the sign relation’s
unification — but of its distinctions — that would turn out to be perplexingly conse-
quential for the history of sign study. For it is in Augustine, too, that we first find
the beginning of the philosophic tradition that distinguishes between “natural signs”
(signa naturalia) and what might be called “cultural signs” — but that Augustine
himself calls “given signs” (signa data). Signa naturalia, for Augustine, are those
signs that, “apart from any intention or desire of using them as signs, do yet
lead to the knowledge of something else” — one might think of the relations of
physical contiguity, such as the relation of smoke to fire, or of the footprint in the
ground to the animal that made it, or of a fossil. “Given signs” (signa data), on the
other hand, are “those [signs] which living beings mutually exchange in order to
show, as well as they can, the feelings of their minds, or their perceptions, or their
thoughts” — such as, presumably, talk and gestures and the marks on this page and
Augustine’s Confessions.’

Subsequent inquirers into the notion of sign relations will come to realize,
however, that Augustine’s distinctions raise as many questions as they propose



The Evolutionary History of Biosemiotics 7

to answer. And among these many questions are: For whom do such natural signs
“lead to knowledge of something else”...other than those with the “intention or
desire for using them” as such? And must the given signs that “living beings
mutually exchange in order to show ... the feelings of their minds” be deliberately
and expressly “exchanged” — or may they be subconsciously performed and regis-
tered? Do animals use signa naturalia or signa data? And in what relation towards
each other do these two categories of “natural” and “given” sign relations ontologi-
cally stand? Perhaps most importantly of all: Is it “perception” and “awareness” on
the part of some agent that gives a sign its representational efficacy — or does the
agent merely “apprehend” a relation in the world that is already there, regardless
of its apprehension?

Not because he did not recognize these sorts of questions, but because they were
extraneous to his purpose of examining how sacrament and scripture function as the
revealed signs of God, did Augustine more or less leave the discussion of signs qua
signs at this point (@, :22). Still, as [Meir-Oesell (2003) writes, “despite all
the internal ruptures and inconsistencies, Augustine’s doctrine of signs is based on a
definition that, for the first time, intends to embrace both the natural indexical sign
and the conventional linguistic sign as [but two sub-]species of an all-embracing
generic notion of sign, thus marking a turning point in the history of semiotics.”

Certainly, from a history of biosemiotics standpoint, Augustine’s early formu-
lation of a sign as primarily being constituted by a relation between one aspect of
the natural world and another (one which just so happens to be constituted as a
“perceiver”) is so manifestly commonsensical and unencumbered with specially-
created dichotomies, that had the contingencies of history been otherwise, and had
sign study proceeded from Augustine’s definitions, rather than from a radically
disemboweled version of Aristotle, as we shall soon see it do — we may not have
found ourselves here today still trying to establish as a general understanding the
idea that the world of sign relations per se did not start with the advent of homo
sapiens — and that a sign relation is not something that was created ex nihilo by the
minds of human beings — but rather, that the minds of human beings are themselves
the product of a de novo use of absolutely natural and biological sign relations.

ARISTOTLE: ON LIFE AND ON INTERPRETATION

The contingencies actualized by history have not been otherwise, however, and thus
the understandings about sign relations that came to be most generally accepted next
are ones that were to have dire consequences for subsequent centuries’ attempts
at incorporating the resulting notion of “sign” relations with the modern project
of science. For that version of the scientific project that we have inherited today,
of course, proceeds in a fairly straight line from the experimentalist instrument of
Francis Bacon’s Novum Organon — which is itself an historically situated reaction
to what had been the primary “instrument of logic” and investigation about the
natural world for the scholastics of the medieval world — i.e., Aristotle’s six books
on logic known collectively as the Organon. But in calling for a revolution in the
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approach of scientific investigation from the deductive to the inductive, Bacon and
his contemporaries yet inherited an impoverished notion of “sign relations” that
would devolve into a literally irreconcilable mind-body dualism at the hands of
René Descartes a mere twenty-one years later.

This assumption of an essential dualism between material relations and sign
relations continues to inform the practices and premises of modern science up
until the present day. And because of this, it is incumbent upon us to spend the
necessary amount of time here retracing the historical trajectory that precluded
for centuries even the possibility of a science devoted to investigating the myriad
ways in which material relations could come to function as sign relations in the
lives of living beings.

For in the seven centuries that followed Augustine, the churchmen studying his
doctrine of signs did so only in the sacred context in which it was intended. For
examinations into the natural world, they turned, of course, to The Philosopher,
Aristotle. But the Aristotle of the early Middle Ages was only a partial Aristotle, at
best, consisting only of the six books translated into Latin by Boethius (480-524) in
the sixth century C.E. These six books on logic, thought to have been collected by
Andronicus around 40 B.C. so as to present the reader with a structured system of
logic, would come to be the standard text of non-Biblical learning in the thousand
years between the fall of Rome and the beginnings of the modern era — so much
so that they became collectively known as just the Organon — the “instrument” of
knowledge and well-ordered thought.

Critically, however, these six books were only one small part of Aristotle’s overall
understanding about the logic of human reasoning and the logic of the natural
world. The rest of Aristotle’s works — and the ones through which one can get an
understanding of how the logic of human relations comes out of and fits in with the
logic of the natural world (a ‘biosemiotic’ understanding, as it were) — these were
lost to the West for over a thousand years. And from these impoverished initial
conditions, a magnificent edifice that was yet only half-informed was constructed
over the course of the next ten centuries.

For the centrality of the Aristotelian Organon as the primary “instrument of logic”
throughout the whole of the Middle Ages — without the corresponding Aristotelian
texts on nature and biology — meant that the focus of the next dozen centuries, at
least as far as the investigation into “sign relations” is concerned, would proceed
from Aristotle’s meditations of the sign exclusively as it is manifested in human
experience. Indeed, De Interpretatione — that book of the Organon that deals most
specifically with semantics, hermeneutics and propositional logic — focuses entirely
on the relations of “words” and “sentences” and begins thus:

Spoken words are the symbols of mental experience and written words are the symbols of spoken words.
Just as all men have not the same writing, so all men have not the same speech sounds, but the mental
experiences, which these directly symbolize, are the same for all, as also are those things of which our
experiences are the images.

This latter notion — that “those things of which” our experiences are the images
are tied in some deep way to “what all men have” in their very constitution as men
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(or, more properly, as human beings and as animals) — Aristotle declines to expand
upon in De Interpretatione, mentioning suggestively that it “has been discussed in
my treatise about the soul, [and] belongs to an investigation distinct from that which
lies before us here” (330 BC /1941:38). Having access to the thought of Aristotle
only through Boethius’s translation of the six books of the Organon, the first six
centuries of monastic scholars, however, had no access to this referenced “treatise
about the soul” and were thus literally prevented from seeing how the arguments
of De Interpretatione could be understood as a but a particular subset of those in
De Anima (and in De Sensu et Sensibilibus).

De Anima, of course, is about life, and the translation of “anima” as “soul” can
be a misleading one to modern English speakers who are not philosophers. Because
anything resembling the body-separable, spirit-like “soul” of the Platonic, Christian
and (later) Cartesian traditions is antithetical to what Aristotle is referring to by the
term ¢y 7 (Latinized as anima) in this work. And, in some ways, the understandings
of our current science are closer to Aristotle’s ideas about anima than has been
the case at any time since his rediscovery in the West in the 11th century — so
much so that a modern gloss on Aristotle’s famous dictum that “the soul is the first
actuality of a natural body that is potentially alive” might today read: “life is the
emergent system property of the interactions of a self-catalyzing system that can
adapt to its environment to persevere” and the basics of his hylomorphism to state
that the biological “form” of such life is the product of its ( for us: evolutionary
and ontogenetic) embedding in the world, and itself consists of those particular sets
of systemic relations that serve to organize a material substrate into a particular
kind of organism.

Thus, to the extent that even this (highly oversimplified) gloss is representative
of the interdependent recursivity of Aristotle’s biology, we can see that: (1) animal
form is shaped in regard to organisms’ interaction with the world, and vice-versa
(anticipating Darwin, although, of course Aristotle was assuming the fixity of these
systemic organism-world arrangements, and not their evolution); (2) the organisms’
actions upon the world (which subsequently change that world) are both enabled
by and constrained by the organism’s systemic biological constitution, including its
perceptual capacities (anticipating von Uexkiill); and (3) it follows that as the result
of (1) and (2) there is a both a “realism” to sign relations and a deep necessity
for the joining together of the extra-biological relations of external reality to the
embedded biological relations within organisms such that “what occurs in the case
of the perceiving [system] is conceivably analogous to what holds true in that of
the things themselves” (De Sensu vii).>

In perception, as well as in imagination, in other words, “it is not the stone which
is present in the soul but its form” (De Anima viii). Understood within Aristotle’s
overarching conceptual system of hylomorphism, and again translated for modern
ears (especially those conversant with dynamic systems theory), this means that
there exists a structural coupling between the relations constituting organisms and
the relations constituting the external world that ensures a veridical alignment
between the two that holds across the scala naturae. And again, we can see how
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the development of evolutionary theory two millennia later (as well as the study of
animal perceptual worlds qua perceptual worlds that we will be discussing later)
can further inform this conjunction between bio- and semiotic- reality, making the
prospects of a either a nominalist or a Cartesian divorce between knowers and
the world they know the bewitchment of a symbolic overcoding system that itself
no longer recognizes its own grounding in the relations of the material world (cf.
[Deacon [1997, Hoffmeyed [1996).

Thus, the breaking apart of the subordinate study of human words and propo-
sitions in De Interpretatione from the superordinate study of animal organization
and interaction in the world that Aristotle develops in De Anima — a more or less
accidental bifurcation owing to the contingencies of history — became the starting
point of a developmental pathway whose alternative trajectory would remain terra
incognita long after the end of the Middle Ages and right up to the last half of the
twentieth century. For the result of the ever-widening bifurcation in the scholastic
period between the investigations of bio-logic and the investigation of semeio-
logic resulted in the assumption that it is what the scholastics called the “mental
word” (verbum interius) — or what we might designate more precisely today as
“linguistically mediated experience” — that was to be the natural starting point and,
eventually, the exclusive focus of “sign” study.

Yet this would prove to be a guiding assumption that is at the same too broad
and too narrow, in that understanding the essence of a “sign” per se to be an
object that is mediated through the mental experience of human beings, conflates
what is merely one example of the superordinate category of “sign relations” into
the definition of the entire category itself. Doing so thus accomplishes a logical
conflation and an explanatory reduction at one time — a misstep that would have
profound consequences for the next dozen centuries of philosophic inquiry, and by
extension, for the subsequent foundation of modern scientific thought.

For only centuries later would be reclaimed the evolutionarily coherent notion
that the appearance of humans with their unique kind of “mental experience” is
itself the product of a legacy of sign relations arising out of animals’ interactions
with each other and with the external world. And that in order for even these
most primitive multicellular animals to come into being, processes of organization
whereby living cells could co-ordinate their interactions with each other (and, again,
with the external environment that they had to somehow come to negotiate in
order to survive), proto-semiotic “substitution relations” — biologically instantiated
processes whereby detection of the presence of x becomes a reliable indicator of
y — had to evolve.

SIGN DIVERGENCE AND CONVERGENCE
IN THE LATE MIDDLE AGES

This is not to say, however, that the Middle Ages was entirely bereft of thinkers
dedicating their considerable intellects to an examination of the role of sign relations
in life. Indeed, both Roger Bacon (1214-1293) and his contemporary Robert
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Kilwardby (1215-1279) independently called for, and made explicit attempts at
establishing, a “science of signs” (scientia de signis) “in terms of a universal notion
abstracted from the [phenomena of] particular signs” (Meier-Oesed [2003). Both
projects floundered, however, given the prevailing interests and valences of their
time, and were unable to resist the gravitational pull towards misunderstanding
human symbol use as the archetypal relation that one studies when one studies
“sign relations.” For then, as now, the attempt to understand more general and
fundamental sign processes through the application of criteria that only apply to
more specific and derivative sign processes, resulted in an unrecognized “Orwellian
rewriting of the evolutionary past in terms of the present™ that, not surprisingly,
failed to satisfactorily account for the possibility of any sign relations emerging out
of the world of nature at all.

Yet thus did almost all investigations into the nature of “sign relations” throughout
the Middle Ages take as the object of their inquiry not a triad of relations bringing
together the extra-mental world of agents, actions and objects in the first instance,
but a triad of relations joining “mental speech” (oratio mentalis) and its relations
to the rest of the intellect (intellectus) on the one hand, and to the grammar of
the spoken word (vox verbi) on the other. Propositions, human mentation, psycho-
logical states, linguistic relations and their resulting (and often unacknowledgedly
linguaform) conceptual understandings — these were the first principles and paradig-
matic assumptions from which the “sign sciences” of the Middle Ages — and,
indeed, of most of the modern age — set forth but could not proceed.

For even with the recovery of the lost texts of Aristotle from the Arab world in
the 13th century, the much needed re-reading of De Interpretatione in light of De
Anima never occurred (and, indeed, has not truly occurred yet). Not surprisingly,
then, did William of Ockham (1287-1347) exacerbate the incipient dualism between
extra-mental relations and sign relations by asserting that the universal properties
of things were merely the universalizing mental signum (signs) of human minds. In
such ground did the seeds of an increasingly mentation-centric nominalism flourish,
and the self-reinforcing “humanification of the sign” progress.’

Indeed, it was only towards the absolute twilight of scholasticism and the dawn
of the modern period that a minority of thinkers, primarily those associated with the
Iberian University of Coimbra, would attempt a reconceptualization of the sign as
a relation that may supercede any given human way of being — and this conclusion
was only reached through their hermeneutic reconsideration of Augustine’s original
assertion that “a sign, in every case, imports ‘something relative to something else’
(aliquid stans pro alio)” m:426).

It was proceeding from this investigation that the most prescient of these Iberians,
John Poinsot (1589-1644) in his Tractatus de Signis, refuted both Platonic realist
and Ockhamist nominalist understandings of sign relations with his conclusion that:
“the most formal rationale of a sign consists in being something substituted for
a significate, whether as an object external, or as representable within” (Poinsot
1632/1985:163, italics mine).
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In ways which we will have both time and need to expand upon more fully
later in this history, Poinsot’s understanding of the sign as being something that
is in its very essence a triadic relation of x as y to z in its first instance® — and
only derivatively any actually instantiated realization of such a relation (e.g., of a
mental sign to a human knower, or a odorant molecule to an opossum, or in the
exchange of Ca+ as a second messenger in the incessant interaction between living
cells) — resuscitates the naturalistic Aristotelian understanding of a world of creatures
whose internal organization give rise to their external interactions and vice-versa. In
such a world, mind-dependant relations and mind-independent relations are tightly
woven.

Thus, philosopher historian John Deely claims that Poinsot’s muddle-clearing
“identification of signs with pure relations as such [constitutes] medieval semiotics’
highest point of development. .. as the question of whether signs can be identified
with any definite class of things able to exist [independently], whether as physical
or as psychological realities, is definitely answered in the negative” (2001:434).
Rather, writes Deely, “in every case, the sign as such, consisting in the relation
between sign-vehicle and object-signified, is something suprasubjective” to the yet
necessary participation of them both, in any system capable of acting upon the
“things” of the material world so as to be able to actively transform them into the
“objects” of triadic relation (2001:434).

This means, claims Deely, that “those ‘things’ or ‘perceived objects’ that we
[mistakenly] call “signs” — things such as traffic lights, barber poles, words,
[thoughts], and so on, are not, technically speaking, signs but the vehicles of signi-
fication” (ibid) — an understanding which, if adopted widely, would constitute a
radical corrective to the futile attempts to discover what it is about neurons (or
about nucleotides, or second messenger molecules, or spoken sounds or the ink
marks on this page) per se that “signifies” or is a “sign” of anything.

Instead, the discoverable relevant relations of system x as well as those of entity,
state or event y during the course of interaction whereby y is acted upon as a sign
of z for x becomes the focus of investigation — and while this may sound like a
task only feasible within the massively complex calculations of advanced dynamics
systems theory, one should bear in mind that this was exactly the kind of principled
scientific, naturalistic “sufficient explanation” that Aristotle was calling for when
he wrote that the relations proper to biologically organized systems are “enmattered
formulable essences” partaking of an interdependent, but absolutely non-mysterian
and scientifically examinable “double character” that any full explanation of such
system has to include in its account:

Hence a physicist would define an affection of soul differently from a dialectician. .. the latter assigns
the material conditions, the former the form or formulable essence...Thus the essence of a house is
assigned in such a formula as ‘a shelter against destruction by wind, rain, and heat’; while the physicist
would describe it as ‘stones, bricks, and timbers’; but there is a third possible description which would
say that it was that form in that material with that purpose or end. Which, then, among these is entitled
to be regarded as the genuine physicist? The one who confines himself to the material, or the one who
restricts himself to the formulable essence alone? Is it not rather the one who combines both in a single
formula? (De Anima: i).
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And from Poinsot’s formulation to our current understanding about the generative,
recursive dynamics of autopoetic systems, it is only one small step to realizing
that one of the implications Aristotle’s assertion about the “double character”
of “enmattered formulable essences” is that sign relations are those genuinely
existing, materially manifested relations that join system-internal and system-
external relations into a web of utilizable experience for all organisms — and,
indeed, this is one of the founding premises of what today calls itself “biosemi-
otics”. Yet having progressed the understanding of the fundamental nature of sign
relations to this point, one would hardly think that the time was ripe to abandon the
progress made thus far altogether and to assert an even more radical separation of
mind-dependent relations from everything else.

Such a discontinuous and divisive posit would itself constitute a schism between
the classic-scholastic tradition of thinking and, well, everything else. Yet such a
schism is, indeed, precisely what René Descartes had in mind when he announced
his project to renounce all prior knowledge, and build the edifice of understanding
completely anew, in 1641, in his nightgown, by the fire.

PHASE TWO: SCIENCE WITHOUT SEMIOTICS

“What is a man? Shall I say a reasonable animal? Certainly not; for then I should
have to inquire what an animal is, and what is reasonable; and thus from a single
question I should insensibly fall into an infinitude of others more difficult; and I
should not wish to waste the little time and leisure remaining to me in trying to
unravel subtleties like these.”

So wrote René Descartes in 1641, expressing his resistance to the prospect of
becoming a biosemiotician, right at the outset of modernity — a modernity that this
particular resistance not only helped to shape, but to actually bring into being.

The subsequent history of this resistance would fill many volumes. However, no
understanding of the current state of biosemiotics or of the conditions which made its
emergence necessary, if not inevitable, would be genuinely intelligible without a brief
re-telling of an oft-told tale regarding yet another decisive turn in the road that has
led us to our present pass — children of a hostile, and yet impossible, divorce between
not only mind and body, nature and culture but, now too, unexpectedly, between
scientific explanation and ordinary human understanding — a tale that the philosopher
Bruno Latour has christened “The Strange Invention of an “Outside” World” (1999:3).

And, indeed, so absolutely ordinary does it feel to us as the inheritors of Descartes’
legacy to set the terms of our understanding in the form of an “experiential debate”
between that which is “in the world” independent of any minds — and that which is
“in our minds” independent of what is in the world — that it often goes unnoticed
that smuggled into the very terms of this debate, the latter stands in relation to the
former as a kind of impotent Platonic shadow or blind mendicant — and the mind
becomes the glass through which we see the world darkly, rather than face-to-face.

This understanding, like all others, no matter how infrequently considered,
has a history of its own, for Descartes by no means came upon his radical
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ideas ex nihilo, regardless of how he would have us understand him doing so
(or, indeed, as he himself may have understood himself as doing so) in the
Meditations of 1641.

DESCARTES: BIFURCATING THE NATURAL WORLD
INTO BODY AND SPIRIT

For by 1641, both the scholastic tradition and the hegemony of Aristotelian expla-
nation of natural phenomena had all but passed into eclipse in Europe. Modern
mathematical notation — one of the primary instruments with which both Newton
and Descartes would revolutionize our ideas of what it is to “do science” — made
its belated arrival on the continent only in the preceding century (where its initial
denunciation by Church authorities as a “pagan notion” of the Arabs and the Hindus,
and thus to be resisted, stemmed exactly as little of the rising tide of secularity as did
their subsequent denunciations of the works of Copernicus, Galileo and Kepler, and
for much the same reason: in an exponentially individualistic and mercantile society,
the calculus of utilitarian efficiency trumps the zero-sum game of static absolutism).

Yet while the gradual defenestration of Aristotelian physics had already begun
in earnest with the works of Buridan (1300-1358) and Oresme (1323-1382) two
centuries earlier, equally critical to the spirit of Descartes’ project (and to the
successful way it resonated through the ensuing three centuries) was the turn
away from received authority and toward the autonomy of the individual that was
the zeitgeist of the later Middle Ages. Humanism, the Renaissance, a burgeoning
urbanite and merchant population, the Reformation, anticlericalism, the rise of the
universities and the antagonism between change and conservatism that marks any
such period of rapid development all formed the backdrop against which Descartes
would “autonomously” resolve to “abandon the study of the letter, and to seek no
knowledge other than that which could be found in myself or else in the great book
of the world” (Disc 1:9).'°

This was a move that was to prove critical for the subsequent history of Western
thought, for what Descartes reports he finds when he looks inside himself is not an
innenwelt of referential relations reaching out into the world and structured through
participation in a ubiquitous human culture of symbolic reference stretching back at
least 12,000 years to the establishment of human settlement (to pick an inarguably
late but, because of that, uncontestable date in the evolution of symbolic culture).
Rather, and bizarrely, he finds instead an immaterial solipsist who suspects he’s
being lied to.

“I suppose, then,” Descartes writes, “that all the things that I see are false;
I persuade myself that nothing has ever existed of all that my fallacious memory
represents to me. I consider that I possess no senses; I imagine that body, figure,
extension, movement and place are but the fictions of my mind. .. and of my former
opinions I shall withdraw all that might even in a small degree be invalidated by
the reasons which I have just brought forward, in order that there may be nothing
at all left beyond what is absolutely certain and indubitable” (1641 [1973:150]).
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Descartes’ project, of course, is a quest for “absolute” (read: non-relative)
certainty — and the discovery of at least one contextless and necessarily true axiom or
assertion that will serve as the foundation for a sturdy system of reliable and correct
knowledge to be constructed. Having already devised one such sturdy knowledge-
bearing system — that of analytic geometry and its Cartesian co-ordinate system —
in 1637, Descartes now embarks on a radical version of the subtractive method in
order to successfully discover a single Archimedean point of truth.

Thus convinced of the need to reject the entirety of received opinion from the
past — as well as to renounce belief in the primacy of embodied sense experience
as being the most fundamental route to “knowing” — Descartes decides to consider
as “false until proven otherwise” the entirety of both tradition and sensation and
to seek absolute certainty in the only place then left available to him — i.e., in “the
thoughts which of themselves spring up in my mind, and which were not inspired
by anything beyond my own nature alone” (ibid).

This decision to assume that methodological solipsism could serve as the
foundation for the construction of a veridical, empirical science was, indeed,
a “bifurcation” from the understandings of an inherently embodied cognition that
had been assumed from antiquity and developed continually, if variously, by the
scholastics right up until the time of Descartes himself (e.g., in the works of the
Iberian school and, especially, John Poinsot).

Moreover, Descartes’ attempt to “build anew from the foundation [and in so
doing] establish a firm and permanent structure in the sciences” (1641 [1973:144])
by first razing to the ground the edifice of inherited error and by then steril-
izing himself against the deception of bodily interface with the world by denying
the efficacy of embodied relations was ultimately only considered a completely
constructive success by Descartes — who then goes on to build his edifice for the
securing of absolute certainty anew upon his cogito, and its corollary proof of the
prerequisite existence of a benevolent and non-deceiving God.

Yet, “having abjured history as a means to truth,” writes philosopher of science
Alisdair Maclntyre, “Descartes recounts to us his own history as the medium through
which the search for truth is to be carried on” (1974:59). And as it is this account
that set the course of the next three centuries of thinking about “knowing” in the
West, it is worth considering MaclIntyre’s analysis of Descartes’ history-changing
enterprise in full:

“Descartes starts from the assumption that he knows nothing whatsoever until he can discover a
presuppositionless first principle on which all else can be founded. [In so doing] he invents an unhistorical
self-endorsed self-consciousness and tries to describe his epistemological crisis in terms of it. Small
wonder that he misdescribes it. ... [for first among the many features of the universe and about his own
historically embodied being] he does not recognize that he is not putting in doubt is his own capacity to
use the French and Latin languages ....[as well as] what he has inherited in and with these languages:
namely, a way of ordering both thought and the world expressed in a set of meanings. These meanings
have a history ... [but] because the presence of his languages was invisible to Descartes [he does not
realize that] how much of what he took to be the spontaneous reflections of his own mind is in fact a
repetition of sentences and phrases from his school textbooks — even the Cogito is to be found in Saint
Augustine” (1974:60).
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Inspired by the reformationist and revolutionary zeitgeist of his time, however,
Descartes was not the only one of his contemporaries agitating for a clean break
with the medieval past. That feeling had been growing, rather, at least since Petrarch
retroactively designated the thousand years between the collapse of the Roman
Empire and his own 14th century Italy to have been “the Dark Ages” of human
thought. The multiple European ‘“Renaissances,” the Protestant Reformation, the
rise of mercantilism and the rapid advancement of printing, lens and machine
technologies, all played their parts in laminating this retrospective construction of a
“backwards” time from which humanity was finally emerging — an idealization of
the individual “over and above” history and nature without which the self-conscious
seeding of a “scientific revolution” in the first part of the 17th century could hardly
have fallen upon fertile ground. But if we see the coalescing of this scientific
revolution, as most historians rightly do, as one of the major branching-off nodes
in the cladistic history of Western thought — and, more importantly, as the branch
on which we yet now reside — it will do well for us to examine what Descartes and
his radical contemporaries may have left behind at this consequential forking of the
roads ... as it just may be something we are going to have to go back and retrieve
today if we are to carry on that very vision of scientific progress that Descartes and
his contemporaries have bequeathed to us.

For in “asking how an isolated mind could be absolutely as opposed to relatively
sure of anything in the outside world,” notes historian and anthropologist of science
Bruno Latour, Descartes “framed his question in a way that made it impossible to
give the only reasonable answer...[i.e.,] that we are relatively sure of the many
things with which we are daily engaged...[But] by Descartes’ time, this sturdy
relativism, based on the number of relations established with the world, was
already in the past, a once-passable path now lost in a thicket of brambles” (1999:4).

Medievalist John Deely echoes Latour’s point, expanding upon it even more
precisely when he observes that “if we put [late-medieval thinker John] Poinsot’s
claim that the doctrine of signs transcends in its starting point the division of
being into ens reale and ens rationis into contemporary terms, [then] what is being
asserted is that semiotic [whereby the worlds of mind-dependent relations and mind-
independent relations are bridged for the cognitive agent through the mediating
relation of sign use] transcends the opposition of realism to idealism” that has
come to define the “mind-body” and the “knowledge/fact” debates initiated by René
Descartes and persisting to this very day (2001:483)

With Descartes, rather, “the priority of signs to objects becomes lost to view,
and objects of experience become not a partial revelation of surrounding nature
and culture, but a screen separating the mind from things” MM:SZO, italics
mine). But Descartes, of course, was not alone in seeing the need for a “radical
surgery” that would separate res cogitans off from the rest of res extensa and come
to see it as inhabiting its own little private world — an immaterial world that would
quickly be recognized as a scientifically unexaminable world, no less, and yet the
only world, supposedly, in which something as equally ghostly as “sign relations”
could appropriately be thought to dwell.
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“NOTHING LOST”: MODERNITY PROCEEDS APACE

Certainly, William of Ockham (1285-1349) may have helped forge the blade for
Descartes’ radical surgery with his own wholesale denial of the existence of mind-
independent universal relations and the reduction of our apprehension as such to
“only thought-objects in the mind (objectivum in anima)” (1323 [1991]). This is a
considerable ontological demotion of Aquinas’ (1225-1274) far more subtle (and
biosemiotic) understanding of the apprehension of such relations — like all sign
relations — as partaking of “a dual being: one in singular things, another in the soul,
and both [contribute their respective] accidents to it” (1252 [1965]). Here, again, it
can be seen that at the heart of Ockham’s cutting away is a dissection that offers no
complementary implement for then suturing mind and world back together again.!!

The more immediate precedent for Descartes’ dualism, however, was undoubtedly
Francis Bacon’s Novum Organon — the “new instrument” that, in 1620, announced
the inherent futility of reliance on “a mind that is already, through the daily
intercourse and conversation of life, occupied with unsound doctrines and beset
on all sides by vain imaginations” (1620 [1863], italics mine). Instead, and again
very much in the spirit of his age, Bacon would proclaim twenty years before
Descartes that: “Our only remaining hope and salvation is to begin the whole labour
of the mind again...[and] that the entire work of the understanding be commenced
afresh” (ibid).

Like Descartes, Bacon saw “error” as a ubiquitous product of the men both
of his time and of all time before him — and, like Descartes, rather than under-
standing fallibility to be an intrinsic aspect of the effective functioning of symbolic
reasoning — sought a “mechanism” designed to subtract it out from the human
repertoire out entirely.!> “The mental operation which follows the act of sense I
for the most part reject,” declared Bacon, anticipating Descartes’ dream argument
(though not his ball of wax). “There thus remains but one course for the recovery of
a sound and healthy condition — namely, that the entire work of the understanding
be commenced afresh” — again, prefiguring Descartes here, but now advancing the
completely contradictory prescription that: “the mind itself be from the very outset
not left to take its own course, but guided at every step; and the business be done
as if by machinery” (ibid).

Bacon’s mind-correcting machinery would come from outside: in the communally
objective project of empirical experimentalism and induction. Descartes’ mind-
correcting machinery would come from within: in the irrefutable and eternal truths
of mathematics and logical deduction. Abduction — the mind-producing process of
acting upon what is presently given in an exploratory fashion, equipped only with
the underdetermined understandings that have proved most effective thus far — was
out of the picture for the interim (at least “officially” and in the symbolically
self-reporting human world; the animals, we may assume, were going about their
business as they always do: abductively, but not self-reflectively so).

And though neither Bacon’s error-reducing inductive method, nor Descartes’
error-reducing deductive method, succeeded in being adopted by their
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contemporaries in foto, the enacted synthesis of their mathematical-experimentalist
methodologies — when coupled to the engine of generatively recursive collectivism
initiated by the Royal Society in 1660 and still self-developing healthily to this
day — would prove to be the single most effective technology for the securing of
veridical knowledge ever developed by the mind of man.

Descartes’ radical bifurcation, then, was not a failure — rather, in some sense
it succeeded far too well. Which is to say that at least half of the severance was
successful and went on to succeed beyond any reasonably foreseeable expectation.
For after Descartes, the study of “bodies” would proceed entirely independently of
the study of “mind” — their realms, after all, were separate in their essences — and thus
the truth claims made by science need not be accountable to the truth claims made
by the humanities, and vice-versa. And why should the science of Descartes’ time
have seen this liberation as in any way undesirable? As the more foundational of the
two enterprises — in that the object of its study are those organizational principles
of the world that exist extra-mentally and can only derivatively be “known” by
human beings — why assume the additional burden of having to explain how it is
and in what way a human being can come to “know” anything to begin with?

Bacon’s experimentalism was vindicated by Robert Boyle’s (1627-1692)
foundation of “public science” and the establishment of the Royal Society made
it clear: the laboratory would be the theatre of evidence, and what could not
be shown there was outside the realm of science proper. To this domain of the
visible and the material, the pure truths of mathematics would be admitted by Isaac
Newton (1643-1727), thereby rightly vindicating Descartes. Thus armed with the
error-correcting mechanisms of induction and deduction — and with the exponential
power of a group of interacting agents pursuing individual ends within the zelos
of a formalized system — the study of “bodies” and their material relations would
allow human beings to actually leave the planet and return to it in less than another
300 years.

The other half of Descartes’ bifurcation, unfortunately, did not fare as well.
Amputated from the natural world of material and logical relations from which it
came, “the mind” and all of ifs internal relations — sensation, perception, subjective
experience, knowledge and, in the singular case of human beings, language and
symbolic thought — was increasingly ruled unfit as an object of genuine scientific
inquiry, and was as such left to hobble down an increasing impoverished back-lane
of abstraction, speculation, and pure, virtually ungrounded symbol use. For one of
the more unfortunate effects of Descartes and his contemporaries’ uniquely influ-
ential attempts to cure subjective error was that the “subject” began disappearing
from scientific inquiry altogether.

But what needs to be foregrounded here is that it has never been the absolutely
natural property of living organization called “the mind” (or, as neuroscientist
Rudolfo m ) is quick to clarify, “the property of being minded”) per se
that is to blame for this sad state of affairs. This condition is found everywhere
throughout the animal world, once one realizes that the biological system property
of “mind” is no more synonymous with “human (symbolic, linguaform) mind”
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than the term “body” is synonymous with “human (biped, mammalian) body —
and that those creatures lacking language and the ability for abstractive thought
are no “less” minded in the functional and biological sense than those lacking
opposable thumbs (or, for that matter, gills or wings) are any “less embodied.”
Here, as everywhere in the natural world, huge differences in capability, capacity,
and the structures which have evolved to meet the real-world challenges of life
vary extraordinarily across species. But respiration remains respiration; digestion,
digestion; locomotion, locomotion; and reproduction, reproduction regardless of
whether we are talking about live birth and sexual copulation, egg-laying practices,
pollination strategies or spore formation. There, and rightly so, the whole range
of relevant and incommensurable differences is openly acknowledged, in the full
acceptance and understanding that these species-specific adaptations are all serving
precisely the one same biologically analogous end.

The single most compelling reason that the biological function of “knowing” is
not likewise included in the list of universal attributes of living organisms is not
because it isn’t happening (and happening as variously and as species-specifically as
does every other biological universal), but because our very idea of what constitutes
“knowing” has been warped by Descartes’ conflation of “mindedness” per se with
“human mindedness” and “knowing” per se with “symbolic cognition” (again, see

for a very clear discussion distinguishing between these two very
different life processes whereby organisms ‘“know” the world).

Persistently, in the back of our minds (which might explain something right
there!), we equate “mind” and “knowing” only with our particular form of adaptation
to this universal biological need.’® And this, of course, presents us with a two-fold
problem: First, if all of the fine-tuned purposive, responsive, evasive, interactive
and anticipatory behavior that we observe taking place ubiquitously throughout the
animal world cannot be calling “knowing,” then what shall we call it when a previ-
ously motionless copepod reacts to the sudden presence of a quickly approaching
predator by discharging a bioluminescent “depth charge” that is time-delayed so as
to burst into illumination far from its site of origin in the copepod itself, instantly
alerting the predator and sending it off on a false line of pursuit while the copepod
swims safely away? Are we to say that the self-reflexive ability to symbolize its
own experience and articulate that set of symbols to another constitutes the criteria
for “knowing” per se? If so, then the bee can never “know” what flower to land on,
the deer can never “know” which other animals in its surround to mate with and
which to flee from, the penguin can never “know” which chick is her offspring,
and — in fact — all other living beings except the human essentially the input/output
automatons that Descartes claimed they are.

The second problem that this raises, of course, is this: If all animals other than
human beings are now and have always been mind-less, how did the human being
“evolve” its own mind ex nihilo? The problem is a classic reductio ad absurdum,
once “supernatural” explanations are deemed illegitimate (and remember, it was
and is supernatural explanation that allows Descartes to assume his bifurcation in
the first place: God imparts to man a bit of His own Divine essence — “mind” — and
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sees to the organization of all the animal’s lives “for them” by building into the
mechanics of their mindless input/output actions His own Divine plan. It all seems
a “bit much” to accept so uncritically at this late date, but not deliberately going
back to examine one’s inherited and critically unexamined starting assumptions
often results in such odd effects .. .as Descartes himself well knew!).

Finally, the unexamined conflation of “mind” with “human mind” leaves
the entire question of the species-specific peculiarity of that kind of human
“mindedness” untouched. If we are dealing with yet another product of biological
evolution, what is it that allows the human mind to engage in abstractive, symbolic
reasoning, self-reflective intellection, “language games” of all kinds and the ability
to imaginatively manipulate reality “off-line” as it were? What is the nature of this
kind of cognition and sign use — and in what ways is it similar to and different from
its functional counterparts in the lives of the termite and the baboon? Should we
look for its source in the physical structure of the brain, as we look for the source
of generating the ultrasound of echolocation in the larynx of the bat? Or should we,
as Andy @ ) suggests, look also in the distributed cognitive prostheses
of the surrounding environment where we “off-load” our symbolic representations
for cognitive exploitation in the way that the bluefin tuna exploits the very water
vortices it produces in order to propel it along at speeds its own body could never
accomplish on its own?

Few of these questions had even been asked prior to the last ten years — and
far too few of them are being asked today, precisely because of the persistence
of the still far too institutionally enshrined Cartesian conflation of “mind” with
its specifically species-particular form of linguistic representation and symbolic
reference — and, in some cases, its even less intellectually defensible notion as
a disembodied and somehow self-realizing autonomous ‘“‘entity.” This persistent
Cartesian misconception has been perhaps the single greatest “block [upon] the road
to inquiry” (as Charles Peirce would say), steering natural scientists away from the
problem for centuries, and causing the subsequent “investigations” into its nature
by philosophers after Descartes’ time to become the embarrassingly fruitless project
that it has been ever since.

And this is the reason why we have spent so much time discussing this particular
fork in the road. For with the explanatory surgery of Descartes’ “mind-body bifur-
cation” now strongly in place by the end of the 17th century, the unparalleled
success of the “body” sciences — including the “body” aspects of the biological
sciences — were all but officially absolved from worrying about questions of
subjective knowing in general, and thus felt no real pressing need to “waste
what little time and leisure remaining . ..1in trying to unravel subtleties like these”

@:[1973:80]). Equally unhappily, those thinkers who did pursue the
issue, an increasing lack of need to consult, or eventually to even be conversant in,
science. In short, Descartes’ divorce between “material reality” (res extensa) and
“knowing reality” (res cogitans) had worked too well, and the subsequent “history”
of natural science — a science that must include beings that both know and are
material — was &xplanatorily the worse for it.
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“History,” however, is a notion that comes to us from the Latin word for
“narrative” (historia) which itself derives from the ancient Greek word for “witness”
(‘I'(rfm)p). Thus, unlike the linear record of geological change, history — even scien-
tific history — has actors and, to paraphrase Chekhov, “if there’s a gun on stage
in act one, chances are that it is going to go off in act three” (1904). And this is
precisely what happened next.

FROM DYADIC TO TRIADIC RELATIONS: “INFORMATION”
INVADES THE SCENE

Running off the momentum of the newly institutionalized Novum Organon of the
Royal Society, the 17th through 19th centuries saw an explosion of biological
knowledge made possible by Leeuwenhook’s deployment of the microscope, the
cellular structures of plants and animals, the exchange of nutrients and gases,
the developmental stages of life from inception to death, and the synthesis of
organic compounds from inorganic materials all were relatively amenable to the
then-available physical and chemical understandings. It is only with Wilhelm
Johannsen’s (1857-1927) introduction of the “gene” concept in 1909 that “infor-
mation” per se becomes something that is going to have to be accounted for by
science.

But “information,” under the Cartesian schema, could only be one of two things:
either a relation proper only to the mind — in which case it was scientifically
unexaminable perforce — or a pure product of material interactions, operating under
mathematico-logical conditions — in which case it was not truly “information of ”
something, but merely whatever it happened itself to materially be (e.g., a catalyst,
an agonist, etc). von Baer’s (1792-1876) discovery of the epigenetic development
of the fertilized ovum into structures expressing hereditary traits, however, made
both these definitions equally unsatisfactory.

Thus, in coining the word “gene” to denote “the functional unit of heredity” —
whatever it might turn out to be — Johannsen, much like today’s biosemioti-
cians, merely thematized — and by so doing explicitly problematized — what was
implicitly being “discussed but not discussed” with the acceptance of von Baer’s
non-preformationist germ layer theory of embryonic development in 1827. For
if preformationism is wrong, and an organism’s cellular structure is not pre-
given but developmental — as von Baer’s experiments in comparative embry-
ology showed it to be — then some “information exchange” is taking place within
the developing embryo in order for undifferentiated cells to become differen-
tiated tissue and thereafter, the resulting structures of arms, brains, livers and
limbs.

Johannsen, again, had no more insight into what precisely this “unit of heredity”
might turn out to be, nor how it functioned as it did, than did Darwin, Galton,
Mendel, Flemming or Weismann — all of whom also posited germ theories of
inheritance that, at their core, remained wholly unexplicated with regard to exactly
how the interaction of this “germ” with the rest of the cellular material could result in
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the development of absolutely novel structure when at all points there is only...the
germ and the material.'* That it does so is clear — but just what the process is that
explains its ability to do so was a question that the science of Johannsen’s time had
not even a coherent vocabulary for conceptualizing.

In delineating the distinction between hereditary genotype and metabolic
phenotype, however, and in assigning a property to this gene that was in essence
informational (in that it served to function for the creation of something other
than itself for the system that it was embedded in as, materially, itself), Johannsen
opened up the “problem of information” in a science that, since Descartes, had had
nothing but success in dealing with things that acted merely as what they were
materially — and not things that acted both as what they were materially and what
they were not, but could be used to functionally “stand for.”

And accordingly, while great strides have subsequently been made in our under-
standing of the purely material relations underlying “the genetic code” — concep-
tually unclear still is the absolutely scientifically legitimate question of in what
just sense information — defined not just as the inanimate sequence of nucleotides
themselves but as the functional relation of those nucleotides to a system for
which they serve as “sequences of code”— can be thought to be a property of
things. For Francis Crick, articulating his “central dogma” of genetic inheritance,
“information” was synonymous with “the sequence of amino acid residues” per
se (1985:1) while for Claude Shannon and Warren Weaver, “information” was
the diminution of uncertainty in a system absolutely without regard to cognitive
or semantic considerations (1949:8). Both Crick’s notion of “information flow”
from gene to protein and Shannon and Weaver’s mathematical theory of “commu-
nication across a channel” thus explicitly deny that the “information” that they
are talking about “means” anything in the sense that we associate with the word
“meaning.”

But here again, we see the intransigent Cartestian conflation still subtly, and
perniciously, at work — undermining even the possibility that material relations
and symbolic relations might stand in any other relation to one another than that
of matter and anti-matter. Because the rationality driving Crick’s, and Shannon
and Weaver’s denials is based upon the assumption all “true meaning” is symbolic
meaning — the kind of relation that human beings are exploiting when they talk
using language or think in terms of abstract representations. And in this sense, of
course, neither nucleotides nor electronic pulses along a length of wire in themselves
have any “symbolic meaning.” Why, then, use this strange word “information” to
describe them?

The move made here — as with the concepts “signal” in molecular biology,
“message” in neuroscience and “communication” in animal ethology — is to under-
stand that “the code for talking about the genetic code is that the term “genetic code”
is only a metaphor, and should not be understood as denoting what it would denote
in everyday usage” (cf. [Griffith 2001l; also [Barbieri 20034 and this volume). But in
all three instances, the question reasserts itself — a metaphor for what? “Processes
we do not yet understand,” certainly. But what kind of processes? Ultimately,
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informational, representative, and meaningful ones — so once again, we are back
to having to confront the existence, in the biological world, or genuinely semiotic
processes.

And the refusal to cross this self-imposed Rubicon inherited from the Cartesian
legacy — a refusal born out of fear, generally, that if one does engage with issues of
“meaning” one has automatically “crossed over” and out of the realm of doing real
science — prevents theorists like Watson and Crick and Shannon and Weaver from
seeing in what way their intuitions to use the words “information” and “communi-
cation” can point both them and us to a deeper understanding of those terms, one
which is neither eliminative and reductionististic, nor mystical and unfalsifiable, but
utterly naturalistic through and through — if we remain open to the understanding
(that our dedication to science demands of us) that all things in the natural world
evolved out of that natural world and nowhere else.

If, in other words, there are biological creatures that are alive today that use
symbols, and exchange meanings, and have culture, and can deal in counterfactuals
and can think abstractly — as undoubtedly there are — and there are other living
beings living under the same physical conditions who have evolved from virtually
the exact same genetic processes, and who have developed myriad other capabilities,
but just not those particular ones last listed — and one denies at the outset that
all of this is the result of a Divine miracle — then thoughts, meanings, symbols,
culture and everything else that we associate today with the human mind are
grounded in the structures, events, principles and relations that constitute the natural
world. Understanding this, the research questions then become: what particular
relations in the naturally occurring world does human symbolic understanding
exploit differently, say, than primate indexical understanding does, or that the iconic
relations chemotaxis affords for the amoeba? Are the earlier processes still at work in
the later ones? How much and what kind of environmental restructuring is necessary
for the full functioning of each? And is there a primitive organizational sense
whereby the digital “differences” in electronic pulses down a length of wire (or, in
the biological case, an axon), and the sequential differences in base pairs affixed
to the phosphate backbone of a DNA molecule really do in-form the immediate
next moment of consequential change in a living system? How does all this work?
And how does all this work together? These are the questions that biosemiotics
will wind up asking, seeking not a reductionist anthropomorphism of “all things
in nature as human” but just the opposite: a principled evolutionary and biological
understanding of how all things in human (and in animal) life are natural — including
“knowing”, including “meaning”, including “thought” and, because of these last
three, including “‘signs.”

Interestingly enough, however, it is not the biosemioticians who stand ready to
reject the notion that the biological set of relations constituting “sign processes”
are, in fact, massively complex, organically organized material interactions — most
biosemioticians would rejoice at such a discovery — conversely, it is far too often
the committed physicalist who so closely (and so incorrectly) equates the entire
category of “semiotic processes” with the one limiting case of symbolic, human
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mental processes, that to talk about the former is to talk about the latter — in which
case, of course, they are completely right to reject the initial premises. Descartes’
bifurcation, in other words, is continuing to keep the sciences of material interaction
and the sciences of semiotic interaction apart.

But if biosemiotics has any one single most constructive message to give the
mainstream scientific community, surely it is precisely this: a semiotic process is
not a ghostly, mental, human thought process. Rather, it is, in the first instance,
nothing more nor less mysterious than that natural interface by which an organism
actively negotiates the present demands of its internal biological organization with
the present demands of the organization of its external surround. And the fact that
this is done incessantly — by all organisms, and by us — should not blind us to
the significant fact that such moment-to-moment activity is always and perpetually
an enacted accomplishment — and thus one that is going to have to be explained,
if we are ever to understand the bio-logical side of living organisms’ material
interactions.

Yet so scandalous and counter-intuitive was this notion of genuine sign relations
in nature — so drenched with and indistinguishable from, as it were, their singular
symbolic manifestation as “mental thoughts and human words” — Descartes’ divine
birthright of human intelligence — that when Darwin’s contemporary George
Romanes (1848-1894) presented anecdotal evidence in support of even the possi-
bility of animal intelligence, Edward Thorndike (1874-1949) announced that the
goal of his own work would be dedicated to disprove “the despised theory that
animals reason” (1898:39). How human intelligence could ever have “evolved” out
of a world of absolutely non-semiotic animal relations then becomes something of
a paradox — and, in fact, J. B. Watson (1878-1958) and B. F. Skinner (1904-1990)
drew out the logical entailments of this view to eventually argue that human
mental states, likewise, were “an illusion” — a position implicitly endorsed by the
approach of many manifestly competent neuroscientists, and explicitly argued for in
the “eliminative materialism” of Paul and Patricia IChurchland d_LQSA; |2£)Dj)...still
victims of Descartes’ destructive dualism, even after all these years.

Not surprisingly, then, do we begin to see at the dawn of the twentieth century,
cracks and fissures arising in the scientific edifice out of internal tensions generated
by the need to keep “subjectivity” out of science not only in its methodology, but
also as a focus of investigation — despite the absolutely undeniable facts that: (1)
the natural world is full of subjective agents, (2) the natural world itself must have
produced these subjective agents once one rules out the possibility of supernatu-
ralism as a legitimate scientific explanation, and (3) it is the subjective experiences
of these agents that leads them to act upon the natural world in ways that materially
change that world (and in so doing change the substrate that world then becomes for
the evolution of subsequent subjective agents). Yet all generatively and recursively
of this undeniable natural phenomena only becomes denied as “natural” phenomena
with the adoption of the quite unnatural bifurcation insisted upon by Descartes
that puts the entirety of human “mind” — along with every kind of “knowing”
operation one might conceivably be tempted to assign to the purposive behavior of
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non-human animals — into the ghostly realm of the absolutely immaterial ... and,
again, despite the overwhelming evidence to the contrary of the existence of a
plentitude of knowing, material, purposively acting, biological beings.

Moreover, not only was Descartes’ legacy of ontological bifurcation causing
cracks and fissures to appear in the explanations being offered for any researcher in
the biological sciences who looked too closely at the obviously enacted subjective
experience of living organism and the informational capacity of the genetic code, but
it was also exerting a complementary tectonic pressure on the long line of philoso-
phers, humanists, and researchers in the social sciences, who found themselves
on the other side of the Cartesian divide, trying ever unsuccessfully to meet a
challenge that, by its very premises, could never be met. Eventually, a few of the
most frustrated — which may be really be to say the most committed — members
of these two groups started pushing back against their respective fields’ Cartesian
boundaries and began scouting around in distant coastlines in an effort to more
effectively redraw the inherited, but prohibitively unrealistic, map.

It is to just that group of interdisciplinarians that we now turn, for their work
will provide our entrée into the current state of the field, constituting, as it does,
the most recent evolutionary turn in the natural history of biosemiotics.

PHASE THREE: SCIENCE WITH SEMIOTICS

Because the current cohort of scholars constitutes the “first generation” of self-
identified biosemioticians, the history of this cohort as a whole would have to consist
of the history of each member, as he or she — faced with the internal contradictions or
explanatory evasions of their home discipline — made their own unique pilgrimage
to a place where biology and semiotics merged as one. Although doubtlessly
fascinating, it would be impossible here to recount all these individual journeys
from Istanbul and Los Angeles, Helsinki and Bologna, Toronto and St. Petersburg,
Sao Paolo and Prague, and describe the many and various disciplinary sites of
origin spanning across biochemistry and philosophy departments, dynamic systems
research labs and anthropological field sites, and the lifelong private research inves-
tigations of individual scholars, many of whose final destinations are, as of this
writing, unknown. !

What we must do here instead, in order to bring coherence to this account, is to
focus on just those few figures most responsible for bringing this diverse group of
scholars together. These would be the outspoken interdisciplinary organizers whose
explicitly stated program of coalescing semiotics and biology increasingly attracted
similarly inclined scholars into their orbit, and whose journals, conferences and
book projects would come to constitute the gravitational center around which the
interdiscipline of biosemiotics would gradually coalesce. And of this handful of
“outspoken interdisciplinary organizers” perhaps none was more outspoken, more
interdisciplinary, and more organizationally active and astute than the late Thomas
A. ISebeol (1920-2001), without whom the current interdiscipline of biosemiotics
would not have taken shape in its present form.
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JOINING SIGN SCIENCE WITH LIFE SCIENCE:
THOMAS A. SEBEOK

While a growing number of isolated scholars working in widely-separated disci-
plines were all toiling away at various independent lines of inquiry into the problems
of information processing, intercellular communication, behavioral psychology,
neurobiology and animal ecology — and long before the birth of such self-
consciously “interdisciplinary fields” as “artificial intelligence” “dynamic systems
research” or “cognitive neuroscience” — an academic polymath who once described
himself as something akin to an “Apis mellifera, who darts solitary from flower to
flower, sipping nectar, gathering pollen [and] serendipitously fertilizing whatever he
touches” m ) was to pioneer the practices that the modern-day university
refers to as “interdisciplinarity” in the course of founding the project that today
bears the title of biosemiotics.'®

This self-described apis, Thomas A.[Sebeold (1920-2001)), left his native Hungary
at age sixteen to study at Cambridge University, before immigrating to the United
States where he received his doctorate in linguistics from Princeton in 1945, while
simultaneously doing research under both Roman Jakobson at Columbia University
and Charles Morris at the University of Chicago (m M) A specialist in
Finno-Ugric languages, Sebeok’s appointment as the head of the Department of
Uralic and Altaic Studies at Indiana University led to decades worth of extensive
fieldwork not only investigating the internal organization of linguistic systems per
se, but also in investigating the higher-order manifestations of such systems, in the
form of anthropology, folklore studies and comparative literature (ibid).

Sebeok’s growing interest in the organization of semiotic systems in general,
combined with his aforementioned polymath intellect, led him to carry out some of
the first computer analyses of verbal texts; to investigate the use of nonverbal signs
in human communication; and to establish, with Charles Osgood, the pioneering
interdisciplinary field of psycholinguistics in 1954. Six years later, during a
fellowship at Stanford University’s Center for Advanced Studies in the Behavioral
Sciences, Sebeok indulged his lifelong passion for biology, studying both nonverbal
human sign behavior as well as the communication practices of animals, both in the
wild and as domesticated by human trainers (Im) ). From this intense period
of study came his programmatic call for the founding of the study of zodsemiotics —
“a discipline within which the science of signs intersects with ethology, devoted to
the scientific study of signaling behaviour in and across animal species” (1963).!

Sebeok’s commitment to what he considered to be the two fundamental academic
virtues of “publishing and teaching as much as possible; and, equally importantly,
doing one’s best to facilitate the success of one’s colleagues” (1995:125, as cited
in M) led to his refashioning of Indiana University’s Research Center for
Anthropology, Folklore, and Linguistics — of which he had been appointed chair —
into the Research Center for Language and Semiotic Studies in 1956, and to the
co-founding of the International Association for Semiotic Studies in Vienna in 1969.
In his activities for both these institutions, Sebeok’s reputation as a tireless book
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editor, indefatigable conference convener, inveterate journal contributor, and all
around facilitator of academic interaction across continents and disciplines became
(and remains) legendary among his peers.

Thus it was Thomas Sebeok who would be responsible, more than anyone else,
for bringing practitioners from the life sciences and the social sciences into dialogue
with each other for the course of the next almost forty years, resulting in the
collaborative interdisciplinary project that we today know as biosemiotics. The
Approaches to Semiotics book series that he founded in 1964 eventually ran to 112
volumes over the course of its almost thirty year run; he was editor-in-chief of the
journal Semiotica from its inception in 1969 until his death in 2001; and the list of
international conferences Sebeok played a role in initiating with the express goal
of bringing scientists and semiotician together would constitute a document — and,
indeed, it is one that has yet to be compiled.

SEBEOK’S SYNTHESIS OF SCHOLARSHIP EAST AND WEST

Catalysts, by definition, enable reactions to occur much faster because of changes
that they induce in their reactants. And so, too, it was with Sebeok who, in the course
of building an interdisciplinary network (or symbiotic niche, as he might call it),
must in addition be credited as the key figure most responsible for integrating both
the current works and the rich theoretical traditions of otherwise forgotten academics
toiling in the Soviet East into Western academia’s collective consciousness. This he
did often through his own smuggling of desperately proffered manuscripts across
mutually antagonistic Cold War borders in the 1960s and 1970s (as memorably
recounted in [Sebeold[1994 and [2001]) — actions which themselves serve as a wonder-
fully apt metaphor for his own “bee-like” approach to the unnaturally antagonistic
disciplinary partitioning between the science and the humanities that he devoted his
entire career to cross-pollinating.

These trips darting in and out from behind what was then called the Iron Curtain
turned out to have particular significance for the development of Sebeok’s zoosemi-
otics program into what he would later call biosemiotics M@) For while
acknowledging his debt of understanding to both Swiss “zoo biologist” Heini
Hediger (1908-1992) for his pioneering work on the communicative practices of
animals (and between animals and humans in the practices of animal training) —
as well as to the Italian oncologist Giorgio Prodi (1929-1988) for his equally
bold investigations into the semiotics of immunology and call for a comprehensive
program of “natural semiotics” investigating the genetic, metabolic, neural and
immunological sign-exchange processes of the human body (a program that Sebeok
would later characterize as “endosemiotics” (m ) — it was Sebeok’s 1970
trip to the then “forbidden city” of Tartu in the Estonian Soviet Socialist Republic
to meet the Russian semiologist Juri Lotman (1922-1993) — a trip that he would
later describe as “a singular Mecca-like field for us pilgrims laboring in the domain
of semiotics” M ) — that would forge the link between Sebeok’s lone
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bee-like investigations and an entire rich tradition of semiotic thought that was
virtually unknown of in the West.'8

It was a difficult time for such East-West mutual collaboration, however,
and Soviet émigré Vyacheslav Vsevolodovitch Ivanov (1929-) recalls that many
scholars’ works that were forbidden to be published in Moscow at this time had
to be surreptitiously channeled to Lotman to be published in Tartu (1991:36).
In turn, it was Sebeok who was entrusted by Juri Lotman with his seminal
biosemiotic manuscript O Semiosfere for translation and publication in the West
(w @).19 Lotman’s delineation of the realm of sign relationships perme-
ating human life is, of course, a cognate of the word biosphere — the organizational
space wherein living beings occur and interact — and was designed to foreground
the autopoetic nature of sets of sign relations (such as “language” and “culture”) as
“modeling systems” for embodied action in the world of things by agents. And in
this sense — the sense that Jesper Hoffmeyer will later use the same term, though
unaware of its prior use by Lotman — it is a deeply biosemiotic notion.

Sebeok, however, found Lotman’s early explication of the concept — which
largely restricts its scope of inquiry to the human and symbolic realm of interactions
that Vernadsky called the noosphere® — to describe a necessary concept for under-
standing our species-specific use of, and immersion in, a world of materially conse-
quential sign relationships — but not an explanatorily sufficient one for doing so.

For it is one thing merely to assert, as he does himself some time later,
that the human being is “a joint product of both natural and cultural forces”

:xi). But in and of such an assertion in itself, it remains unclear if what
is being talked about are two mutually exclusive and possibly antagonistic forces,
or some kind of symbiotic relationship, or merely two largely artificially designated
extremes along what is, in fact, a continuum. Still left fully unexplicated then, felt
Sebeok, was an explanation of how the set of sign relations constituting the human
symbolic semiosphere emerged from — and in some sense remained dependant on —
our simultaneous existence as biological beings. For that explication, Sebeok would
have to look elsewhere.

Thus Sebeok continued his own decades-long study into animal communication
both via the majority of research literature then extant and through his hands-
on work with zoobiologist Heini Hediger (Im M) And as he did so,
he became increasingly convinced that the sign relations taking place in animal
communication and those in human language — while belonging to a common genus
of interaction in the natural world — were yet divergent species that also needed
to be understood on their own terms. Starting in 1977 and continuing well into
the 1990s, Sebeok published in-depth critiques of the various underestimations,
overestimations, anthropomorphisms and machino-morphisms being then attributed
to animal cognition (e.g. [Sebeol [1977, [1980, [1988, h_‘l%i)

In these writings, Sebeok is particularly adamant in insisting that what “ape
language trainers” such as Duane and Sue Savage-Rumbaugh (1977, 1986), Allen
and Beatrix Gardner (1979, 1989) and David and Ann Premack (1977, 1984) were
attempting — or at least what they were succeeding at — should not be confused
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with the idea that these apes had acquired the ability to use “language” in the true
sense of the word. Rather, felt Sebeok, such researchers were merely shaping the
animals’ behavior along purely iconic and indexical (stimulus-response) levels —
without themselves having a discriminating enough understanding of sign relations
to understand the underlying difference between the two phenomena. Thus, by
pronouncing the resulting Skinnerian chain of purely associative reflexes to be the
equivalent of “language,” Sebeok concluded, these researchers were “looking in the
destination for what should have been sought in the source” (as he succinctly titled
his 1980 paper reviewing this work).

Sebeok was convinced that approaching animal communication as a truncated
form of human language, just as Terrence Deacon would argue later in an elegant
book-length consideration of language origins, “inverts evolutionary cause-and-
effect” (1997:53). For to Deacon — and to Sebeok — the proper question is not:
“Do animals have language the way that we do, and if not, why not?” but
rather: “As animals ourselves, how is it that we have language?” For what makes
human “language” unique, both Sebeok and Deacon agree, is not the mere ability
to map sounds or gestures onto physically co-present things as referents in the
first instance — but the far rarer ability to be able to flexibly, systematically and
effectively manipulate representations of non-present, impossible and counterfactual
conditions in the knowledge that we are “manipulating representations” (and not
the things themselves) in doing so.

Yet what modern semiotician ever thinks of signs as other than exclusively human
cultural products? And what modern scientist ever thinks of biological organization
as itself perfused with signs?

The explication that Sebeok was to find was one that he himself had to help
to create. And so to understand the synthesis that Sebeok was to propose as the
“starting point” for his proposed interdiscipline joining the life sciences with the
sign sciences — his biosemiotics, as he was soon to call it — one must first understand
how Sebeok’s long-standing study of the semiotic logic of relations explicated by
the American philosopher and scientist Charles S. Peirce (1839-1914) served as the
substrate upon which Sebeok’s later rediscovery of the research into the perceptual
worlds of animals undertaken by the then all-but forgotten Estonian biologist Jakob
von Uexkiill (1864-1944) would act as a powerfully synthesizing reagent.

SEBEOK’S SYNTHESIS OF CHARLES S. PEIRCE

A laboratory trained chemist, astronomer, mathematician and logician, Peirce
advanced a logic of sign relations — or “semeiotic” (as Peirce had called it) — that
Sebeok was well conversant in, having studied under at least three self-proclaimed
epigones of Peirce — i.e., C.K. Ogden, (1889-1957), Roman Jakobson (1896-1982)
and Charles Morris (1901-1979).2! And because Peirce’s “architectonic of triadic
logic” deeply informs so much of Sebeok’s work, it would be impossible to continue
this particular “line of emission” in the history of biosemiotics without providing
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here at least a summary overview (or brief flash, as it were) of this, one of the two
main sources of incandescence illuminating Sebeok’s biosemiotic vision.?2

A scientist by training and by temperament, “sign” relations for Peirce are a
species of a larger genus of relations whereby potentiality becomes actualized,
and the actualized interacts with other likewise realized actualities so as to result
in pattern. This, of course, sounds extremely abstract on first glance — but in
point of fact, nothing could be more natural (literally) to those, bought up in the
scientific faith. On the inanimate level, for example, the very “beginning” of our
contemporary cosmos was a single point of undifferentiated energy (if, indeed,
“energy” is not already too sophisticated a term) whose “development” into our
current universe is nothing other than the history of its successive recursive change
as, at each point, literal physical possibilities are made available only as the result
of immediately preceding action, and as one of those possibilities is actualized,
a new and slightly changed set of possibilities (and constraints) come into being.
Thus, we see (retrospectively), and here only schematically the uncoupling of the
unified force, which results in the generation of quarks that then makes possible
to generation of hadrons, the results of whose interaction in the rapidly cooling
universe gives rise to the existence of neutrons, that can then later join together
with protons to form the universe of atoms that...ad infinitum (or finitum, as the
case may eventually be).

The point is that there is nothing mysteriously “metaphysical” about Peirce’s
notions of what he calls firstness, secondness, and thirdness. Rather, these relations
refer, in a radically fundamental sense, to the scientifically examinable (and scien-
tifically necessary) relations of possibility, existence and law. That the more recent
conceptualizations of chaos and complexity theory have given us a better vocabulary
with which to talk about such utterly natural phenomena (e.g., iteration, interaction,
emergence, downward causation and — in the case of living organisms — autopoesis)
attests to the richness of Peirce’s “logic of relations.”

A major part of Peirce’s logic is his “semeiotic” — or logic of sign relations. Here,
the last-most-current or “given” state of affairs in the world to the perceiving agent
is present to that agent in ifs firstness as an unlabeled “raw feel” (what others have
termed its qualia). Of all the things that unlabeled sensation “could be,” the agent —
given the set of existing possibilities and constraints made possible at that moment
by its own biological organization and set of prior associations — “experiences”
that set of feels as x (hunger, the color red, a flower, etc), and this secondness of
experience builds a web of brute sensations into a web of meaningful perceptions.

And, finally, once not just the sensations and the perceptions but the relations
within that web (i.e., of sensations fo perceptions, and of perceptions fo other
perceptions) become representable as signs in their own right (e.g., as in musical
notation, mathematical notation, linguistic notation, etc), the malleable convention-
ality of thirdness becomes available to living organisms for the re-contextualization
of both firstness and secondness (sensation and perception) into what we generally
refer to as symbolic understanding. And it was precisely the mystery of how and
why it is that human beings have become such “savants” in the use of thirdness,
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while the majority of other species have not, that drove Sebeok to search beyond the
elegant theoretical logic of Peirce and into the cacophonous real world of animals
and their sign behavior.

SEBEOK’S SYNTHESIS OF JAKOB VON UEXKULL

Sebeok himself recounts how he had come across what is largely considered to be
an execrable translation of an early version of von Uexkiill’s Theoretische Biologie
decades earlier, while still a student at Cambridge, but found it both “bafflingly
murky” and “beyond doubt over his head” — as well not at all germane to his
then-current project as a sixteen year old Hungarian student attempting to learn
English (2001:64; 1998:34).

Thirty years later, Sebeok would read von Uexkiill’s fully finished version in the
original German — and this re-reading, in the words of contemporary biosemiotician
Marcello Barbieri, “was a kind of fulguration on the road to Damascus” for Sebeok

:285). There is some truth in this characterization, as we shall see.
For in his rediscovery of von Uexkiill, Sebeok felt that he had not only found the
long missing piece of the puzzle that he had been looking for — but he was also
convinced that he had found what so many other laborers in so many other fields
should have been looking for all this time as well — i.e., an absolutely naturalistic
way of understanding the link between the human world of signs and the animal
world of signs. So it is to Jakob von Uexkiill and his study of the perceptual worlds
of animals that we now turn.

Cited by both Konrad Lorenz (1903-1989) and Nico Tinbergen (1901-1972) as
the founder of the modern discipline of ethology, Estonian-born German biologist
Jakob von Uexkiill (1864-1944) devoted his entire life to the study of animals,
training first as a zoologist and afterwards going on to the pioneering work
in muscular neurophysiology that would result in Uexkiill’s law of neuromus-
cular regulation, often cited as the “first formulation of the principle of negative
feedback [and thus reafferent control] in living organisms” :646).
A dedicated physiologist and biologist, Uexkiill drew a distinction between the two
projects that is worth quoting in the words of his contemporary archivist in full:

“Already in his first monograph [Uexkii M) assigned different roles to
physiology and biology. Physiology should organize the knowledge about organic
systems by looking for causalities. Having preserved the advantage of the experi-
mental method, physiology should help to [inform] biology. In distinction to physi-
ology, biology has to use the scientific method to go beyond the investigation of
causalities by exploring the laws that [account for] the purposefulness of living
matter. Therefore biology should study organisms not as objects, but as active
subjects, thus focusing on the organism’s purposeful abilities that provide for the
active integration into a complex environment. Biology therefore had to deal with
holistic units and to maintain a broader scope than physiology in order to grasp the
interactive unity of the organism and the world sensed by it. For describing this
unity Uexkiill introduced the term Umwelt (1909)” M)
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A forerunner and conceptual pioneer of the study of feedback and reafferent
control in the workings of what will later come to be called complex, adaptive self-
organizing systems, Uexkiill was not privileged, of course, to the rich vocabulary of
“autopoetic” explanation that his own groundbreaking work would engender almost
a full century later. Yet Ludwig von Bertalanffy’s (1901-1972) “general systems
theory” — as well as its increasingly sophisticated descendents (i.e., cybernetics,
catastrophe theory, chaos theory and complexity theory) — all issue from von
Uexkiill’s notion of the Funktionskreis or “functional cycle” of perception and
action that effectively “couples” the ever-changing system that is the organism to
the ever-changing system that is the world.

Thus, in the discussion about “causalities” above, Uexkiill has no recourse to
the vocabulary of “emergent system properties” “recursive downward causation”
“dynamic instability” or “autopoesis” that would allow him to delineate for his
readers the distinction being drawn between the purely material and efficient
relations of brute physiological stimulus-response regularities and the higher-order
“systemic” relations between world and organism (as well as organism parts to
whole) that are the bottom-up product of — as well as the top-down shaper of — those
physiological interactions (both in real-time and in evolutionary time) to begin with.

That said, both Uexkiill’s pioneering work on marine biology, as well as his
prescient conceptualization of feedback systems, leave him only dimly remembered,
if at all, in the two fields he most directly spawned (animal ethology and dynamic
systems research).?? And this is undoubtedly due to von Uexkiill’s Baerian resis-
tance to the Darwinism of his time and to the somewhat “telic” understanding of
what he calls “Nature” (1934/1957; 1940/1982). Like von Baer, Uexkiill felt that
Darwin “treated the concept of causality incorrectly and did not consider the internal
[component in the active self-organization and creation] of individual organisms”
(cited in Kul @) Given that all these men — Darwin, no less than von Baer
and von Uexkiill — were working long before the development of modern genetic
knowledge, it is perhaps no surprise that each of them sees more clearly the “reverse
but complementary” side of the picture that the other neglects.

It can be seen, however, that von Uexkiill was working very much within a
nineteenth century Romantic intellectual culture that was still vibrant in Estonia,
while the science of Darwin’s England was increasing utilitarian, mechanistic and
Malthusian. Thus, the original quote in the paragraph reads that “Darwin did not
consider the internal strive for perfection of individual organisms” in lieu of the less
teleologically “loaded” description of what is essentially same concept of proximate,
systemic interaction towards homeostatic optima observable in all living organisms
that I have substituted for it in the brackets above.

However, and as Hoffmeyer notes, just as Darwinism needed Mendelian genetics
for its full coherence, “it is only through infegration with the theory of evolution
that [von Uexkiill’s] umwelr theory can truly bear fruit” (1996:58). For just as
transmutation of species needs a shuffling mechanism to allow for the variations
which are then acted upon in natural selection, so too does von Uexkiill’s Kantian
notion — that, as regards the subjective experience of living creatures, “it is utterly
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in vain to go seeking in the world for causes that are independent of the subject;
we always come up against objects which owe their construction to the subject”
(1926:xv) — needs to be supplemented with a theory of how such subjects themselves
have come to be so peculiarly constructed. For von Uexkiill, however, this was
not seen a problem, but as the very mark of the limits of Kantian reason. “There
lies concealed, eternally beyond the reach of knowledge, the subject — Nature”
concludes von Uexkiill and, sic passim, “nature’s sovereign plan” (1934/1957:80).

An epigone of Peirce himself, however, Sebeok believed that in science, as in
umwelt, such ubiquitous law or “plan” is precisely what calls out to be explained.
And thus Sebeok began to undertake the long interdisciplinary project of attempting
to introduce into the framework of mainstream science and evolutionary theory,
an operationalizable synthesis of the Peircean logic of sign relations with the
Uexkiillian naturalistic research project of Umweltforschung. With now a clear
vision that the abyss between sign study and biology had found its bridge, Sebeok
began the project that we today call biosemiotics — a project whose goal was nothing
less than a scientific understanding of how the subjective experience of organisms —
as enabled differently by each species’ particular biological constitution — comes
to play a genuinely causal role in the ongoing co-organization of nature.

A PROJECT OF MASS CROSS-POLLINATION: SEBEOK’S
SYNTHESIS OF RESEARCHERS

As can be inferred from the above, the rediscovery of von Uexkiill’s work had a
profound effect on Sebeok’s subsequent work and thought. Two decades later, he
would recollect that his re-reading of Uexkiill’s Theoretische Biologie after thirty
intervening years studying human and animal communication practices “unfolded a
wholly unprecedented, innovative theory of signs, the scope of which was nothing
less than semiosis in life processes in their entirety” (1998:7).

Apt, then — though requiring a little further clarification — is [Barbier's (M)
claim that upon the “fulguration” that von Uexkiill’s umwelt theory was to him,
Sebeok “decided to end his individual search and start an active campaign of
proselytization” (285). For unlike the Biblical Saul, Sebeok knew full well that his
search was not truly “over” — and that in von Uexkiill’s umwelt theory, he had found
but one critically important tool for understanding with which he could proceed in
his ongoing investigations. In this sense, Sebeok was more like Isaac Newton — or
perhaps even Francis Bacon, with his own newfound Novum Organon, as we have
discussed above — than like the spiritually completed Saul.

But Barbieri’s charge of “proselytization” is on the whole a fair one — though
happily enough, as it turns out, for many of the scholars laboring in the fields of
biosemiotics today, many of whom find von Uexkiill’s articulation of umwelt to be
a manifestly helpful terminological tool — and many of whom were, quite directly,
brought to this realization in the person of Thomas Sebeok himself.

For “Sebeok would often point out that the list of those who did semiotics without
knowing it would fill the pages of an infinitude of books” writes Sebeok’s frequent
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collaborator Marcel Danesi as part of his mentor’s obituary: “If we recall correctly,
he referred to this state of affairs as the “Monsieur Jourdain syndrome.” Monsieur
Jourdain was, of course, the character in Moliere’s Bourgeois Gentilhomme who,
when told that he spoke good prose, answered by saying that he didn’t know he
spoke in prose. Analogously, Sebeok would point out to some scholar in a field
such as psychology, anthropology, or medicine that he or she was, like Monsieur
Jourdain, doing something of which he or she was not aware — semiotics. The number
of “converts” he made for semiotics in this way are innumerable” M@)

Thus, in 1977, Sebeok delivered his now-famous speech on “Neglected Figures
in the History of Semiotic Inquiry: Jakob von Uexkiill” at the Third Wiener
Symposium on Semiotics in Vienna. Thure von Uexkiill (1908-2004), Jakob’s son,
was in the audience and not long after, Sebeok — along with Thure, a physician
whose pioneering work on the semiotics of psychosomatic disorder and treatment
virtually single-handedly raised the field of psychosomatic medicine to prominence
in Germany, where it is now part of the mandatory curriculum for all medical
students M), and Giorgio Prodi (1929-1988), an oncologist studying the
“endosemiotics” of immunological self-organization and cell signaling — “conducted
a week-long open-ended seminar, so to speak, on the practical and conceivable ins
and outs of biosemiotics” m :8).

These “intensive triadic brainstorming” sessions, as Sebeok characterized them,
“led directly to the series of pivotal seminars held annually in the late 1980s and
early 1990s” at the Glotterbad Clinic for Rehabilitative Medicine near Freiburg
(ibid). Drawing an ever widening circle of biologists, physicians, philosophers and
semioticians into his orbit, Sebeok in effect fashioned what he would later come to
term an interdisciplinary “cybernetic loop” or “self-excited circuit” M@Q)

A steady stream of international conferences, monographs, journal articles, special
issues, and book collections followed (see [Kull [1999 and [2009 for two excellent
overviews) — most of them either initiated by, or with significant contributions
from, Thomas Sebeok himself. Indeed, in his memorial remembrance of Sebeok,
seminal biosemiotician Jesper Hoffmeyer remarks that “without Sebeok’s enormous
influence and prestige to pave the way, the growth of biosemiotics might well have
been seriously hampered through the usual territorial defense mechanisms released
more or less automatically in academia whenever somebody attempts crossing [its]
Cartesian divides” mm:%ﬁ).

The resulting “yet even more modern synthesis” of Peircean semiotics with
Uexkiillian umwelt theory in the overarching framework of dynamic systems theory
that underpins much of modern biosemiotics and that is the direct result of Thomas
Sebeok’s “proselytization” in the years following his rediscovery of von Uexkiill
is not a synthesis that I have either the space for, nor have been commissioned to,
explicate in any minimally sufficient detail here (but see [Baeid |_LQS_7|, [Bried |2.0_Oj,
[Danesi (1999 and 200d. [Deely [1993. Pertrilli and Ponzio 2001, and Sebeok and
Umiker-Sebeok for thoroughgoing discussions thereof).

Suffice it to say, though, that even those colleagues-in-biosemiotics who today
reject the Peircean perspective, or the primacy of perceptual umwelt, or the entire
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undertaking of the project of biosemiotics itself (and there are some loyal skeptics
who most helpfully hold this view, as we shall see) — even these scholars are no
longer scattered researchers working in sterile isolation from one another and in
utter ignorance of each other’s work, but are instead today “colleagues” in a field
called “Biosemiotics” because of the tireless proselytization (and cross-pollination)
efforts of Thomas A. Sebeok throughout the 1970s, 1980s, 1990s and those years
of the 21st century ending only with his death.

In effect, summarizes Barbieri, “the making of biosemiotics [in the form of the
field that we see it as today] has been heretofore a 40-year-long affair which can
be divided into two phases: the first (1961-1977) was a period of uncoordinated
attempts, often of utterly isolated initiatives, while the second (1977-2001) was
a period in which individual ideas could fall on a more receptive ground and
contribute, under the discreet supervision of Thomas Sebeok, to the collective
growth of the field” (2002:286).

And, indeed, his obituary states that of all of his accomplishments, “he was most
proud of having brought into being a group of theoretical biologists and semioticians
to pursue this field of investigation” ) It is the ongoing coalescence of
this group that we will turn our attention to now — for the history of this ongoing
coalescence is the extant “history” of Biosemiotics per se (though what will come
of this coalescence and where that history will lead remain, of course, matters of
pure potentia at this time).

SEBEOK’S LEGACY AND THE CONTINUATION
OF THE BIOSEMIOTIC PROJECT

One of the many tributes paid to Sebeok in obituary was made by his long-time
colleague Marcel Danesi, who — summing up a lifetime’s work in fields as diverse
as anthropology, linguistics, computer science and zoology, reiterated the claim that
what Sebeok himself was most proud of was his having “transformed semiotics
back into a “life science” — having taken it back, in effect, to its roots in medical
biology [and specifically, the uninterrupted tradition of symptomology found in all
cultures]. In other words, he uprooted semiotics from the philosophical, linguistic,
and hermeneutic terrain in which it has been cultivated for centuries and replanted
it into the larger biological domain from where it sprang originally” (2002).

Interestingly enough — and perhaps a tribute to Sebeok’s underlying vision all
along — it is not “semioticians” per se that one finds attending the conferences and
penning the journal articles in the field called biosemiotics today, but molecular
biologists, embryologists, philosophers of science, zoologists, roboticists, neurobiol-
ogists, psychologists and dynamic systems theorists instead. Most of these scholars
have found their way into the field through their own unique and surreptitious
pathways, and many hold a variety of views regarding the relationship of signs to
biology that in no way derive from the works of Peirce or von Uexkiill, much less
than those of Sebeok himself.
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For it turned out that the nerve that was ready to be hit by the promise of a
scientifically informed biosemiotics was not at all one that was calling out for
excitation in the academic world of semiotics (with a few conspicuous exceptions
of course, which will be discussed below). Rather, the priming was taking place
variously, but steadily, over the last 50 years of scientific advance and inquiry in
the West.

For while Sebeok was busy building networks in Scandinavia and Eastern
Europe, back in the West individual researchers in the fields of neurobiology,
clinical psychology, molecular biology, artificial intelligence, and philosophy of
mind (to name a few) were busily engrossed in their own attempts at either
resolving or undoing the disastrous Cartesian dichotomy separating bodies and
minds. In neurobiology, for exam le, one saw the works of Geraldﬁm
Antonio[Damasid (@) Walter M) and J oaqulnw among

many others; in Al, the “distributed cogmtlon” theories of Andﬁ ‘12%),

Rodney Brookd (1999), Marvin Minskyl (1984), and Douglas (979
in biolo roper, there were the critiques of Walter M. 1998), Richard
Mﬁl(@) Robert [Rosed (@) and Howard [Patted (@ ; and in
dynamic systems theory, the works of Edward [Lorend m) René ﬁ (@)
Ilya m M), Susan m (@) and Stuart [Kauffman (1999, 200d) —
again, just to mention some few of the most obvious.

But these researchers (and many more, some of whom will eventually make
their way into the interdiscipline of biosemiotics and whom we will be discussing
presently) were, as said, largely pursuing their own independent research agendas,
working and exchanging ideas amongst their own disciplinary colleagues, and were
not actively involved in constructing a network of researchers from widely divergent
academic backgrounds in the sense that Thomas Sebeok was.?

Some small interdisciplinary networking groups were independently breaking out
here and there at this time, however. Kull recalls three regular series seminars on
theoretical biology that arose independently in the Soviet east during the 1970s — one
in St. Petersburg led by Sergei Chebanov, one in Moscow led by Aleksei Sharov, and
one in Tartu, Estonia led by himself that “all later made a shift towards biosemiotics”
(2005:21). In the West, geneticist Conrad Hal[Waddington (1903-1975) held a series
of conferences entitled Towards a Theoretical Biology each year from 19661969
that attracted such participants as Lewis Wolpert, Brian Goodwin, R.C. Lewontin,
David Bohm, W.L. Elsasser, René Thom, Howard Pattee, Ernst Mayr and John
Maynard Smith. Yet while all of these participants undoubtedly both contributed
to, as well as came away from, these conferences with an enriched notion of the
phenomenon of “self-organization” in complex systems, these conferences did not
result in the creation of any one coherently ongoing “group” or specifically focused
collective agenda, such as can be found in the current project of biosemiotics.

Instead, the major line of development that would result in the constitution of the
field of biosemiotics as it exists today were a series of informal but increasingly
productive seminars emerging from the University of Copenhagen beginning in
the 1980s and culminating in the ongoing international Gatherings in Biosemiotics
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conferences which have been held annually since 2001. And by almost every
account, the figure at the center of this activity was then and remains now the man
whose name is most closely associated with the field of biosemiotics, the Danish
molecular biologist and public intellectual Jesper Hoffmeyer (1942-).

JOINING LIFE SCIENCE WITH SIGN SCIENCE:
JESPER HOFFMEYER

Trained and hired as a biochemist by the University of Copenhagen in 1968,
Hoffmeyer had been active in Danish public life since his days as a student
activist in the mid-1960s. Son of a social reformist physician who had co-edited an
antifascist periodical called Kulturkampen (The Struggle for Culture) in the 1930s,
Hoffmeyer’s own deep interest in the intersection of nature and culture led to his
founding of a journal entitled Naturkampen (The Struggle for Nature) in the 1970s.

A prolific science writer and journalist as well as a working university professor
and molecular biologist, “by the 1980s, Jesper Hoffmeyer had become one of the
most visible intellectuals in the debate on technology and society in Denmark”
write his biographers (Emmechd et al [2002:38). Deeply inspired by the work of
cybernetician and anthropologist Gregory Bateson (1904-1980), Hoffmeyer had
been struggling to articulate a non-reductionist understanding of the relationship
of organisms to their genomes at a time when the rapid advancement of gene
sequencing technology was promising a yet more reductionist understanding of the
same, and Richard Dawkins was capturing the popular imagination (as well as that
of some scientists) with his notion of “the selfish gene” (1976).

Recalling this period, Hoffmeyer writes that in 1984 it had occurred to him
that “the historical consequence of making dead nature [i.e., physics] the model of
nature at large was that all the talking—and all mindfulness—went on exclusively
in the cultural sphere. As a result we now suffer the divided existence of the two
great cultures, the humanities and the scientific-technological culture” (2002:99).

Finding it intuitively unnatural to attempt an explanation of the hereditary efficacy
of DNA in isolation from the DNA-organism system in which it always appears,
Hoffmeyer claims that he wanted to invoke in his scientific colleagues of that time
“a new kind of curiosity, a curiosity directing its attention towards, what we might
call ‘the wonder of the code’ and which does not put that wonder aside by the
enclosure of the codes into one or the other state space [of deterministic physics] or
life-world [of pure subjective experience]. For it is the nature of the ‘code’ to point
outside of its own mode of existence—from the continuous to the discontinuous
message, from the physical and therefore law bound message [of the nucleotide
sequence] to the more free message [of the organism whose actions in the world
will or will not result in that nucleotide sequence’s eventual evolution and survival],
and back again in an unending chain” (2002:99).

“For it is the nature of the ‘code’ to point outside of its own mode of
existence.” Almost certainly unaware then of the maxim of St. Augustine, much
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less of the obscure late-scholasticism of John Poinsot, Hoffmeyer’s common-sense
appreciation of the profoundly important distinction between material organization
and that same material organization in its use as a sign for something other than
itself led him, like Sebeok before him, to an investigation into the semiotic logic of
relations between organisms and their environment (1984), between organisms and
each other (1988), within organisms (1992) and in the triadic logic of the nineteenth
century scientist-philosopher Charles S. Peirce.

By 1985, Hoffmeyer was committed to the idea of developing “a semiotics of
nature, or biosemiotics as he chose to call this effort, [that could intelligibly explain
how] all the phenomena of inherent meaning and signification in living nature —
from the lowest level of sign processes in unicellular organisms to the cognitive
and social behavior of animals — can emerge from a universe that was not [so]
organized and meaningful from the very beginning” (Emmechd et al 2002:41).

And in this, again like Sebeok — whose path he would not yet cross for several
more years — Hoffmeyer’s personal passion for, and dedication to, this project — as
well as, more importantly, the kind of work on the subject that he began producing —
drew an ever-growing coterie of like-minded individuals into his orbit. In 1984,
his initial formulation of a theory of analog-digital “code-duality” in biology was
published, and soon thereafter he began his intensive series of collaborations with
biologist Claus Emmeche, who would later go on to head the Center for the
Philosophy of Nature and Science Studies at the University of Copenhagen, and to
become a major figure in biosemiotics in his own right — in addition to authoring
a body of related work on dynamic systems theory (1992, 2000a), artificial intelli-
gence (1991, 1994), and the history and philosophy of science (1999, 2002).

By 1986 both Hoffmeyer and Emmeche were attending a Copenhagen study
circle with the physicist Peder Voetmann Christiansen wherein the semiotics of
Peirce were much discussed. Philosopher and literary analyst Frederik Stjernfelt
joined this group (known then as the “Helmuth Hansen Study Circle” after the
Danish philosopher) soon thereafter, eventually inviting French mathematician and
theoretical biologist René Thom — whose work also drew heavily upon Peircean
semiotics and Uexkiillian umwelt theory — to deliver a lecture on his development
of catastrophe theory M@:SS).

Microbiologist Mogens Kilstrup would later find his way into Hoffmeyer’s circle,
as would the biologist and cyberbetician Sgren [Bried (1993, (1998, 2001l), who would
several years later establish the interdisciplinary journal Cybernetics and Human
Knowing in which many of the Helmuth Hansen group would publish seminal
articles.?® During this time, too, Hoffmeyer continued to publish his ideas on code-
duality and self-description, now drawing also upon the works of biophysicist and
systems theorist Howard [Patted (1964, [1972, [1982).

In 1989, Hoffmeyer published a seminal article on “the semiosis of life” in
Danish, and this was followed by his founding of the proto-biosemiotic journal
OMoverden (roughly: “Umwelr’) in 1990. “The journal was an intellectual success,”
writes his biographers, “but a [financial] failure for the publishing company, so
its life was brief” (Emmechd et al. 2002:41). The journal did find its way into
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the hands of both Thure von Uexkiill and Thomas A. Sebeok, however, and when
Hoffmeyer went to attend a conference on psycho-neuro-immunology in Tutzing
later that same year, he met both of these men for the first time — having spotted
Sebeok walking around the conference with a copy of OMverden protruding from
his jacket pocket mm:&%).

The joining together of “Sebeok’s people” with “Hoffmeyer’s people” was
a signal event in the development of the contemporary field of biosemiotics.
From Sebeok’s “semioticians exploring biology” side came such accomplished
scholars as John @ ), Myrdene [Andersord (199d), Floyd Merrell (1994),
and Martin m )~ while from Hoffmeyer’s “biologists exploring
semiotics” side came himself, Claus Emmeche, Sgren Brier, Mogens Kilstrup,
Frederik Stjernfelt and Peder Voetmann Christensen. It was in the aftermath of
this meeting that Sebeok was to declare the investigations of the life sciences and
the sign sciences must be co-extensive if either was to proceed (1990), and from
this point on, the term biosemiotics is used to refer to this project by all parties
involved.

Less than one year later, Hoffmeyer and Emmeche’s seminal two-part paper
on code-duality appeared in Anderson and Merrell’s anthology On Semiotic
Modeling (Hoffmeyer and Emmechd [1991)) and in Sebeok’s international
journal Semiotica m @), winning the publisher’s
top annual award, and bringing the work of the Helmuth Hansen group to
an international audience. In 1992, the volume Biosemiotics: The Semiotic
Web was published, to which no less than twenty-seven authors contributed.
This exposure served to establish an ever-growing interface with other biolo-
gists and semioticians whose research was converging along these lines. The
internationally-minded Danish Society for the Semiotics of Nature was also
officially established at this time, with the express purpose of bringing together
researchers from around the world who were interested in pursuing this new line of
inquiry.

It was also in 1992 that theoretical biologist Kalevi Kull, a convener of some
of the earliest conferences on semiotic approaches in theoretical biology taking
place in the Soviet Union in the 1970s and curator of the Jakob von Uexkiill
Centre at the University of Tartu in Estonia, would meet Jesper Hoffmeyer at Thure
von Uexkiill’s Glottertal conference near Freiburg — and from then on become the
de facto historian both of biosemiotics in the Sebeok-Hoffmeyer tradition and of
the tradition of Eastern European theoretical biology in general. Kull would also
begin presenting an annual lecture course in biosemiotics at the University of Tartu
in 1993 that continues to this day, and has been instrumental in arranging the
annual International Gatherings in Biosemiotics, in addition to his own considerable
contributions in advancing the field (e.g. [Kull[1998, 2000, 2001).

In 1993, Jesper Hoffmeyer published his definitive work on biosemiotics
En Snegl Pa Vejen: Betydningens naturhistorie (A Snail on the Trail: The
Natural History of Signification), was later translated into English the book that
as Signs of Meaning in the Universe (1996). It is this exceedingly readable
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book, perhaps more than any other, that provides most newcomers their entry —
and, in many cases, their impetus — into the field, and that most clearly
lays out the project of biosemiotics as an attempt to situate culture in nature
without reducing either to the blind forces of purely mechanical efficient
causation.

Written in the attempt to popularize the ideas of biosemiotics to the widest
possible audience, the following passage conveys much of the flavor of the work.
After discussing the evolution of single-celled life, multicelluars, and the increasing
variety of animals’ sensory capacities, Hoffmeyer turns to the evolution of human
cultural cognition and writes:

Among all the roles in the ecological theatre there was one pertaining to creatures with lengthy life
histories and an especially well-developed talent for capitalizing on their experiences. Often theses
creatures, the apes, had developed brains capable of accommodating an extremely complex image of their
surroundings, a very sophisticated umwelt. [And eventually] there came a day when this creature realized
that it was itself an umwelt builder; that its role was, in act, a role; that other creatures performed other
roles and had different kinds of umwelt; that the world was one thing and umwelt another; and that, when
one died, this umwelr would actually disappear while the world as such would carry on. ...[Yet over
time, this creature was able to] create a bond of a quite unprecedented nature: a double bond founded on
the need to share the umwelt with one another, i.e., making private experiences public property, turning
the subjective into the objective. To cut a long story short, this creature ...invented the spoken word.
(1996:34-35)

With its provocative ideas cloaked in the simplest of languages, the English language
publication of Hoffmeyer’s Signs of Meaning was enthusiastically reviewed (1998)
and remains as of this writing probably the single most widely read and frequently
cited text on biosemiotics. Its impact on scholars internationally continues as each
year new biosemioticians come into the fold as a result of their “stumbling upon”
this work (a tale frequently recounted at the annual International Gatherings in
Biosemiotics).

And, indeed, directly as a result of the reception to the work’s international avail-
ability in 1996, Hoffmeyer found himself “communicating with a cross-disciplinary
audience of scientists, philosophers and scholars from various specialties [and was]
invited to conferences in the fields of systems theory, self-organizing complex
systems, cognitive science, general semiotics, media and communication theory
and, of course, an increasing number of workshops and symposia devoted specif-
ically to biosemiotics and its relations to other fields of semiotics and biology”
(Emmeche et all 2002:42).

A slew of journal articles and conference presentations on biosemiotics by the
members of the Helmuth Hansen group and their growing coterie of interna-
tional colleagues followed (see particularly the special issues of Semiotica of 1998
(Vol 120 3/4) and 1999 (Vol 127 1/4), as well as the Annals of the New York
Academy of Sciences 2000 (Vol 901) and, for a more extensive list of publications
covering this period, Kul :20). Eventually these second-generation heirs of
Sebeok’s Glottertal conferences were able to bring together a growing group of
younger researchers for whom the idea of dynamism in autopoetic systems was
no longer a “radical proposal” — but was, instead, the starting point from which
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to proceed to try to build a coherent interdiscipline. And by the middle of the
year 2000, the first annual International Gatherings in Biosemiotics was being
planned.

A DIVERSE ECOSYSTEM OF RESEARCHERS: THE GATHERINGS
IN BIOSEMIOTICS

Thomas Sebeok was most content, it seems, when he was bearing many torches —
and after his death at age eighty-one in 2001, each of these had to be picked up
and passed on to a successor.

Already by this time, however, the center of gravity for the biosemiotics project
had been establishing itself at the University of Copenhagen under the auspices
of Jesper Hoffmeyer and Claus Emmeche who, along with theoretical biologist
Kalevi Kull and cybernetician Sgren Brier, established the Biosemiotics Group at
the University of Copenhagen in the early 1990s. And it was this group that, in
2001, finally succeeded in inaugurating an annual international conference devoted
exclusively to biosemiotics.

Quite unsure at the time about who, if anyone besides themselves, would show
up, the first International Gatherings in Biosemiotics turned out to be an unprece-
dented success. Held on May 24-27, 2001 at the Institute for Molecular Biology
at the University of Copenhagen (in the very room, it was noted, that Wilhelm
Johannsen first introduced the word “gene” into science in 1909) the first of
these annual conferences was attended by over 30 presenters from 18 countries
and produced papers in neurobiology, zoology, artificial intelligence, linguistics,
molecular biology, cybernetics, meta-systems transition theory, and the history and
philosophy of science.?®

The international Gatherings have been held five times since then, and
while not every researcher working in the field of biosemiotics attends these
annual meetings, many — if not most — of the principal contributors to the
field do. There, the second-generation heirs of Sebeok’s Glottertal conferences
bring together a growing group of formerly independent researchers and their
younger colleagues for whom the idea of dynamism in autopoetic systems is no
longer a “radical proposal” — but is, instead, the starting point from which to
proceed to try to build a coherent interdiscipline. In addition, with the inaugural
publication of the peer-reviewed Journal of Biosemiotics and the establishment
of the long-planned International Society for Biosemiotic Study in 2005, this
“third phase” in the growth and development of biosemiotics promises dramatic
changes to the field — most of the more interesting ones, of course, being
unforeseeable.

Even from this early standpoint, however, we can discern certain patterns and
currents that are sure to play a role. The following selective list of just the most
regular of the international conference’s participants gives a flavor of the interdis-
ciplinary convergences — and divergences — of approach in the quest to articulate a
truly comprehensive science of life and sign processes.”
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CONTRIBUTIONS FROM OUTSIDE
THE COPENHAGEN-TARTU NEXUS

One of the approaches that does not come strictly out of the Copenhagen-Tartu
lineage is represented at these conferences by Prague cell physiologists Anton
Markos$ and Fatima Cvr¢kova (2002, 2002a, 2002b) who advance an understanding
of living systems that is fundamentally hermeneutic. Representatives of a growing
interdisciplinary movement towards theoretical biology and interdisciplinary study
in the Czech Republic,*® Marko$ and Cvr&kova view the current work being done
within the contemporary biological paradigm (including their own work) to be an
effective — but by necessity only partial — illumination of processes that exceed the
potential of formalized representation to exhaustively map them.

Taking an approach towards living organisms that owes as much to the “histori-
cally effected hermeneutics” of Hans-Georg Gadamer (1900-2002) as it does to the
self-regulatory symbiotic systems theories of Lovelock (1996) and Margulis (1987),
Marko§ writes that: “[Since the moment of its inception,] life has never ceased to
exist and has again and again been confronted by actual conditions, by memory,
by forgetting, and by re-interpretations of the remembered” (2002:163). As Marko§
reminds us in his masterful exegesis of scientific study Readers of the Book of Life,
the living organization of an organism changes itself and its relations to its surround
on a moment-to-moment (as well as on an evolutionary) basis in a way that no
machine logic or mathematical formalization could ever predictively account for.
Indeed, and it is this very embodiment of a possibility-collapsing “non-logic” that
allows a living system to effectively explore and to creatively exploit novel state
spaces, giving it “the characteristics of a field, a culture, a statement, and of course,
[only] sometimes also of a machine” (2002:163).

With Gadamer, Markos asserts that “the nature of knowledge is hermeneutical
and is rooted in experience, history and in structures” that are themselves ever-
changing as each new moment is changed as a result of the actions taken in the
one prior. Attempting to reduce this rich world of living-acting-perceiving-and-
signifying onto the “necessarily incomplete, reduced, flattened” descriptions of the
objectivist scientific model mp :184) would be akin to attempting to
realize Hoffmeyer’s self-referential notion of creating “a map which is so detailed
that the map maker and the map that he is making are swept up into it” — something
that not even the world-modeling organism itself can ever fully objectify, much
less make static (1996:40). Working biologists “just like any others,” Cvrckova
and Markos$’s work yet reminds us never to lose sight of Korzybski’s admonition
that “the map is not the territory” — lest we find ourselves taking seriously such
map-sensible but experientially-nonsensical claims as “the genetic code is just a
metaphor” and “consciousness is an illusion” (...an “illusion,” one should always

ask of such a pronouncement, of what?).

Yagmurm and Vefa [Karatayl (1999, |2m2), a dynamic systems engineer
and a molecular biologist, respectively, from Bogazici University in Istanbul, build
upon the work of theoretical physicist and computer scientist Valentin Turchin’s
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(1931) meta-systems transition theory in order to model the dynamics of self-
increasing complexity in embedded systems, and the subsequent emergence of
bottom-up system properties that then come to function recursively as top-down
biases and constraints.

Physicists Edwina m (@) and Peder Voetmann Christensen (2000),
almost alone among biosemioticians, have sought to explicate Peirce’s own under-
standing of his semeiotic as a being a subset of a logic of relations that can be used
to understand how any set of relations hold together. Peirce’s highly complex archi-
tectonic regarding (roughly) possibility, being, and law may yet prove to be a rich
mine for physicists, as well as for biosemioticians, and Taborsky and Christensen
are among the first to be blazing this trail.

And while physicists Christensen and Taborsky are approaching the organization
and interactions of energy and matter from a triadically interactive perspective,
biophysicist Howard Pattee has devoted the last 37 years of his life to the study
of “precisely those dynamical aspects of physics (time, energy) that are necessary
to implement codified instructions” — or, in other words: What are the physics
necessary (if not sufficient) for semiosis? MM)

One of the original attendees at Waddington’s “Towards a Theoretical Biology”
conferences of 1969-1972, Pattee was forecasting as early as 1965, to those few
who would listen, that “we may expect that the origin of life problem will shift away
from the evolution of the building blocks and the elementary operations of joining
them together, to the more difficult problem of the evolution of control in complex
organizations. This problem is more difficult because the idea of ‘control’ is not
defined in the same sense as we can define biochemicals [per se]...A live cell and
a dead collection of the identical biochemicals in the same structural organization
differ essentially in the amount of intermolecular control that exists in each unit
(1965:405-406).

Like so many whose work we’ve had the occasion to overview here, Pattee’s
precisely articulated questions would in time help generate the conceptual frame-
works and vocabularies needed for addressing them. Thus, the general principles
behind such bottom-up and top-down “intermolecular control” would later be
codified as “autopoiesis” by IMaturana and Vareld (1973, 1974) and as “dissipative
structure” by Ilya (@), while for Pattee, the concepts of the epistemic
cut and semantic closure are necessary to a complete understanding of how and
in what scientifically examinable way, matter can come to “stand for” something
other than itself in and to a system — the ultimate research question of biosemiotics
(see [Patted 200 and this volume).

DEVELOPMENTS AND CHALLENGES 2001-2005

Indeed, it would require a book-length monograph of its own to detail the interdisci-
plinary research interests and data presented at the annual International Gatherings
in Biosemiotics, all of which, in one way or the other, are devoted to this central
question of the non-mystical role of “representation” and its “meaning” in the
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organization and interactions of living organisms. In lieu of that, I will merely direct
the reader to pursue on his or her own the representative list of cited publications
corresponding to some of the more regular attendees to the annual Gatherings as
referenced below.

In the areas of animal studies, ethology and zoology, Dominque [Lested M),
Timo [Marad (2003), Mette Boll (@5), Dario m ) and Aleksei
urovskd ) are all pursuing biosemiotic lines of investigation in their work.
Examination into the relations of intercellular signaling processes are molecular
biologists Luis Emilio [Bruni :!!%% g MII , Mia [Trolle Borug (2003), Mogens
Kilstru ) and Abir i ), as well as immunologist Marcella
[Farid ), embryologists Johannes Huber and Ingolf Schmid-Tannwald (2005),
and pharmacologist Sungchul {F| (Im

Researchers into dynamic systems theory who are incorporating biosemiotics
into their models include Herndn m ), Stephen % ), Toshiyuki
[Nakajima ), Assen Dimitroy (Imb, Wolfgang Hofkirchner (2002), Jodo
Queiro? , Charbel Nifio El-Hani (2005), Lészl6 Hajnal €003), and Karel
[Kleisned ).

“Neurosemiotic” approaches to brain research and consciousness studies have

een proposed by Andreas%@&rﬂl 004), Anton [Fiirlinged (1998 Sldarta
m% ), Alessandro (2009) and the author (Favaread
while a biosemiotically informed approach to Artificial Intelligence and cogmtlve
robotics has been undertaken by Tom (M) and Noel and Amanda Sharkey
(1999, 2002).

Maricela @ M), Pierre Madl (2005), and Almo [Farind M) all apply

a biosemiotic approach to their research into sustainable ecosystems, Yair

) applies it to theoritical immunology while anthropologists Myrdene
Anderson (1999), Thierry m , Cornelius m ), Andreas
Weber (2002), and Mark ) focus on the cultural semiotics of
human-to-human interaction.

Enrichmg and 1nform1ng all of thls discussion is the work of semioticians and
linguists[Tuomo Jimsi ), Sergey ) and Adam|[Skibinski (M),
Han- Llang ) and Ju1p1 , philosopher Giinter Witzamy
(2000), blosemlotlc theorists Andres (@éi, Aleksei ) and
Kaie m), Gregory biographer Peter (@ , and archivist
for the Jakob von Uexkiill Institute for Umweltforschung, Torstenm (M)

As the result of this intense collaboration and international exchange of ideas, the
biosemiotic project of examining the sign processes in life processes is becoming
more interdisciplinary and more international every year. In 2005, the International
Society for Biosemiotic Study that Thomas Sebeok had proposed over a decade
earlier was officially founded; and in the same year, the first issue of the international
Journal of Biosemiotics appeared.

And as the surest sign of growth, principled divisions within the biosemiotic
project are already beginning to appear. The reach of biosemiotics is growing and
bringing into its orbit those from farther fields. No longer can it be assumed that
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a self-identified “biosemiotician” necessarily believes that the semiotic categories
of Peirce — or even the Umweltforschung of von Uexkiill — are the optimal starting
points on which to build a scientific articulation of sign processes in biology.

Rather, in the five years since Sebeok’s death, the annual international Gatherings
in Biosemiotics have been blessed with a steady stream of external challengers
and internal self-critique. Tommi [Vehkavaard (2002, and forthcoming) and Stefan

, and this volume) have been most vocal, and most productive, in
challenging the assumptions of the consensus articulation in informed and infor-
mative ways. Such informed criticism is of inestimable value to a growing field
whose members spend the majority of their year responding to uniformed criticism
(“No, it’s not sociobiology; no, it isn’t spiritualist or vitalist; no, we don’t think
that an amoeba has thoughts; or that you can attract a spouse using subliminal
Neuro-Linguistic-Programming techniques . ..”) resulting from a lack of familiarity
with the field.

For as productive as these Gatherings have been for the exchange of ideas
and the development towards a common goal, equally important is the fact the
international biosemiotic conferences and journal articles have also resulted in a
series of penetrating critiques. Coming from within the circle of those who have
spent considerable time with the published materials (as opposed to those critics
from the outside who, upon hearing the name “biosemiotics,” simply conflate the
project with “sociobiology,” “anthropomorphism” or some variant of New Age
pseudo-philosophy and then proceed — as they should, were the equation to be
correct — to dismiss it out of hand as psuedo-science), these internally informed even
as they critiques highlight both the existing shortcomings as well as the possibly
inherent problematics in the current articulation of the biosemiotic project per se,
even as they point to alternative possible ways to develop a semiotically-informed
biology without reliance on the ideas of von Uexkiill or Peirce.

Philosopher of science Stefan Artmann, for example, sees biosemiotics as an
example of a consilience-seeking “structural science” which he defines (with
m ) as: any “transdisciplinary formalization programme that tries to
discover abstract analogies between research problems of different empirical
sciences in order to contribute to their solution” (2005:234). Along with the majority
of biosemioticians, Artmann believes that the more such work is successful, the
faster biosemiotics will become just an uncontroversial part of everyday biology.
“This is the ironic fate of every productive structural science,” writes Artmann, “It
begins as educated analogizing, constructs step by step an interdisciplinary bridge
between disciplines, transforms their way of thinking, supports the progress of
scientific knowledge with the help of its transdisciplinary formal reasoning — and
eventually becomes superfluous” (2005:238).

Such an evolution, I feel justified in asserting, is exactly what most propo-
nents of biosemiotics are hoping for — the “best case scenario” resulting from all
their efforts to articulate the natural history, and the natural constitution, of the
use of sign relations in the biological world. Unlike the practitioners of what he
suggestively calls the “Copenhagen interpretation” of biosemiotics (e.g., Hoffmeyer,
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Emmeche, Kull, et al.), however, [Artmand (M) proposes that a “model-theoretic”
approach incorporating mathematical representations of sign relational possibilities
(somewhat akin to the formalisms of Artificial Intelligence/Artificial Life research)
will be critical if the field is to move forward — yet Artmann finds a strong resistance
among the Peirceans towards “reducing” sign relations in this way.?!

Philosopher Tommi Vehkavaara similarly objects that “Charles Peirce’s and
Jacob von Uexkiill’s concepts of sign assume an unnecessarily complex semiotic
agent” (2003:547) and that in order for these concepts to be naturalizable for use in
an effective biology, they must be shown as arising out of “more primitive forms of
representation” (2002:293). For Vehkavaara, “the minimal concept of representation
and the source of normativity that is needed in its interpretation can be based
on the ‘utility-concept’ of function” in a self-maintaining system that is able to
switch “appropriately between two or more means of maintaining itself” while in
continuous interaction with its environment (2003:547). Vehkavaara thus urges the
adoption of concepts from Mark Bickhard’s (1999, 2003) “interactivist” models of
autonomous agency as prerequisites to the emergence of the kind of triadic sign
relations discussed in higher animals by von Uexkiill and, mutatis mutandis, by
Peirce.

Without a doubt, though, the most radical challenge to the Peircean approach to
understanding the sign relations of living systems comes from embryologist and
Systema Naturae (and now also Journal of Biosemiotics) editor Marcello Barbieri,
who posits an alternative biosemiotic paradigm that is not organicist and qualitative
in its origins, but mechanist and quantitative through and through.

MARCELLO BARBIERI: NOT INTERPRETATION,
BUT ORGANIC CODES

A molecular biologist and experimental geneticist for over thirty years, Barbieri
first proposed his “ribotype theory” of the origin of life in 1981. Working in the
tradition of Manfred Eigen (1977), Freeman Dyson (1985) and Graham Cairns-
Smith (1982), Barbieri realized from his work in embryology that just as the epige-
nesis of embryonic development requires an “endogenous increase in complexity”
that “reconstructs” the phenotype from the “incomplete projection” of information
that is the genotype (2003:213-215), so, too must have this embodied logic or
“convention” have had to evolve for doing so “at the time when the esopoesis of
precellular molecular aggregation was evolving into the endopoesis of polymerizing
ribosoids (and, eventually, into the true autopoesis of ‘cells’)” (2003:142).

For Barbieri, this naturally evolved “convention” — though interactive always in
a triadic relationship of genotype, phenotype and ribotype — is not to be explained
(or non-explained, as he would argue) as being so fundamentally coextensive with
life that it — like growth, metabolism, and self-initiated movement — it is merely
assumed to be a “first principle” of living organization from which the rest of the
investigation of biology is to proceed — a position that he feels the Copenhagen
school is guilty of perpetuating.®?
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Rather, posits Barbieri, the earliest macromolecular precursors to tRNA not only
predated, but actually brought into existence cellular genotypes and phenotypes,
through their own physical constitution’s ability to establish a reliable correspon-
dence between freestanding nucleic and amino acid aggregates. “Any organic code
is a set of rules [or conventions] that establish a correspondence between two
independent worlds, and this necessarily requires molecular structures that act like
adaptors, i.e., that perform two independent recognition processes,” writes Barbieri,
“This gives us an objective criterion for the search for organic codes, and their
existence in nature becomes therefore, first and foremost, an experimental problem”
(2005:119).

“The cell is the unity of life,” claims Barbieri, “and biosemiotics can become a
science only if we prove that the cell is a semiotic system.”** And since at least
1981, this is exactly what Barbieri has been proposing. “Historically we are still
very much in a period of DNA supremacy,” he wrote back then, “and it will take
perhaps a new generation of biologists to realize that genes alone could not have
started life on earth any more than proteins alone could. The reason for this is
that we are imbued with the concept that a cell is essentially a throwaway survival
machine built by the genes, and a genuinely new attitude toward the origin of life
will become popular only when this view is replaced by a different one” (1981:571).

Highlighting the introduction of yet another limiting and still far-too-
consequential dichotomy into the narrative of Western science, Barbieri argued
in his 1981 article that Wilhelm Johannsen did for molecular biology exactly
what Descartes did for traditional biology, divorcing genotype from phenotype just
as Descartes divorced mind from body — and in so doing introduced an impossible
dualism incompatible with the biological reality of interacting levels of organization.

For, argues Barbieri, “the very definition of phenotype leads us to conclude that
the genotype-phenotype duality cannot be a complete theoretical description of an
organism. It is a didactic concept which was introduced by Johannsen in 1909 to
differentiate between hereditary and phenomenological characteristics, and it was
only an unfortunate accident that the duality has been elevated to the status of a
theoretical category” (1981:577).

Indeed, “the real distinction between genotype and phenotype is based on
the distinction between the one-dimensional world of information and the three-
dimensional world of physical structures. The critical point is that there is no direct
communication between these two dimensions of reality. A gene cannot build a
protein any more than a protein can instruct a gene. The central dogma states that
information does flow from genes to proteins, but only because it has been ‘taken
for granted’ that a third party exists which can actually implement the transition.
What is not usually emphasized is that such an intermediary cannot be either another
group of genes or another group of proteins” (ibid).

In pointing to the need for a triadic explanation of not just genes and proteins,
but genes (one-dimensional information sequences), proteins (three-dimensional
physical structures) and whatever it is that joins them explanatorily, and that uses
genes to make proteins, Barbieri was not just calling for a new way of thinking
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about how living cells operate today — but also of how living cells came to be in
the first place. Thus was a semantic theory of evolution necessary, along with a
semantic theory of the cell — and from 1981 to 1985, Barbieri worked virtually in
isolation to articulate them both.

The gene-carrying cell that we know today, he posited, may have begun as a
colony of ribonucleoproteins engaged in producing other colonies of ribonucleo-
proteins. Proposed before the Cech and Altman’s Nobel prize-winning discovery of
ribozymes in 1989, Barbieri had already forseen the possibility of — and, perhaps
more importantly, the need for — something that would play the role of a polymer-
izing ribosoid in 1981. This “ribotype” as he dubbed it, itself had the character of
a primitive RNA molecule, yet also had the capacity to catalyze a peptide bond
between amino acids. It thus served to bring together the previously distinct worlds
of RNA molecules and amino acids, introducing into the world the genotype,
phenotype and ribotype relation that today constitutes the self-replicating cell.
Overlooked as a derivative “intermediary” in its modern instantiation as “transfer
RNA,” such primitive ribotypes were, in fact, the seat of the genetic code and the
first “codemakers” to appear in the history of life. Thus, claims Barbieri, “there was
no real discontinuity between precellular and cellular evolution. Only the acqui-
sition of sophisticated replication mechanisms brought about by the evolution of
quasi-replication mechanisms which had been developed by the ancestral ribosoids
to produce other ribosoids” (1981:573-574)

In what would be considered to be a revolutionary re-thinking of both the
origin of cellular life and of its ongoing internal relations even today, in 1985
Barbieri expanded upon these ideas in a work entitled The Semantic Theory of
Evolution that was enthusiastically received both by mathematician René Thom
(1923-2002) and by philosopher of science Sir Karl Popper (1902-1994). Eighteen
worth of theoretical refinement later, Barbieri would present the mature form
of his theories in his 2003 masterwork The Organic Codes: An Introduction
to Semantic Biology. There he would lay out the empirical evidence that has
been gathered in the interim for the existence of a whole array of organic
codes that he postulated in the earlier work, including RNA splicing codes (97—
100), intercellular signal transduction and integration codes (101-108), cellular
migration and adhesion codes (112-114), and cytoskeletal arrangement codes
(172-173).

In these codes, as in the genetic code, there is no physical or chemical necessity
between, say, the release of a certain neurotransmitter and the cascade of events
that follow save the presence of the set of conventional internal relationships that
have been selected evolutionarily and are embodied in the form of the complex of
mediating molecules joining the so-called “first” and “second” messengers. This
set of physically realized, biological relationships is the extra-genetic code whereby
biological specificity is ensured. Thus, argues Barbieri, we have to add the processes
of natural conventions in addition to the processes of natural selection to our
study and understanding of the organization and evolution of the natural world
(2003:153).
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In its triadicity and interactivity, Barbieri’s semantic theory of the cell and
its evolution seem to fall well within the biosemiotic perspective we have been
discussing above. Yet Barbieri has a challenge for the Peircean-von Uexkiillian
tradition of Sebeok and Hoffmeyer, in that primordially, for Barbieri, “meaning”
is “completely accounted for by objective and reproducible entities” (this volume).
In fact, for Barbieri, “any time that we discover that the link between two organic
worlds [read: between two dissimilar sets of internally convergent or autopoetic
relations] requires not only catalysts but also adaptors, we are very likely to be in
the presence of an organic code, and therefore of organic meaning” (2002:293).

This focus on the endogenous organization of organisms as the primordial site
of meaning-making — and the corollary conclusion that such meaning-making is, in
its first instance, mechanical and derivative, rather than experiential and primitive —
leads Barbieri to posit a semiotic/hermeneutic threshold in the evolution of living
beings:

“The first semiotic structure that appeared in the history of life was the [ribonucleoprotein] apparatus of
protein synthesis, and the genetic code [joining nucleotides to amino acids] was the first code, but not
the only one. The evolution of semiosis was essentially due to the appearance of other organic codes,
especially in eukaryotic cells, and it was these new codes that increased the complexity of the eukaryotes
and eventually allowed them to produce semiotic systems capable of interpretation, i.e. hermeneutic
systems. The model of Peirce and Sebeok, therefore, is still valid but only for hermeneutic systems. The
origin of semiosis (the semiotic threshold) and the origin of interpretation (the hermeneutic threshold)
were separated by an extremely long period of evolution, because interpretation is dependent on context,
memory and learning, and probably evolved only in multicellular systems. The history of semiosis, in
short, was a process that started with context-free codes and produced codes that were more and more
context-dependent. Today, our cultural codes are so heavily dependent on context that we can hardly
imagine semiosis without interpretation, and yet these are distinct processes and we need to keep them
apart if we want to understand their origin and their evolution in the history of life” (2006: forthcoming).

The subjective experience of animals interpreting their surrounds as highlighted by
von Uexkiill, and even the triadic logic of relations developed by Peirce, claims
Barbieri, can only function as “descriptive sciences, not explanatory ones...[for in
this framework] semiosis requires three basic elements — object, interpreter and
sign — which are preconditional and therefore primitive entities. [As] consubstantial
agents of semiosis ...they are the starting point [whereby a sign relation comes
into being] and therefore cannot be reduced any further” (2002: 291-292).

Thus, although the Peircean/Uexkiillian tradition shows us that sign relations are
critical to the organization and interaction of the biological world, claims Barbieri,
they do not show us how the underlying physical mechanisms work. For that, he
suggests that biosemiotics needs to turn away from qualitative organicism in its
approach and instead adopt “good rational, old-fashioned machine-like models”
in the investigation of the roles of codes, signs, and meaning in living systems
(202:294).

Such machine models, Barbieri stresses, do not have to be eliminative-reductionist
(“for a machine is a machine not when it is reduced to pieces, but precisely when
it is put together into a functioning whole”), not does they have to be physi-
cally constructed (e.g., a Turing machine), nor necessarily a set of mathematical
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equations. “Natural selection,” writes Barbieri, “is a mechanistic model which is
entirely expressed in words. The important point is that the model has the logic of
a machine” (2002:289).34

In so arguing against the organicist orientation of the Copenhagen school,
Barbieri aligns himself with the mechanistic tradition of ‘“Descartes, Newton,
Lamarck, Darwin ...and Jacques Monod” over and against the representative
group of biosemiotic precursors cited by Stjernfelt: “Saint-Hilaire, von Baer,
D’arcy Thompson, Spemann . .. Brian Goodwin, René Thom and Stuart Kauffman”
(Barbierd 2002:284; [Stjernfell 2002: 79).

It remains an open and ongoing question as to whether Barbieri will be
successful in his efforts to refashion the primary biosemiotic articulation from
one of “signs” to “codes” — or if, indeed, contrary to Barbieri’s own current
position, a coherent synthesis between his articulation and the presently predominant
Peircean-Uexkiillian articulation can be achieved. Untold more possibilities exist, of
course, for as Hoffmeyer reminds all newcomers to biosemiotics in the introduction
of his seminal work, “To be decent scientists, we must take one another’s realities
seriously enough to try to eliminate the contradictions” (1996:ix). Biosemiotics, he
continues, “suggests one way of doing this” — and then he adds with characteristic
humanist-scientist understanding, “There may, of course, be other ways” (ibid).

A PARTING PROLOGUE: THE FUTURE HISTORY
OF BIOSEMIOTICS

A heuristic formula for the development of any kind of scientific inquiry might
consist in successive initial phases of: observation, intuition, articulation and exper-
imentation — which, if felicitous, then begin to cycle into one other generatively and
recursively. If this formulation can serve us as even a rough guide to the progression
of scientific inquiry, then biosemiotics today is surely well past phases one and
two, and is working diligently within phase three with a look to the arrival of phase
four, at which time it will no longer be a “revolutionary science” in the Kuhnian
sense, but quite simply, part of the background assumptions and paradigm of the
everyday “normal science” of biology.*

Whether or not this day will come, only the history written after this history
can tell. Certainly, the study of sign processes within life processes cannot be
forestalled forever, as the more we learn about the former, the more we find
ourselves confronted with the latter. Eventually, the “blind faith™ that these sign
processes can be studied only in their material aspects and not also in their aspects
as signs qua signs for the systems that are using them as such will be forced to
give way under the weight of empirical evidence that is even now pouring in daily
from the research being done in every area of the life sciences.

Yet many working scientists do not feel comfortable toiling at a “science”
that is still in its articulation phase. For the claim that “articulation” must come
before “experimentation” so as to arrive at “understanding” may seem strange
to those scientists who are working in long-established fields where the defining
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and fundamental articulations have already been settled — and, indeed, fields that
may already be well into their third and fourth re-articulations, as in physics. Yet
m ) has argued well that the history of all sciences have followed this
chronology of observation, intuition, and articulation before experimentation — for,
indeed, how would one know what one was experimenting “on” or “for” if one did
not already have in place at least a provisional articulation of what one has intuited
based on observation? And success in science has long followed the path, from
the pre-Socratics to Copernicus, Newton to Darwin, Einstein and Bohr to Watson
and Crick.

“You won’t look for something if you don’t believe it’s even there,” Marcello
Barbieri reminds us frequently, and in his (2003) The Organic Codes, he relates how:

In the 1950s, it became clear that protein synthesis required a transfer of information from nucleic acids
to proteins, and people realized that such a process must necessarily use a code. The existence of the
genetic code, in other words, was predicted before doing the experiments that actually discovered it, and
the results of those experiments were correctly interpreted as proof of the code’s existence. [Contrarily, ]
in the case of signal transduction, the experiments were planned from the very beginning as a means
of studying the biochemical steps of the phenomenon, and not as a search for codes, and the biological
reactions of that field were regarded a priori as normal catalyzed processes, not as codified processes.
No code had been predicted, therefore no code was discovered . ... [and this is how molecular signal
transduction] has been studied ever since” (2003:233).

Moreover, the fact that researchers were “looking for” a genetic code at all has
its roots in the process of observation, intuition and articulation that led Wilhelm
Johannsen to propose the existence of a “gene” in the first instance. For there again,
an observation — about familial sameness — led to an infuition — about material
transmission — that had to be articulated — as the “theoretical unit of heredity”
(whatever that might turn out to be ...and some candidates were: cell, protein,
blood, vapor and many others) — to be called, for articulatory purposes — a “gene” —
before researchers started conducting experiments to find out if this so-called “unit
of heredity” actually existed and, if so, what it physically was and how it worked.

The twisted ladder of the double-helix DNA molecule, could Johannsen or any
of his contemporaries had somehow seen it back then, would never have suggested
itself as anything other than just a spirally molecule — which, of course, on one
level, it is. But its function is something more, and that is not something that can be
ascertained just by looking at its material form alone. Rather, only by looking at its
material form in a context of explanation — an articulation, or provisional theory —
can one begin to do the experiments that will lead to the warranted conclusion that
this molecule functions as the “unit of heredity” in this particular set of material
interactions that is “reproduction between organisms.”

Precisely analogous to this is the current state of neurobiological research with
which we opened this discussion on page one. There — as in genetics, as in pharma-
cology, as in animal behavior study — if one is not looking for the biological
construction of a “sign relation” within the set of material interactions that is brain
activity, one can ‘“see” all the chemical-electrical activity there is to be seen — but
one will never know how to explain it as any particular instance of “sign activity”
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until one has a provisional theory — or articulation — of in just what a “biological
sign category” consists. The microscope can only present — it cannot “make sense
of ” or explanatorily “reveal.” That takes a theory — which is an articulation, based
on intuition and observation — which is then subject to rigorous experiment.

For a neuron will remain a neuron no matter what, and its chemical and electrical
properties — which we already understand quite well today — are not going to change.
But whether or not we ever even look to see if this particular neuron’s activation
is functioning as part of an indexical circuit, an iconic one, or a symbolic one — to
this kind of question, we will never get an answer, so long as ‘“sign processes”
remain misunderstood as equivalent to “human cultural constructs” and not the
fundamental biological relations that biosemiotics insists that they are.

Yet one can only get an answer to those questions that it is “legitimate” to ask —
and thus the job of biosemiotics right now is to articulate its questions about sign
processes in biology to the point that they become taken up by the larger scientific
community as being legitimate questions to ask. For many of these questions are
often yet intuited as being “not quite legitimate” questions to ask, even now — and
even with the continual insistence of virtually everyone involved in the biosemiotic
project, that what is being asked for is not a retreat into mysticism, supernaturalism,
immaterialism, or reification of some scientifically unexaminable thing or element
called “the sign” per se —but, rather, the same type of rigorous, repeatable, falsifiable
examinations into a set of naturally-occurring relations in the world that living
beings both need (internally) and use (externally) in order to survive.

One can examine these phenomena in their aspects as sign phenomena (i.e., in
their aspects as substitution relations for some non-immediately present other) and
still be doing actual science — this is the biosemiotic “message” in a nutshell. But the
long legacy of Cartesian reductionism that has allowed modern science to examine
the inanimate aspects of the world (Descartes’ res extensa) so successfully, has kept
it closed off from the equally natural product of nature that is “knowing relations”
or “cognition” (Descartes’ res cogitans).

Thus, despite all the problems that Cartesian body-mind dualism keeps increas-
ingly forcing upon life scientists, the majority of experiments being done today —
in neuroscience, molecular biology, immunology, pharmacology, etc. — are all
informed by a theory that precludes, under the very terms of its bifurcated ontology,
even the possibility of coherently — much less scientifically — understanding the
phenomena under investigation: phenomena like messaging, signaling, represen-
tation, communication, understanding, and sign. Biosemiotics has thought these
matters through from both their biological and their semiotic sides and as come to
the conclusion that the problem is not in the phenomena, but in the unnecessary
restrictiveness of the informing theory.

Biosemioticians would argue the absolutely legitimate fear of contaminating science
with spiritualism, vitalism, anthropomorphism and anti-scientism of every stripe
has had the unintended consequence of forcing life-science into the unnatural and
reactionary position of materialist reductionism — and that this has diminished it and
closed off its explanatory possibilities towards system phenomena that cannot be so
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reduced —not because such phenomena are spiritual or immaterial, but simply because
of their nature as agent-object-action relations of a biological organism. For a system
that is alive must maintain itself in a constant state of self-reconstruction — this means
that it must simultaneously and incessantly negotiate the ordering of both of its own
internal set of intra-system relations as well as its macro-system level interactions
with an externality that is constituted by a whole other set of internal relations of its
own. To do this, with a third set of “mediating” relations at the interface between the
two becomes necessary. Merely to survive this incessant triadic existential demand
(much less to evolve within it) necessarily introduces into the phenomena under
examination the proximate and system-centric relations of function, use, purpose, and
goal — as well as the superordinate relation needed to achieve all of these relations,
the relation of substitution or “standing for” —i.e., the biological relation of sign.

But again: because biosemiotics is not challenging in any way the absolute need
for, and manifest success of, examining the material aspects of these phenomena qua
those material (and not “material and also relational””) aspects, doing lab experiments
now will not “advance” the biosemiotic understanding any further. Biosemioticians
will see a neuron firing and say that is a “sign” whose vehicle is this chemical-
electrical event — while mainstream neuroscientists will see the same neuron firing
and say that parsimony demands we say no more than just: this is a chemical-
electrical event. But to the organism that neuron is firing in, which of these two
understandings is the more inclusive and veridical? And is it not this organism —
this system of interactions — that we are ultimately trying to understand in all its
fullness?

Left only with what can be seen “iconically,” we are back to seeing DNA before
there is a coherent theory of genetic inheritance in place. The results of lab exper-
iments will always be the same for both of us in our capacities as “object-ive”
observers, and thus the burden of proof, quite rightfully, is now on the biosemioti-
cians to articulate why the biosemiotic insistence that the same phenomenon must
also be explicated from the ‘“subject-ive” standpoint of the system under exami-
nation is not only possible and warranted, and worthy of the development of new
scientific conceptual tools — but is also the understanding that may prove to be more
predictive, more knowledge-generating, and more explanatorily sufficient than the
current biological models that are now in use.

Like Aristotle’s ideal naturalist who was able to successfully capture both the
material nature of a phenomenon as well as its “meaning” in the lives of the
organisms involved with it, without losing the essential aspects of either, biosemi-
otics strives for an explanatory subjective knowledge/object knowledge synthesis
in order to explain nature’s genuine subject /object syntheses. But whether or not
anyone currently working in the field of biosemiotics can actually accomplish this,
of course, remains to be seen. Thus far, the majority of our effort has been expended
trying to convince our colleagues in the sciences and the humanities that such a
synthesis is even necessary. And as premier biosemiotician Claus Emmeche reminds
us, while the biosemiotic understanding of sign relations as genuine relations of the
natural world may seem to its adherents as a “robust, sophisticated, coherent, well
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founded, fruitful and comprehensive scheme of thought...in the long run, it cannot
escape being judged by its fruits — and we do not yet know the historical result of
that judgment” (2000b:224).

And thus we end this brief overview of the ongoing history of biosemiotics as
we started it — in media res. For while Thomas @ ) referred to the 1970s
as the “prehistory” of biosemiotics, and Marcello (M) writing of the
1990s, opined that biosemiotics was as yet still coming into its “adolescence” —
it is difficult not to feel as we end this as-yet preliminary “history” that both the
reader and I have arrived here at the present moment just as the real history of
biosemiotics is about to get underway.

That said, all that is now left for me to do as a historian of this project and
a member of this community is welcome all our readers to this thriving young
interdiscipline and, on behalf of my colleagues in biosemiotics everywhere, invite
you to actively contribute to its ongoing history.

NOTES

' T am extremely indebted to Dr. Stefan Frazier of San Jose State University for his incalculable
assistance and support in reading the early drafts of this manuscript. I also wish to thank Dr. Barbara
Ryan of the National University of Singapore for her assistance in the copyediting of this tent.

2 An absolutely ordinary — but quite profound, it turns out — definition from the American Heritage
Dictionary (Houghton Mifflin), 2006.

3 Augustine: De doctrina christiana 11, 2 (1963: 34) in: Sancti Augustini Opera, ed. W. M. Green,
CSEL 80, Vienna. Cited in [Meir-Qesel 2003).

4 Stephan, “Medieval Semiotics” The Stanford Encyclopedia of Philosophy
(Winter 0003 Edition), Edward N. Zalta (ed.). Available at: http://plato.stanford.edu/archives/
win2003/entries/semiotics-medieval.

> A more comprehensive comparison between Aristotle’s ideas and those of biosemiotics, however, is
the project of another day. Interested readers are heartily encouraged to begin this investigation on their
own, however, and note that the project to resuscitate a wholly non-spiritual, non-mystical, scientific
notion of local system teleology based on Aristotle’s subtle and widely-misunderstood notion of formal
causation is one that Stanley [Saithd (@, M) has been pursuing for some time. (See also Jesper
Hoffmeyer’s notion of semiotic causation, this volume, as well as John w’s penetrating discussion
of Aristotelian “relation” in m:226—231)

6 This wonderfully insightful phrase is from Terrence Deacon’s equally insightful The Symbolic Species
(1997:53), a highly recommended entry point into biosemiotics — for although Deacon does not identify
himself as a biosemiotician per se, many biosemioticians draw inspiration from his work.

7 It is germane to note here that Deely observes that it is precisely those aspects of Ockham’s writings
called the via nominalia that were “presciently called the via moderna” by his successors at Oxford as
the High Middle Ages were coming to a close (2001:395)

8 More precisely: x registered simultaneously both as itself (i.e., x and not nothing; x and not y) and
as a significate pointing to something other than itself (non-x, or x not only as x, but as y) — even if
that y is “other instances of x”, as in the iconic organization of categorical perception.

9 René Descartes, Meditations on First Philosophy, Meditation Two: On the Nature of the Mind, 1641
[1973:80].

19 Discourse on the Method of Rightly Conducting One’s Reason and Seeking the Truth in the Sciences,
1637 [1973:24]

11 Note, too, that it would yet be several centuries after Descartes’ attempt to describe the non-minded
world of animals as “mere clockwork mechanisms” (1649/1991: 365-6, 374) — and almost 100 years
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after Lloyd Morgan would deploy his Occamite Canon — that biologist Francis Crick would note that:
“While Occam’s razor is a useful tool in the physical sciences, it can be a very dangerous implement in
biology” given that evolution does not organize living beings “parsimoniously” in any straightforward
kind of sense. “It is thus very rash to use simplicity and elegance as a guide in biological research”
warns m)
12 The tradition of seeing the human being as the perpetually duped and deceived animal — homo decipi,
as it were — would turn out to be one of the most enduring, if unfortunate, tropes of all modernity,
snaking its way out of Plato’s cave through the “revolutionary” pronouncements of Marx and Freud and
to the “revelationary” pronouncements of neuronal and genetic eliminative materialism on the one hand,
and the pseudo-postmodernism of “radical deconstructionism” on the other. As I have argued elsewhere
), nothing could be more diametrically opposed to the understandings advanced by
biosemiotics than this self-regarding yet internally-contradictory stance that I hereby dub “the Fallacy
fallacy.”
13 This joke commonly attributed to comedian Steven Wright captures the dilemma well: “Last night
I was all alone in my room and I started thinking, “You know, the human brain is probably the most
magnificent structure ever created in nature.” .. .but then I thought: “Wait a minute. Who’s telling me
this?”
14 Again, we are in an analogous position when we try to understand how “signs” of any kind — the ink
marks on this page, the waggle dance of bees, a voltage change generated in a cortical neuron — comes
to signify something other than itself, when there is only, physically, itself. And the answer of course,
here and on the genetic level, is that we must look at “information-bearing” things not in their material
isolation — where they are, in fact, nothing but themselves — but also in the function that they serve in the
system that makes use of them as signs, in order to see how they can be both “nothing but themselves”
and “standing for something other than themselves” in the operation of that system. Exploring this logic
of relations within the scientific paradigm is, of course, the raison d’étre of biosemiotics.
15 Moreover and by necessity, not every attempt at a science of biological sign-use undertaken even
in the last half century can be included in this short history. Such a survey would, of course,
be impossible given the space available and would, by necessity, involve long discussions on the
history and major figures of comparative psychology, cognitive science, molecular biology, Artificial
Intelligence, pharmacology, cognitive neuroscience and much much more. And it is only because
of such space limitations that even the individual accomplishments of such generally accepted
“proto-biosemioticians” as Elia M (m) Sorin Sonea (1988), Giinter m ), Yuri
M), F.S. [Rothschild @), and Marcel [Elorkid (@) are not discussed at length in
this text. This is not to say, however, that the works of these researchers is insignificant to the
larger project whose narrative is recounted here. Florkin, Stepanov and Rothschild — a molecular
biologist, a text semiotican, and a psychologist, respectively — each independently coined the term
“biosemiotic” to describe where they wanted their investigations to be heading. But because no inter-
disciplinary movement resulted from these individual efforts, I have made the purely editorial decision
to refrain from any in-depth discussion of them here. No slight on my part is intended by these purely
editorial decisions, and those wishing to consult the original works are directed to the bibliography, as
I% as to the more inclusive “pre-histories” of m (m, M) and m @, R X
).
16 As is evident from the footnote above, Thomas A. Sebeok was not the first to coin the compound
noun joining “bio” with “semiotics” (again, see [Kud[1999 for a detailed history of the use of the term) —
however, it is the specific project that Sebeok initiated and christened as such that is the subject of this
history and this book.
17 Deely notes that it was Margaret Mead who, at the end of a contentious conference about
animal communication that Sebeok had organized in 1962, proposed the specific form of the
word “semiotics” to denote “patterned communication in all modalities, [whether| linguistic or
not” ) — an understanding perfectly congruent with Sebeok’s growing conviction that
human language “was not much more than that realm of nature where the logosphere — Bakhtin’s
dialogic universe — impinges in infant lives and then comes to predominate in normal adult lives”

(Scbeat], BoOT).
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18 Mihaly Csikszentmihalyi’s (1934) distinction between a “field” and a “domain” remained one central
to Sebeok’s life and thought. In short: A domain refers to an intellectual culture of shared meanings,
definitions, assumptions, rules and evidentiary procedures (such as “science,” or more finely, “medical
science”), while a field comprises “all the individuals who act as gatekeepers to the domain...[and
who decide] whether a new idea...should be included in the domain” (Csikszentmihalyi 1997:27-8).
And in 1970, Juri Lotman’s Tartu-Moscow Semiotic School was by far the closest thing resembling an
established field of disciplinary gatekeepers for the nascent world of international semiotic study. (Cf.
[Sebeoll 1999, Kristevd [1994 andm@).

19 The history of this manuscript’s subsequent loss at the hand of a translator is recounted in Sebeok
1998. Suffice it to note for our purposes that it would not be until twenty years after the event, in 2005,
that the English language translation of Lotman’s manuscript would appear in the journal that Lotman
himself founded in 1964, Trudy po znakovym sistemam — now known in English as Sign Systems Studies,
Volume 33.1

20 Lotman himself resisted this equivalence (1989:43), insisting that the ability of cognitive agents to
shape the material surround of their environment (Vernadsky’s noosphere) differed from the purely
“abstract” cognitive interactions of the semiosphere. The distinction that Lotman fails to draw here —
as is so often the case in such discussions about “mind and world” that yet accept the assumptions
of Cartesian dualism on some fundamentally under-examined level — is the failure to differentiate
between the symbolic level of embodied, biologically based sign processing, and its equally biological
iconic and indexical substrates, with which it is on an experiential continuum. Such delineations are
critical to the project of a scientifically sound biosemiotics that can yet account for the realities of
abstraction and counterfactual reasoning, and we will have much more to say about these delineations
presently. For an edifying discussion of the Lotman/Vernadsky controversy, see m @ and

2! Later, Sebeok himself would be instrumental in tracking down the author of an obscure unpublished
doctoral dissertation on Peirce and commissioning him to revise the all-but-forgotten manuscript thirty
years later for publication. This work M@ has since become the definitive biography of Peirce.
22 For more in-depth overviews, see m [[99d, Decry [99d 2001, Deledand Rood,
Eﬂmmmﬂm,whm, and the e-resource for all things Peircean, Arisbe at: http://members.door.
net/arisbe/arisbe.htm
23 We pass over here, in the interest of space, Uexkiill’s influence on the then-developing field of
neuroscience, and especially his influence upon one of its principal founders, Charles Scott Sherrington
(1857-1952), who credits von Uexkiill frequently and whose work on the neurobiology of reflex,
posture and muscle movement was a direct outgrowth of von Uexkiill’s earlier experiments (Lager-
spetz :646). Suffice it to say that the notion of the “neural net” is already prefigured in
:106) — and while many contemporary neuroscientists and roboticists take these notions
as their starting points, few have worked their way back to von Uexkiill for the purposes of either
further enlightenment, nor for the acknowledgement of a debt (but see mziemke and
Sharkey 2001 for exceptions).
24 “Bjo-semiotic” premises are implicitly discoverable — though never fully articulated as such — in all
of these neurobiologists’ works to some extent, though none save Fuster show any acquaintance with
the work of von Uexkiill or Peirce that informs much of contemporary biosemiotics.
25 Though perhaps it would be fair to say that Stuart Kauffman eventually did also pursue such a
deliberately interdisciplinary project, via his long-standing participation in the Santa Fe Institute.
26 A journal dedicated to the study of “second-order cybernetics, autopoesis and cyber-semiotics” —
roughly, the role of feedback and generative recursion in the organization of observing systems,
self-maintaining systems, and sign-using systems — Brier’s journal is deeply influenced by the
work of biologists Humberto Maturana and Francisco J. Varela (1987), cyberneticians Heinz von
Foerster ) and Ernst (@ , as well as the pioneering interdisciplinarity of cyber-
netician/anthropologist/psychologist Gregory E@ @).
27 These four, along with Sebeok, Thure von Uexkiill and Joseph Ransdell, issued a polemical call for
a “new paradigm” of semiotically informed science (and vice-versa) at just about the same time that
Hoffmeyer was independently coming to the same conclusion in 1984. (Seem et al. @).
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28 Many of these papers have since been published in Sign Systems Studies, Vol 30.1 (2002).

2 This history would not be complete without mentioning those related researchers who, while
not regular attendees at the Gatherings, continue to produce work that has particular relevance
for most_biosemioticians. Amons these scholars must surely be included Stanle m m),

Kochiro m @), Luis M), Peter D, Z ic4 ), Mark
IW (@), John (@ R Merlin:m (m), David,m (m), Brucem M)
and perhaps most of all Terrence m M), whose 1997 The Symbolic Species is perhaps the
clearest and most compelling application of Peircean semiotic to evolutionary biology yet produced.
And while Deacon does not identify himself as a biosemiotician per se, seminal biosemiotician Claus
Emmeche spoke for many when he remarked at the recent Gregory Bateson Centennial Symposium
in Copenhagen that “Many biosemioticians consider themselves not only Peirceans, but Deaconians as
well.”
30 This movement also includes biologist and philosopher of science Zdengk Neubauer, systems theorist
Ervin Laszlo, cognitive scientist Ivan Havel and geologist Véclav Cilek. An excellent English language
introduction to their ideas can be found inm ) which collects the proceedings of a
conference that also features contributions from Giuseppe Sermonti, Pier Luigi Luisi, and Mae-Wan Ho.
31 1t should also be noted here that many of the “non-Peirceans” from outside of the Copenhagen school —
such as Prague physiologists Anton Marko$ and Fatima Cvr&kova — also eschew the idea that formalized
equations between “digital signs and bodily (or analog) entities [could] be reduced to an unequivocal
correspondence” (]erﬁkgxian_d_Maﬂmﬂm:SD. Rather, for the majority of more complex organisms
(and certainly for mammals), the action of interpretation upon a sign is “its own shortest description”
(a la the incompressible algorithms discussed bym ).
32 In all fairness, not all members of the so-called Copenhagen tradition subscribe to this line of
thinking — Taborsky (2001) and Christiansen (2002), for example, certainly do not — nor, indeed, did
Peirce himself. Artmann (in preparation) and Barbieri (2001, this volume) have argued convincingly,
however, that the assumption that true sign processes start with life (and, for all practical purposes,
vice-versa) is retrievable in the works of Hoffmeyer, Emmeche, Kull, et al., and I do believe that this
assertion is a reasonable one.
33 Personal correspondence with the author April 21, 2006.
3 It is precisely this assertion that, I think, is most strenuously argued against in Anton Marko§’
Readers of the Book of Life, as discussed above (see also m m:lb’& 2002:221; 2005:87).
@:38,95) andm (Im:659) have similarly voiced their opposition to this idea.
35 Bruno m (m) distinguishes these two phases in the construction of knowledge as, first,
“science in the making” — which is characterized by uncertainty, debate, personality, happenstance and
abduction — followed by “ready made science” — which is characterized by relatively uncontentious
induction using formulae, models, vocabulary, theories, methodologies and technologies that have been
vetted in the earlier phase. The layperson’s notion of “science” is generally the latter; the scientist’s
experience, the former — but as Latour argues against Kuhn, the relation between the two enterprises is
not revolutionary struggle, but evolutionary dialectic.
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CHAPTER 2
SEMIOSIS IN EVOLUTION

TUOMO JAMSA

Universities of Joensuu and Oulu, Finland, t.jamsa@ dnainternet.net

Abstract: The essay puts forward an adaptation of the Peircean model of semiosis. The interpretant
is a higher monitor in the model watching over the semiosic communication between the
object and the representamen, integrating the intrinsic asymmetry (cf. Lotman) between
the two and giving the interpretations. To justify the broad range of semiosis, it is
important to ground the hypothesis of the cosmological evolution and to show how life
emerges from the physicochemical basis. Semiosis in life processes is dealt with in more
detail. The assumption of the semiotic closure and epistemic cut by Pattee is accepted,
in principle, but mainly reduced to the intrinsic dissymmetry between the object that
represents potentials in the model and the representamen that stands for the actual changes
and things in it. The dichotomy of energy and matter roughly demonstrates the dialectic
between object and representamen at the physical level

Keywords:  semiosis, semiotic model of nature, semiotic closure, epistemic/ontic cuts

BIOSEMIOTICS FROM A PERSONAL POINT OF VIEW

Biosemiotics has no clear date and place of birth. In my view, the year 1940
might be regarded as the first great landmark in the field. Jakob von Uexkdill’s
Bedeutungslehre ("The theory of meaning,” 1982) was published then. The German
title of the book, without any definite or indefinite article, suggests that the
author has possibly thought of his contribution as a general theory of meaning.
von Uexkiill was a biologist and his scientific career is reflected in the book:
the basic scheme of communication stems from his concept of ‘Funktionskreis’
(function cycle) that he developed further from 1909 to his small masterpiece
mentioned above through his death in 1944. His two editions of Theoretische
Biologie from 1920s stand for his ambition to see meaning as the key concept of
life. Bedeutungslehre summarizes his theory of meaning in a bit over 60 pages.
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It fulfills the most important function of biosemiotics: it accounts for the events
of life as an interpretation of sign and meaning. The posterity has placed a high
premium on von Uexkiills’s work. At the turn of the millennia a special issue of
Semiotica with over 800 pages and about 40 articles was published in honor of him
(Kul Rood).

Jakob von Uexkiill did not know semiotics; he simply made up his own biological
theory of meaning apparently without having even the faintest idea of the ties
between his theory and semiotics. He had a great precursor, Charles Sanders Peirce.
Peirce’s life work was to construct an all-embracing theory of semiotics on the basis
of logic and philosophy. A contemporary of his was the father of structuralism,
Ferdinand de Saussure, who expanded the analysis of language into all kinds of
signs. On my scale, Peirce is definitely one of the few giants in philosophy. He
was so far ahead of his time that it would take half a century before his originality
was properly realized. As a theorist of language, de Saussure was in a class of his
own. Compared to Peirce, he was yet narrower.

The first to explicitly apply semiotics into animal behavior was Thomas
A. Sebeok. He had learnt to know semiotics and Peirce already in the 1930s, from
his professor in linguistics, Charles W. Morris, and then from Roman Jakobson.
Jakobson is often characterized as the linguist of the century, alongside with de
Saussure, of course. After his move to the United States, he delivered his first series
of lectures in his new home country soon after the outset of World War II. The
lectures were mainly focused on semiotics and Peirce. One great aim in Jakobson’s
life in North America was, he has told himself, to introduce both to the American
academics. He made his rounds at various universities giving a great part of his
lectures on Peirce. It is partly down to him that little by little, Peirce was known
still better.

In his two-volume book from 1971, Giinther Tembrock used the term ‘Biokom-
munikation’ for animal behavior. Sebeok had published his Animal Communication
in 1968 but dubbed the semiotic research of it ‘zoosemiotics.” In the mid-80s,
I worked as a visiting associate professor for Finnish language and culture in
Bloomington Campus of Indiana University. Sebeok was originally a Finno-Ugrist
and had started the teaching of Finnish in Bloomington in the early 1940s. Later,
he had founded a Research Center for Semiotics and headed it ever since. He
still belonged to the faculties of our Department of Ural-Altaic Studies, an exotic
department with Finnish, Estonian, Hungarian, Turkish, Mongolian and Tibetan
staffed by experts on each field. One of the professors for Tibetan was Dalai Lama’s
brother. Practical life in the Peabody House, the home of the department, was one
kind of global semiotics. Sebeok was starring in his research center and was famous
for his brilliance as a teacher. He knew in person lots of high rank intelligentsia,
Nobel Laureates included, and his lectures were inspiring, full of memories from
the encounters and conversations with the ‘high society,” anecdotes that gave a
deeper experiential understanding of the thread of the lecture than sheer theoretical
generalizations could ever have done. At that time, he seemed to be fully-booked
for lectures abroad and now and then, the assistants deputized him.
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Thomas A. Sebeok has been to semiotics a great gathering figure. He kept at
the center of his worldwide semiotic web organizing connections and above all
editing new publications of semiotics. As an editor, the number and quality of
his publications is no doubt one kind of a world record. Zoosemiotics and later
biosemiotics were his favorites. The success that biosemiotics has had since the early
90s, the particular shape standing out in semiotics, is partly due to Sebeok’s share.
He supported biosemiotics with all his heart. The last book of his, compiled together
with Marcello Danesi (2000), deals with modeling primarily from a biosemiotic
point of view. The book is one of the great mileposts in general semiotic theory.

Biosemiotics in the modern sense of the word originates in the 1980s. The first
herald of it is Marcello Barbieri’s article from 1981. Barbieri has been von Uexkiill’s
kindred spirit. Like von Uexkiill, he has developed a rich and unique semantic
theory of biology alone without obviously knowing anything about semiotics or
biosemiotics.

I would like to mention two key figures in the current biosemiotic movement:
Jesper Hoffmayer and Kalevi Kull. They have organized meetings and coordinated
biosemiotics in general and are much credited for the fact that biosemiotics has
formed in the margin of biology and semiotics a discipline of its own. Semiotics
typically works on boundaries. On one side, the location of biosemiotics in the
margin has meant a joint ground of semiotics and biology. Thanks to semiotics,
largely an empirical science has escalated into a new paradigm.

My first encounter with biosemiotics took place in the IASS conference at
Berkeley in June 1994. By then I had not even heard about applying semiotics into
the interpretation of the events in nature. Jesper Hoffmayer chaired the Berkeley
session in his elegant style. The best were the comments and questions after the
papers. Biosemiotics was to me, a semanticist, fascinating and completely new.
Among the biologists, I felt an associate member but amateurism has given me
much, too. I have taken part in the meetings and gatherings of the biosemioticians
now and then in Imatra, Tartu, Copenhagen and Urbino.

CONCEPTUAL DEMARCATION

Above is a graph of the Peircean semiotics. All suchlike figures are adaptations
because Peirce himself never introduced his model graphically. Besides, the origin
of the figure is controversial because we cannot be confirmed the figure is authentic.
Whatever the case, the graph serves us as an introduction to semiosis, especially in
its usual sense.

As the two forks above the vertical in the graph indicate, the subject’s interpre-
tation concerns the process between meaning and sign. The definition of meaning,
such as it appears in the diagram, follows the conception of Wittgenstein in
his Tractatus (2001[1922]: 3.203]), “A name means an object. The object is its
meaning.”, but differs from the views of what the later [Wittgensteid (1964: 69)
wrote down, “The use of [a] word in practice is its meaning.” The meaning in
use is the cardinal semantic doctrine Wittgenstein proclaims in his most important
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Figure 1. The Peircean model of semiosis according to Jesper Hoffmeyer, put forward by Arne

(00d [1999])

posthumous work Philosophical Investigations (1999 [1953]). As for the figure [
equalizing meaning and object (cf. Tractatus) raises questions, from a semiotic point
of view. Instead, the connection of sign and meaning is characteristic of semiotics.
The term ‘interpreting subject’ in the graph gives to understand that the
biosemiotic premises hold true for the communication between an organism and
its habitat. Jakob von Uexkiill has introduced the name ‘Umwelt’ to represent the
world an organism lives in. The life can be described as a continuous dialogue in
the function cycle between an interpreting subject and its umwelt. Interpretation is
composed of ‘writing and reading,” of encoding meanings into signs and decoding
signs into meanings. From the point of view of a reader not familiar with the Peircean
doctrine of signs, it is necessary to point out that signs are not only morphemes
(meaningful items) of language or paralinguistic traits of human or animal commu-
nication but also patterns or things in the umwelt called icons (images or the like)
and indices (all kinds of entities inside and outside an organism). Semiotics terms
the dialogue ‘semiosis.” The Hoffmeyer graph (such as Stjernholm Madsen presents
it) goes well for true semiosis between the subject and its umwelt. This sense of
animal semiosis has been on view since Sebeok coined the term ‘zoosemiotics’ in
the 1960s. The term ‘zoosemiotics’ is not behind the times, however. Sebeok and
Danesi (2000) frequently use it in the context of organisms but not, of course, in
that of molecules.
In the history of semiotics, physical and chemical phenomena are usually
left outside while biological ones are included (see for instance [Ecd [197d: 6- -).
: 15) highlights the threshold between the animate and inanimate as a
boundary between information and the true semiosis. The threshold of information
and semiosis Sebeok speaks about is, however, questionable. How to divorce infor-
mation from semiosis and meaning? Logicians like Yehoshua :
221-310) and Jaakko Hintikka (1968) have applied the mathematical rules of
information theory into language. In current information theory, codes can be
understood as systems of information and a code may be defined as “a semiotic
resource—a meaning potential—that enables certain kinds of meanings to be made”
).
There seems to be no decisive dividing line between the presemiotic and semiotic
worlds. All processes of the universe are events that realize in a certain context
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each. Therefore, they must be logically definite in the space-time they take place.
The contents and rules of meanings have a general basis, composed of physical,
chemical, logical, mathematical, etc. rules. We can call the foundation of meanings
‘information’ and the mathematical theory of meaning ‘information theory.” It does
not, though, change the fact: all events in the universe are necessarily contextual
and represent semiosis.

The name ‘Interpreting subject’ in the above figure is relevant only in the
relationship between an organism and its umwelt. At the utmost, it represents the
view that genuine semiosis is exclusively based on a dialogue between subject
and object, the physicochemical events are radically different and the interplay
between physical and chemical entities is not semiosis but merely information.
By all accounts, Sebeok distinguished semiosis from information in the spirit of
his zoosemiotics. In case semiosis, by definition, concerns only living beings in
the interactive roles with their umwelts, then it would be trouble-free to exclude
everything outside the dialogue from semiosis and call it information.

Current biosemiotics deals with biophysics and biochemistry, with molecular
processes of life that are ultimately based on subatomic (quantum mechanical) and
chemical substances and the biological factors maintaining life. We cannot draw a
clear divide between the ‘dead nonsemiosis’ and the semiosis of life. Life represents
no doubt a new emergent level but it has not come into being from scratch and
there is a certain link between the physicochemical and biological processes.

The prevailing biosemiotic paradigm seems to imply that everything in the context
of life, down to molecular biology, biochemistry and biophysics, would meet the
criterion of semiosis. When it comes to merely physicochemical processes apart
from life most semioticians obviously leave them out of sign discourses. As for
this issue, one may come up against uncertainty at least if not even determined
resistance.

The boundary between the animate and the inanimate is blurred. According to
one estimate, there are more than 400 different definitions of life m:
232-236). Organisms, plants and fungi stand for organic processes and life but
they represent also the inorganic world out of which life has emerged and into
which, in season, it falls back. The close interplay of the live and dead straddles
all organisms. The vital bodily functions have a chemical and physical foundation.
The organic and inorganic are inseparably intertwined. The interconnectedness of
the two will be seen from a more coherent point of view in the next section.

LIFE IN THE FRAMEWORK OF COSMOLOGY

The next analysis is based on a hypothesis, a thought experiment. Traditionally,
the only distinct boundary between semiosis and nonsemiosis (or information, as
Sebeok characterized it) is regarded to mark the territory where organisms, plants
and fungi are engaged in their dialogues with the umwelts. The name ‘interpreting
subject’ of the above figure can be — as already mentioned — interlinked exclusively
with the lords of their habitats.
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The biochemical processes biosemiotics examines, as well, are different. They
don’t have any interpreter watching the process concerned and seem not to make
decisions to reach a certain result; they are self-sustaining and mostly automatic and
as such don’t decisively differ from chemical and physical events apart from life.
To withstand the test imposed by the general scholarly demands, the premises of
biosemiotics aimed at the study of biochemical processes principally or in a certain
respect alike to the subject—object dialogue should be clarified.

While following the current chemical and molecular trends in biosemiotics this
essay tries to expand the semiotic principles of explanation into the evolution of our
universe as a whole. The evolution of the universe cannot be distinguished from
the single kinds of evolution called cosmological, physical, chemical and biological
evolutions. All kinds of evolution are inseparably bound together. The different
names reflect the difference of professional angles on the research subjects. The
autonomy of each science cannot be impugned: there are the universe, the physical
laws, the elements, the compounds and life. From a semiotic point of view, sciences
form a whole, anyway.

The cosmological evolution follows the physical laws and there would be no
universe without matter and energy. Life is possible only in a space-time continuum.
The three dimensions of space and the dimension of time can be realized merely
in the world of matter and energy. So does life, too. Amino acids are the necessary
building blocks of life. In the lab, amino acids come in mirror-image pairs.
Both forms — the left- and the right-handed ones — behave identically in most
chemical reactions but biological processes use only the left-handed variety. This
may refer to water in which amino acids and life emerged. Water still favors the
left-handedness, probably due to the magnetic properties of it (Shinitzky and his
research group ). The title of the research and the plausible background of it
elegantly show how physical, chemical, biological and implicitly even cosmological
properties are deeply interwoven.

I will try to evidence that the present kind of semiotic procedure applied into
the processes of life relevantly coheres with the analysis of cosmological, physical
and chemical events. Therefore, it is well grounded to show how the biological
evolution — though on a new emergent step of development — results from the
intrinsic implications out of the background of the earlier cosmological evolution
with its physical and chemical underpinnings. There seems to be a predisposition to
physical, chemical and even biological evolutions since the moment of singularity
with the Big Bang: the unfolding of the universe from the size of a subatomic
flicker to billions of light years across within the first trillionth of a second after its
cataclysmic birth (@m’ ). The predisposition to life can be predicted from
the inherent features of the universe at the beginning of its story.

The idea of the fine-tuned universe is based on the assumption that there are
physical constants relating to each other in the fashion required for the universe’s
hospitality for life. Any small change in the twenty or so physical constants would
make the universe radically different and life impossible. For example, if the strong
nuclear force had been 2% stronger, it would have made the stellar development
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completely unthinkable and, of course, prevented the universe from setting up
life. The anthropic cosmological principle (Barrow & Tipled [1986) points out how
the constants seem to be tailored for intelligent life forms to exist. If any of the
fundamental physical constants were sufficiently different, then no life would have
emerged. The life such as we know it is based on the organic chemistry of carbon
but it concerns only the life such as we know it. According to an alternative
biochemistry, the functions of life might be similarly based on inorganic chemistry
and on elements like silicon, nitrogen or phosphorus.

The emergence of life is bound with the laws of physics and chemistry. As
astrophysicist Fred [Adamd (@: chapt. [l & [) argues, life is a natural outcome
of complexity supported by our universe. Sometimes in future is the next step of
complexity, far beyond our grasp, probable to come. The Milky Way seems to
harbor a myriad of planets with the same physicochemical conditions of habitability
as Earth. Adams draws the conclusion that the number of viable habitats is truly
enormous.

The key to the evidence of the interconnectedness between the physicochemical
properties of substances and the emergence of life probably lies in chemosynthesis.
In chemosynthesis, inorganic compounds are synthesized into organic amino acids,
lipids, sugars etc. called chemosynthetic autotrophs or chemotrophs. They use
hydrogen as a source of electrons for reducing carbon dioxide to food and giving
off methane (“marsh gas,” CH,) as a byproduct. Hydrothermal vents, cracks in the
deep ocean floor where chemosynthesis sustains the life of such organisms like
tube worms, yellow mussels, clams and pink sea urchins are known since 1977.

There are geothermally heated basins of water beneath the sea floor, too, and
plenty of chemosynthetic life forms in them. Prokaryotic biomass of bacteria and
Archea exceeds 10° microbial cells/cm?® in deep marine sediments even at depths
close to 1,000 m below the seafloor. Extrapolation of these numbers to a global scale
indicates that these deeply buried cells may represent one-tenth to one-third of living
biomass on Earth. The researchers state how “despite the vast contribution of living
biomass, relationships between the microbial community structure and distribution
and the geophysical and geological conditions in subseafloor environments remain
largely unknown.” These habitats thrive thanks to geothermic heat. The proportions
of the biomass on seafloor and beneath give a strong evidence for where life

originates from ([nagaki & al. [2006).

U.S. Geological Survey scientist Frank [Chapelle and his research groug (2002)
studied an Archaea community deep in the subsurface source of a hot spring in
Idaho — in the first documented case of such a microbial community. No other known
life form could exist under that kind of harsh conditions. Archaea live on a diet
of hydrogen and carbon dioxide in anaerobic circumstances. Methanogens degrade
contaminants at chemical and oil spills and produce methane. Scientists think
Archaea-type microorganisms could exist in worlds without organic carbon (e.g.,
Mars and one of its moons, Europa). Archaea are prevalent in Earth’s subsurface
where oxygen does not exist. They might occur also on Enceladeus, one of the
tiniest moons of Saturn. In March 2006, the orbiting Cassini spacecraft spotted
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water geysers on the icy moon. It has been added to the list of places within the
solar system most likely to harbor extraterrestrial life. Besides water, life needs also
a source of heat. Such a source is so far unknown on Enceladeus.

Research suggests that life has emerged deep inside Earth (M M), the

oceans above and in interstellar space. Hyperthermophilic methanogens, members
of Archea, can exist in a biosphere up to 110°C six kilometers deep. Hyperther-
mophilic methanogens belong to the domain of Archea and Archea with their simple
genetic systems could have originated at a high temperature deep inside the Earth.
Hyperthermophiles like Crenarcheota can grow at 121°C (the same temperature in
the autoclaves used to sterilize, for instance, surgical instruments).
229) refers to species of Archea that survive even at the temperature of 170°C.
Archea might have formed one of the earliest long-lived habitats. The symbiosis
of methane gas and Archea hints at the possibility of subsurface life among other
planets of the solar system. Many of them (like Mars and Europa) seem to have
suitable subsurface conditions although totally inhospitable surfaces.

The prokaryotes and Archea were found in the context of the first ‘black smokers,’
the undersea vents. Initially, Archea were defined as bacteria. The sequence of
their ribosomal RNA showed, however, that they bore a close relationship to the
eukaryotes, the cell line even higher animals like humans belong to. There is certain
evidence for the assumption that chemosynthesis, the link between the inorganic
and organic, the inanimate and animate, might have come into being in the life of
Archaea.

In March 2006, New Scientist published a cover story entitled “Alien Rain. Every
drop contains life but not as we know it.” The story mm 34-37) focuses
on the red rains in the Indian state of Kerala, in 2001, and backgrounds them
with references to earlier rains alike in the English port of Great Yarmouth and in
Mexico. Godfrey Luis, a physicist at New Delhi, links them with microbes hitching
a ride to Earth on a comet. In a preprint of their article, Luis and a colleague of
his, A. Santhosh Kumar (2006), state that the major elements in the rain particles
are like cells with carbon and oxygen. But they are not ordinary cells because they
don’t have any DNA. The analysis is still unfinished but it may support our claim
of the universality of life in space. The hypothesis of the origin of life in space is
confirmed lately. Chemical compounds appropriate to life have been detected in the
analysis of interstellar dust clouds (Ehrenfreund & Menten[2003). The constellation
of the Swan, for instance, includes chains of carbon, carbon monoxide and dioxide
and water.

Life seems to be much more common in the universe than usually anticipated.
Recently, the mindset has gained new ground. Freeman (@, see also

& Laughlin Rood: 29) has put forth a scaling hypothesis for abstract life
forms. In principle, some kinds of life forms thrive at any temperature. The term
‘scaling’ refers here to the assumption that the rate of energy use and the type of
consciousness is in proportion to the prevailing temperature. Dyson’s hypothesis is
in agreement with one of his basic grinciiﬂes, “Life resides in organization, not in

substance” (MI@ quoted in Rood: 12).
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EVOLUTIONARY SEMIOSIS

My semiotic application departs, as already stated, from the assumption that the
idea of evolution concerns not only life but also the evolution of the universe in
general. As given to understand above, the cosmological evolution is in key and
includes — despite the fact that the physicochemical circumstance cannot, in fact,
be separated from it — the physical, chemical and biological kinds of evolution.
The semiotic model appears in figure 2l and is faithful to the Peircean thought. The
interpretation may be, though, different because the semiosis in focus takes place in
the cosmological framework. The object of the semiotic application is theoretical.
The following discourse tries to answer a big question: What is our world and the
life of it generally like, from a semiotic point of view? It goes without saying that
the reply does not relate to the character of nature as such but to the assumed kinds
of semiosis in it.

The three segments in figure [2] stand for three vectors that make up a space.
The vectors — called ‘object,” ‘representamen’ and ‘interpretant’ — don’t represent a
single event that would move on from object to representamen across the interpretant
but an infinite cyclic process of events. The three take part in the cycle equally
and, in practice, simultaneously and the processes have no fixed direction. The
role of the interpretant is more crucial than the other ones. The interpretant takes
control over semiosis. The weight of the interpretant is illustrated in the figure by
the fact that the object and representamen vectors are branches of the interpretant
vector. The location of the interpretant simultaneously depicts the logical status the
interpretant has in relation to object and representamen. The interpretant involves
and implies the two.

The terms in the figure below are originals of the Peircean model. Peirce (CP
2.228) characterized them in a fashion semioticians know almost by heart: “A sign,
or representamen, is something which stands to somebody for something in some
respect or capacity. It addresses somebody, that is, creates in the mind of that
person an equivalent sign, or perhaps a more developed sign. That sign which
it creates I call the interpretant of the first sign. The sign stands for something,
its object. It stands for that object, not in all respects, but in reference to a sort
of idea, which I have sometimes called the ground of the representamen.” Peirce

Object Representamen

Interpretant

Figure 2. An adaptation of the semiotic model of Peirce
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himself widened the term ‘mind’ by speaking about ‘quasi-mind, for instance in his
letters to Lady Welby. The ‘Quasi-Mind’ gave him a welcome opportunity to see
the whole university as a seat of semiosis. In his writings from 1906 (GP 4.551)
is included a most telling passage, “Thought is not necessarily connected with a
brain. It appears in the work of bees, of crystals, and throughout the purely physical
world; and one can no more deny that it is really there, than that the colors, the
shapes, etc., of objects are really there.”

In the following analysis, the traditional Peircean terms are used, though the
meaning definitions of them may differ. Semiotics is a tool of interpretation that,
in turn, is determined by the way we piece together the meanings underlying each
term and apply these meanings into the discourse to be analyzed. In this adaptation,
the object and the representamen are depicted in parallel vectors. The fork of
vectors refers to a central idea in the Aristotelian philosophy, the dialectics between
the potential and the actual, and is quite close also to Peirce himself who was
influenced by Aristotle. The object is, by definition, something potential while the
representamen (representation) is an actual sign or simulacrum of it. We could
illustrate the relationship between the two by comparing it to a sentence written by
an author or articulated by someone at a meeting. The meanings of the sentences
concerned reflect in the minds of the author or panelist as ‘objects.” They are
potential ideas. The sentences written or spoken are actual representamens of the
potential objects. Crucially, the process between object and representamen is a
transition of something potential into something actual.

When confronting the meaning capacity a written or spoken sentence may have
with the actual sentences we concretely come to realize the differences between the
potential meaning and the representation of it in a sentence. Sentences are things
(like roads) in the traditional philosophical sense of the word; meanings again are
hidden entities of mind — “opaque, elusive, minimal meanings,” as John Simon,
an American theater critic and author, once has put it. Meanings remind of the
world in the state of evolving while their actual representations reside in the state
of being; metaphorically, we might speak about the actual representamens as if
they were mummified in a thing-like silence. To illustrate the dialectics between
the potential and the actual by confronting the meaning of a sentence with the real
sentence is an illustration of the world in a continuous process of creation. The
example matches well to the interplay between object and representamen in general
and suggests how evolution in many cases moves on like groping for right words.
In line with this kind of interpretation, representamens would be closer to ‘objects’
in the traditional fixed sense of the word. Instead, the term ‘representamen’ is an
excellent designation for representation. The representamen is something that stands
for the original wealth of the semiotic object.

In addition to being potential, semiotic objects are also intentional. By ‘inten-
tionality’ of nature I mean that all natural processes are directed towards something
that is in harmony of the inherent rationality, the intrinsic order in a broad sense,
of the universe. The processes of nature are intentional because they fulfill the
boundary conditions and in the spirit of them, adopt a certain direction in every



Semiosis in Evolution 79

context. As for the object of the evolution, the intentionality is realized in a very
narrow sense at the beginning. The systemic implicature provides that the grades
of freedom multiply in the course of evolution. From this point of view, the birth
of life has been a decisive event. In sum, intentionality is an omnipresent quality
that comes from the integer in the context, in which the semiotic object exists.
As we have just mentioned semiotic objects are something that are coming into
being, not objects in the traditional sense. The intentional composition largely deter-
mines how they are going to shape up. To go on with our example of writing
or speaking a sentence, the integer of the context is the author’s or panelist’s
will to say something. Humans are at the level able to make fine-tuned choices,
such as the writing or speech act will presume, not only the on—off decisions (to
express himself or not) that are points of departure in making choices of all kinds
of organisms, plants included, although the spectrum of decision-making is far
larger.

The term ‘autopoiesis’ was coined by[Maturana and Vareld in[1973 (89), “- - - the
space defined by an autopoietic system is self-contained and cannot be described
by using dimensions that define another space. When we refer to our interactions
with a concrete autopoietic system, however, we project this system on the space
of our manipulations and make a description of this projection [cf. Dyson’s maxim
of life quoted above].” Autopoiesis is usually confined to living self-maintained
systems but can be applied also to the universe. Ultimately, the autopoietic integer
determines how the universe will work. The universal context and the integer
of it comprise all other contexts and their integers. Thus, we cannot break the
cosmological rules and their inclusive physicochemical and biological rules in the
context, in which we aim to write or say a statement.

The idea of semiosis, in which semiosis is realized by the representations of initial
potential intentional objects of the primary logical level of Peirce (Firstness) makes
the semiotic model deep and applies particularly well to evolutionary processes.
The whole story of evolution can be perceived as an interplay between the potential
intentional objects, most often not visible at all but hidden and underlying, and the
actual representations of them. The evolutionary travel of the potential objects into
representamens may take eons to realize. Apparently, there are a lot of potentials
that will never be materialized.

Semiosis is comparable to some kind of play. The interpretant includes the
manuscript but the manuscript is far away from the usual dramas scripted for the
stage. The manuscript of the play of evolution has no scripted dramatis personae
and no fixed lines but the actors seem to improvise on the story all the time. There
are no intermissions but great turning points instead, catastrophes for instance when
the dinosaurs went extinct in the Jurassic. Not only individuals and species die but
also whole kingdoms. Earth is 4.6 billion years old and the oldest known sediments
of fossils near the South African coast show that life was thriving well almost four
billion years ago (Adams & Laughlin [1999: 62-63). About 800 million years ago
was born the ‘Ediacara fauna,” named after the best finding place of the fossils
in Ediacara Hills, Australia, relics of multicellular organisms, like pillows or air
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mattresses. Then suddenly, 540 million years ago, the Cambrian explosion took
place and almost all the phyla known today emerged.

Death and life are perceived as opposites in individual biographies. In the drama
of evolution, death and catastrophe are ultimately positive forces that contribute to
the great idea of life whatever it might be. The manuscript of the drama of evolution
is open. If we search for the thread in the drama of evolution in retrospect we
strike on one plausible great idea — the idea of a development toward increasing
complexity. It seems to be a built-in tendency not only in matter and energy but
also and above all in life.

The interpretant contains the instructions for semiosis. The physical constants
are included in them. They are really vital for our universe and the cosmological
evolution of it and speak for the evidence of rational principles in evolution. The
constants could be explained on the basis of the assumption of the multiuniverse.

) deals with parallel universes. In addition to them, we could assume
also successive ones and consider our home universe an offspring of a parent
universe. This is, of course, possible but so far, we don’t have any empirical
evidence for it. That’s why, we have to abandon it so far. The existence of the
physical constants is beyond dispute and refers to the obvious fact that they are
kept in the archive of the interpretant, in its memory.

The assumption of the existence of memory in the processes of life is put forward
in the code theory of Barbieri and dates back to von [Neumann’s (1966) idea of self-
replicating automata. Barbierd (m: 82-91) speaks about the memory matrix and
the memory algorithms. In addition to memory, we could attach also learnability,
a correlate of memory, to the equipment of the interpretant. As an implication of
our self-centerdness, we are habituated to think that only higher animals like us can
have memory. Barbieri challenges this view. The recent brain research has found
mirror neurons that are explained to be bound to our self-awareness. The cells
responsible for memory seem to have the same capacity, not only in relation to the
idea of self but also to the experiences of events.

The semiotic model seems to clearly show how the primordial universal circum-
stances and regularities have given rise to the natural history as a whole. This state
of affairs is crucially due to the interpretant, which is, of course, included in every-
thing, from Big Bang to the history of life. Organisms seem to have developed on
the basis of the data in the archive of the interpretant. The interpretant is embodied
in the brains or nervous systems of the organisms. The human brain is by far the
most elegant interpretant developed ever and as such an object lesson about how
a potentiality may become actual when time goes and the circumstances become
favorable.

Yet a short summary of what we have learnt about the interplay between the
objects and the representamens. Everything we can grasp or sense is actually a
representamen. The greater part of the entities in the universe includes evolutionary
representations. Theoretically, it is possible to think the whole existence is ultimately
an expression of the potential. The apothegm in the second part of the ‘Faust’ by
Goethe, “Alles Vergingliche ist nur ein Gleichnis” (All that is transient is but a
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likeness), would agree with such kind of a reality, assuming that the adjectives
‘vergédnglich’ and ‘transient’ were synonymous with the adjective ‘actual.” The
distinction between potential and actual is far from clear-cut. Above, an intentional
meaning and its utterance illustrated it. The meaning in relation to the utterance
exemplifies the difference between the two. The actual or the spoken or written
utterance has a physical shape and is thus concrete. The meaning intentions reflect
the variety of possibilities, are largely subconscious and suggestive of the potential
in all their vagueness. However, meanings are condensed in conceptual structures
and belong as such to the representamens. Semiotic objects are abstract intentional
potentials, no distinct shapes and impossible to be defined. The statement tries to
demonstrate the process character of meanings.

The interpretant acts — as mentioned — on the boundary between the potential and
the actual. It runs its task by applying certain theoretical principles to the process.
Semiosis is a system and systems and chaos theories can be used to demonstrate
the functional cycle of it. It forms complex systems like weather. The detailed
knowledge of the weather on Earth at a certain moment of time is so far beyond
grasp, though the system of weather as such and the interdependent variables of it are
well known. Today, the ‘butterfly effect’ is almost a household phrase. It encapsu-
lates the notion of ‘sensitive dependence on initial conditions’ in chaos theory. The
term is coined by Edward Norton Lorenz, an American mathematician and meteo-
rologist, who in 1972 delivered a talk at a meteorological conference entitled “Does
the flap of a butterfly’s wings in Brazil set off a tornado in Texas?”” The provocative
coinage has survived ever since. The system of semiosis is like weather. Like any
other dynamical systems it sensitively depends on its initial conditions and approx-
imately recurs towards the conditions over and over again. From the viewpoint of
semiosis, there is no cardinal difference between the whole and the parts; the whole,
of course, is more determining. The regulation of the interpretant equally concerns
both. The same principles apply to individual cases and the system in general.

FUNDAMENTALS IN THE INTERPRETANT

The physical constants are an expression of the principles in accord of which the
universe is made up. Our hypothesis about a continuous all-embracing cosmological
evolution with life as the ultimate in it is based on the rationality of the evolutionary
principles. These basic rules of evolution are only boundary conditions but underlie
also the natural selection in the evolution of life. The border conditions don’t
predetermine everything. On the contrary, they allow a certain randomness and
unpredictability of emergence.

In my view, the rational ingredients of the interpretant include the governance
principles of general intentionality in evolution and the logical, mathematical and
linguistic determinants. Intentionality is tentatively dealt with above. Intentionality
is an inherent part of semiosis and can be, at the most general level, defined as
being about something or representing something: the representamen cannot be
imagined without being about any object. In this adaptation of the Peircean model,
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all objects represent something potential and potentials tends to be actualized in
representamens. As stated above, the adjective ‘potential’ is largely synonymous
with the ‘intentional.’

Intentionality is in key in the speech act theory indirectly based on the Philo-
sophical Investigations by [Wittgenstein from [1999 (1953). Intentionality is insep-
arably bound to speech; it is impossible to think that any utterance might be
unintentional. Thus, for instance, children like to speak pig Latin without meaning
anything literal with it but there is an intention in their speech, nevertheless —
a desire for speaking foreign language. The function cycle between an organism and
its umwelt is always intentional. In this framework, we prefer the term ‘semiotic
acts’ to the term ‘speech acts.” The natural processes in all evolution might be
regarded as semiotic acts with a general built-in intentionality in them, although we
don’t know what kinds of goals general intentions really tend to. From a systems
theoretical point of view, the basic intentionality of nature might be its tendency to
more complex evolutionary forms.

Mathematicians often wonder about how in principle quite simple formulas may
have an amazingly wide range of applications. In systems theory, Mandelbrot sets
or fractals are used to mirror especially the forms of life. A simple equation appears
to be a key to an uncanny metamorphosis. The underlying mathematical factors of
evolution form a cardinal part of the rational guiding principles of the interpretant.
As I have assumed above, the interpretant as such can be considered a potential
object tending to realize in the actual representations of life, especially in the
brains and nervous systems and in mind. The explanation of mathematics as an
embodiment of mind (see [Lakoff & Niifie1200d) correlates with the assumption.

The mathematical generator is a sibling of the logical and linguistic principles in
the interpretant. The tradition of the discussion dealing with the connection between
mathematics, logic and language goes back to Classical Greece, flourishes in Scholas-
ticism of the Middle Ages and reaches its modern apex in the era from the 1870s
through today, from the German mathematician Gottlob Frege’s contribution to the
recent post-Wittgensteinian debate. Frege started his design of ‘Begriffs-schrift,’
the writing system aimed at explicating the conceptual relations that underlie in
the natural languages, to find a logical metalanguage for describing the relations
between numbers in arithmetic. Frege’s point of departure often seems self-evident
to us. He wished to deny Kant’s dictum (Kant 1998: A51/B75), “Without sensi-
bility, no object would be given to us” and claimed that numbers like O and 1 are
objects but that they “can’t be given to us in sensation” (@@ 121 (101).
From the viewpoint of our analysis of the interpretant, numbers like any other mathe-
matical sets and the rules governing them are abstract objects. They include in
the theoretical apparatus underlying the evolution. Frege’s trial of using first-order
logic as a metalanguage of arithmetic failed. Logicians of today, however, hold
that second-order logic might be used as such a metalanguage EM) All in
all, Frege’s contribution has showed that mathematics and logic are close relatives.

The connection of language and logic is more apparent. Frege has gone down in
the history of semantics of language. Alike to Peirce, his model of semantic analysis
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is also triadic MM) Peirce’s model applies to language, as well. As for the
semantics of language, Peirce is practically left in the wilderness — an illustrative
example of the scholarly camps with their prejudices prevalent still today and of
the walls between them.

I have worked for about a decade since the mid-1970s to design a model for
semantic analysis of verbs. The stage was closed in 1986 when a book was published

, see also [Limsd ). The study concerned the 150 most frequent
Finnish verbs. Finnish, like any other language, has ways of its own kind to convey
meanings. A later application of the model of analysis to English has shown that
the basic model is repeated in it and probably in all other languages, too, but
the lower-order qualifiers are used in English differently from Finnish — a highly
predictable state of affairs because the languages belong to different phyla; Finnish
is a Finno-Ugrian and English an Indo-European language. Languages (like Finnish
and English) form an illustrative example of how evolution works. Languages
differentiate from their original inner environments, their systemic predispositions,
like organisms differentiate from their protoforms in the natural selection. Though
evolution possibly involves emergence and the traces to the origin may grow dim,
the basic point of departure remains, nonetheless.

My model of semantic analysis is easily applicable to semiotics. In the model,
the meanings of verbs are enlarged upon nuclear phrases with the predicates in
focus. The point of departure takes to relations, usually composed of three elements:
the things, called in this context ‘arguments’ (representing subjects and objects),
and the relator (representing predicates) between them. The logical formula xRy
corresponds to the model. On the basic level, the meanings are described in strings
of relations. The basic meanings are represented in the following typical strings (the
arguments not appearing defined but only in letters): x CAUS (y PROC (y STAT
z)) ~ x CAUS (PROC (x STAT y)); x PROC (x STAT y) ~ PROC (x STAT y);
x STAT y. Noteworthy: arguments may vary differently. The symbol CAUS stands
for ‘causative.” The argument on the left of it is an agent that utilizes its energy
to get something accomplished. The symbol PROC stands for “processive” and
usually refers to a change while the symbol STAT stands for “stative” and refers
to a state between x and y.

The string x CAUS (x PROC (x STAT y)) can be exemplified by a sentence
like “The heavy rains have raised the level of water.” The argument x, the heavy
rains, have got an effect (x CAUS) on the change of the argument y, the level of
water, so that it has a quality of z, reaching a level higher than before. The string
like PROC (x STAT y) describes the sentence “A storm arose,” for instance. The
symbol PROC refers to a change resulting in the expression in parentheses, x STAT
y, where a storm, X, has the quality of y, being existent. The sentence “About a
fourth of the area of Finland lies inside the Arctic Circle” demonstrates the string
x STAT y; x or about a fourth of the area of Finland has the quality of y or of
being inside the Arctic Circle. In Finnish, sentences may have both a definite and
indefinite variant of interpretation. For example, the sentence “Kissat syovit hiirid”
may have a definite interpretation (like in the English sentence. “The cats are eating
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mice”) or an indefinite interpretation referring to a permanent quality of cats that
they eat mice. In the indefinite case, English uses the sentence “Cats eat mice.”
Not only Finnish but also German and Swedish and probably most other languages
don’t know a particular predicate form to differ the definite from the indefinite.

The strings introduced represent only the skeleton of the system. In the final
version of the system of the semantic description, there are 141 hierarchically
arranged symbols that qualitatively define the main symbol STAT. The basic system
refers to the physical space-time with matter and energy. The causative component
of the system implies an entity, a source of energy that causes a process or a change
resulting in a state, in which the qualitative representation, the qualifier, will be
different. The physical model is widely applied to psychological or metaphorical
contexts, in which the sources of energy are not physically but metaphorically
actual. In the clause like “We have made a decision that,” the x, we, is maybe no
actual source of energy but is reflected as such and interpreted also as a causative
argument (agent).

Semiotics has six components: material, morphological, syntactic, textual,
semantic and pragmatic. The material component corresponds to the phonological
one in language and contains the chemical (but also physical) elements in semiosis.
The morphological component aggregates the combinations of the elements into
meaningful units. The syntactic component arranges the morphological combina-
tions into structures constituting propositions, i.e., structures with meaning. The
textual component balances the sentences and the larger textual units, ultimately
the discourse as a whole. Propositional meanings are represented in the semantic
component. The system it follows is introduced above. The pragmatic component
reflects the metalevel, the addresser’s cognitive, emotional and attitudinal partici-
pation with the text. To go on with the paralleling of world to language, semiosis
might be regarded as an expression of semiotic grammar. The codex of the semantic
rules introduced above might be called the ‘semantic grammar.’

The triad of energy, process and state forms the kernel of my model of semantics.
Language is not the pattern the world mirrors; on the contrary, the physicochemical
universe reflects in language. The theory of modeling is one of the key doctrines in
semiotics. The notion of primary modeling was developed by the Moscow—Tartu
School in the early 1960s (see'%@, Ivanov & Toporovh%ﬂ;h&mlaﬂh_%&d,b).
Sebeok and Danesi’s book describes primary, secondary and tertiary modeling in
more detail than anyone else so far. In the case of primary modeling they summon
up the seminal work in the 1960s and 1970s stating that there exist two kinds of
primary modeling, which they call ‘osmosis’ and ‘mimesis’ m & Danesi[2000:
45). They say the conclusion is based on “biosemiotic research” subsequent to
the Moscow—Tartu School but don’t make any reference. The bifurcation into
osmosis and mimesis takes place on the basis of intentionality; mimesis refers to the
intentional making of forms in a simulative manner, osmosis is natural simulation.
From the viewpoint of my model of semiotics, the division fails. Both natural
and artificial simulation is intentional in it. Anyway, it comes down to primary
modeling, to a model and the copies of it and the copies are icons of the model. The
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semantic grammar I have designed is modeled, as stated in the initial sentence of
this paragraph, by the cosmological and especially the physicochemical essentials.

There is also interdependence between logic and language in my semantic
grammar. The system of semantic description introduced is not, of course, a system
of logic though it represents the logical basics underlying language. The mother of
the word ‘logic,” the Greek ‘logos,” derives from the verb ‘legein’ (to say). ‘Logos’
is the result of the act of saying, the utterance or sentence. In linguistics, words and
sentences (and utterances) are considered to be composed of the minimal meaningful
units called ‘morphemes.” The English translation of the sentence of Heraclitus,
“Logos governs all things,” comprises the morphemes ‘logos,” ‘0’ (singular),
‘0’ (nominative, the subject or theme of the sentence), ‘govern-’ (the stem of the
verb), ’-s’ (the sign of the 3rd person, which indicates the theme of the sentence
is not the addresser or the addressee but somebody or something outside), ‘all’ (a
quantifier), ‘0’ (indifferent in relation to the grammatical number), ‘0’ (an adjunct
qualifying the following head), ‘thing’ (the stem of the noun), ‘-s’ (plural), ‘0’
(accusative, the object of the noun phrase before). The morpheme inventory is
tentative but will give a rough idea of what morphemes are about. Besides, the
interdependency of the morphemes should be described by syntactical means, which
are familiar especially of the analysis model, usually conducted in tree diagrams, by
Chomsky and his colleague grammarians. Syntax represents one kind of logic, too.

‘Logos’ is a deep metaphor. It reflects the division of language into two: the
physical and sensible spoken or written discourse and the mental content in the
background of the discourse. The thesis of Heraclitus, “Logos governs all things,”
(see m [1o83: 71) might be applied also to the world model put forth
here. The duality of physical matter such as it appears in the actual concrete signs
and of spiritual substance such as it appears in the thought that underlies the
physical discourse, deeply represents also the evolutionary framework of this essay.
I propound — at least sketchily — a theory that the double articulated (or double-
coded) language embodies the great principles that the universe realizes in its
interplay of material shapes and dynamical forces. In parallel with double coding, the
world divides in two: in cosmological, physical, chemical and biological manifes-
tations that can be observed and in the rational rules that govern the manifestations
and cannot be immediately observed but only intuited or inferred.

Popper, a great admirer of Pre-Socratics, particularly Heraclitus and Parmenides,
translates ‘logos’ into “the true word” (in German, “das wahre Wort™)
46). The commonest translation of ‘logos’ is ‘word.” To understand the translation,
we have to remember that ‘word’ (or many equivalents of it in other languages, like
the Finnish ‘sana’) did not originally have the same precise meaning as it has today
but referred then to a thought and its utterance. Heraclitus is famous for seeing the
world being “in flux.” Out of the four elements recognized in the early Classical
Greece, he preferred Fire. It has yet a particular meaning as Heidegger emphasizes;
it burns out the non-essentials and sheds light on the essentials, the basic structure
of the world, its logos, described by Heraclitus in the phrase “hen kai pan” (one
and all). In the middle of the continuous change and death and disaster, Heraclitus
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saw the ‘logos,” or the reason and rationality, to represent something that remains,
the underlying principle permanent in the illusory ever-changing world.

Departing from the claim that “the logos has man” and not the reverse,
@ : 295) interprets Heraclitus by saying that the ‘logos’ unifies beings,
brings them together and to their proper identity, “their original Versammlung.”
Thus, Heidegger emphasizes by implication that the human condition is a reflection
of the natural condition and the latter embraces all other creatures, too, and every-
thing. Language and the cognizant semiosis is based on a discovery, in the original
sense of the word.

The following quote of [Heraclitud (m) illustrates his view of ‘Logos.” Besides,
it is a polemic address that draws us aside from the highway. In my view, the quote
is, though, noteworthy also here as a document, which shows that from the point
of view of everyman’s philosophy, nothing has changed in the course of thousands
of years: “Men have no comprehension of the Logos, as I’ve described it, just as
much after they hear about it as they did before they heard about it. Even though all
things occur according to the Logos, men seem to have no experience whatsoever,
even when they experience the words and deeds which I use to explain physis, of
how the Logos applies to each thing, and what it is. The rest of mankind are just
as unconscious of what they do while awake as they are of what they do while
they sleep.”

THE CODES MAPPING SEMIOSIS

The popularity of the term ‘code’ in biology originally comes from those little heroic
stories about code breaking at World War II. Marshall Warren Nirenberg, together
with Har Gobind Khorana and Robert W. Holley, was awarded the Nobel Prize
in 1968 for describing the genetic code and how it operates in protein synthesis.
Nirenberg, Khorana and Holley explained the function of the genetic code and
thus saw Watson and Crick’s and Maurice Wilkins’s (and some significant others’)
determination of the structure of DNA through to the finish. Watson, Crick and
Wilkins had started their work in the early 1950s and shared the Nobel Prize
in 1962.

The physicist Erwin ISchridinged (1992: coined the term ‘code,” actually ‘code-
script,” for the molecular ‘texture’ in his lecture series in 1943. Schrédinger postu-
lated that the design of life probably followed a code that could be found among
the molecules of the body. He was an expert on subatomic systems and believed
that the riddle of life was written in an inherited code at a very small scale similar
to that he was familiar with in physics. Schrodinger challenged his colleagues in
biology to find the code.

Mathematics, logic and language exemplify the rationale of the interpretant. They
together with many other systems of rules underlie all processes of nature and all
evolution. As far as they function regularly, they can be called ‘codes.” Codes are
semiotic systems based on some kind of ‘conditioning’ — to use a classical renowned
term for mechanic behaviorist psychology. I discount the term and the tradition
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of research in the background but anyway; it exemplifies the interdependence of
learnability and memory in the interpretant. In their typically fossilized repetition,
they are like natural laws, cold examples of the Dawkins’s metaphor of the blind
watchmaker as the lord of the universe. Yet the idea of the interpretant shuns
functioning like a combustion engine and would immediately try to correct the
mistake if it occurred. In theory of semiotics, codes are latecomers. They appear
in Sebeok and Danesi (2000: 37). The term ‘code’ is defined in the glossary of the
book as a “system of signifying elements which can be deployed to represent types
of phenomena in specific ways” (p. 191). [Barbier] (m: 94) defines the code “as
a set of rules that establish a correspondence between two independent worlds [the
italics included in the quote].”

Partly to illustrate that codes never work as sheer automatons do I will next
use language to show how the language code manifests. Language mirrors the
interaction of matter and energy in its morphological structure, in the morphemes of
it. The main interpretant is composed of grammar. It regulates how morphemes can
be combined, how the utterances (like written or spoken sentences) may be formed,
etc. Morphemes, “free” ones that can be used singly (like ‘too’) and “bound” ones
that are used only connected with the “free” morphemes to constitute words (like
‘underpinnings’), make up the morpheme inventory or dictionary. The language
code has the base structure of grammar and dictionary. The base structure is a
theoretical model that never occurs in concrete reality. Nowadays, people on Earth
use about 6,600 different languages; a great part of people uses only few of them.
Each language has a grammar and a dictionary of its own and develops further
in the framework of the particular predispositions concerning it. The variety of
different languages offers a good example of how the rules of evolution may come
true and be culturally conveyed. The products of culture and nature are usually
juxtaposed against each other. That illusion, for instance, distorts the relationship
between language faculty and speech of language and has given rise to the raging
debate about the question whether language is innate or not. In reality, cultures
don’t shape up in isolation from nature.

According to the interpretation of mine, codes are composed of rules and objects
and in principle, the semiosis in each code is fulfilled automatically. The language
with definite rules of grammar and with a dictionary, in which every word has an
established meaning, exemplifies a strictly code-like use of language. Fortunately,
the cultural evolution modifies the language. In practice, no one speaks her or his
native language uncompromisingly. The colloquial speech of anybody somehow
always differs from the speech of someone else, especially in different areas and
social groups of the language community. The variety of the norms for language
use is in a continuous flux. Words break from traditional contexts, in particular
when utterances are representations of a metaphoric or humorous double-speak as
they very often do, and the connections between the meanings and their morphemes
are enriched.

Languages are human systems of acoustic communication. Other species have
systems of communication of their own. Anyway, they have the basic structure of
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grammar and dictionary (sign inventory) in common with humankind. The so-called
‘animal’ communication systems are more code-like compared to human languages
but evolutionary variation does appear in the ethological semiotic codes, too. Human
dialects are bound to communities living in regions that, at least originally, may
have been separated from other ones and thus resemble animals evolving in isolated
islands. Regional dialects abound among the humans. The same trait occurs also
in animal languages. Nightingales sing differently in different parts of the world,
for instance in Poland and Finland. When living in Indiana, in the US, I noticed on
my way back home from work in the afternoon how crows used to assemble for a
session in the tulip trees near by. In my ears, the croaking was so loud, gravelly and
penetrating that I thought the fellow creatures in Finland would badly startle at the
conversation habits of the Indiana crows, probably at some foreign meaningful units
or morphemes of squawks, too. The animal and vegetable “languages” are, of course,
typically much simpler than human languages. Anyway, they are complex enough
to make possible the social life in the umwelt they live. The abundance of a sign
inventory is a very inadequate criterion of the qualitative level of communicative
semiosis in certain species. For instance, ants and termites are believed to have only
about half a dozen morphemes but the semiotic grammar of their species-specific
interpretant is able to take control over their labyrinthine society with a high-tech
nests construction and a sophisticated cooperation at war and ‘love’. Besides, in
comparison to human languages, animal communication has the basic indexical
utterances in common with human communication. The acoustic tones are always
fine-tuned to the context they are expressions of. The shouts of crows when they are
coming together are an expression of happiness while the voices are fully different
in jeopardy — when they, for instance, try to take flight as fast as possible. Likewise,
the human tones tell different stories when two bosom friends convene, especially
in comparison with the situation in which the same people are in open quarrel.

Marcello Barbieri, the editor of this book, has applied organic codes into biosemi-
otics and in particular into the genetic code. The work from 2003 is a new edition
of the book published two years earlier. The subtitle of the 2001 edition was a
bit bolder, “The Birth of Semantic Biology.” Kalevi Kul (M) gave his deeply
sympathetic comments on the book and showed how close its semantic framework
actually was to the paradigm of biosemiotics. Apparently, Barbieri was not familiar
with biosemiotics. In 1981, as his first article on the topic was published, only
few people knew about the trials of applying semiotics to biology so far. The term
‘biosemiotics’ was probably coined only at the turn of the 1990s or a bit earlier. In
many cases, the term is too narrow. Therefore, a more extensive term ‘semiotics of
nature” would be better advised (see [Hoffmeyer & Emmechd[19914.b).

Barbieri’s contribution is highly original. No wonder that his work was largely
ignored for about twenty years. In the silence, the only remarkable sympathizers
were René Thom who wrote the foreword to Barbieri’s book in 1985 and Karl
Popper who clearly understood the originality and significance of Barbieri’s work
and spurred the author in two private letters. It seems to me that Barbieri had
come across his great ideas particularly in the course of the 1970s by industry,
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insight and serendipity, under the protection of genii. His theoretical model is, like
that of Peirce, a triad. Instead of object, representamen and interpretant, Barbieri
speaks about genotype, phenotype and ribotype or energy, information and meaning.
However, he does not mention Peirce and from all accounts he does not, even know
him. Barbieri deals with the ‘semantics’ of life. The key to the origin of life is in
the ribotype (RNA). As if in passing, he refers to his triad. His semantic component
constitutes not only the RNA of the ribotype but also the information in general. In
fact, it is a close cousin of the Peircean interpretant. Barbieri applies information
theory and in the spirit of it, divorces meaning from information. The meanings
occur in certain contexts while information is composed of the permanent features
underlying the meanings (cf. my above account of semiotic relations).

The definition of the ribotype resembles the interpretation of the Peircean inter-
pretant in the sense put forth here. [Barbier] m: 209-215) assumes, for instance,
that body plans are equivalent to the ribotype. The information needed for evolution
is recorded in the interpretant; it is one of the key principles also in my description
of the Peircean triad (cf. to my assumption of the brain and mind as expressions
of the interpretant). Barbieri’s ‘genotype’ is close to the Peircean ‘object’ and
‘phenotype’ to the Peircean ‘representamen.” My description of the triad is deeply
influenced by Barbieri but his biological account is one of the richest in its kind
and cannot be compared with a linguist’s trials to a semiotic overview.

Barbieri (m: 220) defines his semantic theory of life as follows, “The cell
is an epigenetic system [continuously tending to a more complexity, TJ] of three
fundamental categories (genotype, phenotype and ribotype) which contains at least
one organic memory (the genome) and and at least one organic code (the genetic
code).” The relationship between meaning and its material equivalents are dealt
with closer in the next and last section of this essay. The explanation of biological
processes in terms of semantics may go along two ways, morphologic-syntactically
or pragmatically. The morphologic-syntactic way demands for dividing the life
processes in morpheme-like units: symbols or processes that carry through the
semantic or semiotic directions in question. The pragmatic stance again departs from
the assumption that the processes of life are some kind of utterances. Pragmatically,
they remain composed of morphemes and syntactic units (phrases and sentences),
but the morphemes and syntactic chains are of no cardinal importance in utterances.
Cardinal is from the pragmatic point of view the intentionality of the meaning that
governs the morphologic-syntactic discourse and changes it into a process for a
certain function.

As well known, DNA is a two-stranded molecule composed of ‘A’ (adenosine),
‘T> (thymidine’), ‘C’ (cytidine) and ‘G’ (guanosine) with different coding
sequences. The object-representamen coupling introduced in our semiotic model
is realized by the template or antisense strand with anticodons and the coding or
sense strand with codons. The interpretant of the model is represented in transfer
RNAs (tRNAs). They decode the sense strands of the molecules by interacting with
ribosome-bound messenger RNAs (mRNAs) that contain the coding sequences.
Surprisingly, the majority of the polynucleotide molecules does not take part in
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coding and is therefore called the ‘junk-DNA.’ From the stance of information
theory, the noncoding regions have statistically more ‘linguistic’ properties than the
coding ones, occurring especially in regard to Zipf’s law and Shannon’s redundancy
rule (Mantegnd & al. [1994). Zipf’s law concerns the probability of occurrence of
words in language: a few of words — like ‘and,” ‘the’ and ‘I" — occur very often
while many others are more rarely used. On the basis of it, there are frequency
dictionaries that don’t introduce words in alphabetical but frequency order. Thanks
to redundancy, there is always a lot of excess in discourses conveying messages.
The excess makes the role of the receiver easier while the poverty of redundancy
makes it more difficult, respectively. Unfortunately, the linguistic evidence value
of Mantegna and his colleagues’ claim is rather insignificant. Both arguments tell
more about the general pragmatic implications of speech.

Barbieri m: 184) gives to understand that the noncoding regions of DNA
may, in fact, use a system of coding but in a way unknown so far. He compares
the “junk-DNA” to a foreign language. The comparison seems apt. The decoding
of the ‘junk’ will possibly be a long step forward. As a linguist, I dare to try to
inspire the discussion by comparing the coding DNA to the subject and predicate of
a sentence and the noncoding region of DNA to a yet unknown model of adverbial
and object complements of the same sentence. Anyway, DNA primarily stands for
the syntactic component in semiosis.

DOUBLE CODING

So far, DNA is usually considered a metaphor of language. [Barbier] M) denies
that his organic codes were linguistic metaphors. On the contrary, they resemble a
first-order language. In this, he is not alone. In line with Barbieri, Sungchul draws
a parallel between DNA and language. As he puts it, there are two paradigms
used in the research of biological processes: the PC paradigm with its belief that
physics and chemistry are sufficient to account for life and the PCS paradigm with
the assumption that semiotics, linguistics included, is needed for that. Sungchul
regards John von Neumann as the father of the PCS paradigm and credits him with
the foundational insight that self-replication would have been impossible without
‘symbolic’ self-representation. von Neumann’s doctrine was developed further —
as Sungchul points out — by Howard H. [Patied (@) in his theory of matter—
symbol complementarity The theory has been under construction since the late
1960s. Pattee’s model follows in principle the morphological double articulation
of linguistics, in the sense of the duality of morphemes introduced above. Jesper
Hoffmeyer and Claus Emmeche have coined the term ‘code duality’ (1991; for
a fresher interpretation see also m MDOOZ]). André ma M)
dubbed the linguistic term ‘double articulation.” Because it is ambiguous, largely
due to its use in different fields of research, I have proposed in the section title above
the term ‘double coding’ and meant by that the simple division of the semiotic
discourse into form and meaning. Factually, the division is the very same as in
linguistic morphology. The codes operative in living systems, and thus in code
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duality (or double coding), are indeed codes in the sense of modern semiotics,
where a code may be defined as “a semiotic resource—a meaning potential—that
enable certain kinds of meanings to be made (in language, in the ways we dress, in
our eating rituals, in the visual media, and so on) while others are not, or at least
in that code” M@)

Sungchul acts as an exponent of the view that cell language or cellese and human
language or humanese are isomorphic. Cell language has, as he highlights, 10 to 13
design features of human language (such as Hockett and Lyons have characterized it)
in common. [ won’t go deeper into the details. Anyway, Sungchul’s address is worth
all attention. Nevertheless, there are some linguistic points of analysis that would
need a more thoroughgoing additional argumentation. From the viewpoint of the
interpretation of the Peircean model in this essay, a close kinship between language
and language-like functions of cells is anticipated. The information potentials in
the interpretant work on the same conditions and into the same direction. No one
has claimed that language and the organic codes were, in fact, one and the same
but that they follow the same primary model rather. Sungchul’s characterization of
isomorphism is thus well grounded.

Language has undergone a long history of evolution. The development of
language is focused, though, on the era of the last half million years, probably
on the very last dozens of millennia. Most experts on language evolution stress
the specifics in the formation of their research object. Thus, for instance, Ray
m (@) holds that the emergence of current language is preceded by nine
partially ordered steps, each of them contributing to the precision and variety of
expression.

Hoffmeyer and Emmeche’s contribution to the basic theory of semiotics (M)
is of exceptional historical importance; it is the first explicit analysis of signs and
their strings in life processes. The introduction that follows is based on a personal
interpretation and may differ from that of the authors. The notion of code duality
comprises the coin of semiosis at both heads and tails. On one side, semiosis is
digital and composed of information ultimately based on 0—1 opposition; on the
other side, it is analog and represented, for instance, in the myriad figures we
encounter in our daily life. The indexes of things are but one kingdom of the analog
semiosis. Another must be out there in the meanings. As stated above, the meanings
occur in definite contexts while the rules governing them reside in the indefinite
information of the interpretant. The basic problem in biosemiotics is about how the
code duality realizes in practice: What are the members of the semiotic process
that interlink the different parts of analog semiosis to the digital one, and vice
versa? Particularly problematic is the bond, say, between a certain meaning and
the molecular process triggered and steered by it. Thus, [Patted (M) assumes
the biosemiotic system is not in balance and harmony and has coined the terms
‘semiotic closure’ and ‘epistemic cut’ to encapsulate the inherent deficiency.

The linguistic term ‘morpheme’ refers to the duality of meaning and form at its
simplest. There is no form without meaning. Language, isomorphic at least to DNA
as Sungchul assumed it, represents the general semiotic model between sign and
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meaning. At the level of language, we might put the verisimilitude of the principle
to the test. We can quote for instance James Joyce’s Finnegans Wake from 1939,
“As we there are where are we are we there UNDE ET UBI. from tomtittot to
teetootomtotalitarian. Tea tea too 00” (an electronic edition, 1.2:1, 1-2, p. 260) and
write down sets of letters in random order, “qwertui” and “wfgro.” There have been
panels of experts trying to translate Finnegans Wake into foreign languages but with
relatively poor fortunes. Everyone will give the quote his individual interpretation,
though he possibly does not want to do it and in that case is not even aware of
any sense of his. As for the sets of letters, I have briefed the interpreters and most
readers may take it for granted that the sets don’t mean anything. Factually, they
do have a meaning, though — a meaning that they don’t have any meaning, that is
to say they have a ‘zero meaning.” But inevitably, we cannot be released from our
built-in principle of giving sense to everything. The hypothesis that everything has
a meaning and can be understood is a very strong idiosyncrasy and would plausibly
appear in the context of the nonsense strings of letters as ‘possible’ meanings in the
spirit of what might be called ‘the principle of a sensible interpretation.’ It resides
in the background of religion and science, too, as a presupposition that anything
means something to be found out. Subjectively, religion is a shortcut and science a
roundabout way to the meanings that are not opened straight away.

The twofold parsing comes from the model that obviously governs the entire
universe and the iconic, diagrammatic semiotic model of it. In particular, the parsing
principle stems from the dialectic between object and representamen, the meaning
potentials and the actual entities. The interpretant of the model shall reconcile the
conflict between them.

All signs we think of have a ‘physical’ shape. In case they are abstract objects
they are dealt with as if they had one. The meanings given to the shapes are
psychological products and regarded to be ‘nonphysical’ or ‘spiritual.” Essential of
our species is the signification. That’s why, it is justified to define the member of
humankind as ‘homo significans’ or ‘homo semioticus.” As biosemiotics postulates,
all organisms live in the umwelts they are habituated to interpret. Fundamentally,
the semiotic principles of interpretation are based on nature.

ASYMMETRIES IN BIOSEMIOSIS

Before taking a closer look at the semiotic closures and epistemic cuts, let’s return
yet to the genetic code. The genetic code is, in principle, well known and serves
therefore for a model example of semiosis in nature. The morpheme model is, of
course, applicable into genetic processes. The morphological form—meaning coupling
is realized, for the first, on the level 1 where a certain meaning of the set of the alter-
native meanings takes the role of the trigger and for the second, the combination
of DNA molecules that matches with the actual meaning will unfold. Thus, single
molecules have the same role as the phonemes do in the phonological component of
language. The above levels are meant to be merely illustrative. Theoretically, they
can be severed but function in an inseparable coupling in practice. To go on with
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our language isomorphism, morphemes are the smallest meaningful units but
that combination of morphemes that has a real contextual meaning occurs only
in clauses and sentences. Sentence meanings are propositions. The forms of
sentences come from the combinations of the morphemes and the arrangement
of morphemes in clauses and sentences is determined by the syntactic rules.
The syntactic component has an important role also in the genetic code and the
biological processes in general. The transfer and messenger RNAs seem to run
the syntax of the genetic code. If the genetic code represented the noun phrase
or the subject then there must be a verb phrase, too, with an object. The verb
phrase is represented, for instance, in a bodily process catalyzed by a certain genetic
sequence.

Decisive for biosemiosis is what I would call the ‘textual component.” Kalevi
Kul (@) has with reason highlighted the precedence of the text — the ‘biotext,’
as he labels it — over the sign. There is no deeper polarity between the two,
however. Naming the sign processes ‘texts’ underscores the presence of the semiotic
grammar, which is so closely alike to that of language. The biotexts in the bodies
of organisms differ some from language texts because the propositions they are
composed of are often simultaneous and the repetition makes them more redundant.
The term ‘text’ is factually more relevant and gives a better understanding of
the unbelievable complexity of the bodily text. Our knowledge of the biotext is
imperfect, with many lacunae, so far. The bodily text compares to the notions of text
and utterance in speech act theory. In it, ‘illocutionary force’ is the basic intentional
meaning what a text or utterance has. From this point of view, the illocutionary
force of a biotext is to keep a certain body alive. The statement brings us into the
domain of the pragmatic semiotic component. Survival is the highest pragmatic
meaning. The co-action of the pragmatic components with the other ones is of
particular interest. Assuming that body and mind constitute a first-order subject
(interpretant) there must be a pragmatic second-order subject, too. It looks the
first-order subject like in the mirror and the autoimmune system of the pragmatic
subject, for instance, tries to protect the first-order subject from infection and
disease.

In the history of biophysical semiotics, Howard H. Pattee is one of the key
figures. He was one of the first to realize that symbolic semiosis of life processes
intrinsically conflicts with the dynamical side of the same processes (see in particular

). Pattee reminds of John von Neumann’s statement from 1955 (p. 419),

«

— we must always divide the world into two parts, the one being the observed system, the other
the observer. In the former, we can follow up all physical processes (in principle at least) arbitrarily
precisely. In the latter, this is meaningless. The boundary between the two is arbitrary to a very large
extent...but this does not change the fact that in each method of description the boundary must be placed
somewhere, if the method is not to proceed vacuously, i.e., if a comparison with experiment is to be
possible.”

von Neumann’s and Pattee’s theoretical argument lies in quantum mechanics
where — as well known — the observer always has a certain effect on the observed.
Niels Bohr propounded the complementarity principle in 1928. Electro-magnetic
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phenomena in waveforms and as streams of particles (electrons or photons) cannot
be measured at the same time. At the subatomic level, the measuring instruments
influence the action of the objects. The theoretical and the context-dependent
knowledge are not right or wrong but should be seen as complementary. Today,
we know that for instance the behavior of electro-magnetic waves and large-scale
waves (like water waves) is incompatible and a true picture can be received only
by investigating both.

Pattee  ( ) uses the term ‘matter—symbol distinction.” It was von
) who first recognized the complementarity in a semiotic sense. In
the context of DNA, for instance, the matter—symbol complementarity is princi-
pally realized at two levels, at the material one where dynamical laws of molecules
represent the same what sounds and letters do in language and at the symbolic
one where functions have the center stage. From the point of view of this
essay, Pattee’s symbolic level is close to the meanings. Pattee has an excep-
tionally deep and versatile conception of symbols (in a broad sense different from
that in semiotics). He seems not to be fully aware of the linguistic morpho-
logical tradition, not even of the notion of morpheme. However, he has a clear
insight of how only the material form — as I have interpreted his account —
can let out the functional (in this essay: semantic or meaningful) potentials.
And he includes in the functional implications, for instance, survival value,
goals, significance, meaning and self-awareness. Semantic closure requires, he
thinks with reason, complementary models of the material and symbolic aspects
of the organism. Something important remains missing, however. Pattee does
not develop in more detail such a semiotic model that would entirely meet
his conditions.

Semiotic closure is self-reference — the subject or the ‘self” may have and
often does have indeed himself as an object. Only in the context of the self,
organisms may develop to the demands of their umwelt or ‘Mitwelt.” Pattee
also uses the term ‘epistemic cut,” assuming that the cut divorces the organisms
from the world. He mentions (2001) how language probably abstracts away the
epistemic cuts. [Hoffmeyed (2000) rebuts the interpretation and explains in the
framework of code duality that not only the ‘symbolic’ domain but also the one
Pattee calls ‘dynamical’ are in fact semiotic. The dynamical processes of molecules
embody the indexical or iconic modes of semiosis. Hoffmeyer is right: from a
Peircean view, the so-called ‘reality’ is composed of analog signs, indexes and
icons. It is a different thing and of secondary importance that these signs can be
double-coded as well. From the point of view of the epistemic cut, it is crucial
that there is no divide between an organism and its Umwelt and Mitwelt (about
‘Mitwelt’ see m M) Hoffmeyer’s stance accords with that proposed
here. There seems to be no cut between our mind and the physical constants
we live in. Antti Revonsud M) lines up with some kind of ‘phenomeno-
logical’ (phenomenal) externalism. Nearly all the qualities of experience, even
those of dreams, have a phenomenal location and extension; in other words,
our experience refers to events that take place in a space-time and have spacial
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dimensions. Thus, our experiences show we are inseparably bound to the physical
world. Spacial properties constitute the omnipresent background of our inner
semiosis.

In a sense, the notion of epistemic cut reveals the intrinsic imbalance peculiar
to all semiosis. Juri Lotman coined the term ‘semiosphere’ referring by that above
all to culture. In the course of time, he was not any more as certain on the
boundary between the semiosphere and nature as he had been before. As Boguslaw
m : 393-394) points out Lotman’s antinaturalism changed in his last years
into a view of nature and culture as complementarities. He questioned the boundary
between the spheres, “The boundaries are blurred, and defining each concrete fact as
belonging to either the cultural or the noncultural sphere involves a high degree of
relativity” (a quote by Zylko from Lotman’s book, 1992, “Kultura I vzryv” [Culture
and explosion]). The natural world comes into culture by means of language, more
precisely, through naming.

I hypothesize that Lotman’s semiosphere covers all semiosis and borrow the
term ‘bipolar asymmetry’ from Lotman to illustrate the relationship especially
between object and representamen in my adaptation of the Peircean model. Lotman’s
description of semiosphere is different; only the idea of asymmetry is applicable.
In Em ), asymmetry characterizes the dialectic between two things: an
intelligence (or a language or a text) and an other peculiar to semiosis, particularly
to the generation of new information. The bipolar asymmetry refers to two aspects
making up any semiotic phenomenon. The two asymmetric poles represent entities,
neither of which can be fully translated into the other.

Asymmetry and intranslatability characterize things at the poles of objects and
representamens. The intrinsic dissimilarity between the two could be called also
‘epistemic cut,’” in a sense very close to that in Pattee. At the physical level, the
principle of complementarity of Bohr seems to realize in the domain of objects and
representamens. Quantum mechanics and classical physics complete each other.
So far, we don’t have a so-called ‘theory of everything’ to bind both together.
Empirically, we know, though, that we can get a true picture of physical events
only by applying both models to them. It is an indirect evidence of semiosis and the
dominant role of the interpretant. The interpretant integrates the asymmetric items
into a whole and functions so neatly that there seems to be nothing left from the
conflicts. Pattee suspects that language abstracts the epistemic cuts away. In fact,
the great fusion seems to take place by semiosis and particularly by the interpretant
instead. If the quantum mechanics and large-scale physics asymmetry really has
that kind of a role in semiosis it supports the semiotic model based on the initial
physicochemical stage of cosmological evolution.

Object and representamen constitute an asymmetric (dissymmetric) pair in many
dimensions. Ingolf [Schmid-Tannwald (2006) highlights that the dominant model
of man actually distorts the true essence of the biological nature of our species. It
does not take into account “that the biological reproduction in man is taking place
within the unique and common reality of two partners.” From a semiotic point
of view, this implies that to understand the partnership we have to find out for
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it a new common denominator. Semiotically, the interpersonal reality of the mate
partners is to be described by two interconnected circular sign-processes that bind
two individual systems to one supra-system.

The principle of duality passes through all the sexual and asexual reproduction.
The same duality concerns not only two single individuals but also the system of
paired halves of one and the same individual. Especially from a biological point
of view, the demands of sexual reproduction often cause anxiety because people
searching for a mating partner and even after having found him or her reside
in a permanent state of a feeling of insufficiency. It is due to the asymmetry
principle of semiosis and occurs everywhere in an individual’s consciousness.
Individuals apart from mating partners and the society they belong to are sheer
abstractions. The object-representamen dissymmetry — a stable semiosic tension and
anticipation — features everybody’s experience of the world leaving us in the middle
of inexplicable feeling of the heaviness of life. Heidegger, the master especially
of Sartre, holds there is no pregiven human essence but humans make them up
in the course of their lives. Contrary to Heidegger and Sartre, our hypothesis of
the intrinsic semiosic asymmetry refers to another kind of interpretation. Thus, in
my mind, Heidegger’s ‘existentialia:* like Being-in-the-world (‘Dasein’), Emotional
tone (‘Stimmung’), Anxiety (‘Angst’) and Care or Concern (‘Sorge’) are ontological
elements preconditioning all human existence and conducting and determining
it (cf. m @). The primary feeling of life-world (‘Lebenswelt,” Husserl;
‘Firstness’, Peirce) similarly to the Heideggerian existentialia probably comes too
from the principle of dissymmetry in semiosis.

The dividing line between object and representamen can be seen in several such
contexts, in which the polarity of duality occurs in pairs. Amino acids and sugars,
the building blocks of the biological world, are distinctively left- or right-handed —
possessing a quality known as chirality (the structural characteristic of a molecule
that makes it impossible to superimpose it on its mirror image); scientists have
been puzzling to answer how and why. Another divide coupled up runs through the
corpus callosum, which severs the brain into two hemispheres, both of them having
their typical functions. The interplay between the hemispheres is fine-tuned and
stunning; only the whole is able to nurture the task of the brain (or, semiotically)
that of the interpretant. Moreover, the dissymmetric coupling is very ordinary in
human and other cellular bodies. Humans have two legs, two arms, two breasts, two
ears, two eyes, two temples, two rows of teeth, two nostrils, etc. Semiosis produces
body plans and due to asymmetry between object and representamen, the perfect
symmetry is extremely rare in paired organs and body parts.

Like Revonsuo (see above) gives to understand, external phenomenalism (the
term ‘phenomenology,” due to the rich and long philosophical tradition of
phenomenology, is quite misleading) is ultimately rooted in the physical condition.
Semiosis started within the Big Bang and bears since the primary specifications
tied up with the circumstances at the cosmological dawn. Cardinal epistemic cuts
originate from the very beginning. Thus, even the human mind-interpretant cannot
grasp the void preceding the initial explosion and inflation. Cosmologists claim
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it is absurd to ask around the pre-state of Big Bang because there was not out
anything and everything, the existence and all attributes of it, like space and time,
were generated in the ‘catastrophe.” Though, there might have been a long pre-
evolution finally leading to the great evolutionary burst. The assumption of such a
pre-evolution does not conflict with our ‘default settings’ in semiosis; the invali-
dation of the old “Ex nihilo nihil fit” (Nothing comes from nothing) principle does.
In agreement with the ‘horror vacui’ (fear of empty space), there are several other
boundaries alike in our thought. Thus, it contradicts our thinking if the notion of
‘infinite’ number series contained a certain ultimate number; our physical semiosic
existence presumes we must be in a physical space-time, even in that of numbers,
but not in a void beyond the ‘boundary.” Death stands for our journey in space-time.
We can think of the breakdown of our life story in a space-time but the void after
the last breath is definitely beyond our grasp. Our death demonstrates the same
semiotic boundary that we cannot cross — stepping into nothing, the void.
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The 2001 Special Issue of Semiotica has been dedicated to celebrating Jakob von Uexkiill
as a founding father of biosemiotics. The two main points of the volume — the making
of biosemiotics and the recovery of Jakob von Uexkiill from oblivion — come out with
clarity and force, and are definitely a success. The volume is also an excellent example
of interdisciplinarity, with contributions from history, philosophy, linguistics, biology,
art, literature and computer science that integrate each other with admirable ease. There
is however a third message of the special issue that is less agreeable. It is the message
that biosemiotics has been the crowning achievement of the tradition that goes back to
Goethe, von Baer, Driesch and von Uexkiill, and many contributors did not hide their
preferences for neo-vitalism and anti-darwinism. The author of the review welcomes the
project of introducing meaning in biology but points out that neo-vitalism is not the best
approach. The existence of organic codes and organic meaning in nature are scientific
problems that can and should be investigated with the classical method of science, i.e.
with the mechanistic approach of model building. This led the reviewer to conclude that
biosemiotics had not yet come of age in 2001. In the Postscript of 2005, however, the same
reviewer acknowledges that in a few years the situation has rapidly changed. Biosemiotics
has become a pluralistic field of research that no longer excludes the mechanistic method,
and today it is a vibrant young science where all approaches to the problem of biological
meaning are investigated without preconditions
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INTRODUCTION

This very special issue of Semiotica is dedicated to celebrating the coming of
age of biosemiotics, the study of living systems from a semiotic perspective, by
celebrating Jakob von Uexkiill as the once forgotten chief architect of the new
discipline. The recovery of a “neglected figure in the history of semiotic inquiry”,
and the proclamation of a new scientific domain, are certainly worthwhile academic
pursuits, but the general reader may feel, at first, that such specialized items do
not concern him. In this case, however, he would be wrong, because underneath
the academic niceties one can feel, in almost all papers of this volume, a powerful,
pulsating new vision about the fundamentals of life: a new theory of signification
and biological meaning.

In the very opening paper, Kalevi Kull, the guest editor, puts the cards on the table
in no uncertain terms: “Sign science and life science are coextensive”, “semiotics
is biology and biology is semiotics” (p.3). And the message is promptly reinforced
with a quotation from Umiker-Sebeok: “If, according to semiobiological theory,
all living things are signs, and signs are living things, then life qua signs must be
seen as constantly evolving according to certain general rules, for ‘symbols grow™ .
The concept is hammered out again in the following paper by Thomas Sebeok:
“Because there can be no semiosis without interpretability — surely life’s cardinal
propensity — semiosis presupposes the axiomatic identity of the semiosphere with
the biosphere” (p.68).

The reader is warned. It is not a small academic niche which is discussed here,
but an entirely new conception of biology: life as semiosis. And more is to come.
The third paper, by Frederik Stjernfelt, begins with the announcement that “Jakob
von Uexkiill’s theoretical biology is a main contribution to the developmental, or
epigenetic, trend in the biology of recent centuries, a lineage involving scholars like
Goethe, Saint-Hilaire, von Baer, d’Arcy Thompson, Spemann, Driesch, Waddington,
Brian Goodwin, René Thom and Stuart Kauffiman” (p.79). This lineage has been the
historical antagonist of the ‘mechanistic’ approach of Galileo, Descartes, Newton,
Lamarck, Darwin, Mendel, James Watson, Francis Crick and Jacques Monod, an
approach which has produced what is still the main paradigm of modern biology.
This special issue, in short, not only presents a revolutionary idea of biology, but also
announces that such a revolution comes from the heirs of the historical opposition to
mechanism. And this is no isolated announcement. 41 distinguished academics from
15 different countries have produced a 828-page volume with papers on history,
philosophy, theoretical biology, ecology, linguistics, arts, literature and computer
science, and all come, by varying degrees, to similar general conclusions. The
volume owes in fact its remarkable overall unity to this ideal convergence, and
there is no doubt that its aim is to strike at the very heart of the life sciences.

In such a situation, a reviewer can hardly avoid getting involved, but first I will
try to describe, as impartially as I possibly can, the three main points of this book:
(1) the making of biosemiotics, (2) the redeployment of Jakob von Uexkiill, and
(3) the endorsement of a non-mechanistic science of life.
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THE MAKING OF BIOSEMIOTICS

Semiotics, the science of signs, belongs to the humanities, because it has always
been taken for granted that signs, or symbols, are quintessential cultural products.
The idea that man evolved from animals implies of course that culture has biological
roots, but this has never undermined its independence from ‘the brute forces of
nature’. For the development of mathematics, for example, it is irrelevant whether
animals are able to count or not, and similar considerations appeared to apply to the
humanities in general and to semiotics in particular. Even the discovery of animal
psychology and the development of ethology did not much change the status of
semiotics, since primitive forms of communication seemed to have very little to
say about the complex architecture of human semiosis. It was therefore very bold,
and very risky, of Thomas Sebeok, to suggests, in the early 1960s, that human
semiotics needs to be complemented by animal semiotics (or zoosemiotics, as he
called it in 1963) in order to find its proper place, and its real nature, within the
larger framework of general semiotics.

Sebeok knew of course that this idea would not have stood a chance unless he
could back it up with some experimental data, and so he started looking around
and digging in various gardens, particularly in psychology, medicine and molecular
biology. And the hunt paid off. In his contribution to this volume, Sebeok presents a
streamlined account of his life-long chase, and declares that he got the crucial experi-
mental clues from three men: Heini Heniger (1908-1992), Giorgio prodi (1929-1988),
and, above all, Jakob von Uexkiill (1864—1944). The first two he met personally,
while the encounter with Jakob came from reading, in 1976, the original German
edition of Theoretische Biologie (1928). This was apparently a kind of ‘fulguration
on the road to Damascus’, so much so that Sebeok decided to end his individual
search and start an active campaign of proselytization. In August 1977 he delivered
his now historical speech on ‘Neglected figures’ at a congress in Vienna, and from
that time on the making of biosemiotics became a collective enterprise that Sebeok
led with all the academic and editorial power he could muster. In this campaign
he was quickly joined by Thure von Uexkiill (Jakob’s son), who could argue, from
within his own professional field, that medicine has been a semiotic discipline
since antiquity, because it has always been concerned with the interpretation of clues.

Sebeok’s own idea of zoosemiotics was generalized in the process. Originally
he had only taken animals into consideration because of the commonly held idea
that semiosis requires a nervous system, but in 1981 Martin Krampen showed that
plants too engage in vegetable semiosis (phytosemiotics). In 1988, Giorgio Prodi
spoke of signs and codes in immunology, thus extending his 1977 idea of the
natural semiosis of cells, and Sorin Sonea proposed that semiosis goes on even in
the bacterial world, which can be regarded as a true global organism. The word
‘zoosemiotics’ was clearly inadequate, and Sebeok decided to replace it officially
with ‘biosemiotics’, a term proposed by Juri Stepanov in 1971, but which appeared
for the first time (with a restricted meaning) in 1961, when Friedrich Rothschild
used it to indicate a semiotic approach to psychology.
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The making of biosemiotics gathered further momentum in the 1990s, with the
joining in of a younger generation and the increasing participation of biologists.
Among these, Jesper Hoffmeyer and Claus Emmeche, who founded a Biosemiotic
Group in Copenhagen, and Kalevi Kull, who became director of the Jakob von
Uexkiill Center in Tartu, Estonia. Biosemiotics has thus become a well established
interdisciplinary field, and perhaps it is fair to say that its development was formally
completed in 2001, when the first Gathering exclusively dedicated to biosemiotics
took place in Copenhagen (by which time the official Directory listed 61 biosemi-
oticians from all countries of the world).

The making of biosemiotics has been therefore a 40-year-long affair (1961-2001),
which can be divided into two phases: the first (1961-1977) was a period of uncoor-
dinated attempts, often of utterly isolated initiatives, while the second (1977-2001)
was a period in which individual ideas could fall on a more receptive ground
and contribute, under the discreet supervision of Thomas Sebeok, to the collective
growth of the field.

THE REDEPLOYMENT OF JAKOB VON UEXKULL

In 1905, Jakob von Uexkiill published a book on the physiology of marine animals
(Leitfaden in das Studium der experimentellen Biologie der Wassertiere) where he
described a neuromuscular cycle (later a functional cycle) which can be regarded
an early formulation of the feedback principle. In a second book, published in
1909 (Umwelt und Innenwelt der Tiere), he adopted the word Umwelt (coined by a
poet in 1800) to indicate the subjective world of an organism (the combination of
its perceptual world with its operational, or motor, world). These two concepts —
functional cycle and Umwelt — formed the basis of his major book, Theoretische
Biologie (1920 and 1928), and are to this day his true biological heritage.

The functional cycle was further developed by Charles Sherrington into the
negative feedback principle of the reflex arc, while the Umwelt idea had an influence
on some philosophers (Ernst Cassirer and Martin Heidegger, for example), and was
instrumental for Konrad Lorenz’s development of ethology. All of which explains
why, in biology’s history books, Jakob von Uexkiill is mentioned as a precursor
(some say a co-founder) of both animal cybernetics and ethology. And that is
probably what he would have continued to be remembered for, had it not been for
Thomas Sebeok’s ‘discovery’ that Uexkiill’s greatest merit was his contribution to
semiotics.

As a matter of fact, Uexkiill himself categorically denied (in a letter to a linguist
friend) that he ever had anything to do with semiotics, and Sebeok did not actually
call him a semiotician, but only a cryptosemiotician ( “einer der grossten Kyptosemi-
otiker seiner Zeit”). Be that as it may, the fact is that in this special issue of Semiotica
Uexkiill is extensively redeployed as a chief architect of the modern discipline of
biosemiotics, and so we can only ask ourselves if such a claim can be justified.

First however let us notice that the redeployment operation had to face the fact that
Uexkiill’s philosophy of life was, to put it lightly, somewhat dated. He was not only
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a staunch anti-Darwinist, but also a feeble evolutionist (verging on creationism),
had strong sympathies for Hans Driesch’s vitalism, and often resorted to musical
metaphors to explain the perfection of the living world. To the credit of this issue’s
contributors, these points have not been swept under the carpet, and this makes it
easier to leave them in the background. It is only the main idea, after all, which
must be good. And Umwelt is indeed an excellent idea. More than that. It is a deep
concept, not at all easy to grasp, but once grasped is breathtaking. Surely one of
the most original concepts of twentieth-century biology.

Uexkiill started from Kant’s idea that we do not know the world as it is (the thing
in itself), but only what our mind reconstructs from the inputs of the senses, and
the mind does not start from scratch in this enterprise but from inborn ideas, that is,
from ‘inner forms of perception’. The mind is therefore two things in one: an inner
mind which provides the basic tools, and an outer mind which builds the world of
appearances around us. Uexkiill was deeply committed to this brand of idealism,
and even when he had to take some liberties in order to apply it to biology, he
never thought he was being unfaithful to his master. But liberties he had to take,
and he took them.

The first was to recognize that the body takes an active part in the production of
mental objects. This is why Uexkiill did not speak of inner and outer minds, but
of inner and outer subjective worlds: Innenwelt and Umwelt. In any organism there
is something which remains private, and something else which is projected to the
outside to become the world of appearances. This is Umwelt: the mental bubble
that we perceive as our surrounding world.

The second liberty that Uexkiill had to take was the recognition that animals
have nervous systems similar to ours, and so they too must have Umwelts. Which
is more or less what we mean today when we say that animals too have minds. But
together with similarities there are also differences between the nervous systems
of our fellow animals, and so their Umwelts are not alike. As a matter of fact,
every species must have its own Umwelt because it reacts in a distinctive way to
the same signals from the physical world. The concept of space is a good example
here. We are convinced that we live in a three-dimensional world, but this is
because the semicircular canals of our inner ear are at right angles and allow us
to perceive three different directions. The same is probably true for all animals
which have semicircular canals, but not for those which are deprived of them. Many
animals therefore have a perception of space which is totally different from ours,
and we cannot even imagine what it must be like living in a different space.

Uexkiill’s greatest insight, however, was probably his third amendment to Kant.
He was drawn to it by the fact that animals can play, cheat, threaten, court and
act (and now even dream), all of which suggests that they can react to the same
stimulus in many different ways. Which in turn means that animals are interpreters,
not just receivers, of signals. Interpreting implies the ability to transform signals
into signs by giving meaning to them, and so we have before us all three basic
elements of semiosis: object, interpreter and sign. Uexkiill however used the word
‘cue’ instead of ‘sign’, and this is why he was not aware that he was dealing with
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semiotics. But ‘cue’ can well be regarded as a ‘cryptosign’, and so Sebeok was
right after all in defining Uexkiill a ‘cryptosemiotician’. Which brings us to the
conclusion that it was indeed right and proper to celebrate him as a chief architect
of the modern field of biosemiotics.

THE ENDORSEMENT OF A NON-MECHANISTIC BIOLOGY

Most contributors to this special issue of Semiotica have openly admitted that some
of Uexkiill’s ideas are no longer tenable, but no one has objected to his opposition
to mechanism. And this for the very good reason that they too share, more or less
wholeheartedly, this attitude. The endorsement of a non-mechanistic approach to
life is indeed a constant underlying theme of this volume, to the point that one is
almost unwittingly driven to the conclusion that biosemiotics must be incompatible
with mechanism. The most outspoken expression of this stance comes from Claus
Emmeche, and so it is his paper that I am referring to, but only in respect to the
points that are shared by most biosemioticians. Emmeche starts by debunking one
of the most common cliché of our times: the idea of “twentieth-century biology as
a fight between vitalism and mechanicism that finally was won by mechanicists”.
He points out that “the resolution of the debate was not a mechanistic stance but a
sort of historical compromise” that has been called organicism (p.657).

This is very thoughtful and, sadly, very true. The fight has indeed been between
three ideologies, and the winner, today, is not mechanism but the ‘third road’ that has
improperly been called ‘organicism’. I say improperly because the debate has been
between three theoretical stances that according to logic correspond to mechanism,
antimechanism and non-mechanism. Antimechanism is virtually synonymous with
vitalism, and in this case the two names are interchangeable (antimechanism is only
slightly more general). Organicism and non-mechanism, instead, are not equivalent
at all, and in this case we will see that the distinction is important because it is a
matter of substance, not of terminology. In order to develop this point, however,
we first need to make clear what mechanism actually is.

One of the expressions that best catches the spirit of mechanism is John Maynard
Smith’s statement that “we understand biological phenomena only when we have
invented machines with similar properties”. In fact, ‘understanding’ something means
explaining it with a model that we are familiar with, and a machine gives us an
immediate sense of familiarity. When we see it working before our eyes, we instinc-
tively feel that we ‘know’ it. Actually, we do not even need to build a machine to
get this feeling. A description is enough, and so a ‘machine’ is often just a ‘machine-
model’, or an algorithm. One of the most famous machines of all times was built
by Turing with just pencil and paper. A machine model, furthermore, is not neces-
sarily a set of mathematical equations. Natural selection, for example, is a mechanistic
model which is entirely expressed in words. The important point is that the model
has the logic of a machine (i.e. that it delivers the same sense of familiarity that we
get from a real functioning machine). Mechanism, in short, is the view that scientific
knowledge is obtained by building machine-like models of what we observe in nature.
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Let us now examine ‘organicism’, the dominant paradigm of modern biology.
The standard view, faithfully reported by Emmeche, is that organicism is qualified
by being “non-vitalist, non-reductionist, and emergentist”, and so let us see where
the contrast with mechanism comes from. Needless to say, mechanism too is non-
vitalist, and so the difference seems to come from non-reductionism and emergence.
But a machine is a machine not when it is reduced to pieces, but precisely when it is
put together into a functioning whole, which means that mechanism is quintessen-
tially a non-reductionist approach. As for emergence, there is absolutely nothing in
mechanism that prevents it. Take a machine that brings in hydrogen from one side
and oxygen from another and there you can witness the emergence of water. In
brief, it is not only misleading but downright wrong to say that the combination of
‘non-vitalism+non-reductionism+emergence’ amounts to something different from
mechanism, because those three properties actually belong to mechanism.

The real problem is: why do so many biologists believe in such a muddled
conclusion? This is where the difference between organicism and non-mechanism
becomes a matter of substance. What most contemporary biologists share is actually
non-mechanism, i.e. the feeling that mechanism is not enough, that there must be
something else in life, and this is a profoundly respectable view. The point is that
one cannot make a science out of doubts, and so some people (Ernst Mayr first
in line) had this splendid idea of taking three outstanding properties of mechanism
and saying that together they form ‘organicism’, the new philosophy of life that
liberates biology from mechanism.

Claus Emmeche does not comment on organicism as such, but he must have
felt uncomfortable with it, because he quickly distinguishes between mainstream
organicism (the official version) and qualitative organicism, an interpretation that
comes out of this volume as the view which is shared by most biosemioticians.
Qualitative organicism (that in my opinion should be called qualitative biology)
is the most serious attempt produced so far to put some substance into the empty
container of non-mechanism without resorting to the tricks of official organicism.
Emmeche describes it in this way: “Qualitative organicism is concerned with
qualities which are not only of the famous category of ‘primary’ qualities (roughly
corresponding to the scientifically measurable quanta), but also concerned with the
‘secondary’ qualities of color, taste, sound, feeling, etc.” (p.658)... “It is obvious
that the Umwelt notion is of central importance to the development of a coherent
theory of the qualitative experiential world of the organism, a task present day
biology must face, instead of continuing to ignore a huge phenomenal realm of
the living world — the experiential world of animal appetites, desires, feelings,
sensations, etc.” (p.659).

Here we are then. So far biosemiotics has been the discipline which has discovered
that animals are interpreters, or semiotic agents; now we are told that mechanism
is not competent to study this new world. Only a qualitative science can do that.
Why? Because mechanism cannot explain meaning, that’s why.

One is not supposed to object to this piece of wisdom, but mechanism has
proved to have an unsuspected resilience in the past, and has changed its skin
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many times in the face of adversity. The first mechanistic model of the body was
the clock-machine, then came the steam-engine-machine, and lately the computer-
machine. Which is equivalent to saying that mechanism introduced in biology first
mechanical energy, then chemical energy, and finally information. Are we really
sure that it cannot introduce meaning? This special issue of Semiotica seems to be
saying that only a qualitative approach can cope with biological meaning, but we
really cannot rule out a mechanistic approach. Our only option, I am afraid, is to
discuss both views.

THE BIOSEMIOTIC APPROACH TO MEANING

Perhaps the most instructive and surely the most enjoyable part of Uexkiill’s work
is his description of real-life cases of animal behaviour, cases that he reports with
the light touch of the consummate expert and a masterly attention to details. It is
in fact this evidence which convinces us that animals are indeed interpreters of the
world, and not pre-programmed puppets. And that is really all we need to know in
order to conclude that animals are ‘subjects’ (i.e. semiotic agents). We would need
something else if we wanted to know how they do their semiosis, but in order to
realize that they do it, the description is enough. In this case, seeing is believing.

Uexkiill’s biology is therefore first and foremost a descriptive science, not an
explanatory one, a point which is underlined in the excellent paper contributed by
Tuomo Jamsa: “Uexkiill does not expressly aim at creating an articulated theory
of sign and meaning but at a description of the functions of the organisms in terms
of signs and meaning” (p.493). On many occasions it may appear that Uexkiill
is not just describing animal behaviour but also explaining it, and his theory of
functional cycles may look like a mechanistic model, but it’s nothing of the kind.
A mechanistic model would say that animals receive signals from the physical
world and react to them in a subjective way, which means that somehow and
somewhere the signals are transformed into signs and the signs are processed by
an interpreter, but all this partitioning is thoroughly alien to Uexkiill. As a dyed-
in-the-wool idealist, he regards signifying and interpreting as subjective operations
which are consubstantial to any signal processing act.

In the physical world there are inanimate objects without ‘qualities’, but life is
like a world where a sun is shining, and in such a world you cannot have objects
without shadows, the shadows being the qualities which are cast into the subjective
world from the quantities of the physical world. In a truly idealistic philosophy, the
positions are actually reversed: the qualities, or ideas, being the real bodies, and
living organisms being their shadows. This ‘swapping of the roles’ was operated
by Plato in his famous myth of the cave, and has stuck in our culture ever since.

When Uexkiill speaks of perception, he may seem to be putting signals first and
signs second, which would be like an attempt to ‘naturalize’ Kant and Plato, but
that is just an impression. The idea that perception starts with objective signals
from the outside which are transformed into subjective signs by the organism is a
mechanistic way of looking at things that Uexkiill regards as pitifully naive. For
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him, the objects ‘out there’ are in fact mental entities created by the subject and
projected to the outside, and so there is never a divorce between signals and signs.
Quantities and qualities, objects and subjects, bodies and shadows can never be
taken apart when the sun of life is shining.

A similar view of the world was also proposed by Charles Peirce, the acknowl-
edged father of semiotics. He stated clearly that semiosis requires three basic
elements — object, interpreter and sign — which are preconditional and therefore
primitive entities. They must be present simultaneously in order to have semiosis,
and since they are the starting point they cannot be reduced any further. Again,
they are consubstantial agents of semiosis, just as Uexkiill treated them.

From this special issue of Semiotica it seems that most biosemioticians accept
both Uexkiill’s approach and Peirce’s scheme, and therefore it is fair to say that
the theoretical framework of biosemiotics is based on the ideas of Immanuel Kant,
Charles Peirce and Jakob von Uexkiill. In this framework, objects, interpreters
and signs are primitive entities, consubstantial protagonists of any semiotic act.
But a semiotic act is always associated with a signaling process, and signaling is
everywhere in life, so semiosis too must be everywhere. This is why we are told

» o«

that “semiotics is biology and biology is semiotics”, “the semiosphere is coextensive
with the biosphere”,“the basic unit of life is the sign, not the molecule”.

If semiosis is everywhere, life is immersed in it like in Hegel’s famous night
where all cows are black. When something is everywhere and primitive you don’t
need anything else. You just accept it and contemplate the omnipresence of meaning
in life. That is the comfort that philosophy and biosemiotics can give us, and thank
you very much for it.

But mechanistic science is not like that. Stubborn, nosy old mechanism wants to
open up even primitive boxes and look inside them: Where is the interpreter? What
is it made of? How is the interpreting done? What is a sign? Where does meaning
come from? What is meaning?

A MECHANISTIC APPROACH TO MEANING

If you are a mechanist and you want to study the problem of biological meaning,
you don’t start with the assumption that meaning is everywhere, but the other way
round. You say that you are not going to recognize the existence of anything which
may be called ‘meaning’ unless you fall flat in its face. The evidence provided by
animal behaviour is convincing enough, but animals are complicated things, and
are also late-comers in the history of life, so they are not the best to start with. It
seems much more sensible to begin from the beginning (i.e. from molecules), and
work our way up.

Down there, at the molecular level, there are all sorts of transactions going on,
and we can scrutinize them one by one to find out what makes them tick. Take
for example the breakdown of sugar. At every step there is a transformation of
energy with the assistance of catalysts, and that is really all there is to it, from
beginning to end. In the replication of DNA molecules, instead, we encounter
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something else. Again we find energy exchanges and catalysts at each step, but here
the end-products can be very different even when the energies and the catalysts are
exactly the same. The difference is due to the linear order of the building-blocks
(the nucleotides), an order that amounts to no less than a new physical quantity
which has been called information.

If we extend our scrutiny, we realize that countless biochemical reactions can
be divided, like the above examples, into two great categories: the class where
all that takes place is transformations of energy, and the class where the physical
quantities that count are two, energy and information. With just these two quantities
we account for so many molecular transactions that there seems to be no need for
anything else. Except that Nature, as usual, seems to like coming up with surprises.
In our case the unexpected takes the form of protein synthesis, because by using
only energy and information there is no way we can explain the fact that a chain
of nucleotides is always transformed into a unique chain of amino acids. It is like
obtaining the letters of the alphabet from combinations of dots and dashes. There
simply is no necessary connection between those entities, and the only way to
establish one is by inventing it (i.e. by creating a code). A Morse code in the case
of the alphabet, and a genetic code in the case of protein synthesis.

The Morse code is built by a human being (the interpreter) who attaches a
meaning to arbitrary combinations of dots and dashes (the signs) by setting them in
correspondence with the letters of the alphabet (the objects). In protein synthesis,
combinations of three nucleotides (the signs) are set in correspondence with amino
acids (the objects) by special compounds known as adaptors, i.e. by molecules that
perform two independent recognition processes (one in the nucleotide world and
one in the amino acid world). In this case the agent implementing the code (the
interpreter) is the entire set of adaptor molecules. Protein synthesis, in short, is a
true semiotic act because the three defining protagonists of semiosis are all present,
the only difference with cultural semiosis being that the interpreter is not outside
the system but very much inside it. Can we generalize this experimental result?
Indeed yes, we can. Any time we discover that the link between two organic worlds
requires not only catalysts but also adaptors, we are very likely to be in the presence
of an organic code, and therefore of organic meaning.

All this seems to be accountable with the step-by-step procedures of mechanism,
but qualitative organicists apparently do not agree. Semiosis is not explicable by
mechanism, they say, and a good empirical proof of this is that semiotic machines
do not exist. Nor it is helpful to suggest that they may exist in the future, because
the issue is not the technicalities of implementation of such machines, but the
very possibility of their ontological existence. We seem to be in a no-win situation
here, because it is true that all mechanistic models proposed so far, including the
heterogeneous approaches which are collectively known as ‘non-linear methods’,
have nothing to do with codes and meaning.

Clock-mechanism, steam-engine-mechanism, computer-mechanism, and now
even nonlinear-mechanism, have solved many biological problems, but have not
even touched the problem of meaning, which remains ‘in principle’ outside them,
like an alien creature. In a recent book however (Im, ), I have described a
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mathematical model of epigenesis where codes have an internal role, and this does
make a difference. It tells us that there is a whole new class of models, and therefore
a new type of mechanism (we may call it epigenetic mechanism), where codes are
not alien creatures but components of the system that must necessarily be present for
the system to work. It is not the solution, yet, but it does look like the foot in the door.

Mainstream organicists and qualitative organicists may well be responding with
enthusiasm to the “United against mechanism?” rallying question that Malte
Herwig is launching from this special issue (p.569), but I am not. The best chances
to solve the new problems of life are still likely to come from where all our solutions
have always come in the past: from good, rational, old-fashioned machine-like
models.

CONCLUSION

This special issue of Semiotica is truly a rare book. It gives an overall view of a fasci-
nating new field in its adolescence, when it has just completed the difficult process
of growth and it is preparing to enter the creative phase of maturity. The volume is
also an excellent example of a fresh way of doing academic research, where inter-
disciplinarity is not just an empty word but a convincing reality. The contributions
from history, philosophy, linguistics, biology, art, literature and computer science
integrate each other with an ease that makes one wonder why on earth the same
approach has not been applied to all other fields.

The first two main points of this special issue — the making of biosemiotics
and the recovery of Jakob von Uexkiill from oblivion — come out with clarity
and force, and are definitely a success. Normally this would have been more than
enough for one book, but unfortunately there is also a third less happy theme
that is developed throughout the volume. The endorsement of non-mechanism, or
qualitative organicism, is in my opinion the first serious mistake of the young field
of biosemiotics. Indeed it is the one drawback that can prevent it from growing into
a true science. I must conclude therefore that biosemiotics has not yet come of age,
but I do hope that this criticism is taken for what it is: a diagnosis that is supposed
not to hurt but to help.

POSTSCRIPT (AUGUST 2005)

I sent the above review to Thomas Sebeok in August 2001, saying that I had not
been able to write an impartial report and therefore that I would not be surprised
if he turned it down. Sebeok, however, accepted it, and I received a biography
form and a copyright transfer form to fill out. That gave me the idea to test his
determination so I answered that he was welcome to publish the paper but that
I needed to keep the copyright to myself for a forthcoming book. Since he had
been taken ill, it was his wife Jean who replied and wrote that “he has made some
rare exceptions to the copyright rule when necessary, and he would be willing to
do so in this case”. That convinced me that Sebeok wanted to use the review in
order to send a message to the biosemiotic community. It was an implicit message,
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of course, but to me it was something like this: neo-vitalism and anti-darwinism
are not forbidden in biosemiotics, but they are not compulsory either. A good,
old-fashioned mechanistic approach to the problem of meaning could not be ruled
out, and people who were proposing it should be listened to.

Sebeok died a few months later, on December 21, 2001, and that indirect message
was probably his last contribution to biosemiotics. Personally, I took it as an
invitation to join the biosemiotic community and to argue in favour of a mecha-
nistic approach to the problem of meaning from within that community. I decided
to give it a try and asked to take part in the second Gathering in Biosemiotics that
was going to take place in Tartu, Estonia, in June 2002. Since then I have been
to all subsequent Gatherings and I have never regretted it, even if my proposals
were received with some incredulity. The idea of a mechanistic model of epigenesis

, M) was dismissed in no uncertain terms M et al., ). The
concept that biological meaning has the same status as a fundamental physical
quantity (Barbierd, 2003b; 2004)) raised a few comments and then was politely
ignored. Same story for the two ideas that I have been proposing since 1981: the
idea that the cell is a trinity of genotype, phenotype and ribotype, and the idea that
evolution took place with two distinct mechanisms, i.e. by natural selection and by
natural conventions (IB_al:bj.Qd, |l.%.]]; h.%ﬂ). To me, however, the important point was
not the reception of those ideas. It was the discovery that the problems of biosemi-
otics were being discussed without the constraint of ideological principles. Gone
were the triumphant tones and the neo-vitalistic declarations of the Special Issue.
The reality was the feeling that nothing had been settled yet, that everything was
on the move, that the exploration of the new continent of meaning had just begun.

The decisive change came in 2004, at the fourth Gathering organized by Anton
Markos in Prague. Jesper Hoffmeyer, Claus Emmeche, Kalevi Kull, Anton Marko$
and myself met in a pub and decided that what was uniting us — the introduction
of meaning in biology — was far more important than our divisions, and we should
make that visible. Up until then, I had been referring to the science of biological
meaning as semantic biology, or biosemantics, whereas Marko$ had been calling it
biohermeneuthics, but we accepted to give up those favourite names of ours and to
adopt the term biosemiotics that Sebeok had been campaigning for with so much
passion and vigour.

We also decided to make the problem of meaning visible by producing a new
Journal specifically dedicated to biosemiotics. That, in my opinion, is when biosemi-
otics came of age. It happened when people decided to work together not because
they had the same ideas but because they accepted to put their differences aside in
the interest of a greater goal.
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CHAPTER 4

THE NECESSITY OF BIOSEMIOTICS: MATTER-SYMBOL
COMPLEMENTARITY
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Abstract:

Keywords:

Biosemiotics distinguishes life from inanimate matter by its dependence on material
construction controlled by coded symbolic information. This irreducible primitive
distinction between matter and symbol is necessary for open-ended evolvability and the
origin of life as we know it. This type of subject/object distinction is reestablished at
many levels throughout all of evolution. In physics this becomes the distinction between
material laws and symbolic measurements and models; in philosophy this is the distinction
between brain and mind. These are all emergent epistemic distinctions, not ontological
dualisms. The origin of life requires understanding the origin of this symbolic control and
how inanimate molecules become functional messages. I discuss the necessary physical
conditions that would allow such evolvable symbolic control of matter to arise

self-replication, von Neumann, symbolic control, semantic information, measurement,
constraints, epistemic cut, protein folding

LIFE DEPENDS ON SEMIOTIC CONTROLS

We easily agree with Einstein that a Beethoven symphony cannot be appreciated
as only “a graph of air pressures,” although in principle it has such a physical
description. In the same way we understand Bohr that, “You don’t explain a tea
party by quantum mechanics.” On the other hand, it is not so easy to understand
why you cannot adequately explain genetics with biochemistry or enzyme catalysis
with quantum mechanics. Because we believe no events at tea parties, in genes, or
in enzymes violate any physical laws we might assume that their descriptions differ
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only in their degrees of complexity. What biosemiotics illustrates is that symbolic
controls are categorically different from laws and that they are irreducible to
physical laws even though their material vehicles obey the laws and have a correct
physical description.

What we need to understand is that physical laws are universal and must apply
to all conceivable systems. Therefore laws are empirically moot with respect to any
particular system until its particular initial conditions are specified. This requires
information, and physical laws cannot specify this information. In physics jargon
symbol systems are special types of initial condition called boundary conditions or
constraints (Polanyi, [1968; [Patted, [1972). Consequently an adequate explanation of
any living organism requires more than a detailed lawful physical description or
merely the confirmation that the laws of nature are always inerrantly followed. One
must explain how informational constraint structures locally control the universal
physical laws so as to propagate and evolve.

All living organisms exist by virtue of hierarchies of control by informational
constraints. This is the case at all levels, from the genes, to development, to
sensorimotor controls, to abstract thinking, and to our technical artifacts. Symbol
systems are rate-independent informational constraints that control rate-dependent
dynamics by means of coding systems.

To understand what this implies one must first recognize that physical laws are
universal and objective. This means that the fundamental principled requirement for
a law of nature is that it is as independent as possible of all conceivable individual
organisms and observers. Consequently, physical laws are based on invariance and
symmetry principles that guarantee the irrelevance and impotence of any observer,
organism, or mechanism to affect the laws. In other words, physics focuses on all
those universal regularities of nature over which organisms and observers have
no control. Physical laws are universal and inexorable. By contrast, the study of
biology focuses on those specific events over which the organisms and observers
have local control. Beginning with the organism’s specific catalytic rate control by
enzymes, evolution progresses by elaborating and testing many types of controls at
many hierarchical levels. Over the course of evolution organisms have gradually
increased their ability to control their internal and external environments on which
their survival depends.

Survival is the ultimate function of controls, but unfortunately controls do not
assure survival. In the case of humans the brain through the freedom of language
and the prostheses of technology has developed controls with such Promethean
powers that the art of artificial control may turn out to have exceeded what is
adaptive as a survival strategy for our species.

THE RELATION BETWEEN PHYSICAL LAWS AND CONTROL
CONSTRAINTS

There is a clearly problem of language here that creates confusion. What does
it mean to say that universal inexorable physical laws over which organisms
can have no control are in fact controlled by individual organisms? The answer
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requires understanding a distinction fundamental to all physical theory, the primitive
separation of the laws themselves that are universal and inexorable, and initial
conditions and constraints that are local and controllable, and that must be measured
to have any effect. Eugene Wigner calls this principled distinction between laws and
initial conditions “Newton’s greatest discovery.” That is because it is an epistemic
necessity that is essential for all conceivable physical laws, not just Newton’s laws.

Briefly, the idea is this. The universe and all systems within it are assumed to run
according to universal laws whether or not observers or life exist. The mathematical
descriptions of these laws are interpreted by ontological concepts of space, time,
matter and energy but the laws themselves do not include the epistemological
concepts of measurement and control events. However, measurement is essential if
we want to predict any consequence of laws on a specific observable system. There
must be measurement of initial conditions and the measurement process requires
local control constraints of a measuring device or instrument.

Physical laws and initial conditions are therefore necessary irreducibly comple-
mentary categories. That is, neither can be reduced to, or derived from, the other.
Measurement instruments and control constraints are special, usually complex,
structures with initial conditions that are largely arbitrary. In practice measure-
ments and controls are distinguished from the action of physical laws by how
time and energy enter their descriptions. Fundamental physical laws are time
and energy dependent in a mathematically rigorous sense. That is, the equations
describing these laws require the concept of time-derivatives or rates of change
of the states and energies of the system'. Also, the fundamental microscopic laws
are time reversible. This physical time, sometimes called “real time,” and the rates
described by time derivatives are intrinsic to natural laws and are not controllable,
although they may be different when measured by different observers in relative
motion.

The concept of control of rates does not apply to universal laws but only to
local structural constraints. The classical example of both rate control and time
measurement is a clock. By contrast to the real-time of laws, clock-time depends
on some form of local structure or constraint. We speak of clocks measuring time
intervals but, unlike laws, clocks do not have an intrinsic rate independent of
how we measure it. Also, unlike microscopic laws, measurement and control are
irreversible concepts. Clocks function only by measuring local periodic structures
such as a pendulum with an escapement or counter. Of course the pendulum swings
according to laws, but its period depends on its length, and that is entirely arbitrary
boundary condition. Escapements, whether mechanical, electronic, or chemical, can
be said to control the rate at which energy “escapes” or is dissipated from the
driving source, and these constraints are also arbitrary?. Some form of measurement
is a necessary component of any functional control process.

The point I want to emphasize here is that we say a clock is a control constraint
only by virtue of its locally “escaping” the inexorable time, rate, and energy
dynamics of physical laws. In other words, the laws exist in time but cannot make
measurements of time. Within wide limits imposed by natural laws, a clock keeps
its own arbitrary time and runs at its own arbitrary rate. This concept of local
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“escape” is important because life depends on it. Enzymes control the rates of
specific chemical dynamics in all of life allowing local organisms to locally escape
the universal rates we associate with unconstrained physical laws. The existence of
an isolated catalyst that controls rates of reaction is not considered as functional.
Function, as I use the term, applies only coordinated controls initiated by organisms
or executed by their artifacts.

RATE-INDEPENDENT CONSTRAINTS; SYMBOL SYSTEMS

Biosemiotics recognizes many levels of control. Rate control, as in enzyme catalysis,
is only the first level of control constraints. Symbolic constraints are a type of
record that requires higher levels of organization. Ernst Mayr has often pointed
out that biology is not explained by natural laws because life requires the concept
of an adaptive evolutionary history, an actual record in the organism that while
obeying natural laws cannot be derived from these laws. Records are a special form
of constraint that can “instruct” controls. m M) classifies these structures
in physical terms as special types of boundary conditions that he aptly describes as
“harnessing” the laws.

The word “history” has two profoundly different usages. The looser meaning is
simply an implied ontological sequence of events, as in the history of the universe,
or geological history, where there is no explicit record other than the actual events
or structures themselves. The more specific meaning of history as used by Mayr
requires a separate record of events. This latter specific meaning that is essential for
evolution implies an epistemic record that is a representation or description distinct
from the events that it records. In all known living systems, the genes are such
historical records of innumerable adaptive natural selection processes. The relative
simplicity of the record itself (the DNA) is deceptive. What is important is that
for a record to have any function or meaning requires complex coding, reading
and interpreting mechanisms. Along with measurement and control the concepts of
biological information and instruction are not a part of physical theory in so far as
they are functional concepts. That is, we cannot identify a molecule as informational
unless we can identify how it is interpreted by the organism and how it functions
in the organism®. The question remains, how does symbolic information actually
get control of physical systems when it appears to be a separate category?

PHYSICAL LAWS CANNOT ADDRESS THIS QUESTION

This matter-symbol separation has been called the epistemic cut (e.g., m, @).
This is simply another statement of Newton’s categorical separation of laws and
initial conditions. Why is this fundamental in physics? As I stated earlier, the laws
are universal and do not depend on the state of the observer (symmetry principles)
while the initial conditions apply to the state of a particular system and the state
of the observer that measures them. What does calling the matter-symbol problem
“epistemological” do for us? Epistemology by its very meaning presupposes a
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separation of the world into the knower and the known or the controller and
the controlled. That is, if we can speak of knowledge about something, then the
knowledge representation, the knowledge vehicle, cannot be in the same category
of what it is about.

The dynamics of physical laws do not allow alternatives paths between states and
therefore the concept of information, which is defined by the number of alternative
states, does not apply to the laws themselves. A measurement, in contrast, is
an act of acquiring information about the state of a specific system. Two other
explicit distinctions are that the microscopic laws are universal and reversible
(time-symmetric) while measurement is local and irreversible. There is still no
question that the measuring device must obey the laws. Nevertheless, the results of
measurement, the timeless semantic information, cannot be usefully described by

these time-dependent reversible laws (e.g., lvon Neumant, [1953).

THE EPISTEMIC PROCESS IN BIOLOGY

The problem is that physics greatly simplifies the matter/symbol relation by more
or less arbitrarily making an epistemic cut. This avoids as far as possible the
influence of measurement on the state of the measured system. Whenever an attempt
is made to include the measuring device in the system it becomes the notorious
“measurement problem” on which there is still no consensus.

The origin of life must address the question: How did this separation, this
epistemic cut, originate? As m ) has pointed out, the assumed sharp
conceptual epistemic cut between these highly evolved categories of knower and
known makes it difficult to imagine how life began and how these two categories
separated at primitive levels. The epistemic cut is often treated as a conceptual
discontinuity. Indeed it is difficult to imagine a “gradual cut.” How does a reversible
dynamics gradually become an irreversible thermodynamics? How does the concept
of counting discrete units transform into the concept of a continuum (Zeno’s paradox
of motion)? How does a paradigm shift from classical determinism to quantum
indeterminism occur gradually?

The problem arises acutely with the genetic code. A partial code does not work,
and a simple code that continuously works as it evolves is hard to imagine. In fact,
this is a universal problem in evolution and even in creative thought. How does a
complex functioning set of constraints originate when no subset of the constraints
appears to maintain the function? At least in the case of thought we can trace some
of the history, but in the origin of life we have no adequate history. Even in the case
of creative thought, so much goes on in the subconscious mind that the historical
trace has large gaps.

The problem is that conceptually the epistemic cut divides the world in two,
and the central problem is how the two worlds are connected. As C. S. Peirce has
emphasized, all symbol systems are necessarily triadic systems, and the epistemic
cut itself is actually a complex process. It corresponds to the interpretation that
relates the symbol to its referent. In the cell this is an enormously complex process
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of transcription, translation, synthesis, folding, distribution, and selective control of
many proteins. How this coordinated interpreting system originated is the central
problem of the origin of life.

SYMBOLIC CONTROL IS NECESSARY FOR EVOLVABILITY

The categorical distinctions between matter described by physics and matter
functioning as symbol are different at each level of biological organization. The
distinction needs to be made clearly at each hierarchical level or conceptual and
terminological confusion will result. It is easy to distinguish symbols at highly
evolved levels like symphonies and tea parties. The words on this page are clearly
symbols. Their material embodiment is arbitrary. The font is not relevant, nor do
we pay attention to their material embodiment, whether they are displayed on a
liquid crystal screen, a cathode ray tube, or ink on paper. Even the language we are
using is arbitrary.

It is not so easy to see that the DNA of genes is also an arbitrary embodiment
of a record because it happens to be the only one we know from life on earth.
However, within the fields of exobiology and artificial life studies the arbitrariness
of DNA is generally assumed. Many other copolymer strings or even bit strings in
a computer could be interpreted or translated by a suitable coding mechanism to
synthesize the same proteins as a DNA sequence.

Why is this arbitrariness of symbols essential for open-ended evolution? The
most obvious property of highly evolved symbol systems such as natural language
and mathematics is their enormous open-ended variety that is not limited in any
significant way by physical laws. This independence is also illustrated by the fact
that, unlike physical laws, the function and meaning of symbols is not dependent
on the rate at which they are written or read. A mathematical proof does not depend
on how long it took to produce or to read. The same it true of a work of literature.
In other words, the basic observables of physical laws, space, time, matter, energy,
and rates of change, have no significance for the semantic information of symbol
systems. The symbolic expressions of physical laws are “about the laws” but the
mathematical symbols that describe the laws do not appear to be restricted by the
laws. It is just this arbitrariness that allows organisms freedom to harness laws.
The necessity of symbols for open-ended evolution was first discussed by von
Neumann (1966) in his lecture on the logic of self-replication.

VON NEUMANN'’S DESCRIPTION AND CONSTRUCTION

Von Neumann was the first to argue that the two categories, symbolic description
and material construction, are essential for self-replication that is capable of open-
ended evolution. His argument was entirely abstract and by no means logically
complete. It explicitly abstracted away matter, energy and all physical laws. I will
first elaborate on von Neumann’s logic and then I will take up the necessary physical
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conditions to realize this logic, or what he thought, “may be the more important
half” of the problem.

Von Neumann’s logical argument for the necessity of symbols as distinct from
dynamics in self-replication was informal and largely intuitive. Nevertheless, if
you understand his argument you will find it hard to think how evolvable self-
replicating units could work any other way. The motivation for his argument was
to understand the “threshold of complication” that would allow systems to evolve
increasing complexity rather than wearing out or decaying. His logic is all the more
remarkable because it correctly predicted how cells actually replicate before the
discovery of the mechanisms of genetic description, coding and protein synthesis.
Von Neumann began by observing that the medium of communication that feeds a
material automaton is completely different than the automaton itself or its output.
This was his recognition that symbols are a different category than matter. He also
recognized that this was important for general-purpose computers, what is called
the software-hardware distinction.

Von Neumann emphasized the “completely decisive property of complexity, that
there exists a critical size below which the process of synthesis is degenerative,
but above which the phenomenon of synthesis, if properly arranged, can become
explosive.” He was thinking of biological evolution and its open-ended variety.
The essential condition here is that the individual self that is being replicated must
be only one of an indefinite number of different potential selves all of which
can be replicated by the same process. This raised two questions: (1) what defines
the set of all possible individual selves that potentially can be replicated? And (2)
how do you describe or represent the individual self that is being replicated?

Logic will get you only so far with these questions. For example, the concept of
replication implies assembling or constructing a new individual that is like another.
Von Neumann realized that how this construction can be done will depend on the
nature of the available parts and on how the parts are to be assembled. He saw
that if the parts were too elementary, like atoms, then both the description and
construction would be a long and complicated process, while if the parts were too
complex, like robots or rabbits, then there would be no real problem. He called this
the “parts problem” and abstracted away the matter and energy of real construction
by defining some functional operations on parts, like recognizing, moving, cutting,
joining, etc., that are to be symbolically represented. There is a great amount of
arbitrariness in these choices of parts and operations, but as we shall see, the
basic logical separation of symbolic description and material construction does not
depend on these choices.

The more fundamental question is how you make sure the replicated individual is
like the original. How do you construct a copy of an organized structure made up of
parts from a reservoir of these parts? There are two approaches. One is to identify
the original parts themselves by inspection and then assemble the corresponding
parts to form the copy. The other approach is to use a description of the original that
when interpreted amounts to instructions enabling the assembly of the parts in the
copy. Note that the concepts of inspection and description require an epistemic cut
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that separates the object being inspected or described and the record of the inspection
or description. Both of these methods have advantages and disadvantages that go
beyond logic and depend on the physical nature of space, time, and the nature of the
parts. Von Neumann using heuristic reasoning found that taking advantage of both
approaches gives the most promising results, and in fact we now know that both
approaches are used in all living systems in the way that von Neumann proposed.

VON NEUMANN'’S LOGIC OF SELF-REPLICATION

Following these intuitions, von Neumann began simply by postulating the existence
of both symbolic and material components in the forms of a description and a
constructor. The constructor would both interpret and construct what was described
using parts from a reservoir. The constructor was universal with respect to an
open-ended set of descriptions one of which he assumed could be the description
of the constructor itself. In his notation, A was the material constructor and ¢(A)
was the description of the constructor. If the description ¢(A) was fed to the
constructor A, then A would construct a copy of itself, A’. We can symbolize this
as @(A) — A = A’. This is not self-replication because the description @(A) has
not been replicated. One might at first think that to copy the description we would
simply feed the constructor a description of the description, ¢(¢(A)), but this leads
to an infinite regress since that description must also be copied, and so on.

This leads to the crucial recognition that a symbolic description, whatever form
it may take, has a physical structure that is independent of its interpretation. In
other words, to read the description means to interpret the description. To copy
the description means not to interpret the description but to copy only its physical
structure. Since the description is quiescent, copying can be done by inspection or by
some template process. The constructor is defined to only interpret the description,
so it is necessary to add another component, B, called the copier and its description
¢@(B). We then can write ¢(A+B) - (A+B) = ¢(A’+B’) - (A’ +B’). This is
almost self-replication except it is ambiguous. What is missing is how the new
descriptions and constructions are related. Von Neumann “solved” this logically by
creating a new control component, C, that takes care of housekeeping details such
as inserting the new description into the new hardware constructor and separating
the offspring from the parent. This component, C, amounts to what is called the
operating system of a computer that takes care of the software-hardware relationship.

Von Neumann’s logic and computer analogies are by no means a clear solution
to the material semantics of cells. In the cell we know that the control required
for cell division is a very complex process that is not yet fully understood. But
the essential evolutionary consequence of von Neumann’s logic is that now any
additional description, D, of some new structure or function when added to this
basic description will be constructed and incorporated into all future generations:

¢(A+B+C+D)— (A+B+0C)
=¢(A'+B' +C'+D') > (A'+B' +C' +D)
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This is as far as von Neumann’s logic takes us. The main point of his logic is that
open-ended evolution requires more than a complex time-dependent dynamics and
complex chemical reactions. There must be a time-independent passive memory
that by means of a coded description controls the dynamical rates of specific
constructions or chemical syntheses. What I will now take up are the physical
requirements that would allow such a complicated symbol-matter logical scheme to
actually work in a reasonably effective way. I repeat that I am not solving the origin
problem. Von Neumann himself had no clue. He thought, “That such complex
aggregations should occur in the world at all is a mystery of the first magnitude.”
In my view, the place to look for clues is in the actual physical requirements of
symbol systems where we may imagine simpler systems than we find in today’s
highly evolved organisms that satisfy these requirements.

VON NEUMANN’S “MORE IMPORTANT” QUESTION

Von Neumann was fully aware that logic alone was not adequate to explain cells. He
warned: “By axiomatizing automata in this manner one has thrown half the problem
out the window and it may be the more important half. One does not ask the most
intriguing, exciting and important questions of why the molecules or aggregates
that in nature really occur...are the sorts of thing they are, why they are essentially
very large molecules in some cases, but large aggregations in other cases.”

Von Neumann’s use of inspection and description are really generalizations of
highly evolved cognitive activities that need to be more precisely defined in the
context of the simplest replicating unit. Copying by inspection means using physical
interaction with the object directly without the use of symbols, codes, translation, or
interpretation. Casting from a mold and template matching are such direct processes,
as in base pairing in copying nucleic acids and the binding of a substrate by an
enzyme. I should emphasize here that the physical interaction of base pairing and
substrate binding are not in themselves functional or semiotic processes. It is only by
virtue of their roles in the overall process of self-replication that they are interpreted
as functional. Such material matchings might be interpreted in Peirce’s terms as
iconic signs.

A description, on the other hand, requires more complicated physical interactions
that couple the description to what it stands for, its referent. This interaction in the
context of self-replication can be called a code or an interpretation, and because
the code constraints are themselves constructed from a description they are not
determined by physical necessity. It is implicit in the concept of a code that it must
apply to more than one description. In fact, to allow evolution the code must apply
to an open set of potential descriptions. Again I emphasize that only by virtue of its
potential function for an individual’s survival can this be distinguished as a semiotic
process. This chemical arbitrariness in the coding enzymes Jaques Monod (@)
calls the “principle of gratuity.” It is also this construction from a description that

) calls “artifact-making,” a distinguishing characteristic of life. It is
because of this freedom or lack of physical necessity that genetic symbol systems
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and the novelties of evolution have no adequate physical explanation even though
they can in principle be correctly described by physical laws in every detail.

It is not clear that von Neumann saw this point since he was concerned with the
logic, not the physics. However, he did argue that a description had the advantage
of being quiescent, relatively time-independent, and free of the dynamics of the
system it describes. It could then be copied by direct inspection. On the other
hand, copying a dynamic system by direct inspection in real time would run into
a problem with the parts continually changing in time. How would the system
choose what state should be copied in that case? He also suggested that a complete
and detailed inspection, including inspecting the inspection components themselves,
would probably lead to logical antinomies of self-reference. He did not elaborate
on this, but he may have been thinking of the measurement process in physics
where he showed elsewhere that measuring the initial conditions of the measuring
device itself leads to an infinite regress. Only by choosing at some point to make
the distinction between the system being measured and the measuring device, i.e.,

an epistemic cut, can this regress be terminated (von Neuman, [1953).

PHYSICAL REQUIREMENTS FOR EFFICIENT MEMORY

The physical conditions necessary for memory storage are relatively simple to
state as contrasted to the conditions for writing and reading of memory. The first
condition is that there exist many inherently equiprobable constraint structures with
adequate stability. Equiprobable means that the structures are energy degenerate or
the energy of each state is the same. These states need not be exactly the same
energy as long as the energy differences do not significantly affect the setting of
the state by writing or the communication of the state by reading. One-dimensional
copolymers and linear symbol strings are the simplest common physical structures
satisfying these conditions. Such relatively time-independent memory structures
function as long-term, high capacity storage.

Memory structures can also exist physically in one, two, three dimensions, or in
n-dimensional networks but explicit syntax for access must be supplied. The advan-
tages of the linear sequence memory, like nucleic acids and Turing machine tapes,
and language text are (1) open-endedness or extendable capacity, (2) uniformity and
simplicity of writing and reading, including ease of random access, (3) universal
coding for all sequences, (4) relative isolation from the dynamics that it controls
because of coding or the interpretation process. In the context of the origin of
life, copolymer chains are the simplest abiogenic structures that have the necessary
stability and potential memory capacity. The disadvantages of linearity are (1) lack
of parallel processing or associative access, (2) low density of information storage,
and (3) the necessity for an explicit code to couple one-dimensional energy degen-
erate sequences to the energy-dependent three-dimensional dynamics.

One can also define analog memory and codes as in analog computation. Analogs

need not involve discrete symbols. This has been suggested by Hoffmeyer and
Emmeche (1991 Duarend 1998) biatimeyd (1998) andlBarbiee] BO03 n contas
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to discrete or digital memories and codes. The problem with analogs is that they are
all special purpose structures like individual molecular messengers that have limited
informational capacity and that have no common code or interpreting process, as
do genetic sequences. An autocatalytic or metabolic network may be interpreted
as containing an implicit informational dynamics, but lacking an explicit passive
memory structure and code it is difficult to imagine any open-ended evolvability.
On the other hand, as m M) suggests, some form of implicit analog
codes may have existed as precursors of the explicit discrete codes of present life.

PHYSICAL REQUIREMENTS FOR CODING AND CONSTRUCTION

In even the simplest existing cells the steps from the symbolic base sequence in
DNA to a functioning enzyme are too complex to have originated without simpler
intermediate stages. However, to control construction or synthesis, even the simplest
one-dimensional discrete-state memory storage that exists by virtue degenerate
energy states, must somehow control the rates of specific dynamical interactions.
This means that the linear degeneracy must be broken. This must be done by
new interactions between the linear storage elements. In present cells this is a
complex process that requires several steps. First, the DNA sequence is transcribed
to messenger RNA by template copying. Next the coding enzymes and transfer
RNA s translate the base triplet code to the corresponding amino acids that are then
joined in sequence by the messenger RNA and ribosome machinery. Finally, the
one-dimensional sequence folds into a functioning enzyme. In this process there
are cases of descriptions and constructions by both template inspection and coded
descriptive translations.

The discovery of enzymatic RNA made it possible to imagine a much simpler
translation process in which RNA can function both as a constructing enzyme and
as a symbolic description of an enzyme. By description I mean a passive structure
that can be copied by template inspection, and by construction I mean a dynamic
catalytic process that joins molecules by strong, covalent bonds. The main point is
that this double function is only possible by virtue of the two configurations of RNA,
the passive one-dimensional sequence memory and the folded three-dimensional
active ribozyme.

THE PHYSICAL REQUIREMENTS FOR FOLDING AND FUNCTION

Folding transformations are the most fundamental semiotic processes in all living
systems. Folding is fundamental because it is the process that transforms the passive
symbolic gene sequences into the dynamic rate-control of enzymes. Folding trans-
forms what are essentially rate-independent syntactically coded sequences into
rate-dependent functional controls. Protein folding is a highly parallel process with
so many degrees of freedom that is difficult to model even on supercomputers.
Physically to describe folding in any structure requires two types of bonds, strong
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bonds that preserve the passive topological structure of what is folded, and weaker
bonds that acting together hold the active folded structure in place.

This physical requirement follows from the logical definition of “folding.” For
example, to fold a sheet of paper means forming a three-dimensional shape without
changing the two-dimensional topology of the sheet by tearing or gluing. As long as
the strong-bond topological sequence structure is energy degenerate it can serves as
an informational constraint or a passive memory. Folding removes this degeneracy
by allowing new weak bond interactions between the elements resulting in an
active enzyme. A physical description of protein folding is an energy minimization
process or a relaxation of many weak bond interactions under the constraints
of the strong bonds holding the linear sequence together (e.g.. Frauenfelder and
Wolynes, [1994).

How should we describe the semiotics of this process? I want to distinguish the
physics and the semiotics. First, I defined a condition for symbolic information
storage as a physically indeterminate (energy degenerate) structure. I assumed
that all symbol vehicles obey physical laws and have, in principle, a physical
description, but as I explained, that does not imply that symbol structures are
physically determined. Quite the contrary is the case. Such a degenerate sequence
structure can have an immense number of physically indeterminate sequences.
Therefore the interpretation or function of any such semiotic or informational
sequence is literally metaphysical (beyond physics).

The actual folding process, on the other hand, is an entirely physical process
of minimizing the energy under the semiotic constraints of the sequence. In other
words, the strong-bonded sequence can be called informational because it is one
of many physically equivalent alternative sequences, while the folding dynamics
itself is not informational because no new information is added in the process of
minimizing the energy. (There are special cases where folding information may be
added from scaffolding molecules.)

THE SEMIOTIC CLOSURE REQUIREMENT FOR “SELF”

How do we define the individual system that is interpreting the information? We
need an objective criterion for what “self” is doing the interpreting and replicating,
because there are innumerable energy degenerate structures that are not descriptions
and many catalytic events that are not functional. What additional conditions are
required to satisfy a physical implementation of the logical “self” that reads and
interprets descriptions and constructs and assembles parts in von Neumann’s formal
self-replication.

The essential logical requirement for self-replication that von Neumann described
is that all the components that implement description, translation, and construction
are themselves described, translated and constructed within the “self” that is being
replicated. This amounts to a logical closure that defines a “self.” Physically this
requires elaboration. There is more to the strong and weak bond requirement than
the ability of the weak bonds to cause the strong bonds to fold into a functioning
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enzyme. The strong bonds also stabilize the passive memory and the integrity
of the primary structure of enzymes. The weak bonds bind the enzyme to its
substrate and control the rate of catalyzed strong bond formation. In effect, the strong
bonds form the skeleton for both descriptive and constructive molecules while the
coordinated organization of weak bonds define the shapes necessary to control the
strong bonds, both the strong bond folding and individual strong bond formation or
breaking.

These are the physical conditions required to implement von Neumann’s logical
closure. T have called this semantic closure, but Luis [Rochd M) has more
accurately called it semiotic closure because its realization also includes the syntax
and pragmatic physical control processes. This complex interrelationship of strong
and weak bonds is the minimum physical requirement that allows the realization of
von Neumann’s quiescent symbolic description and dynamic material construction.
Of course the actual physical forces come in more than two strengths and evolution
has refined structures at many hierarchical levels using different types of forces.
Many tiges of strong and weak bonds enter into the complex process of folding

(e.g., , et al.,@).

EVOLUTION REQUIRES POPULATION DISTRIBUTIONS

Based on the concept of semiotic closure, I would define an interpreter as a semiot-
ically closed localized (bounded) system that survives or self-reproduces in an
open environment by virtue of its memory-stored constructions and controls. That
distinguishes interpreters from inanimate physical systems that evolve dynami-
cally simply because they follow the memoryless state-determined laws of nature.
I believe that this minimal concept of interpreter is consistent with [Ghiselid's @)
more elaborate definition of an “individual” that also applies to higher levels, like
species. However, just as there are no single symbols that have meaning, so there
are no single interpreters capable of efficient evolution.

Symbols exist only in the context of codes and interpreters. Symbols are recog-
nized in an individual interpreting system just because they function in propagating
the system. But we cannot stop there. We immediately see that “propagating a
system” is ambiguous. The individual interpreter is not enough. The whole idea of
evolution by variation and natural selection depends on a population of individuals
that can differ in their heritable memories. This leads directly to the central issue
of evolution: what kinds of symbolic descriptions, control constraints and material
constructions promote survival of populations? Of course there is no predictable
answer to this question except the course of evolution itself. All we can do is
look carefully at what is actually going on in existing organisms, and see if we
can discover some answers to von Neumann’s question of why the molecules are
the sorts of thing they are. I will mention some properties of memory, codes,
symbolic control, and material construction that studies suggest promote efficient
evolutionary search and natural selection.
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REQUIREMENTS FOR EFFICIENT SEARCH AND SELECTION

After asking this question von Neumann remarked that it was “a very peculiar
range” for the parts since they were many orders of magnitude larger than the
physically elementary particles. He did not discuss this except to suggest that the
size had to do with the reliability of control since in automata there is a direct
correlation between number and size of parts and reliability. A certain level of
reliability is certainly one requirement in order to prevent error catastrophe, but
another way to look at the question is in terms of function. How small could an
enzyme be and accurately bind a substrate and catalyze a specific single bond. It
would have to be a large enough structure to establish a shape with the necessary
specificity to recognize a substrate by folding up a linear chain. Simple models
suggest that of the order of 100 amino acids is necessary.

This size creates two fundamental problems. The first problem is that the number
of copolymer sequences of such lengths is immense, well beyond actual enumer-
ation. One of the oldest, non-religious arguments against Darwinian evolution is
the apparent improbability of chance mutations producing any successful protein,
let alone a species. This is still an argument used by “intelligent design” advocates.
This argument is based on the assumption of the sparseness of functional sequences
and the immensity of the search space. The weakness of this argument is that the
actual probabilities of the events in question are largely unknown.

Formulated in biosemiotic terms, to address this problem we need to know what
fraction of the innumerable potential symbol strings in a genetic memory has some
meaning or function when expressed by a population of individual interpreters.
We need to know how the enormous space of sequences maps into the space of
biological functions. The second classical problem is that functions appear to be
discretely separated. That is, one function does not smoothly transform into another
function. This results in the so-called trapping problem on a function or fitness
landscape.

Both these problems have been studied extensively, greatly assisted by the use
of computational models. Of course, there are no pure theoretical answers. Some
basic empirical knowledge is required of the actual polymers that form the memory
sequence space, the nature of codes that map to protein sequences, the nature of
folding, and the nature of the constructive or controlling enzymes. The auspicious
discovery of molecular genetics was that many mutations are neutral with respect
to function and fitness m @) Along with the redundancy in the genetic
code, this neutrality permits searches over a wide region near a function optimum
or a local fitness peak thereby alleviating the trapping problem. Trapping is also
greatly reduced by the large number of saddle regions that increases with the
dimensionality of the memory sequence space (e.g., m @) This lends
weight to the concept of quasispecies and the advantages of mutation rates near the

error threshold (Eiged, [1971; [Eigen and Schusted, [1979).

This search problem has been studied extensively for the simple RNA worlds of

sequences and their folding (e.g.,|S_chus_tm|, et al.,h_‘l%i; thusleﬂ,ll_‘l‘lg; Crutchfield
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and Schuster, 2003). Again the mapping of passive memory sequences to shapes
that could function as enzymes appears to be highly redundant with many sequences
resulting the same three-dimensional shape. Furthermore, these sequences are
distributed more or less uniformly over the entire sequence space. This means that
a random search need not find just one needle in a haystack, but only one of many
needles uniformly distributed over the whole haystack. That is, wherever a random
search begins in sequence space, it appears likely that a description of a useful
molecule will be found nearby.

ANALOGIES AND DISANALOGIES OF GENETICS WITH NATURAL
LANGUAGE

Biosemiotics is the study of all forms of signification and communication. It recog-
nizes that life is distinguished from the nonliving world by its dependence on signs and
symbols. However, of the innumerable examples of pattern recognition, recording,
signaling, and communication throughout all levels of living organizations only two
clear examples of open-ended, creative language systems exist, the genetic language
and natural languages. The similarities of genetic sequences and natural language
have struck linguists as well as biologists and physicists (e.g., [lakobsod, ﬁ)
These two languages can be characterized by (1) a small, fixed alphabet, (2) one-
dimensional expressions in discrete sequences, (3) an immense sequences space with
no significant restriction or bias from physical laws, (4) expressions not limited in
what they can potentially describe by what currently exists, (5) the interpretation of
sequences, their function or meaning is complex requiring highly parallel processing.
In the case of genetic sequences, the essential step is folding in which many strong
constraints and weaker forces act in parallel. In the case of the brain, millions
of neurons are involved in interpreting even the simplest expressions m, @).

Natural language structure also illustrates the strong and weak bond principle,
not with a hierarchy of physical forces but with a hierarchy of rules. The lexical
rules are the most rigid beginning with the alphabet and the words in the lexicon.
The grammar rules are weaker than the lexical rules in the sense that syntax cannot
control or modify the alphabet or the dictionary. The semantics of the text does
not generally alter syntax. We usually assume our writing will not change the basic
meanings of words or the grammar rules depending on what we write. Similarly the
sequence or meaning of the code’s base triplets is not changed by the functions of
enzymes they describe. Notably however, both languages have evolved exceptions
to these rules, the genetic system with special editing enzymes, reverse transcription
and cutting and splicing, and natural language with freedom to invent metaphors,
add new words, and to violate grammar rules with figures of speech.

Of course there are enormous differences between these languages both in their
embodiments, their stability, and in their range of meanings which one would
certainly expect considering they originated only at the very beginning and the end
of the evolutionary time scale. The genetic language began with the origin of life,
and it took 4 billion years of evolution to create brains with the capability to create
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natural languages. The genetic language can be called highly successful in creating
adaptive functions that have kept life going over this enormous time span.

As I suggested at the beginning of this paper, whether language will turn out
to be a long-term evolutionary success is not at all obvious. We often refer to
natural language as the defining characteristic of human intelligence. The power of
language has dominated history and shaped all our cultures. Human language has
not existed for more than 100,000 years and it is quite possible that it has become
too persuasive for generating myths and wishful thinking that avoid basic survival
necessities for the species. Also, the technology that depends on language now
allows us to design genetic messages that satisfy immediate human desires rather
than long-term survival of the species. Assuming humans survive the dangers of
natural language and technology, one wonders what higher level of languages might
evolve in 100,000 years. If humans do not survive natural language and technology,
one wonders what alternative biosemiotic structures might evolve in its place.

NOTES

Sections of this paper are edited and updated selections from H. H. Pattee, The Physics and Metaphysics
of Biosemiotics, Journal of Biosemiotics 1(1), 223-238 (2005).

! This statement applies to the relatively narrow range of time and energy domains within which living
organisms have been found to exist on earth. Fundamental particle and cosmological theories are far
outside these domains, although the possible relevance of these theories to other conceivable forms of
life is an open question.

2 Natural periodic motions like the rotation of the earth and the emission frequencies of atoms also serve
as a reference for clocks, but without arbitrary and often elaborate dissipative constraints the function
of any clock, that is, the measurement of time, does not occur. The word control is also sometimes used
in a more general sense to describe parameters in physical systems where no function or measurement
is involved.

3 Physicists and engineers often use information in a structural rather than functional sense because of
its formal relation to the entropy of a system. Structural information is defined in communication theory
(e.g.,m, @) Also in quantum processes one may think of structural information
being transferred from the quantum system to the observing system (e.g.,m, m). I am restricting
my usage to semantic information that functions in the survival of biological organisms and populations.
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CHAPTER 5

WHAT IS THE SCOPE OF BIOSEMIOTICS?
INFORMATION IN LIVING SYSTEMS
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Abstract: Because biology involves so many scalar levels and entrains so many aspects of Nature,
the notion that it is essentially a direct consequence of genetic information is questioned.
After discussing some general points about information and semiosis, the hegemony of
genetics is rejected on the grounds that: basic cellular phenomena are generic for micellar
systems, and that the overall pattern of development is generic for dissipative structures,
and that supramolecular information emerges during development, and that closely similar
forms and functions can emerge at the scale of organisms and above in distantly related
genealogical lineages. During the course of the paper I suggest that various epigenetic
systems may be semiotic entities

Keywords: Convergent evolution, ecological equivalence, extended phenotype, genetics, habitus,
hierarchies, origin of life, species, structures, systems of interpretance

INTRODUCTION

We may well ask ‘where is biology located’? The problem here is that biology as
a discourse ranges over several levels of scale (thereby subsuming dynamics over
several orders of magnitude), from populations — even species and ecosystems! —
to macromolecules within cells (Hoffmeye, (1996, [Salthd, [1998). This may be
contrasted with the commonly held notion within the discourse that biology is
essentially a product of genetic information.

Using the specification hierarchy of integrative levels (Salthd, [1993, [20024) to
organize our thinking about Nature, we have, for example:

{physical dynamics {chemical recognition/reactions {biological forms
{sociopolitical arrangements}}}}
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This hierarchy is interpreted as {lower integrative level {higher integrative level}},
with a lower level giving rise to the next higher, which in turn integrates (contex-
tualizes, regulates, interprets) all those lower than it. The lowest integrative level
where biology is known to have a recognizable footprint is in the chemical (i.e.,
material) realm, where, for example, it generates accumulations of chemicals against
diffusion gradients. It is generally considered that we have the basis of biology
when differences between individuals of kinds of molecules (in biology, macro-
molecules) come to ‘make a difference’ m, M) in the results of local
chemical reactions. In contrast, at the purely chemical integrative level, small differ-
ences between molecules of the same kind would have no significant consequences
globally upon chemical reactions.

We may ask whether, in view of the fact that what characterizes biology most
deeply is the presence of molecular level information held in the genetic system,
would it not be reasonable to suppose that biology is fundamentally nothing more
than the ramified consequences of a highly specified kind of chemistry? Unless we
subscribe rigorously to a bottom-up ideology, biology’s range (reach or footprint)
over so many scalar levels Mﬁ@), as in:

[species [population [organism [cell [macromolecule]]]]]

would seem to argue against this. Only if all of biology could be completely
explained as the direct result of effects generated by proteins could it reasonably
be taken to be just an elaboration of chemistry. As a hint of where I will go in this
paper, note that, even though the chemical integrative level gives (and must also
originally have given) rise to biological phenomena, these in turn integrate chemical
processes under biological regulation — by way, for example, of deploying substrates
and depleting end products in various patterns within particular regions. Indeed,
one could say that biology harnesses m, I@, see also m, M)

chemistry to its own ends.

INFORMATION AND SEMIOSIS

As a preliminary, I will delimit the concept of ‘information’ as I conceive it. From
information theory we know that information is engendered by a decrease in uncer-
tainty, or by a reduction in the variety of possibilities. More important in the present
context, materially, (i.e., thermodynamically), information acts as any constraint
(restrictive or enabling or both) on entropy production — which is to say, on anything
at all that might happen in the natural world (m, M). It is in this connection
that information can become associated with meanings', thereby becoming a
semiotic concept, given that its presence or effects as constraint makes a difference
to some system of interpretance (sensu [Salthd, [1994, see also m, [198%;
and see the Appendix). Now, here we have implicitly circled back again to the
information theoretic view because it would necessarily have to be a system of
interpretance that could evaluate whether a decrease in uncertainty relevant to its
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interests has occurred. Failing that, there could be no decrease in uncertainty, since
that would require a system of habits and expectations to be in place to begin with.
Furthermore, I note that in the context of complex systems, complication requires
some classification scheme to diminish the number of significant states that a system
must recognize. If we examine the number of possible states a complicated system
might access [see, e.g., the analysis of the immune response in[Calvand et al. (2009)
or of protein interaction networks in [Rual et al] )], it becomes clear that only
certain states in a very large number of possible ones could have significance for any
finite system. This requires a standing reduction in the number of meaningful states
by way of classifying recognized differences in only a few of the many degrees
of freedom afforded by complexity, which few then carry the information used by,
and meaningful to, the system. A functional complex system must, therefore, be
able to classify its own states as well as those of its surroundings, and so must
necessarily have information..

INFORMATION AND HISTORY

We can proceed further using [Patted’s (I_LQH, h_%&j) distinction between dynamics
and informational constraints. Informational constraints are configurations that
modulate entropy production. As a radically out- of- equilibrium, presumably
isolated system, the main business of Nature must be to return to thermodynamic

equilibrium , 20034, [20044) by way of dissipating all energy gradients
, @,). Underwritten fundamentally by gravitation, organiza-

tions, forms and masses, as well as matter itself, have all erected barriers to a quick
passage of the world to the ‘blessed’ equilibrial state. Every form is potentially
a constraint on energy dissipation, instituting friction on the dissipative process,
generally slowing it down m, M) Such informational constraints, in their
role of informing natural processes, are prominent among the objects of semiosis
(which I take to be the construction and interpretation of meaning as mediated by
signs?, and the Appendix). A very simple abiotic example of informational constraint
would be a ridge in the pathway of running water, imposing friction upon its flow.

Constraining configurations like this are generally the results of historical contin-
gencies — and so information generally is instituted, and therefore meanings
mediated, by the effects of history, at all scales. These effects tend to be preserved
because the material world is sticky and easily marked, this being supplemented
in biological systems by the process of preservation of genetic marks by natural
selection. Eventually new marks may obliterate older ones (think of craters on the
moon), but usually not completely. Erasing information (instead of just modulating
it) is in fact extremely difficult in the material world, usually consuming consid-
erable effort and energy to get to where every trace has been deleted. In biology
this can take many generations of natural selection gradually diminishing the repre-
sentation of some genetic information in the gene pool of a population, after which
even more activities must transpire before it will be eliminated completely by way
of genetic drift.
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Here we may note that natural science has been almost completely concerned
with ahistorical possibilities (e.g., the typical function of mitochondria in a cell,
or the average mode of generation of storms by way of energy gradient dissi-
pation, or the normal course of development of a kind of embryo or in the main
sequence of stars), in which history is obliterated statistically, whereby variety of
values is decreased down to just a few statistical moments, establishing average
values as the normal data of science. But in the context of the Big Bang even the
universal constants of Nature could be thought of as the results of history. I should
acknowledge as important exceptions to the nomothetic focus of natural science,
that we do have, e.g., cosmology, historical geology, and evolutionary biology,
which seek as part of their practice to pinpoint when and in what sequence various
particular events occurred. However, even here statistics are often used as tools to
establish likelihoods of precedence. And so, historically acquired information as
such (unassimilated by statistics), has had only a small place among the facts of
natural science.

In biology, genetic information imposes constraints on chemical dynamics, the
results of which go on to inform the activities and generation of dynamic micro- to
mesoscopic forms — living cells. This information then continues to inform cellular
behavior to the effect, among other things, of generating emergent macroscopic
forms, like layers of mucus, syncytia, organisms, colonies, and their populations.
These in turn participate in megascopic ecosystemic activities organized around
energy flows emanating from the dissipation of energy gradients. Thus, using the
scale hierarchy format ‘m, @), we have for example: [ecosystem [population
[organism [cell [macromolecule]]]]], the levels here, [megascopic [macroscopic
[mesoscopic [microscopic]]]], being separated by average dynamical rate differ-
ences of at least about an order of magnitude , ) which keeps the levels
functionally separated at different scales.

I note here in passing that, important as genetic information is at the molecular
level, there is as yet no understanding of how the genetic system could have evolved
(see some thoughts in, e.g., m, M) This remains at present the major
unsolved mystery in biology. Here we will merely accept this microscopic level of
information as being present, and proceed from there, even when discussing, below,
some aspects of the origin of life.

REPRESENTATION IN DNA

Biology assumes its ecological role — increasing the variety of energy gradients
being dissipated, as well as increasing the thoroughness of some of that dissipation to
heat energy (Salthd, (20044, 2005d) — when different historically generated “versions’
of the informational macromolecules (mutants) become associated with dissipative
structures in different types of locales, or with different energy sources. These
associations, which are mediated in biology by the diverse adaptations of organisms
and free living cells, establish formal causes of meaning (i.e., what?, where?, how?),
and are the sources of biosemioses spanning several levels of scale. Thus, a kind
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of organism or colony finds itself successfully reproducing its genetic information
in a given habitat in a given biome, living in a given Umwelt, working a given
ecological niche (m, M) This genetic information, whose interpretation by
the involved cells was in part responsible for the success, is in that way reproduced
as well. Biosemiosis results in increases in mutual information between locales
and their non-constitutive occupants over time m @) a process that is
understood in biology today as mostly the results of natural selection. In that
model, initially adequate accidental relationships between biological systems and
their environments become gradually refined into better adaptations — or, indeed,
the biological system may just manage to hold on when faced with the exigencies
of environmental change (viz., the ‘continual deterioration of the environment’ of
[Van Valed, [1973 - see [Salthd, R0osH).

So macroscopic to megascopic environmental associations are what afford
meanings for the microscopic sequence information in nucleic acids, as interpreted
by mesoscopic systems of interpretance (cells, organisms) successfully engaged in
macroscopic niche transactions. (See the Appendix for restatement in more detail.)

These semiotic associations are conceptually related to Dawkind’ (@)
“extended phenotype” concept, wherein a nucleic acid sequence is held to be
capable of representing the combined informational constraints held in environ-
mental configurations extending from cells outward even to as large a scale as
climatic weather patterns. The genetic information consulted by cells reflects aspects
of those cells, and, since they are doing well in an organism or colony, it reflects
to a degree aspects of these as well. Since that organism or colony is successful
in a given habitat in a given biome, these too are to some degree reflected in that
information — which could therefore be expected to be different in a different biome.

But careful consideration of these relations shows that the simple notion of an
actual transition of meaning across levels of scale, characterized as these levels
are by dynamics of very different rates, cannot really be the case. Meanings repre-
sented in DNA sequences reflect relations that overall can be modeled as the scale
hierarchy: [climatic region [biome [population [organism [cell [macromolecule]]]]]],
interpreted as [higher level [lower level]], with increasing span of numbers of
individuals as we go down to lower levels. Meaning cannot normally transit directly
through these levels, but cascades from level to level, and is transformed (trans-
duced) at each one. The information present at any given level of scale is made
possible by informational configurations at the next lower level, and contextu-
alized by configurations at the next higher level, which have permitted it to thrive

, ). This means that configurations at every level function immediately
as informational constraints in respect only to the next lower level. So a pattern of
weather, say, would have — as such — no meaning for a cell within an organism,
because that cell relies for its effective information on cues only from conditions
within the organism itself. The organism, however, can respond to changes in
weather. So, e.g., a hurricane, as such, cannot touch a cell within an organism even
if it destroys the organism. So meanings in this system are transformed over a
cascade of downward constraint relations. For example, the scouring pressure of a
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waterfall is ‘too far away’ in scale to carry meaning for an algal cell growing in
a colony on its rocks. The layer of slime secreted by the colony of cells is here
interposed between a cell’s DNA and the rushing water. In this case the DNA would
hold information relative only to some glycoproteins or mucopolysaccharides, with
no direct reference at all to flowing water.

So, accumulated information in the DNA of, say, an algal cell at any moment
might be parsed, for example, as: [winter [ice [many neighbors [metabolic pattern X
[increased molecular stability]]]]]. It is true that genes coding for proteins would be
‘judged’ with respect to all these levels simultaneously. Frequent failure of a given
kind of protein to function adequately for a cause traceable to some fluctuation beyond
normal at any one of these levels, even if the protein’s function would have been
adequate relative to conditions at all the other levels, could result in death of the cell.
Now, this, however, would not be a direct transit of information across all the inter-
vening levels because arrangements at any of these other levels might have been able
to compensate for the fluctuation so that the function in question would not have
been so severely challenged by an effect of that fluctuation. Thus, information at any
genetic locus is potentially contextualized by all the information in the genome, and —
crucially — configurations at other loci, some referring to configurations or activities at
differentlevels of scale, could compensate for stress bearing upon the productof a given
genetic locus, thereby preventing the action of selection. Since meanings reflected in
a given gene product are contextualized by meanings reflected in many others, which
could either support or problematize its function, no locus can be said to hold, by itself,
information about any biological activity.

THE ORIGIN OF LIFE

Materially, ecosystems were originally just abiotic energy flow landscapes
holding dispersed energy gradients, minerals and other potential resources
(Ehrensviird, 11960, I0dund, [1971)). These systems fostered chemosyntheses globally
powered by the sun, as well as locally in some places by vulcanism. These were
powerful energy sources, the tremendous magnitude of whose energy flows would
have prevented development beyond relatively simple proto-living systems because
they would disrupt more delicate micro- and macroscopic forms almost as soon as
they formed. Solar intermittence was therefore necessary to provide a dark period
for molecular and supramolecular folding into least free energy configurations with
enhanced stability. And the presence of shaded ledges could also have been the sites
of further complication, as well as any other more temperate locales that would
have been reached by turbulent dispersal away from submerged outlets of terrestrial
heat energy which had driven concatenations of chemosyntheses M»@)
The origin of life — that is, the emergence of replicability of linear macromolecules
that can betoken meaning — needs (whatever its mechanisms were) to have been
fostered by macroscopic dissipative structures mediating the required energy flows
and resources. Some of these dissipative structures plausibly later became co-opted
into the biological system proper, becoming in that process more defined and
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complicated. Eventually they would function as the very focused systems of inter-
pretance that we know as organisms, colonies and symbiotic associations. These
would continue to be dependent upon their local megascopic ecologies, to which
they would have become especially adapted for energy, materials and waste sinks.
It should not be thought that the microscopic structure and functioning of the cell
itself was a particular product of biology, without abiotic precursors. Sydney Fox’s
extensive work on proteinoid microspheres (reviewed in 1988) showed that these
could perform many of the functions of living cells — maintenance of internal
difference, including charge separation between inside and outside, division, fusion,
growth, and other functions. Once formed, they are quite stable, but do show the
effects of aging. As well, when artificially fossilized, they do not differ from some
Precambrian microfossils (Erancis et al.[1978). The point I am getting at here is that
many cell functions are generic for enclosed microscopic physicochemical systems
like micelles, and do not depend, as such, upon genetic information (m ).

SUPRAGENETIC INFORMATION
Species

Once an array of genetic information is being replicated, copies of it can get
transported to other areas, some perchance with similar enough ecosystemic confor-
mations to allow tentative colonization. Successful colonization by an informed
system is mediated by meanings evoked from its own configuration/conformations
(which are generated in contemporary biological systems by translation of DNA
‘messages’ during development) if the system happens to find itself in a supportive
environment. Successful colonization of different habitats isolated from each other
would allow the preservation of different genetic arrays, eventually generating
different biological species, each related to, and eventually adapted to, a different
habitat. Species can be said to hold ownership of the biological information
embodied in the nucleic acid arrays held within cells and organisms, even though
their scale is very much larger than that of the actual informational molecules. We
know this because local extinctions of populations do not necessarily eliminate a
species’ information in these locales, as there may be other populations of the same
species elsewhere which can supply immigrants for repopulation , ).
Furthermore, no single population, any more than any individual organism or cell,
will have all the genetic variants belonging to a species. So the species is the actual
storehouse — and indeed the owner — of genetic information, deploying it by way of
mediating dispersal of its organisms or their propagules. This is managed either by
the shape and location of its areography m, ), or by way of organismic
and propagule dispersal abilities coded for in its genes. So, even if one assumes
that the most characteristic biological information exists in nucleic acids, it must
be admitted that it is deployed through the agency of species. Since this involves
at least some material constraints independent of genetic information, as in the
areographic pattern of a species occupation of space, or in migration routes learned
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by its organisms, so species have a separate existence as systems of interpretance
(somewhat, perhaps, in the way that a bank has an existence separate from the
money it manipulates).

As an exercise in pansemiotics, we might consider species as systems of interpre-
tance in more detail. We first need to cast our thoughts upward in scale, so that, as
observers, we see them as if smaller than ourselves. We would then see a species’
areographic range looking rather like a carelessly assembled amoeba, with parts of
its pseudopods dissociated from the main body, which itself does not occupy space
fully, but rather with greater or lesser aggregations of the organisms or cells that
form its ‘atoms’. There are as well gaps between its populations, which are its repro-
ductive organs. These are connected by way of gene flow carried by immigrants
from one to another, which, if our observation scale is large enough, we would see
scooting back and forth between them. Now, considering Peirce’s triadic formu-
lation of semiosis (see the Appendix), we must contrive to find a species’ interpre-
tants, the signs it ‘attends’, and the objects it is relating to. The external objects of
importance to it are various environmental properties. The signs it is attuned to are
the environmental affordances that it is particularly capable of constructing out of
environmental raw materials, should the latter be present. Such an affordance might
be, say, soils of a given pH with just the right amount of shade during a given
season and time of day. Its interpretants are emigrant populations established by what
seem to be wayward propagules or organisms. Note that Peircean semiotics is an
abstract system of relations that is capable of being overlaid upon any complex enough
material system. Resistance to this procedure would likely be driven by refusal to open
up observational scale, motivated by pragmatic rather than philosophical concerns.

Convergent Evolution

With this issue we have broached the general problem of where biology exists
more explicitly. A major phenomenon to support my perspective here is convergent
evolution (Conway Morrid, 2004, Willey, [1911]). This is the situation whereby quite
distantly related biological lineages generate similar anatomical organs, organisms,
or even whole ways of life from different ancestors that were not similar in these
respects, and whose genetic information therefore could not have been the same.
Perhaps the most famous example is the independent evolution of essentially the
same kind of eye in both vertebrates and cephalopods (squids, octopi and cuttlefish).
Being only very distantly related, fishes and squids, for example, do not generally
resemble each other closely other than by being streamlined for swift motion in
water — this being a very general adaptation easily conceived as the separate results
of natural selection in different lineages. Moving swiftly through the dense medium
of water requires this shape of any organization that takes up that way of progression,
and is such a general requirement that almost any starting point could be molded in
this direction — even people have invented submarine boats! Another such example
would be the evolution of woody trees in many different plant lineages. Such very
general similarities need not be reckoned to show convergent evolution.
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The focusable eye, however, is quite a different matter. It is a complicated
arrangement of cornea, lens and retina, capable of focusing light from different
distances. The key point for us here is that the genetic information involved in this
eye must be completely different in the two lineages under consideration. The alpha-
crystalline proteins in the vitrius humor of the lens were found to have very different
conformation when comparing those from mammals and squids immunologically.
This raises a key point here. Genetic information is today accepted as the basis
of biological form, yet here we see that such form can exist independent of the
information in that basis. It is well to note here also that evolution has produced a
number of completely different kinds of eyes among animals, and so it is not the
case that an eye, for some unknown lawful, nomothetic reason, must always have
the same form. So it is as if the focusable eye, as an independent form, is enlisting
different informational tokens to code for it in different biological lineages, thus
acting like a ‘deep structure’ in Nature.

An interesting example of a kind of evolutionary convergence is the iterative
evolution of the same suite of multiple body forms (pikes, panfish, eels, etc.)
in three fish faunas that replaced each other after major periods of extinction
throughout the fossil record — the paleoniscoids were followed by holosteans, who
were replaced by teleosts. These faunas independently evolved these same forms
starting in each case from a more typical fish form, and since they were not closely
related, the genetic basis of these forms in the different lineages must have been
quite different. The teleosts, who are still with us, and so known in more detail,
have evolved many other kinds of ‘bizarre’ forms which, since we don’t know the
earlier faunas nearly as well, we cannot say whether they were represented in them.
A favorite example of mine to illustrate evolutionary convergence is the comparison
between one kind of bizarre fish — seahorses — with chameleons, because these two
are basically so different in underlying structure, and in habitat as well. And, of
course, they are not closely related genetically. These two vertebrates are similar
in size and in a bushwhacking mode of predation, lurking or creeping slowly along
on vegetation, then striking swiftly. Both are cryptically colored, both have slender
prehensile tails, and both have independently moving eyes as well. Furthermore,
seahorses bear live young, and so do some chameleons. Such examples of evolu-
tionary convergence are particularly notable in light of the fact that evolutionary
biologists today use only Darwin’s descent- with- modification model of evolution,
conceptually delivering only a diverging process of evolutionary change. In any
case, we see that organismic forms at the macroscopic level have a potential
existence independent of the particular microscopic configurations of gene arrays.

Habitus

Another way to problematize gene hegemony in biology is to consider exactly where
a species’ form might be said to exist. Darwinian biology has established the fact
of individual variability in details of form, linking this with concurrent variability
among individual genomes. Yet individuals of given species can generally be
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identified as members of that species with little trouble. Each is individually
different, yes, but in some larger sense all are the same. The concept of ‘habitus’
is useful here. For example, the North American sugar maple tree has a well-
known egg-shaped form in middle age when free standing, yet the branching
pattern producing that form differs in every individual. This overall form is even
preserved when two or three individuals grow so close to each other that they
share in producing it. The branching pattern of growth is certainly directly influ-
enced by genetic information, as can readily be seen by comparing the twigs
of different species (say, ashes contrasted with maples). Even individuals of one
species can have clearly visible branching pattern differences; individual sugar
maples can be consistently more, or less, densely twiggy for example. As well, the
branching pattern responds easily to environmental perturbations, and yet somehow
that overall egg shape of this kind of maple is regulating overall growth of these
trees. Mushrooms are interesting in this way as well, it having been noted that the
mycelial hyphae making up the mushroom cap are haphazardly tangled together in
a way that does not prefigure, or in any way relate to, the species-specific shape of
the cap (m, ). It is as though the mycelia were poured upward into a mold.
So a species has a form which it imposes upon its individual participants, but which
cannot be said to be imposed directly by way of a chain of information originating
in microscopic genetic transcripts, which could be said to directly produce, for
example, the process of branching of twigs. No doubt a geneticist could suppose
that some sort of cellular interpretation of environmental cues allows this kind of
regulation. If so, it needs to be demonstrated.

At a larger scalar level there is a related phenomenon — the migratory routes of
various animals. These are quite stable, and cannot plausibly be represented in the
genome, but are learned by individuals from their parental generation. The ability to
learn would be, of course, a genetic predisposition, but the actual routes themselves
exist only as used. This may be another kind of information that could be said to
be “owned” by species, or at least by populations.

Genetic Discourse

I will note here that genetic information shows up in biology discourse as differ-
ences between individuals, or species; to the extent that these are similar, genetic
information is not invoked, and is discursively irrelevant. Once an inheritable
difference is discovered, it is true that searching the DNA will likely uncover a
difference therein that can be understood as the underlying informational distinction
that can be preserved by inheritance in a population. Yet it remains the case
that in the absence of phenotypic difference there is no reason to invoke genetic
information — and of course there might be genetic differences that are pheno-
typically neutral as well. This latter point obviates the argument that phenotypic
difference is no longer required to find genetic difference given modern gene
sequencing technology. Without correlation to phenotypic difference, however,
genetic difference is semiotically meaningless — ‘neutral’ (the exception here is
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their discursive use in taxonomy). The import of this would be that, for example,
the presence of four limbs in all tetrapods is not a fact related to genetics. Discur-
sively, genes code only for differences, while materially they provide the means for
recording those differences. It might even be said that genes create differences, in
the sense of stabilizing them.

It has recently been argued that, besides genes, organisms inherit many other
‘resources for development’ (Griffith and Gray,[1994). First and foremost we should
note here the biological system itself, either a daughter cell or a propagule, which
clearly are systems of interpretance with respect to the genetic information. No
genetic information exists, or is passed on, independently of them. Even viruses
have some non-nucleic acid parts. But there is more. Consider local mycorrhizal
relationships among plants, or beaver dams and pack rat nests, both of which are
inherited within a primary family. And there are trails in the mountains that have
been used by deer for many generations. Plants inherit environments that have been
favorably modified by their immediate progenitors, as when certain trees and shrubs
in dry habitats produce very flammable leaves which accumulate around them to
the point where they eventually ignite, burning out competitors that are not, like
them, capable of surviving the flames. Then there is the extended family in many
mammals and birds — flocks, packs and herds of related individuals, functioning
as units. It might be said that these resources could not be exploited except by
systems having a particular array of genes, but it is clear that these examples show
that biology is much more than a molecular phenomenon. Molecular information
in genes functions as switches and placeholders in a much larger material system,
itself maintaining non-genetic informational constraints.

What appears to be the case is that macroscopic biological forms, produced
after all by nothing more than physico-chemical processes, were implicit — even

immanent — in Nature prior to being co-opted by genetic systems by way of a
“genetic takeover” (Cairns-Smith, [1982, see also éﬁ M).

Ecological Equivalence

Robust biological forms independent of genetics exist even at the megascopic level
of the biome. There are a number of well-known examples. The pine barrens
vegetation is very similar up and down the sandy coasts of eastern North America,
even though most of the species existing in the separate regions north and south
are not the same. In this case, for example, two very distantly related lineages
have produced a striking plant with a curly wooly body that lives draped over
tree branches without contact with soil. In the north this is the old man’s beard,
a lichen, while down south it is the flowering plant (a bromeliad), Spanish moss.
A famous example of biome level convergence is the existence of nearly identical
Mediterranean vegetation forms in Australia and California, as well as in the Andes
Mountains, all regions having similar climatic regimes. We must conclude that
potentially accessible forms (deep structures in the structuralist sense) exist at many
levels of scale in the world, and can be represented indirectly in coded form in the
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microscopic gene arrays in living cells by quite different arrangements. That is to
say, we have evidence for stable meanings at all of these levels — ecosystemic and
organismic as well as molecular. And so organisms, as such, and biomes, appear to
be genuinely semiosic entities, and inform us that biology is not essentially only a
microscopic, molecular phenomenon, even if genes are essential to understanding
it. Here is an interesting quote from Guentherm ) on this point:

Consider the establishment of ecological communities upon colonization of islands or the growth of
secondary forests. Both of these examples are regular phenomena in the sense that a more or less
predictable ecological structure arises via a stereotypic pattern of intermediate steps, in which the relative
abundances of various types of flora and fauna follow a well-defined sequence. The regularity of these
phenomena is obviously not the consequence of an ecological program encoded in the genomes of the
participating taxa.

I should not close this section without noting the extensive mycorrhizal connec-
tions between plants in a flora, mediated by various fungi linking plants through
their root hairs. These connections suggest the possibility of supraorganismic
individuality, as it is known that substances are passed from plant to plant by
this route.

Development

Reaching even further afield from genomes, it is interesting to see that processes
often held to be biological (and therefore presumably under regulation by genes) are
actually found throughout dynamical material systems. A case in point is the pattern
of development during ontogeny. When examined using very general informational
and thermodynamic criteria, it can be seen that all dissipative structures, living and
abiotic, follow the same general pattern, which can be described with four rules, as
follows (m @ see also m @):

(1) There is an asymptotic increase in size, in information content, in orderliness,
and as well in gross energy throughput (power).

(2) There is an initial increase up to a peak, followed by a gradual decrease, in
mass specific power, these three phases (peak included) being constructible
as the developmental stages, immaturity, maturity, and senescence. Dissipative
systems thus exist as higher level developmental trajectories, (immature —
mature — senescent), ending naturally in failure followed by recycling. Because
of the development of senescence, it is often said that dissipative structures move
during their existence toward a mass specific minimum entropy production
regime, but few natural ones get anywhere near that before getting recycled.

(3) There is an increase in internal stability, involving increases in stereotypic
behavior which produce loss of flexibility, demonstrating for an outside observer
an increasing predictability of internally generated activity.

(4) Consequent upon the increasing rigidity devolving from (3), there is a decrease
in stability to perturbations.
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Since this pattern is found in ecosystems and even in abiotic dissipative structures
like tornadoes and hurricanes, it cannot be the case that this important developmental
trajectory was an invention of biology, requiring genetic information to be passed
on to future generations. Rather this canonical pattern is more like a law of matter,
‘inherited’ by biological systems from their abiotic precursors as a condition for
existence as dissipative structures

CONCLUSION

I believe I have demonstrated that there is more information bearing upon biological
systems than just that carried in their genetic arrays, and that we must therefore
suppose that biology is semiotically more than the consequences of cells interpreting
genetic information.

For one thing, the basic microscopic forms and functions of cells appear to
be generic for micellar structures, and so these chemical level properties were
apparently just co-opted and stabilized by living systems. Therefore, no special
information regarding these structures (like the bimolecular leaflet form of the cell
membrane) needs to be supposed to be carried in genes. As well, biological systems
have inherited the canonical developmental system m, @) that appears to be
generic for dissipative structures. Beyond these, and more particularly biological,
are forms assumed by organisms as revealed by a species’ habitus, which emerges
from processes mediated by gene products but seemingly cannot be directly derived
from them. This implies some sort of emergent, supramolecular information. Then
we have forms involved in phenomena of ecological equivalence, particularly as
revealed by convergent evolution, which do not seem to have any connection to
genetic information at all, and are the best observations in biology for suggesting
the possibility of deep structures in Nature. This view is further enhanced by
examples of similarities of whole vegetations at a much greater than organismic
scale.

From these considerations, it seems most reasonable to assume that the major
role of genetic information in biology has been to stabilize spontaneously emergent
material forms and to provide access to structural attractors, which is to say, to
harness informational constraints present generally in Nature. (Subsequent elabo-
ration of structure was of course facilitated by genes.) Biological processes appear
to have led to the emergence, therefore, of semiotic systems of interpretance at
several scalar levels, and so, while biology’s key invention — the genetic system —
has been the basis of its success, this success was attained only by conspiring with
informational properties at large in Nature.
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NOTES

T elaborate here on what I intend by “meaning” and “sign”. Meaning is a degree of matching of
indications from an external object’s counterstructures (von , m) with a system of interpre-
tance’s forms or categories, increasing that system’s sensitivity and readiness relative to that object, as
embodied in its constructed interpretants (see Appendix). A sign is the focus of mediation of meaning.
A system of interpretance constructs a system of signs — its Umwelt (von m, m, X ) —
from its lexicon of meanings. A pansemiotician would suggest that these relations can be generalized
throughout Nature.

2 A system of interpretance is a locale capable of relating to another (called the ‘object’) by way
of generating interpretants, via the process of semiosis (see figure in the Appendix), some of which
interpretants then facilitate interaction.
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APPENDIX

This figure shows a system of interpretance engaged in semiosis, as understood in
the triadic formulation of C.S. Peirce. I have supplied terms that would be used in
human discourse in order to facilitate understanding. However, I intend that these
relations should be generalizable to any systems in Nature, providing that they have
the requisite complexity for the mapping. As human systems are more specified,
or just better known than others, this would usually require simplification of the
diagram. Interaction — between some of the system’s interpretants and the object —
is not represented here.

In biology and in general, macroscopic to megascopic environmental associa-
tions generate the objects of semiosis, and so are what afford meanings for the
microscopic sequence information in nucleic acids, as interpreted by mesoscopic
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systems of interpretance (cells, organisms) successfully engaged in macroscopic
niche transactions. Biological interpretants range from induced enzymes in cells
to organismic behavioral reactions. Signs in these two systems are constructed as
perceptions based on sensations. In cells these involve various transport processes
mediated by chaperones. It should be noticed that sensation and perception are
themselves (systems of) interpretants.
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SEMIOTIC SCAFFOLDING OF LIVING SYSTEMS*
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Abstract:

Keywords:

The apparently purposeful nature of living systems is obtained through a sophisticated
network of semiotic controls whereby biochemical, physiological and behavioral processes
become tuned to the needs of the system. The operation of these semiotic controls takes
place and is enabled across a diversity of levels. Such semiotic controls may be distin-
guished from ordinary deterministic control mechanisms through an inbuilt anticipatory
capacity based on a distinct kind of causation that I call here “semiotic causation” to
denote the bringing about of changes under the guidance of interpretation in a local
context. Anticipation through the skilled interpretation of indicators of temporal relations
in the context of a particular survival project (or life strategy) guides organismic behavior
towards local ends. This network of semiotic controls establishes an enormously complex
semiotic scaffolding for living systems. Semiotic scaffolding safeguards the optimal
performance of organisms through semiotic interaction with cue elements which are
characteristically present in dynamic situations. At the cellular level, semiotic scaffolding
assures the proper integration of the digital coding system (the genome) into the myriad
of analogical coding systems operative across the membranes of cells and cell organelles

Biosemiotics, Emergence, Scaffolding, Anticipation, Sign, Evolution

LIFE AND MEASURING: BASICS OF A SEMIOTIC ONTOLOGY

The vision of nature as an intelligible place has nourished confidence in the
scientific project ever since the times of the Enlightenment. One prominent source
for this belief was in Thomas Aquinas’ teaching in the 13th century which strongly
emphasized the inner connection between the two great books, the book of God,
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i.e., the Bible, and the book of nature. The will of God manifested itself in his
creation as well as in the Bible and therefore reading the “Book of Nature” was a
necessary supplement to reading of “The Book of God”. That God in his benevo-
lence would not have created nature as an unruly and lawless place seemed obvious
to most Christian thinkers (note 1).

Orderliness does indeed seem to be a widespread property of our universe, but
it should be noticed that: (1) such orderliness need not embrace all phenomena in
nature, and (2) it need not have been instituted in our world from the beginning,
but may as well have appeared in the world through an emergent process. Strangely
enough, however, many modern scientists do not seem embarrassed by the obvious
Christian metaphysical heritage of science, whereas the idea of emergence, i.e.
the idea that the orderliness we observe in nature has itself emerged through
processes which are not yet effectively understood, is often seen as a smuggling in
of supernatural intervention through the backdoor. It is hard to see, however, why
the belief in an orderly universe as instituted from the beginning (by a benevolent
God?) should be seen as a less supernatural explanation than the belief in orderliness
as something arising by its own “force” in an unruly and largely random universe.
Both ideas are dependent on ontological presuppositions which cannot themselves
be ultimately proven.

The ontology of an emergent universe was explored in the evolutionary
cosmology of the American chemist and philosopher Charles Sanders Peirce, who
posited the idea that our universe has an inherent tendency to “take habits” (note 2).
Taken in its broadest or most primitive sense, the Peircean idea of “habit taking”
can be seen as an act of interpretation, i.e. the formation of a mediating link
between one regularity and another, as when a bell is interpreted by a Pavlovian
dog to mean food. Habituation, in other words is semiosis (sign activity) in its
most general sense, and seeing habit taking as a general property of our universe
immediately lets us reconcile our cosmology with the fact that semiotic creatures
(such as ourselves) exist on planet Earth — or, in other words, that there are creatures
in this world capable of “making sense” of their environment, i.e. measuring it and
making choices based on such measurements.

That measuring processes constitute a central aspect of life processes in

eneral has been emphasized throughout the work of Howard Pattee (Patted m;
m ). Convergently, Stuart Kauffman has recently also discussed natural
measuring processes in the context of the “non-ergodicity” of our universe. That the
universe is non-ergodic implies that the universe never has had the time it would
have needed, should its present state of affairs be in any way representative of its
in-built possibilities m ). The persistent movement of the universe into
the next possible state, or the “adjacent possible” as Kauffman calls it, precludes its
ever reaching a state that depends on statistical likelihood. Instead the universe is
historical, for “history enters when the space of the possible that might have been
explored is larger, or vastly larger, than what has actually occurred” (p. 152).

Kauffman is fully aware that the “burgeoning order of the universe” cannot be
reduced to matter alone, to entropy (or the negation of entropy for that matter),
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to information, or to anything that simple. The propagation of organization and
the subsequent growing diversification of the world is enabled in Kauffman’s
terminology by autonomous agents and, as we shall see, these agents are in a deep
sense semiotic creatures. For an autonomous agent may be defined quite rigorously
as an ‘“autocatalytic system able to reproduce and able to perform one or more
thermodynamic work cycles” and in his earlier work, Kauffman has shown that
such agents will be expected to self-organize given the kind of system our Earth
belongs to (m ).

However, in Investigations, Kauffman explicitly observes that such a definition
leads to the more intractable questions of “measuring” and “recognition”. For if
work is defined as “the constrained release of energy” where will such “constraints”
come from? Minimally, it will take work to produce them, and this is not all,
for: “autonomous agents also do often detect and measure and record displace-
ments of external systems from equilibrium that can be used to extract work,
then do extract work, propagating work and constraint construction, from their
environment” , 110). Now, since a measurement always implies an
act of interpretation, this immediately brings us to the heart of biosemiotics.

Because the ability to measure is the exclusive property of living systems;
measurements do not take place in ordinary chemical systems. By way of illus-
tration, let us consider the chemotactic behavior of the E. coli cell. In naturally
ocurring systems, nutrients will not normally be homogenously distributed in space
but will typically be present in certain localities and absent in others. This is the
logic behind the appearance of the chemotactic capacity in early evolution. E coli
cells are certainly primitive creatures, but they are, in fact, capable of measuring
the concentration of nutrients they encounter while swimming, and to register any
change in the concentration they might come upon. An eventual change in the
concentration of an edible amino acid will — at least when more profitable nutrient
sources are absent — cause the bacterium to swim upstream toward the source of
the amino acid.

This behavior depends upon a sophisticated interaction of some fifty different
proteins that co-operate in executing a comparison of measurements taken at two
successive points in time — as well as in mediating the result of this comparison
to the many aggregates of proteins spread along the surface of the cell that are
responsible for flagellar movements. The collective effect of this co-operative effort
is the establishment of a scaffolding mechanism assuring that the bacterium moves
towards the best available nutrient source — or eventually, if no such nutrients
are available, that it changes its movements into a random search behavior, i.e.,
tumbling around itself without a definite direction.

What goes on in this measuring sequence is the formation of an interpretant (here:
the change in flagellar movement) that is related to something exterior to the cell
(the distribution of nutrients in the outside environment) in a way that reflects the
historically- and evolutionarily- acquired integration between the sensory system of
the cell to its motoric faculties. In other words, the reason why an interpretant is
formed here and now is that the cell through its evolutionary ancestry has evolved
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this particular mechanism for a mediation between its sensoric capacity (e.g., the
receptors at its surface) and its needs (the regularly assured movement towards
nutrients). History thus not only matters to the cell, but literally operates inside the
cell through the structural couplings — or semiotic scaffolds — that it has served
to build into the system. And this is exactly what distinguishes living systems
from non-living systems: the presence in the former of historically created semiotic
interaction mechanisms which have no counterpart in the latter.

This mechanism is so different from anything taking place in the non-living
sector of nature, that it deserves to be distinguished as constituting a special kind of
causation, different from but dependent upon traditional efficient causation. I have
coined the term semiotic causation for this kind causation of bringing about effects
through interpretation (note 3), as when, for example, bacterial movements are
caused through a process of interpretation based on the historically defined needs
of a sensitive system (m ).

Of course, such “semiotic causation” cannot in itself execute its effects, but must
always operate through the mechanisms of material efficient causation. The relation
between the two kinds of causation is like the relationship between a court of law
and a sheriff, says Peirce: “Law, without force to carry it out, would be a court
without a sheriff; and all its dicta would be vaporings” (CP 1. 213 (note 4)). Or
to paraphrase Kant: Semiotic causation without efficient causation is helpless, but
efficient causation without semiotic causation is blind. Semiotic causation is the
term for that system of relations that gives direction to the flows of metabolic

energﬁ through a living system and thus to the behavior of an organism (Santaella-
Braga ).

Biosemiotics deals with habit taking in this precise sense, as exhibited by living
cells and the interactive patterns in which they take part, i.e., as organisms or
as supra-individual entities. But whether or not such habituation is a meaningful
concept in the inorganic world, as Peircean cosmology requires, is a metaphysical
question that is not of direct concern to biosemiotics. For it is an empirical scientific
fact that the equivalent of measuring processes do undoubtedly take place in every
living system, and this basic semiotic activity alone amply justifies the study of
living systems as semiotic entities.

THE SCAFFOLDING OF LIFE PROCESSES

Life depends on the fine tuned co-ordination of an astronomical number of
biochemical reactions taking place inside and across different kinds of membranous
structures (Hoffmeyer [1998; [Hoffmeyei [1999). The total area occupied by cell
membranes in the human body, for example, has been calculated as one third of a
squared kilometer (Mj, ). Moreover, the area of membranes filling up
the internal space of cells, i.e. the membranes around the mitochondria, endosplas-
matic reticulum, Golgi apparatus, and the many smaller cell organelles, are probably
several orders of magnitude larger than the area of the outer cell membrane itself,
resulting in a total area of membranes in the human body of perhaps 30 km®.
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These membranes generally are fluid structures that need to be upheld actively
at the expense of metabolic energy. Thus, nothing in this complex arrangement has
any inherent stability, so the maintenance of a living system requires a very intricate
system of dynamic interactions. And while this system is of course powered by
metabolic energy — it must be controlled by semiotic means. This is to say that
local processes must subserve the needs of global functions, and this result can only
be obtained through communicative activity connecting distant parts and different
functional domains of the body (or organism) to each other.

For even inside the single cell — and a human body consists of some 50,000
billion single cells — the task of communicative coordination is not a simple one.
A multitude of pathways for signal transduction are involved in each and every task,
and one major problem to avoid is the possibility of so-called signal transduction
“cross-talk” interfering with the transfer of messages, i.e., the prevention of signal
molecules destined for one distinct pathway becoming interpreted as relevant by
other pathways (see [Bruni 2003; and this volume for a discussion of the intricate
semiotics of signal transduction).

The semiotic coordination of the processes described here makes up the branch of
biosemiotics called endosemiotics, i.e. the semiotics of processes taking place inside
the organism. Exosemiotics, on the other, hand is the term used for biosemiotic
processes going on between organisms, both between and within species, as well
as for the semiotic processes connected with the interpretation of abiotic markers
in the environment, as when migratory birds make use of stellar configurations in
order to find their way. That these endo- and exo- prefixes have thus come to refer
to the two sides of the borderline around bodies, is an terminological distinction
only and should not be taken to signify any privileged role in biosemiotics for
either side of the interface, or boundary. In fact, semiotics is in principle always
connected with some kind of inside-outside interaction.

Thus, through the totality of life processes in the world, a semiosphere is created
that envelops the earth in much the same way the atmosphere, hydrosphere or
biosphere envelops the planet (Hoffmeyer [1996; [Hoffmeyed [1997) (note 5). This
semiosphere truly is a sphere like the atmosphere, the hydrosphere or the biosphere,
in that it penetrates these spheres for living organisms and consists in commu-
nication: sounds, odors, movements, colors, electric fields, waves of any kind,
chemical signals, touch, etc.

The concept of the semiosphere adds a semiotic dimension to the more well-
known concept of the biosphere, emphasizing the need to see life as belonging to a
shared universe of sign activity through which cells, organisms and species all over
the planet interact in ways that we still hardly understand. And yet every single
species (including humans) has only limited access to this semiosphere, because
each species’ capacity for sensing and interpreting potential cues in its surroundings,
i.e. its interpretance (note 6), has evolved to fit a particular ecological niche. Put in
the terminology of Jacob von Uexkiill, each species is confined to its own limited
Umwelt, or “internal model” with which individuals of a species constructs an
understanding of its surroundings.
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Moreover, the semiosphere poses constraints and boundary conditions upon the
Umwelts of various species populations, since each are forced to occupy specific
semiotic niches, which is to say that each will have to master different sets of
visual, acoustic, olfactory, tactile and chemical signs in order to survive in the
semiosphere. It is thus entirely possible that the semiotic demands made upon
species’ populations are often a decisive challenge to their success. If this is so, then
ecosystem dynamics, for example, shall have to include a proper understanding of
the semiotic networks operative in ecosystems.

The network of semiotic interactions by which individual cells, organisms,
populations, or ecological units are controlling their activities can thus be seen
as scaffolding devices assuring that an organism’s activities become tuned to that
organism’s needs. And just as the scaffold raised to erect a building will largely
delimit what kind of building is raised, so too do the semiotic controls on biological
activities delimit when and how such fine-tuned activity should take place. To
conceptualize and analyze the myriad of semiotic scaffolding mechanisms operative
at and across different levels in natural systems is the core subject matter of
biosemiotics.

THE CONCEPT OF SCAFFOLDING

Semiotic scaffolding operates by assuring performance through semiotic interaction
with cue elements that are characteristically present in dynamic situations such
as the catching of prey, invading host organisms, or mating. The significance of
dynamic scaffolding in the human sphere has been pointed out already by the
Russian psychologist Lev Vygotsky, who was probably the first to emphasize the
importance during child development of scaffolding, i.e. experiences with external
supporting structures (including linguistic ones). At crucial developmental moments,
adults help give the child the experience of successful actions that child alone
would not be able to produce (Em ). Some obvious examples include
physically supporting the first few faltering steps of a near-walker, or supporting a
baby in water to allow for swimming movements.

A striking case of a linguistic scaffolding is when a child is “talked through”
a tricky challenge by a more experienced agent and thereby succeeds in solving
a problem which was otherwise beyond its abilities (such as learning to tie his
or her shoelaces). Later, when the adult is absent, the child may often conduct a
similar dialogue with herself — in which case the speech sounds serve as an external
memory-scaffold to guide the difficult activity and to avoid errors. In such cases
“the role of language is to guide and shape our own behavior — it is a tool for
structuring and controlling action, not merely a medium of information transfer
between agents” m , 195).

In turn, the concept of scaffolding was later taken up and further developed within
the fast-growing segment of robotics research concerned with so-called autonomous

agents (e.g., [Brookd|1993; [Hendriks-Jansen[199€:; [Clarkl[1997). Autonomous agents

are mobile robots (“mobots™) capable of functioning in messy and unpredictable
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real-world settings such following as close as possible alongside a wall in a crowded
office. “The New Robotics revolution” writes Andy Clark “rejects a fundamental
part of the classical image of mind. It rejects the image of a central planner that is
privy to all the information available anywhere in the system. .. The problem with
the central planner [model] is that it is profoundly impractical. .. The reason is that
the incoming sensory information must be converted into a single symbolic code
so that such a planner can deal with it” m@’ 21).

Instead, autonomous agents operate on the principle that Hendriks-Jahnsen calls
“interactive emergence”: ‘“Patterns of activity whose high-level structure cannot
be reduced to specific sequences of movements may emerge from the interactions
between simple reflexes and the particular environment to which they are adapted. . .
The emergent behavior of the system as a whole is the result of various autonomous
activities interacting with each other and with the environment, and not a centralized
system making decisions based on internally represented courses of action or goals”
(Hendriks-Jansed [199€, 8-9).

Significantly, as seen from a biosemiotic point of view, Hendriks-Jansen empha-
sizes that “Interactive situated behavior cannot be explained in terms of a deductive
or generative law. It requires a historical explanation because there can be no rules
to predict the sorts of behavior that might emerge” (p.9). Addressing the question
of similar scaffolding mechanisms in biological creatures, Clark has suggested a
“007-principle”: “In general, evolved creatures will neither store nor process infor-
mation in costly ways when they can use the structure of the environment and
their operations upon it as a convenient stand-in for the information-processing
operations concerned. That is, know only as much as you need to know to get the
job done” mw, 46).

Both Clark and Hendriks-Jansen are writing interchangeably about autonomous
agents and biological creatures in ways which are likely to meet objections from
many biologists. Thus, in the case of a wall-following robot, a human constructor
pre-selects the “situatedness” of the given activity. But how does an organism select
its own “situatedness”? Situated activity presupposes a kind of fitting between
environment and organism, so Hendriks-Jansen contents himself by pointing to
“natural selection” as the explanation for interactive emergence in the organic realm.

But the anticipatory or teleological capacity of natural selection is not as self-
evident as most scientists seem to suppose. For natural selection not only presup-
poses superfecundity — i.e., that more individuals are born than can possibly survive,
but more generally it presupposes the operation in organisms of a “strive” for
survival. But a strive already implies a telos, something of the kind philosophers
call ‘aboutness’ or intentionality, (although intentionality in this case does not imply
thoughts and consciousness).

From the very beginning, even the simplest prokaryotic (bacteria-like) life forms
take an interest in their surroundings with regard to finding solutions to survival
problems such as how to feed, how to escape predation, and how to reproduce. None
of these strivings are explainable through schemes of simple efficient causation,
for they all presupposes some kind of “orientation” from the system towards
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the environment and towards the future. Thus, the inherent teleological nature of
livings systems cannot be “explained” by natural selection because natural selection
wouldn’t work without it. And this “teleological property” of living beings was, of
course, exactly the reason why Kant reached the conclusion that life evades scien-
tific analysis. The Kantian conception of science was purely physicalist and he did
not doubt that functionalist explanations in biology — e.g, the perennially beloved
“machine metaphor” — violate the physicalist ideal to which biology still often
subscribes — thus unwittingly (one must suppose) admitting logical contradictions
into its core body.

And this is why the semiotic dimension of natural processes must be drawn
into any dynamic analysis of such systems. Rather than talking about inter-
active emergence, as Hendriks-Jansen suggested, I would recommend using instead
the concept of semiotic emergence. The primary mechanism behind semiotic
emergence is semiotic scaffolding, the key to nature’s tendency to take habits in
the biological realm.

SCAFFOLDING AND EMERGENCE

The emergence of new scaffolding devices (unknowingly) function like stepping
stones in a river, leading evolutionary processes forward one step at a time and —
in average — farther away from the bank at each step. In themselves, such semiotic
scaffolding patterns may take many forms and rely on many different principles,
but the core property of a semiotic scaffold remains that of focusing the energy flow
(behavior) of the concerned system or subsystem upon a rigidly limited repertoire
of possibilities, or in guiding the system’s behavior to realize a definite sequence
of events. A receptor molecule at the surface of a cell may be tuned to open a
neighboring channel when, and only when, being hit by a small set of possible
domains on protein surfaces, just as the offspring of a bird may be tuned to learn
only one or a very narrow band of sequences of sounds. When the proper cue
arrives, the receptor opens the channel or the young bird learns the species’ song.
The receptor may be misled, however — as when an HIV virus iconically mimics
the surface domains of one of the organism’s own proteins — and the bird may
be fooled e.g. if it’s been deposited in the nest of a foster bird without further
contact with adult birds of its own species (cf. [Soler and Solei [1999). Semiotic
scaffolding mechanisms depends on acts of interpretation (understood in the most
encompassing, and not merely human anthropomorphic sense) and interpretation
always runs the risk of being wrong.

For illustration, let us consider the case of infertility in the so-called eyeless
mutant of the axolotl, as discussed by Leo Buss (m ). Under normal condi-
tions, the amphibian eye will be produced by chemical interactions between the
newly formed optic vesicle and the embryonic ectoderm layer. A chemical inducer
produced by the optic vesicle is used for the scaffolding of this interaction. What
happens in the eyeless mutant of the axolotl is that this step is disturbed because the
ectoderm of the mutant does not respond properly to the inducer, so that no eye will
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be formed and the mutant develops blind. This however, is not the only problem this
poor creature has to cope with — for it also lacks the capacity for leaving offspring.
This is because the eyeless mutant develops a secondary deficiency in the region
of the brain called hypothalamus, which will only be properly developed through
induction via signals that are sent to it from the eye. In the eyeless individual, no eye
exists to direct the development of the hypothalamus, and thus the hypothalamus
therefore cannot produce gonadotropin hormones — and in the absence of these
hormones, the individual becomes sterile.

The deficiencies of the eyeless mutant clearly illustrates the tinkering ways in
which ontogeny has become scaffolded by evolution. There is presumably no other
reason why the development of hypothalamus should depend on the presence of a
functional eye than the eventual formation of the eye in a location that happens to
be anatomically close to that region of the brain where hypothalamus is normally
developed in this lineage. Making the development of hypothalamus dependent upon
the prior formation of an eye effectively assures that hypothalamus will become
constructed at the exact right moment in embryogeny. And this is precisely the
situation that went wrong, of course, in the eyeless mutant — but rare mutants are
statistically of little concern in evolution. Rather, the axolotl eye just happened to
be in the neighborhood of the nascent hypothalamus-region in normal individuals
and it is most likely for no other reason than this that evolution managed to
exapt the eye for a secondary role as an ontogenetic switch for the initiation of
proper development of a hypothalamus. As Buss says: ‘Ontogeny must re-enact
the interactions which gave rise to it’ @, 97). In the terminology of this
paper, ontogeny is safeguarded by myriads of semiotic scaffolds that depend on
one another in long chains of successive steps.

In other words, all that was needed to assure that proper induction would take
place was that some factor could be counted on as a reliable cue for the onset of
hypothalamus development. We must suppose that the sensitivity of cells in the
hypothalamus region to induction from the eye has been molded by natural selection,
but very probably a number of other constituents might equally as well have become its
target. Natural selection thus is responsible for producing the safe channeling (under
normal conditions) of an inductive relation between eye and brain development, but
the choice of this particular relation (between the development of those parts of
the hypothalamus that will later enable gonadotropin production and the presence
during embryological development of a rudimentary eye) as a theme for the semiotic
scaffolding of hypothalamus development was probably more or less random.

In the same way, natural selection has safeguarded the inductive relation between
optic vesicle and ectoderm layer at the location where the eye is supposed to
form, but the fact that this relation became the focus for the selection process
didn’t necessarily itself offer any “selective advantage.” Yet once this relation had
become safeguarded through the strengthening influence of natural selection, it did
thenceforth, however, offer a reliable cue for the successive construction of yet
further semiotic scaffolding. In this way, ontogeny may be seen as being based upon
a highly integrated web of historically coordinated semiotic scaffolding devices that
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guide the construction of the embryo safely through a procedure involving millions
of possible choices taken by cell lines all along the developmental patchwork of
the ontogenic process.

The emergence of this pattern of subtle scaffolding devices through evolution is,
of course, in a certain sense the outcome of natural selection. But it should also be
noticed that an important aspect of this process is the capacity — or talent one might
say — of individual cells and cell assemblies to change their internal settings in
integrated waves (e. g. signal transduction cascades) under the influence of external
(or new) molecular cues. The semiotic logic of localized dynamic biochemistry in a
given embryonic tissue thus would tend to tell us as much or more about the actual
“causality” behind semiotic emergence than do explanations in terms of “natural
selection” alone.

SPAM

According to neo-Darwinian understanding, the gradual fixation of favorable
mutations in DNA molecules due to natural selection is the mechanistic backbone for
change in organic evolution. One reason for the overwhelming success of this under-
standing may be that genomes are in fact the most fundamental scaffolding devices
for the ontogenetic production of organisms, and if you monitor the construction of
a scaffold you are sure to catch also an important temporal aspect of the dynamic
processes scaffolded. If, for instance, you monitor the ongoing addition of new
notes to a musical score you will certainly get some insight into the tempo and
speed of the composing process, and even a deaf person might become an expert
in this. Too, there can be no doubt that the genomic structure is the most rigid
and conservative scaffold for the evolutionary process, and monitoring the changes
in gene frequencies down through generations will, of course, present you with a
timetable which is tightly coupled to true evolutionary change.

For ease of illustration, let us consider a well-known case of linguistic scaffolding
taken from the history of the development of the Internet, namely the term spam.
This word has become customary all over the world for referring to the violation
of privacy through invasion of other people’s electronic mailboxes by non-invited
advertising mail. Yet only a few people outside of the English speaking world
would know that this new meaning of the word “spam” derives from a very specific
situation — in particular, a single Monty Python’s Flying Circus skit in which a
group of Vikings sing a chorus of “SPAM, SPAM, SPAM, SPAM... lovely SPAM,
wonderful SPAM. . .” in an increasing crescendo, drowning out nearby conversation,
much in the way that unsolicited e-mail “drowns out” other email on the Internet.
Additionally, the song’s lyrics themselves costitute an endless repetition of worthless
or annoying text similar to the e-mail variety of “spam.”

Now, technically, the term “spam” is a so-called telescope word formed by the
contraction of the phonemic extremities of “sp(iced) (h)am”, i.e. spam. But although
this term has been intentionally introduced and functions now, of course, in its
present significative role — we can be quite sure that neither the original inventors



Semiotic Scaffolding of Living Systems 159

of the spiced ham brand name SPAM, nor the cast members of Monty Python,
had any idea of the particular world wide usage awaiting it. Rather, he metaphoric
transformation of “spam” from the Monty Python setting to the Internet vocabulary
was a non-necessary and creative act.

Moreover, this new relation (“spam” = electronic junk mail) only stuck because it
happened to hit an unfilled locus in linguistic space, nominalizing a non-verbalized
general experience in modern society. Yet through this metaphorical transformation
onto the experiential plane of the Internet, the term now has become an linguistic
actant in its own right, generating a range of new habits — e.g., we can engage
in making rules for Internet services to “eliminate spam” or discuss and execute
punishments towards “spam-sinners.” And we may eventually expect even further
conceptualizations to develop on the top the original concept. In this way, new
terms can themselves be “scaffolding devices” for cultural development.

The point is that the coining of the term spam was a creative response to the
novel needs of a new cultural situation. As such, it was not a result of conscious
deliberations; instead, it just happened to grow spontaneously out of already existing
linguistic resources by a sort of tacit interactive consensus.

It is tempting to see the appearance of the term ‘“spam” as a prototype case
for the origin of new digitally coded signs in nature, i.e. in evolution. Thus the
digitalization of the Monty Python sketch in one simple phonetic sequence served
to scaffold a complex social experience by making it an easy general resource for
communication. And this kind of semiotic scaffolding, I suggest, is exactly what
digitally coded messages such as genes are in general good for.

For new genes may often be formed very much through the same kind of
scaffolding conversions that we have seen to be instrumental in furthering the
inclusion of new words in a language. Thus, in the case of the new term “spam”
the decisive point was the conjunction of a pointed meaning (submitted by Monty
Python) and a social need (created by spam sinners). Likewise, in the biological
realm, we can suppose that gene duplication accompanied by the hitch-hiking down
through generations of one of the copies of non-essential or masked genetic material
(prone to all kinds of non-lethal mutations) would assure the availability of a rich
resource base for potential future genes. The decisive cause for the birth of a new
functional gene would be a lucky conjunction of two events: (1) an already existing
non-functional gene might acquire a new “meaning” through integration into a
functional (transcribed) part of the genome, and (2) this gene-product would hit an
unfilled gap in the “semiotic needs” of the cell or the embryo.

In this way, a new gene may become a scaffolding mechanism supporting a new
kind of interaction by imbuing some kind of semiotic advantage upon its bearer —
and this is what I mean by the term semiotic scaffolding. By entering the realm of
digitality, the new semiotic functionality becomes available not only to the cells of
the organism carrying it, but also to future generations as well (and, if we allow for
horizontal gene transfer, possibly even to unrelated organisms).

Digitality in the life sphere thus provides for the sharing (or objectivity) of ideas
(functions) and thereby also assures their conservation over time. But this very
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function is itself dependent on the relative inertness of the genetic material and
its very indirect and highly sophisticated way of interfering with the worldliness
of cellular life. Genes, like human words, do not directly cause change in the
world around them (i.e., we do not believe in spells), but do so only when some
body interprets them. And just as words serve to support human activity and
communication, genes support cellular activity and communication. Genes and
words are both marvelous semiotic scaffolding tools.

ANTICIPATION AND BRAINS

Scaffolding mechanisms in general depend upon the ability to anticipate and prepare
for important situations and events in the life cycles of the concerned entities. To
scaffold life processes through genomic control mechanisms obviously becomes
difficult when organismic life cycles become more complicated or when animals
engage in complex social processes. Genomic scaffolding necessarily operates
through the controlled assembling of protein resources which are then released
in sophisticated temporal patterns reflecting the upcoming needs of the organism.
Such mechanisms do work sufficiently well so long as the behavioral repertoires
of animals are limited to instinctually triggered responses to foreseeable events.

But large-brained animals such as birds and mammals are generally dependent
upon not just instinctual reflexes, but the processes of learning — and while such
processes are assisted by genetically assured behavioral preferences, the whole
advantage of learning ability must be the inherent element of flexibility inferred on
behavior by the learning process — and thus the transfer of behavioral control from
the genomic level to the cerebral level. This introduces the need for even newer
sets of scaffolding mechanisms — and foremost among these are the diversity of
control mechanisms exhibited by the neuro-endochrinological apparatus.

An amusing example of the semiotics of neuro-endochrinological scaffolding has
been observed in the cooing behavior of ring doves (Streptopelia risoria). Before a
female ring dove lays her eggs, she and her mate go through a series of courtship
displays. As courtship proceeds, hormonal changes in the female trigger the growth
of follicles in her ovaries, each of which eventually bursts to release an egg. Now
it has been shown that if a female dove is operationally hindered in making the
so-called “nest-coo” she will not be able to ovulate, even despite the enthusiastic
courting by males. Yet in control experiments, tape recordings of nest-coos were
played to females with no males present. Now follicles thus immediately began
to grow.

The conclusion seems simple: Female doves are not cooing, ultimately, at the
males — they are, in fact, cooing at their own ovaries to trigger the release of eggs.
And since ovaries are not supposed to posses means for meaningful absorption of
sound, this mechanism must be operating through the brain of the animal. And what
the experiment shows is that the brain does not tell the ovaries to make eggs until
after it has interpreted the sounds emanating from its own throat.
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Why such a strange mechanism has actually evolved can only be guessed at, but
perhaps courtship ritual and thus cooing behavior is in fact more safely correlated
with the actual time of mating than a purely endogenously-based release system
would have been. The obvious, although speculative, explanation would be that
the cooing behavior measures the state of a relation between two birds and two
sexes, which is likely to be superior metric for reproductive success than would be
a simple measure of the hormonal state of the female organism itself.

The advantage of preparing for future events or situations — i.e. anticipation —
is, of course, the main reason for the evolution of semiotic causation. The animal
that flees at the moment that it senses the presence of smoke obviously runs a
better chance of leaving offspring than does an animal that doesn’t respond until
the heat is actually felt. The most important tool for surviving is thus anticipation
and organisms are involved in anticipatory action and relations all the time. They
must decide when to grow and when to withhold growth, when to move, when to
hide, when to sing and so on, and this way of adjusting one’s own behavior depends
on a capacity to predict the future at least to some limited extent.

For instance: “Is it likely the sun will shine or not?” “Is it likely that little flies
will pass by if I make my web here?” “Will the predator be fooled away from
the nest if I pretend to have a broken wing?” etc. In most cases, it will be the
instinctual reflex system of the animal, rather than the brain, that makes this kind of
prediction — but the underlying logic is the same: an animal profits from its ability
(whether acquired through phylogeny or through ontogeny) to identify trustworthy
regularities in the surroundings and to orient its own actions accordingly.

Now most — if not all — such trustworthy regularities are relations. For instance:
the relation between the amount of daylight and the approaching summertime that
tells the beech when to burst into leafs; or the play of sun and shadows which tells
the spider where to construct its web; or the relation between the clumsy movements
and an easy catch that tells the predator which individual prey animal to select —
and that thus also tells the bird how to fool the predator away from its nest.

In the first two of these examples (the beech and the spider), a certain organismic
activity is released as a response to pure (non-semiotic) natural relations, so-called
categorical relations — whereas in the third example the bird produces a fake
categorical relation (clumsy behavior as expectedly related to easiness of catch)
and then takes advantage of the semiotic relation established by the predator when
it lets itself be fooled by a false sign. In this case, in other words, the bird fools
the predator because it somehow (genetically or ontogenetically) ‘knows’ how the
predator is going to (mis)interpret the seeming categorical relation. Observe, too,
however, that in this case the predator may not always be fooled — and this shows
us that we are not here dealing with just material forces (efficient causality) —
but also and more importantly with semiotic causality whose consequences are not
strictly deterministic: e.g., the predator may misinterpret the sign (the faked clumsy
behavior), but it also may not.

Anticipation is thus essentially a semiotic activity in which a sign is interpreted
as a relation between something occurring now and something expected to occur
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later, such as a dark cloud alarming us to an upcoming thunderstorm. And from
its very first beginnings in Augustine’s writings in the fourth century, a sign is
conceived as something awakening us to infer something else. For Augustine,
a signum (sign) “is anything perceived which makes something besides itself come
into awareness” (quoted from @ Roo1, 221). And while Augustine’s definition
is too narrow in its focus on perception, since elements of awareness may well be
signs also without being perceived, yet he did point to the core of the matter when
he defined a “thing” as: “what has so far not been made use of to signify something”
(p. 221). This implies that “things” may well be “signs” but that they need not be
so. It also implies that the essence of the sign is its formal relational character of
evoking an awareness of something which it is not itself — and thereby implying
the full Peircean triad of sign, object and interpretant (here: the altered awareness).
The evoking of such a referential triad is, of course, by no means exclusive to the
workings of human awareness but is rather, as was later realized, a purely logical
relation to be established in any system capable of autonomous anticipatory activity.

Moreover, just as predictability must precede prediction, a system of useful
dyadic relations must first have been realized on planet Earth before the emergence
of biological life. Only then could more sophisticated systems survive based on a
the capacity for anticipation — i.e., for bringing themselves in relation to the pre-
established set of dyadic relations under the formation of true triadic or semiotic
relations. And while the underlying system of dyadic relations may well be under-
stood in terms of the things related, the emergence of true triadic semiosis in
the shape of living beings and their activities established a new kind of causality
peculiar to this new form of relative being — causalities which are far too sophis-
ticated to be accurately grasped through the simple dynamics of dyadic relations
between inanimate things.

SEMIOTICS AND RELATIVE BEING

Alhough most biologists do in some sense recognize that communicative processes
are part of natural systems, many instinctively conceptualize these processes only
in terms of the biochemical and genetic processes involved, and that are proposed
to result in such communicative behaviors. To talk of messages or semiosis, they
feel, just blurs our minds — and this is the reductionist credo ruling almost every
department of biology throughout the world. And so the simple question asked
from these quarters when confronted with “biosemiotics” normally is: What’s all
this fuss about?

What it is all about, I think, is quite a simple thing: namely, the reality of relative
being. Relative being is a strangely obvious thing which is nevertheless generally
dismissed by science as not really “real”. For example, Jupiter has a number of
moons circling around it, but the relation between the moons and the planet is
not seen as anything “real in itself” in that doing so doesn’t add anything to a
strict analysis of the properties of the individual celestial bodies themselves. The
simple genitive case seems neatly to exhaust the whole relation: the moons are
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indeed Jupiter’s. And it is of course true that, in principle, a “relation” could be
drawn between any two physical objects in the world, and in all but a very few
cases, such relations would turn out to be absolutely uninteresting whether seen
from the point of view of science, or from the point of view of ordinary people’s
everyday life.

However: not all relations are of this inconsequential kind, and to give an example
of ‘relative being’ which cannot easily be dismissed as “ficticious” let me suggest
the relation of parenthood. For all we know, King Frederik the Ninth of Denmark
was the father of Queen Margrethe the Second. But His Majesty passed away a
long time ago, and we have no doubt that Margrethe will likewise pass away,
too, at some point in the future. Yet, due to royal destiny, their relation will in
all likelihood persist for a very long time as the relation between two real entities
that it is: i.e., the relation of parenthood, of this particular father to this particular
daughter. Thus, this kind of ‘relative being’ seems to have a reality of its own
which cannot be reduced to the individual persons that substantiate the relation.
Such relations have been called ontological relations in that they are “real’l’jﬁ,
actually existing) functional factors of the actually existing world ;
[Deely [1994; IDeely 2001).

But are there ontological relations in nature? One of the first to answer this
question in the affirmative was the anthropologist and biologist Gregory Bateson
(Batesod [1972; [Bateson [1987). According to Bateson, the reality of ontological
relations is exactly what distinguishes life from non-life. For relations in the
prebiotic sphere have also sometimes been thought of as being ontological, as for
instance in the case with astrology. But since no likely mechanism whereby relations
between planets (say a conjunction between Mars and Venus as seen from Earth),
could possibly influence the destiny of individuals or nations on Earth has ever
been established, such a belief is generally (and correctly) rejected by scientists as
superstition. For we have absolutely no warrant for believing that those relations
have any distant causal effects on the world gua relations. In this case — as in the
prebiotic world in general — it makes more sense to talk about “related things” rather
than about relations — and maybe the general unwillingness of science to accept
relations as ontologically real owes much of its strenght to the ancient (and now
strangely revived) struggles science had to fight against dogmatic beliefs connected
to mystical or religious persuasions.

When we turn to the investigation of animate nature, however, relations tend
to become considerably more important than autonomous “things”. The human
shoulder, for instance, is a ball-and-socket joint that enables a person to raise, twist,
bend, and move the arms forward, to the sides and behind. The head of the upper
arm bone (humerus) is the ball and a circular depression (glenoid) in the shoulder
bone (scapula) is the socket. A soft-tissue rim (labrum) surrounds and deepens the
socket. The head of the upper arm bone is coated with a smooth, durable covering
(articular cartilage) and the joint has a thin, inner lining (synovium) for smooth
movement, while the surrounding muscles and tendons provide stability and support.
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Here, then, are a whole assembly of relations which are all remarkably adjusted to
each other. The primary functional relation, of course, is that between the shape of
the ball of the arm bone and the contour of the shoulder socket, and we can assume
that this relation has indeed been functionally modulated by natural selection, all
along the way from its likely evolutionary origin as the appendages, or fins, in fish.
Clearly these relations are of quite another kind than the relations pertaining to the
planetary system.

The relation, in fact, is so central to the function of the animal that one can
hardly imagine the one bone changing without entailing a corresponding change
occurring in the other bone (or in some other relation within the system). Or,
if such a unilateral change should happen due to an unfortunate mutation, the
resulting individual would surely be functionally deficient and leave little or no
offspring. Conversely, if a mutation should occur that affected both bones in
a coordinated way, conserving their internal relation — the resulting individual
might perhaps manage quite well in the evolutionary competition. In this case,
the relation as such does indeed seem as real and perhaps even more important
to the system than the individual bones making up the relation. And this state
of affairs may well be the rule rather than the exception in the realm of the
biological world.

I conclude that not only is it absurd to deny the reality of relative being, because
it is relative being rather than things (i.e., individual creatures or populations)
that evolution persistently optimizes — and by denying this, one is prevented from
developing a proper scientific understanding of both biosemiosis and of purpose-
fulness. For semiosis is all about bringing oneself in relation fo a relation. And
from the beginning of life, organisms have based their survival on this capacity
for anticipation — i.e. for interpreting events or structural configurations as signs
for one thing and another. For as Peirce saw, the proper and most fundamental
definition of a sign is something “which is in a relation to its object on the one
hand and to an interpretant on the other, in such a way as to bring the inter-
pretant into a relation to the object, corresponding to its own relation to the object”
(CP 8. 322).

The fact that signs are often false or that relations (at least for humans) are more
often than not imaginary does not preclude signs or relations from having causal
significance. When the predator hunts the bird with a clumsy behavior its actions are
equally real whether the bird actually does have a broken wing or not. If the bird is
only pretending that its wing is broken, then the predator will most likely not catch
it — but the movements of the predator were not for that reason any less caused by
the (misleading) interpretant formed in its brain. By accepting the reality of relative
being — and thus of semiotic causation — we not only open up an explanatory
space for a reconciliation of human semiotic existence (such as is manifested in the
writing a scientific paper) with that of organic existence in general, but we are also
immediately brought to see the semiosphere as an emergent process nourished by
the interpretative interaction of countless organisms and cells — or in other words,
by biosemiosis.
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NOTES

' An exception, perhaps, would be the early nominalism followers of Sir William of Ockham, who
would not accept any limits to the freedom of God and who, by implication, would not exclude the
possibility that God might have created a totally unintelligible nature. Such a view would hardly have
allowed for science to develop, but eventually it was replaced by the ideas expressed by philosophers
such as Voltaire, Rousseau and the other Enlightenment thinkers.

2« _.if the laws of nature are results of evolution, this evolution must proceed according to some
principle; and this principle will itself be of the nature of a law. But it must be such a law that it can
evolve or develop itself. Not that if absolutely absent it would create itself perhaps, but such that it
would strengthen itself, and looking back into the past we should be looking back through times in
which its strength was less than any given strength, and so that at the limit of the infinitely distant past it
should vanish altogether. Then the problem was to imagine any kind of a law or tendency which would
thus have a tendency to strengthen itself. Evidently it must be a tendency toward generalization, — a
generalizing tendency. But any fundamental universal tendency ought to manifest itself in nature. Where
shall we look for it? We could not expect to find it in such phenomena as gravitation where the evolution
has so nearly approached its ultimate limit, that nothing even simulating irregularity can be found in it.
But we must search for this generalizing tendency rather in such departments of nature where we find
plasticity and evolution still at work. The most plastic of all things is the human mind, and next after
that comes the organic world, the world of protoplasm. Now the generalizing tendency is the great law
of mind, the law of association, the law of habit taking. We also find in all active protoplasm a tendency
to take habits. Hence I was led to the hypothesis that the laws of the universe have been formed under
a universal tendency of all things toward generalization and habit-taking” (CP 7. 515, see note 4).

3 An interpretation is a sign process as seen from the point of view of the person or living system
engaging in it. Sign processes — or semiosis — are processes whereby something refers to something
else, as when an animal is seized by alarm upon the smell of smoke. The smoke in this case acts as a
sign vehicle that provokes the formation of an interpretant in the animal, i.e., a sense of danger causing
it to flee. A sign then consists in a triadic relation of a sign vehicle, an object (here danger) and an
interpretant. According to Peirce: “A sign...is an object which is in a relation to its object on the one
hand and to an interpretant on the other, in such a way as to bring the interpretant into a relation to the
object, corresponding to its own relation to the object” (CP 8. 322

4 The designation CP abbreviates (Peircd[1931-1939) and (Peired ). The abbreviation followed by
volume and paragraph numbers with a period between follows the standard CP reference form.

3 The concept of the semiosphere was originally introduced by the Russian-Estonian semiotician Yuri
Lotman m@) who explicitly used it in analogy with Vernadsky’s concept of the biosphere.
In Lotman’s writings however, the semiosphere remained a concept primarily connected to cultural
processes: “The unit of semiosis, the smallest functioning mechanism, is not the separate language but
the whole semiotic space in question. This is the term we term semiosphere. The semiosphere is the
result of and the condition for the development of culture; we justify our term by analogy with the
biosphere, as Vernadsky defined it, namely the totality and the organic whole of living nature and also
the continuation of life” (ibid. 125) Mﬁkﬂm Mﬂﬂﬂd&k}‘@) Additionally, one might claim
that Vernadsky’s concept of the biosphere does indeed cover the meaning the I have given here to the
term semiosphere, but the concept of biosphere has not survived in the sense given to it by Vernadsky,
but the latter is now used simply as “the ecosystems comprising the entire earth and the living organisms
that inhabit it” (Webster’s Encyclopedic Unabridged Dictionary 1996). For further details on the origin
of these terms, see MM) Semiotician and historian John Deely approves of my use of the
term semiosphere, however, and suggests the term “signosphere as a term more appropriate for the
narrower designation of semiosphere in Lotman’s sense, leaving the broader coinage to Hoffmeyer’s
credit” (@g koot 629).

S Interpretance may be defined as the capacity of a system to respond to signs through the formation
of ‘meaningful’ interpretants. High interpretance allows a system to “read” many sorts of “cues” in
the surroundings. High-level interpretance means that the system will form interpretants in response to
complex cues, which might not be noticed or even be noticeable by low-level agents.
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CHAPTER 7

BIOSEMIOTICS AND BIOPHYSICS — THE
FUNDAMENTAL APPROACHES TO THE STUDY OF LIFE

KALEVI KULL

Department of Semiotics, University of Tartu, Estonia

Abstract: The importance, scope, and goals of semiotics can be compared to the ones of physics.
These represent two principal ways of approaching the world scientifically. Physics is
a study of quantities, whereas semiotics is a study of diversity. Physics is about natural
laws, while semiotics is about code processes. Semiotic models can describe features
that are beyond the reach of physical models due to the more restricted methodological
requirements of the latter. The “measuring devices” of semiotics are alive — which is a
sine qua non for the presence of meanings. Thus, the two principal ways to scientifically
approach living systems are biophysics and biosemiotics. Accordingly, semiotic (including
biosemiotic) systems can be studied both physically (e.g., using statistical methods) and
semiotically (e.g., focusing on the uniqueness of the system). The principle of code
plurality as a generalization of the code duality principle is formulated

Physical or natural-scientific methodology sets certain limits to the acceptable ways
of acquiring knowledge. The more alive the object of study, the more restrictive
are these limits. Therefore, there exists the space for another methodology — the
semiotic methodology that can study the qualitative diversity and meaningfulness
of the world of life.

THE DEVELOPMENT (OR SPECIATION) THAT HAS RESULTED
IN BIOSEMIOTICS

An analysis of the early development of the approach that is nowadays called

biosemiotics shows that it has emerged from several trends and branches concerned

with the study of life processes. There are three main approaches.!

1. The Holistic approach in biology treats biological phenomena and organic forms
as functional parts of organic wholes. Relatedness to the wholes is thus opposed
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to reductionism that explains the structures on the basis of constituent elements

of these structures.

2. The Structuralist approach, or study of the specifically biological rules has often
demonstrated the autonomy of these rules which means that these rules cannot
be deduced from general physical or chemical laws. Biological rules, or organic
codes, are historically and locally generated, thus providing a certain natural
analogy to the codes of cultures.

3. The Communicational approach, including the study of animal communication,
follows the models of communication worked out as models of sign commu-
nication. Particularly, the general semiotic theory of Charles m M)
includes the communication of non-human animals as a form of sign commu-
nication. A more systematic review of the forms of animal communication has
been compiled by Thomas [Sebeod] (@)

In theoretical biology, at least since Karl Ernst von Baer’s “Welche Auffassung der
lebenden Natur ist die richige?” MM), a trend (or paradigm) has developed
which seeks the construction of an extended biology, one that could deal with
both subjectivity and meaning. One may include in this trend: Nicolas Rashevsky’s
idea of relational biology, Brian Goodwin’s idea of organisms as hypothesis testing
systems (w . : 267), Howard Pattee’s idea of self-interpretation as the
basis of life m [1o73: 249 , Robert Rosen’s analysis of the dualism between
quantitative and qualitative m@)

A special place in the history of biosemiotics belongs to Jakob von Uexkiill.
In his Theoretische Biologie (1928) and particularly in Bedeutungslehre (1940) he
developed an approach that could encompass the kind of subjectivity that every

organism possesses in its unique relationship to its world (Deely(2004; [Riitind 2004
E% m)

More recently there has been research on the parallels of non-verbal commu-
nication in animals, which led to the formulation of zoosemiotics by Thomas
A. Sebeok since 1963 (Sebeold[1972; [1990).

Another addition to the field, endosemiotics, developed from the study of
the communicative nature of many intraorganismic relationships (T. Uexkiill
et al. ), led to the placing of a semiotic threshold® at the border of life
(Anderson er gl [1984; [Sebeold [2001)). The latter would mean that the sphere
of sign processes, or semioses, corresponds with the sphere of living processes.
Thus, semiosphere — the notion introduced by Juri Lotman — coincides with the
biosphere (Lotman [1990; 2003; Kotov, Kull 2006). Or, as it has been put by T. A.
Sebeok — life and semiosis are one and the same m ).

Biosemiotics is deeply rooted both in (the holistic, epigenetic, organicist) biology,
and in semiotics proper. Of the semioticians, whose work and concepts have
been particularly important for biology, one should mention Charles S. Peirce
m Charles Morris (@%@) Roman Jakobson (M@
Juri Lotman (IK]%] ) and again Thomas A. Sebeok (Deely[2005H; |Kul]|2£)ﬂj)

The term ‘biosemiotics’ probably appeared for the first time in an article by
Friedrich S. Rothschild (1962).> Books under this title started to appear since 1992
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(Sebeok, Umiker-Sebeok, [1992), and international annual meetings (‘Gatherings in

Biosemiotics’) have been organized regularly since 2001 (however, the history of
international biosemiotic meetings dates back at least to 1978). The ‘International
Society for Biosemiotic Studies’* was established in 2005, and the Journal of
Biosemiotics began in the same year.

This convergence of sources has created a dynamic approach that tends to
reshape biology — this can be seen in a series of texts written in the past
decade, i i gve D¢ ;{Sebe ;
et al . . . . .
etc.), spemal issues of Journals (e.g., Semlotzca 127(1/4) 1999; 134(1/4) 2001;
Sign Systems Studies 30(1), 2002; 32(1/2), 2004; Cybernetics and Human Knowing
10(1), 2003; etc.), and a large number of single articles.

It can be argued that the whole domain of biology — the study of living
systems — belongs to the domain of semiotics. However, living systems are simulta-
neously a special type of physical systems (the self-organizing, locally autocatalytic,
complex dynamic systems) — which means that the whole domain of biology
simultaneously belongs to the domain of physics. This paradoxical relationship
between semiotic and physical approaches also poses the greatest methodological
problem in the life sciences.

SEMIOTICS AND PHYSICS

Roland Posner, in his Presidential address in Semiotics Congress, 2000, in Dresden,
has characterized “semiotics as the physics of the XXI century” (Posner 2001). This
underlines that semiotics is not only an alternative, but also similar to physics in its
role, universality, and theoretical depth. Such a comparison between physics and
semiotics is not new.

John Locke, in An Essay Concerning Human Understanding (1690), argued that
all human knowledge can be divided into three major sciences, into three ‘sorts of
sciences’ — ethics, physics, and semiotics.” As he said, “This is the first and most
general division of the objects of our understanding”. Leaving aside the analysis of
the domain of ethics, our task here is to describe the divide between physics and
semiotics, and by doing so help clarify the basic differences between the physical
(or natural-scientific) and semiotic biology.

Both physics and semiotics have expressed their ambition to be able to deal with
everything in the world. However, the world either as a whole, or as a space is
described quite differently by these two transdisciplinary sciences.

When speaking about the semiosphere as the space of meaning-generation —
or semiosphere as a continuum of life — it would be helpful to distinguish it
from space that is not (part of the) semiosphere. For instance — atmosphere is
obviously not semiosphere. Similarly, whenever a semiotician uses the expression
“purely physical” we should realise that he or she is in the majority of cases not
referring to something belonging to the semiosphere. Thus it is reasonable to ask
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Table 1. Interrelation of semiotic/non-semiotic methods and semiotic/non-semiotic things as generating
a principal classification of sciences

Things \ Methodologies Non-semiotic (detextualised) Semiotic (textualised)
approach approach
Non-semiotic (not alive) physics s. str. Ecosemiotics s. str.,

semiotics of environment
Primary semiotic threshold

Semiotic (alive) biology s. str. — physical or Biosemiotics, including
natural-scientific biology endosemiotics,
zoosemiotics, etc.

Secondary semiotic threshold

Semiotic (lingual) sociology s. str. Semiotics of culture

what is the difference between physical space (physical world) and semiotic space
(or semiosphere).

It is useful to remember that ‘semiotic’ means both an approach and an object —
likewise, ‘physical’ means both an approach and an object. In addition to the study
of semiotic processes or semioses (i.e., semiotics s. str., including semiotics of
culture and biosemiotics), there also exists a semiotic study of the environment
that is not necessarily a living one or semiotic per se (this environment is studied,
e.g., by ecosemiotics, or semiotics of environment), which means the textual-
ization (or rather signification) of everything, independent of its nature MM)
Besides the study of non-semiotic (or study of everything as “meaningless”, as in
physics), there also exists a non-semiotic approach to the living, i.e. a physical
study of semiosis-consisting or self-defining objects (examples of this approach
include large part of biology, and the natural-scientific study of society) (Table[T).

This classification follows from the nature of semiosis that locally multiplies
the reality. Consequently, semiosphere can be viewed as the region of multiple
realities. However, the region and phenomena of multiple realities can be described
as all belonging to one single reality (as in the physical approach). Furthermore, the
regions of single reality can be projected into the multiple one via the description
process itself (like semiotics does). Therefore, four groups of sciences can be
distinguished in this respect (Table ).

Table 2. Projections of realities from two types of world (of one or several realities) into two types of
models (of descriptions in a single or multiple languages) as a basis for classification of sciences

World \ Models Non-semiotic models Semiotic models
Non-semiotic (world of Single reality into Single Single reality into Multiple

no semiosis) reality realities

Semiotic (world of Multiple realities into Multiple realities into Multiple

semioses) Single reality realities
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These four basic types of modeling differ also in the sense of simplification. One
can claim that any modeling simplifies, however, in a more general sense, physics
of physis (upper left in the Table P)) and semiotics of semiosis (bottom right in the
Table 2] both biosemiotics and semiotics of culture in Table [I)) tend not to make
dimensional simplification, whereas physics of semiosis (bottom left, both natural-
scientific biology and sociology in Table [I) does, and semiotics of non-semiosis
(upper right — ‘physiosemiotics’) adds some dimensions when textualizing non-
signs.®

The two principal types of inquiries, or classes of sciences — physica et
semiotica — provide two distinct types of descriptions. A brief comparison of these
two points of view is presented in Table 3

Both physics and semiotics have expressed their ambition to study everything in
the world, or at least their ability to cover everything. These can be seen as different
types of sciences, approaches, or points of view. In principle, any phenomenon can
be studied both physically and semiotically.

From Table [ it appears to be quite clear that the difference between physics
and semiotics, when studying seemingly one and the same thing, is rooted in their
methodology. Physics and semiotics, are just two different ways of seeing the
same world, each with their own separate point of view’ — and set of methods.
They differ on how the world is perceived; in the case of physics there exists just

Table 3. Relationships between the two types of transdisciplinary sciences — physical, and semiotic.

Physics

Semiotics

Study fields, e.g.

Objects (models) of study

Features of objects (models)

Methods of study

Truth, reality

natural sciences

study of quantities
physical ecology
biophysics

physical space
non-textual or detextualised
things and interactions
laws

transformations
quantities

multiple objects

world as non-living
commensurability
context-independence
errorless nature
measurements
experimental

from outside

by independent researcher
reductionism
statistical tests

single

sciences of meaning

study of qualitative diversity
semiotic ecology
biosemiotics

semiotic space, semiosphere
textual or textualised

signs and semioses’

codes, habits

translations, interpretations
qualitative diversity
unique objects

living world
incommensurability
context-dependence
Fallibilism

qualitative methods
experiential

from inside

participatory study

holism, mimesis®
comparisons

plural
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a single physical world that is studied via repetitiveness (both of its elements and
of the measurements), whereas in the case of semiotics there exist many individual
(subjective) worlds each requiring different approaches. Semiotics therefore covers
an area (multiple or plural realities of life) which is inaccessible to physics, because
by its very definition, physics requires repeatability and abhors uniqueness.

Hence, we may study the physics of an organism, and alternatively, we may
study the semiotics of an organism. The former is about many things (its mechanics,
dynamics, chemistry), but not about meanings. The latter is the study in terms of
semiotic space, and consequently emerging meanings can be studied. Likewise,
Yoshimi m : 370) has distinguished between ‘physicobiology’ and
‘semiobiology’.

It is important to note that both — physics and semiotics — make predictions.
However, the methods of making these predictions are principally different. The
physical types of predictions are quantitative — either deterministic, probabilistic,
or statistical. Semiotic predictions however are qualitative ones. For instance, when
studying a text that is currently in the process of being written, it is possible to
make a scientific prediction about the next word to appear. In the case of a physical
approach, the prediction would use correlations between adjacent words in the
language, and it will be possible to calculate the statistical probabilities for the
next word. A semiotic approach, on the other hand, would look at the possible
meanings of the expression, and provide a prediction about the next word on a
purely qualitative basis.

When speaking about the environment and ecology in this context, one realises
that ecology is clearly twofold. There is an ecology that has been developed as
a natural science, i.e., according to the Modernist model of science — a field
of quantitative research of environment with organic systems in it, without any
intrinsic value or meaning in itself. This can be seen as a branch of physics, or
biophysics. And there is an ecology that includes meaning and value — ecophi-
losophy, biosemiotics, semiotic ecology — which is a branch of semiotics. The latter
has been characterized as belonging to the post-Modern approach (@ I@;
M. Cotmad R00d).

The environment as a physical concept, it should be emphasized, is not the
same as semiosphere. But it is however permissible to view the ecosphere
as a semiotic concept. According to biosemiotics, the concept of the semio-
sphere is synonymous with ecosphere. Therefore, this is a concept that can
deal with environmental problems without the nature-culture opposition; instead,
these problems can be formulated in terms of specific features of sign
systems.

Here we should also mention umwelt — a concept introduced by Jakob von
Uexkiill — and closely allied to the notion of semiosphere. We may redefine it:
umwelt is a personal semiotic space. Thus — Umweltforschung, or umwelt-research
is a semiotic study. From the above we can see that it is conceivable to have parallel
approaches to the environment, one in which meaning is generated, the other the
more traditional quantitative approach.
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Of course — the issue is more complicated, because one can distinguish between
physical and semiotic things, physical and semiotic methods or approaches, and
physical and semiotic models and knowledge.

Since the semiosphere, being a concept or model belongs to semiotic
knowledge, then evidently we can speak about semiosphere everywhere semiotic
knowledge extends. Conversely, everything physical is capable of being textu-
alised, and physical models can be seen (interpreted) as special cases of
semiotic ones.

If we look at the level of methods, it turns out that the physical method is
restricted — it is incapable of discovering meaning or meaningfulness. In order to
detect meaning, we need a semiotic approach. One needs a “living device”, because
meaning is exclusive to living beings. Thus — semiosphere is a creation or a
construct of the semiotic method.

The world of signs is formed by those who are capable of making differences.
The power of distinction-making is, in a way, also a method. Only those who use
several codes, several sign systems, etc., can be a part of the semiotic world, the
semiosphere.

The acceptance of two fundamental methodologies — physical monism
and semiotic (realist) pluralism — can be described as the methodological
duality. Because these, indeed, are complementary to each other, they can co-
exist. Their co-existence, however, requires a “bridge”, and this, again, can be

rovided by semiotics — as claimed, e.g., by [Yated (1989), [Perron et all (2000),
|§55§59 (IEQEEQH)

THE PRINCIPLE OF CODE PLURALITY

Mind is never single, in the sense of how the physical world is viewed — there
are always many minds. Even in ones own mind, there exists a multitude of mind-
creating semioses, since mind is in effect an intersection of codes.

Hoffmeyer and Emmeche (1991l) have cogently argued that life can only be
understood as including two codes — the digital and the analogue. Or — at least

two codes, as stated by Juri ; ).
In one of his articles, Claus ) speaks about the code plurality, in

the sense that there are many codes in any living organism:

A biological notion of function is not a part of physics, while it is crucial for all biology. Biofunctionality
is not possible unless a living system is self-organizing in a very specific way, based upon a memory
of how to make components of the system that meet the requirement of a functional (autopoietic and
homeostatic) metabolism of high specificity. For Earthly creatures this principle is instantiated as a code-
plurality between a ‘digital” genetic code of DNA, a dynamic regulatory code of RNA (and other factors
as well), and a dynamic mode of metabolism involving molecular recognition networks of proteins and

other components. m: 120)

This feature — of the necessary co-existence of many codes — however, is far more
general. As it characterizes all life processes, it also characterizes any sign process.
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Consequently, we can formulate this as the principle of code plurality — which
states that any text, any sign, any semiosis assumes the co-existence of several
codes, of many codes.

Semiosphere is the web of interpretations and reinterpretations. Every text is
written by many, and read by many. Any piece of biosphere, any site in culture is
reshaped and recognized by many.

Likewise to the semiosphere, one can characterize the organism or organic “body
as a web of semioses” (T. von|[Uexkiill et alll1993: 9). Further, any organic whole —
for instance, biological species as a self-defining category — is not real, strictly
speaking, from the physical point of view. Still, biological species are real, however,
in a certain fuzzy way. This “fuzziness” is an apt description of its indeterminate
reality, because the species (any biological species, as well as any organic, perceptual
etc. category) is a creation of multiple recognition-representation processes of
the organisms (or the cells, etc.) that together make the species — a multi-real entity.

The models of communication that characterize the communication process
as a dialogue, a movement of messages between two, consequently, oversim-
plify the situation, because any communication is communication between many.
Accordingly, the principle of code plurality implies the fundamental communication
model of many-to-many.

Semiosis is the process which both creates the realities and connects them. Since,
according to the semiotic approach, “what is important in biology is not how we see
the systems which are interacting, but how they see each other” :
87), therefore there are always many realities, many descriptions. This can be
derived from the multitude of umwelten, or from the co-existence of both synchronic
and diachronic semiosis, or from the multitude of the levels of self-representation.

Robert Rosen has noted that, “so long as we persist in equating mechanism with

objectivity, and hence with science, the mind-brain problem and, even more, the
life-organism problem are inherently outside the reach of that science”
94). The enlargement of objectivity that would lead to the solution of these problems,
cannot be less radical than the abandonment of the assumption of the unity of
the reality and the acceptance of realist pluralism. Meaning is plurality. The diffi-
culty of the mind-body problem has been very much rooted — and known since
Aristotle — in the assumption about a certain primary equivalence of the minds
or mental experiences. A version of such equivalence is represented by dualism.
The similarity of minds, however, is secondary, it is a result and construct of their
communication. This is why the concept of sign processes, semioses, resolves the
mind-body problem.

BIOSEMIOTICS AND BIOPHYSICS: INSTEAD OF CONCLUSION

Robert Rosed (@: 105) has said that “Life poses the most serious kinds of
challenges to physics itself ”. His approach has demonstrated a way in which the
understanding of life processes requires the assumptions that create the models
beyond physical ones.
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In order to understand the scope, role, and tasks of biosemiotics, it is obviously
necessary to describe its framework, to compare it with other approaches.

Biosemiotics, on the one hand, is semiotic methodology as applied to the study
of living systems. On the other hand, biosemiotics means the study of living
systems that interprets these as sign systems, or communicative structures, and
involves the description and analysis of various organic codes (e.g., epigenetic,
genetic, behavioural codes, including intracellular, intercellular, and interorganismic
codes). Important examples include the immunological code, and ecological code
(e.g., [Levich, Lovyagin [1977). Biosemiotics comprises of a rich set of processes
and phenomena, categories and categorization that are achievable via the multiple
descriptions using different means and languages of description.

The conclusion of our analysis demonstrates that biosemiotics stands simultane-
ously in three different relationships with biophysics (a) biosemiotics is opposed
to biophysics, (b) biosemiotics is more general than biophysics, (c) biosemiotics is
more specific than biophysics.

Thus, this adds an additional meaning to the formulation expressed by Jesper

): “Rather than understanding biology as a separate layer ‘between’
physics and semiotics, we should then see biology as a science of the interface
in which these two sciences meets, an interface in which we study the origin and
evolution of sign processes, semiosis.”

If biophysical modeling is the highest achievement of modernist biology, then
biosemiotics must be the biology of the post-modern era.
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NOTES
' A more detailed history of biosemiotics is described in [Eavaread (M) and [Kull @); also in

Journal of Biosemiotics 1(1): 1-25 (2005).

2 The term ‘semiotic threshold’ has been introduced by Umberto [Ecd M) He wrote: ‘By natural
boundaries 1 mean principally those beyond which a semiotic approach cannot go; for there is non-
semiotic territory since there are phenomena that cannot be taken as si n—functim:l%@: 6).

3 Though, in the form of ‘biosemiotic’. About Rothschild’s work, seem )m ﬁ)
4 See its homepage at http://www.biosemiotics.org/.

See [Decly R00T: 593ff.

It is also important to distinguish between the textualization (thus semiotization) of non-living world,
and the semiotics of the study of the non-living world, e.g., semiotics of physics, or semiotics of
chemistry (cf., e.g., Hoffmand [1993; [Pime] 003; [Yates. Beaugrandd[1990).

7 Or objects, in the sense of Deely 2005.

8 The role of mimesis as a study method apposed to reductionism has been described bymm; 116ff.
 Cf. Deely 2005: 12ff.

5
6
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IS THE CELL A SEMIOTIC SYSTEM?

MARCELLO BARBIERI
Dipartimento di Morfologia ed Embriologia, Via Fossato di Mortara 64, 44100 Ferrara, Italy,

brr@unife.it

Abstract:

Keywords:

Semiotics is the study of signs and initially it was thought to be concerned only with
the products of culture. Mental phenomena, however, exist also in animals, and cultural
semiotics came to be regarded as a special case of biological semiotics, or biosemiotics,
a science that started by studying semiotic phenomena in animals and then it was gradually
extended to other living creatures. Eventually, the discovery of the genetic code suggested
that the cell itself has a semiotic structure and the goal of biosemiotics became the idea
that all living creatures are semiotic systems. This conclusion, however, is valid only if
we accept that the genetic code is a real code, but an influential school of thought, known
as physicalism, has apparently convinced many people that it is only a metaphor, a mere
linguistic expression that we use in order to avoid long periphrases. The argument is that
the genetic code would be real only if it was associated with the production of meaning,
but modern science does not deal with meaning and is bound therefore to relegate the
genetic code among the metaphorical entities.

In this paper it is shown that there is no need to avoid the issue of meaning and to deny
the reality of the genetic code. On the contrary, it is shown that organic meaning can
be defined with operative procedures and belongs to a new class of fundamental natural
entities that are as objective and reproducible as the physical quantities. It is also shown
that the presence of molecular adaptors gives us an objective criterion for recognizing the
existence of organic codes in Nature, and that criterion proves that the genetic code has
all the qualifying features of a real code. It also proves that the genetic code is not alone
in the cellular world, and that many other organic codes appeared in the history of life,
especially in eukaryotic cells.

The conclusion that the cell is a semiotic system, in short, is based on the experimental
evidence provided by the adaptors, but also requires a new theoretical framework where
concepts like sign, meaning and code are not put aside as metaphorical entities but are
defined by operative procedures and are recognized as fundamental components of the
living world
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INTRODUCTION

Semiotics is the study of signs, and biological semiotics, or biosemiotics, is a new
field of research that started by studying semiotic phenomena in animals and then
was gradually extended to other organisms. Eventually, the goal of biosemiotics
became the idea that all living creatures are semiotic systems and that semiosis is
not a side-effect but a fundamental process of life. So far, however, biosemiotics has
made little impact in the scientific world, and is largely regarded as a philosophical
approach rather than a science.

There are many reasons for this, but the most important, in my opinion, is the
fact that biosemiotics has not yet proved that the cell is a semiotic system. The cell
is the unity of life and there is no chance that biosemiotics can become a science if
it does not prove that signs exist in the cell, at the molecular level. This is the first
problem of biosemiotics: can we prove that the cell is a semiotic system?

The starting point, in this enterprise, is a definition of semiosis, and to this
purpose it is natural to turn to the classical model that Charles Peirce developed in
semiotics and that Thomas Sebeok adopted in biosemiotics. According to this model,
a semiotic system is a triad of “sign, object and interpretant”, and interpretation
is regarded as the sine qua non condition of semiosis. Sebeok insisted that “there
can be no semiosis without interpretability” and that interpretation is “a necessary
and sufficient condition for something to be a semiosis” ,M) Thanks to
Sebeok, the Peirce model of semiosis has become extremely popular and today it
is adopted by most biosemioticians.

There is no doubt that processes of interpretation take place almost everywhere
in the living world, and the Peirce model applies therefore to an impressive range
of biological phenomena. There is however one outstanding exception to that rule.
The exception is the genetic code, a set of conventions that does not depend on
interpretation because the rules of the genetic code are virtually the same in all
organisms and in all circumstances, and that has been true for almost the entire
history of life on Earth. This suggests that interpretation was not necessary for the
origin of the genetic code and, more in general, that the origin of semiosis was not
the origin of interpretation.

But can we separate semiosis from interpretation? Here it will be shown that
semiosis can indeed be defined without any reference to interpretation because its
qualifying feature is coding and coding requires a codemaker, not an interpreter.
What is most important, however, is that a model of semiosis that does not depend
on interpretation gives us precisely what we have been looking for in biosemiotics.
It allows us to prove that the cell is a semiotic system.

In order to reach that conclusion, however, it will be necessary to go through a
series of stages. To start with, it has to be shown that semiosis was instrumental not
only to the origin but also to the evolution of the cell. Another issue that must be
dealt with is the paradigm of physicalism, the claim that the origin and the evolution
of life can be explained in principle only by physical quantities, because that implies
that signs, meanings and codes are redundant concepts. A third challenge is how
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to account for interpretation, a phenomenon that cannot be ignored because it is
almost ubiquitous in the living world.

In order to deal with these problems, the paper has been divided into four Parts.
Part 1 will show that the origin of semiosis was a precondition for the origin of
life. Part 2 will show that a whole stream of organic codes came into existence
during the evolution of the cell. Part 3 will face the claim of physicalism and
expose its weakness. Part 4 will argue that interpretation can be accounted for by
the evolution of semiotic systems. Altogether, we will have to overcome five major
obstacles, and only at that point we will be able to conclude that the cell is a true
semiotic system.

PART 1 - SEMIOSIS AND THE ORIGIN OF LIFE
A New Model of Semiosis

Semiotics is usually referred to as the study of signs but this definition is too
restrictive because signs are always associated with other entities. A sign, to start
with, is always linked to a meaning. As living beings, we have a built-in drive to
make sense of the world, to give meanings to things, and when we give a meaning
to something, that something becomes a sign for us. Sign and meaning, in other
words, cannot be taken apart because they are the two sides of the same coin. We
cannot have a sign without a meaning because a sign must signify something, and
we cannot have a meaning without a sign because a meaning must be the meaning
of something. Semiotics, therefore, is not just the study of signs; it is the study of
signs and meanings together. The result is that a system of signs, i.e. a semiotic
system, is always made of two distinct worlds: a world of objects that we call signs
and a world of objects that represent their meanings.

The link between sign and meaning, in turn, calls attention to a third entity, i.e.
to their relationship. A sign is a sign only when it stands for something that is other
than itself, and this otherness implies at least some degree of independence. It means
that there is no deterministic relationship between sign and meaning. Different
languages, for example, give different names to the same object precisely because
there is no necessary connection between names and objects. A semiotic system,
therefore, is not merely a combination of two distinct worlds. It is a combination of
two worlds between which there is no necessary link, and this has an extraordinary
consequence. It implies that a bridge between the two worlds can be established
only by arbitrary rules. A link between signs and meanings, in other words, can be
produced only by conventions or codes. This is what qualifies the semiotic systems,
what makes them different from everything else: a semiotic system is a system made
of two independent worlds that are connected by the conventional rules of a code.
A semiotic system, in conclusion, is necessarily made of three distinct entities, and
is represented by the triad “signs, meanings, code”.

Here at last we have a definition where it is mentioned explicitly that a code is
an essential component of a semiotic system. It is the rules of a code that create a
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correspondence between signs and meanings, and we can say therefore that an act
of semiosis is always an act of coding, i.e. it is always a convention. More precisely,
we can say that an elementary act of semiosis is a triad of “sign, meaning and
convention”, whereas a semiotic system as a whole is a set of signs and meanings
linked by the conventions of a code.

Signs, meanings and conventions, however, do not come into existence of their
own. There is always an “agent” that produces them, and that agent can be referred
to as a codemaker because it is always an act of coding that gives origin to semiosis.
In the case of culture, for example, the codemaker is the mind, since it is the
mind that produces the mental objects that we call signs and meanings and the
conventions that link them together. We come in this way to a general conclusion
that can be referred to as “the code model” of semiosis: a semiotic system is a triad
of signs, meanings and code that are all produced by the same agent, i.e. by the
same codemaker.

This conclusion is highly relevant to biology because it tells us that the existence
of the genetic code in every cell is a strong indication that the cell is a semiotic
system. This would be one of the greatest generalizations of science because it
would mean that semiosis exists in the whole organic world and not just in culture.
It would also mean that the first semiotic structures appeared on Earth at a very
early stage of evolution and were instrumental for the origin of the genetic code.
The idea that the cell is a semiotic system, in short, raises fundamental questions
about the nature of life and invites us to take a new look at the problem of its
origin.

The Molecules of Life

Modern biology is based on three extraordinary experimental facts: (1) the discovery
that most biological structures and functions are ultimately due to proteins, i.e. to
strings of amino acids; (2) the discovery that the hereditary instructions for making
proteins are carried by strings of nucleotides called genes; and (3) the discovery
that gene are translated into proteins by a universal set of rules which has become
known as the genetic code.

These discoveries have confirmed that genes and proteins are the key molecules
of life, but have also revealed something totally unexpected about them. They have
shown that genes and proteins differ from all other molecules not because of their
size, shape or chemical composition, but because they are produced in a totally
different way. In the inorganic world, the structure of molecules is determined
by the bonds that exist between their atoms, i.e. by internal factors. In living
systems, instead, genes are built by molecular machines which physically stick
their nucleotides together following the order of a template which is external to the
growing molecule. In a similar way, proteins are made by molecular machines which
bind amino acids in the order prescribed by an external template of nucleotides.

Genes and proteins, in short, are assembled by molecular robots on the basis of
outside instructions. They are manufactured molecules, as different from ordinary
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molecules as artificial objects are from natural ones. Indeed, if we accept the
commonsense view that molecules are natural when their structure is determined
from within, and artificial when it is determined from without, then genes and
proteins can truly be referred to as artificial molecules, as artifacts made by
molecular machines. This in turn implies that all biological objects are artifacts,
and we arrive at the general conclusion that life is artifact-making.

Molecular biology, in short, has revealed the existence of a totally unexpected
gulf between life and non-life. The great divide is not between organic and inorganic
structures. It is between structures which are built from within and structures which
are built from without. Between molecules which are made by spontaneous assem-
blies and molecules which are manufactured by molecular machines. All of which
has two outstanding implications. The first is that there must have been a point,
in the early history of the Earth, when molecular machines appeared on our planet
and started producing manufactured genes. The second is that there must also have
been a point in history when molecular machines appeared on our planet and started
producing manufactured proteins. Those two great events had to take place long
before the first cells could appear, and it was they that set in motion the odyssey
of evolution. They were the real beginning of life on Earth.

The Origin of Genes

The discovery that genes and proteins are manufactured molecules has direct impli-
cations for the origin of life, because it tells us that primitive molecular machines
came into existence long before the origin of the first cells. The simplest molecular
machines we can think of are molecules that could join other molecules together
by chemical bonds, and for this reason we may call them bondmakers. Some could
form bonds between amino acids, some between nucleotides, others between sugars,
and so on. It has been shown, for example, that short pieces of ribosomal RNA have
the ability to form peptide bonds, so it is possible that the first bondmakers were
RNA molecules of small or medium-size molecular weights. Among the various
types of bondmakers, furthermore, some developed the ability to join nucleotides
together in the order provided by a template. Those bondmakers started making
copies of nucleic acids, so we can call them copymakers. We don’t know when
they appeared on the primitive Earth but at some stage they did and that was a real
turning point, because it set in motion an extraordinary sequence of events.

The copying of a template is the elementary act of gene duplication, the very first
step toward the phenomenon of heredity. When a process of copying is repeated
indefinitely, furthermore, another phenomenon comes into being. Copying mistakes
become inevitable, and in a world of limited resources not all changes can be
implemented, which means that a process of selection is bound to take place.
Molecular copying, in short, leads to heredity, and the indefinite repetition of
molecular copying leads to natural selection. That is how natural selection came
into existence. Molecular copying started it and molecular copying has perpetuated
it ever since.
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In the history of life, molecular copying came into being when the first
copymakers appeared on the primitive Earth and started making copies of nucleic
acids. This implies that natural nucleic acids had already been formed by sponta-
neous reactions on our planet, but that was no guarantee of evolution. Only the
copying of genes could ensure their survival and have long-term effects, so it
was really the arrival of copymaking that set in motion the extraordinary chain of
processes _that we call evolution. The first Major Transition of the history of life
(Maynard Smith and Szathmdry, [1999) is generally described as the origin of genes,
but it seems more accurate to say that it was the origin of molecular copying, or the
origin of copymakers, the first molecular machines that started multiplying nucleic
acids by making copies of them.

The Origin of Proteins

Proteins truly are the stuff of life. They are the key building blocks of all living
structures, as well as the engines of countless reactions that go on within those struc-
tures. For all their extraordinary versatility, however, there is one thing they cannot
do. Unlike genes, they cannot be their own templates. It is simply not possible to
make proteins by copying other proteins. The transition from natural to manufac-
tured molecules, therefore, was relatively simple for genes but much more complex
for proteins. Manufactured genes could be made simply by copying natural genes,
and all that was required to that purpose were molecules which had a polymerase-
like activity. Manufactured proteins, instead, could not be made by copying, and
yet the information to make them had to come from molecules that can be copied,
because only those molecules can be inherited. The information for manufacturing
proteins, therefore, had to come from genes, so it was necessary to bring together a
carrier of genetic information (a messenger RNA), a peptide-bondmaker (a piece of
ribosomal RNA) and molecules that could carry both nucleotides and amino acids
(the transfer RNAs). The first protein-makers, in short, had to bring together three
different types of molecules (messenger, ribosomal and transfer RNAs), and were
therefore much more complex than copymakers.

The outstanding feature of the protein-makers, however, was not the number
of components. It was the ability to ensure a one-to-one correspondence between
genes and proteins, because without it there would be no biological specificity,
and without specificity there would be no heredity and no reproduction. Life as
we know it simply would not exist without a one-to-one correspondence between
genes and proteins.

Such a correspondence would be automatically ensured if the bridge between
genes and proteins could have been determined by stereochemistry, as one of the
earliest models suggested, but that is not what happens in Nature. The bridge is
always provided by molecules of transfer RNA, first called adaptors, that have two
recognition sites: one for a group of three nucleotides (a codon) and another for
an amino acid. In this case, a one-to-one correspondence could still be guaranteed
automatically if one recognition site could determine the other, but again that is not
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what happens. The two recognition sites of the adaptors are physically separated in
space and are chemically independent. There simply is no necessary link between
codons and amino acids, and a one-to-one correspondence between them can only
be the result of conventional rules. Only a real code, in short, could guarantee
biological specificity, and this means that the evolution of the translation apparatus
had to go hand in hand with the evolution of the genetic code.

Protein synthesis arose therefore from the integration of two different processes,
and the final machine was a code-and-template-dependent-peptide-maker, or, more
simply, a codemaker. The second Major Transition of the history of life (Maynard
Smith and Szathmary, [1999) is generally described as the origin of proteins, but it
would be more accurate to say that it was the origin of codemaking, or the origin
of codemakers, the first molecular machines that discovered molecular coding and
started populating the Earth with codified proteins.

The Cell as a Trinity

The idea that life is based on genes and proteins is often expressed by saying
that every living system is a duality of genotype and phenotype. This model was
proposed by Wilhelm Johannsen in 1909, but was accepted only in the 1940s and
50s, when molecular biology discovered that genes are chemically different from
proteins, and, above all, when it became clear that genes carry 