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Preface

Neural plasticity is now well accepted as a universal property of multi-cellular
nervous systems. Plasticity has been studied in particular detail in the mammalian
cerebral cortex. The word “plasticity” has been applied to a wide variety of cortical
changes, so an initial question is always: what metric has been used to conclude
that a plastic event has occurred? The chapters in this book illustrate important
examples in which the metric for plasticity is physiological alterations in neuronal
response properties or changes in behavioral skills. The locus of these changes is
in the somatic sensory pathways to and within sensory cortex or motor cortex in
response to a variety of challenges. The initial chapters discuss issues relevant to
modifications in sensory processing.

Although controversial and easy to ignore, an increasing number of investi-
gators are convinced that silent neurons need further study. In somatic sensory cortex
the silent neuron idea is linked to a 1988 paper by Robert Dykes and Yves Lamour
in which they showed that a large fraction of cortical cells did not fire action
potentials in response to tactile stimuli, even though the cells seemed healthy and
responded vigorously to locally applied glutamate. Their hypothesis that the silent
neurons become wired into cortical circuits during learning was too novel, and
arrived too early, to be embraced by other workers in the field without additional
lines of evidence. Strong evidence for the existence of silent neurons has since
appeared, and the chapter by Michael Brecht and his colleagues in this book poses
important questions about the silent neurons’ role in cortical function. The specific
contribution of these neurons to cortical plasticity is a particularly important ongoing
idea that remains to be clarified.

Another fascinating dimension of sensory transduction is that rats may use the
whiskers on their face to listen to vibrations in the world. Rats and mice are known
to use their whiskers as a main source of sensory information. Christopher Moore
and Mark Andermann describe how the resonance properties of the whiskers, like
in the cochlea of the human ear, may allow rodents to amplify signals and help rats
detect small vibrations present in the sensory world. These vibrations could be
crucial to a rodent's ability to perceive the subtle texture properties of a solid surface,
which generate these small vibrations when a whisker is swept across. They further
provide evidence that rodent whiskers could even be used to “hear” sounds. Beyond
just being an amplifier, the whiskers are organized in an orderly way, such that the
shorter whiskers near the snout amplify higher frequency inputs than the longer
whiskers further back. This arrangement of the whiskers, like the strings of a harp,
creates a systematic map of tuning across the rat's face. This orderly map in the
periphery creates an orderly neural representation in the primary somatic sensory
cortex, a map of frequency embedded within the well-described body map repre-
sentation. These authors also provide evidence for further subdivisions of this rep-
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resentation into isofrequency columns, modular groups of cells that all respond best
to the same amplified frequency. These novel findings are considered with regard
to classical theories of how resonance facilitates perception in other sensory systems,
ranging from the cockroach to the human ear, and also consider how these principles
of the biomechanical transduction of information may provide lessons for under-
standing the optimal use of tools by humans.

Continuing the coding theme more centrally, Mathew Diamond then discusses
the role of modular, maplike cortical organization in the processing of sensory
information, including the functional significance of cortical maps, as well as the
individual modules that create the topographic framework for spatial coding in
primary sensory cortex. These spatial rules for barrel cortex plasticity co-exist with
temporal fluctuations in excitability (temporal coding), characterized in anesthetized
rats by bursts of spikes that are synchronized across the entire barrel cortex. The
bursts appear to briefly open a plasticity gate allowing incoming sensory inputs to
modify the efficacy of the activated intracortical circuits. During the time between
bursts the plasticity gate is closed and incoming inputs have no long-term effect on
intracortical circuits. These modifications by sensory input patterns during discrete
intervals provide a theoretical basis for understanding barrel cortex changes in awake,
exploring rats because rhythmic oscillations occur in awake rat cortex as well.

The isolation of neural codes related to perception and learning is another
important issue discussed in this series by Ranulfo Romo and his colleagues. The
underlying premise is that unraveling the sensory code from the periphery to cortical
processing is key to understanding initial perceptual processes. They use the ideas
of Vernon Mountcastle and colleagues who quantified the relationship between action
potentials in cutaneous, primary afferents and mechanical (especially flutter) stimuli
applied to the skin. By combining human psychophysics with single unit analysis
in monkeys, they looked for the psychophysical link between stimulus and sensation.
Using this approach, it should be possible to identify neural codes for simple stimuli
in early stages of cortical processing that can be compared with the psychophysical
responses. However, even the simplest cognitive task may engage many cortical
areas, and each one might represent sensory information using a different code, or
combine new inputs with stored signals representing past experience. Romo and
and his colleagues explore these ideas in primary somatic sensory (SI) cortex of
primates. Starting with optimal conditions for flutter discrimination, they studied
the neuronal responses in SI cortex, and correlated them with psychophysical per-
formance. The evoked neuronal responses in SI could be shown to correlate well
with correct or incorrect responses, even when they bypassed the usual sensory
pathway by electrical activation of neuronal clusters in SI to produce an artificial
perceptual input to SI cortex that could be used by the animals to guide their behavior.

In Krish Sathian’s studies on human perception, he and his colleagues used a
variety of stimuli and tasks to study the transfer of perceptual learning between
fingers and hands. They employed periodic gratings actively stroked by the subjects
where the task was to discriminate between gratings that varied either in their groove
width or in their ridge width. Initial training was carried out with one index finger,
and progressed to the index or middle finger of the other hand. Learning was reflected
in improved performance, and transfer of learning occurred between fingers, and
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was substantial between the two hands, presumably based on interhemispheric
connections. In subsequent studies, these findings were extended to a variety of
tactile stimuli and tasks leading to the conclusion that transfer of tactile learning
appears to be a general rule. It is interesting to speculate that interhemispheric
transfer of tactile learning may relate to intermanual referral of tactile sensations
following amputation or stroke. The mechanisms of perceptual learning are relevant
to the perceptual improvements that are observed in spared modalities following
sensory deprivation in a particular modality, such as improved tactile skills in people
with very low vision.

Examples of somatic sensory processing after early postnatal sensory deprivation
has identified a number of ways in which activity is needed to develop normal
sensory processing in cortex. Ford Ebner and Michael Armstrong-James describe
the nature of cortical impairments induced by low activity during the early postnatal
period in the somatic sensory system in rats and mice after they mature to normal-
looking adults. The literature shows that both excitatory and inhibitory processes
are affected by sensory deprivation, with the severity of effects depending upon the
time of onset, the duration of the deprivation, and the length of the recovery period
after deprivation ends. Intracortical circuit dynamics are most severely affected.
Neural transmission from cortical layer IV to more superficial layers II/III is a major
site of synaptic dysfunction. Trimming all whiskers produces a more uniform down-
regulation of sensory transmission than trimming a subset of whiskers presumably
because restricted deprivation creates competition between active and inactive inter-
connected cell groups. Activity-based changes in function can be induced by altered
tactile experience throughout life, but early postnatal deprivation degrades neuronal
plasticity, and interferes with the animal’s ability to learn subtle tactile discrimina-
tions throughout life.

The remaining chapters deal with the motor side of sensory-motor transforma-
tions.

John Chapin and his colleagues discuss the mechanisms by which the brain
transforms sensory inputs into motor outputs. The rules for such sensory-motor
conversions have proven elusive, and the authors suggest that this is due to the
multiplicity of “bridges” between these systems in the CNS. Moreover, while the
development and maintenance of the sensorimotor transformation machinery must
involve some sort of plasticity, it is not yet clear how or where this plasticity occurs.
They then offer specific recommendations for studying these issues in awake animals
performing behaviors that involve sensory-motor transformations, an area in which
they have made significant contributions.

The plastic responses of neurons in motor cortex after stroke-like lesions have
clinical as well as basic science relevance. Randy Nudo and his colleagues have
been studying the mutability of sensory, motor and premotor maps of the mature
cerebral cortex following experimental lesions of cortex to document the mecha-
nisms of neuroplasticity in the adult brain. They use direct brain stimulation (ICMS)
in layer V of motor cortex to elicit muscle or joint movement before and after motor
skill training. The maps are composed of various digit and arm movements. An
initial result was that monkeys trained to use their digits to retrieve food pellets from
a food board showed an increase in the size of representations of the digits used in
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the task. Further, multijoint responses to ICMS were infrequent before training, but
were found in abundance after digit training. The implication is that simultaneous
movements may become associated in the cortex through Hebbian synaptic mech-
anisms in which horizontal fibers connecting two areas become strengthened through
associated repetitive activation. When spontaneous recovery was studied at 3 to 5
months after a hand area motor cortex lesion, skilled use of the hand returned, but
roughly half of the digit movement representation was still replaced by shoulder and
elbow. However, if squirrel monkeys were trained to retrieve food pellets from food
wells, and then re-trained after a motor cortex lesion using the less affected hand
(ipsilateral to a small infarct), the monkeys returned to baseline levels on the most
difficult food-well task. In this case, motor skill training saved the remaining pre-
infarct distal hand representation from the expected takeover by surrounding inputs.
The implication of these results is that physical rehabilitation after stroke can drive
physiological changes in the cortex associated with recovering skilled hand use, if
the conditions are optimized.

Jon Kaas then discusses how motor experience rebalances dynamic systems to
reveal latent neural circuit properties. Short term changes emerge over a time period
ranging from seconds to hours due to a range of activity-dependent cellular mech-
anisms that affect synaptic strengths. Over somewhat longer periods of days to
weeks, anatomical circuits may be lost or gained as local circuits grow and rearrange.
Over a time period of weeks to months, considerable new growth of axons and
synapses can occur that considerably alter the functional organization of sensory
and motor systems, sometimes in ways that promote behavioral recovery, and some-
times in ways that do not promote such recovery.. One goal of research on sensory-
motor plasticity is to understand the mechanisms of change and how to manipulate
them in order to maximize recovery after sensory and motor loss. This chapter
focuses on changes in the motor system that are the result of a particularly severe
type of motor system damage— the loss of an entire forelimb or hindlimb. In humans,
badly damaged limbs might require amputation, and it is important to determine
what happens to the somatosensory and motor systems as a result of the loss of both
the sensory afferents from the limb and the motor neuron outflow to the muscles of
that limb.

Leonardo Cohen and colleagues focus on central nervous system adaptations to
environmental challenges or lesions. Understanding the mechanisms underlying
cortical plasticity can provide clues to enhance neurorehabilitative efforts. Upper
limb amputation (e.g., at the elbow level) results in an increase in the excitability
of body part representations in the motor cortex near the deafferented zone in the
form of decreased motor thresholds, larger motor maps and a lateral shift of the
center of gravity with transcranial magnetic stimulation. This increased excitability
appears to be predominantly cortical in origin. The mechanisms underlying these
reorganizational changes are incompletely understood, however, intracortical inhi-
bition in the motor cortex contralateral to an amputated limb is decreased relative
to healthy subjects suggesting that GABAergic inhibition may be reduced. Another
issue is phantom limb pain, a condition characterized by the presence of painful
perceptions referred to the missing limb. Phantom limb pain is associated with
profound changes in cortical and subcortical organization. Reorganization in the
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primary somatosensory cortex has been demonstrated to be strongly correlated with
the magnitude of phantom limb pain. Interestingly, phantom pain was more prom-
inent in patientsin whom the motor representations of face muscles were displaced
medially, possibly reflecting an invasion of the face motor representation in motor
cortex.

In the last chapter the behavioral basis of focal hand dystonia is discussed by
Nancy Byl as a form of aberrant learning in the somatic sensory cortex. The cause
of this disabling movement disorder has remained elusive. It is common in produc-
tive, motivated individuals, such as musicians, who perform highly repetitive,
intensive hand tasks., Their studies document degradation of the cortical somatosen-
sory representation of the hand characterized by large receptive fields overlapped
across adjacent digits, overlap of glabrous-hairy surfaces, persistence of digital
receptive fields across broad cortical distances, high ratio of amplitude to latency in
somatic sensory evoked field responses, and abnormal digit representation. Chal-
lenging, rewarded, repetitive behavioral tasks that require high speed, high force,
precision and intense work cycles with minimal breaks accelerate the onset and
severity of dystonia. The development of dystonia may be minimized if individuals
use the hands in a functional, mid-range position, take frequent breaks, work at
variable speeds for short durations, attend to sensory-motor feedback, and initiate
digital movements with the intrinsic muscles. The central theme is that attended,
progressive, rewarded, learning-based sensory-motor training consistent with the
principles of neuroplasticity, can facilitate recovery of task-specific motor control.

All of the examples in this book suggest that our understanding of neural
plasticity and its mechanisms is increasing at a rapid rate, and that the knowledge
will modify many of the procedures now in place to improve perceptual and motor
skills after brain damage.

Ford Ebner
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Editor
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and a D.V.M. degree at WSU, he spent 2 years as a veterinary officer in the US
Army at the Walter Reed Army Medical Center, and the Armed Forces Institute
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School of Medicine in Baltimore. After 2 years on the University of Maryland
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He is currently Professor of Psychology and Cell Biology at Vanderbilt where he
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FIGURE 2.2 Vibrissae resonate when driven by complex natural stimuli. A. Half of a
smooth wheel was covered with a textured surface, either a grating or sandpaper, and was
moved at different velocities while contacting a vibrissa. This motion in turn drove
vibrations in the vibrissa that were monitored with an optical sensor. B. and C. Plots
comparing the power spectra of vibrissa oscillations driven by a grating at different speeds
of wheel motion. Color scale indicates the relative amplitude of vibrissa motion. In C,
increasing wheel speed caused an increased rate of vibrissa vibration as predicted by a
one-to-one translation of the predominant frequencies of the grating as a function of wheel
velocity (increased diagonal band of activation bounded by green lines). This signal was
amplified when the grating drove the vibrissa at its fundamental resonance frequency (~400
Hz, horizontal band of activation bounded by black lines). A model of the vibrissa as a
thin elastic beam?® predicted this pattern of resonance amplification (B). D. The relative
amplification of the vibrissa was shown for the grating surface and for a smooth surface
for two speeds of wheel motion. The grating surface evoked peak amplification of vibrissa
motion, although a small increase was observed at the vibrissa fundamental resonance
frequency at ~400 Hz in both instances. E. Traces of vibrissa oscillation are shown for
three distinct wheel speeds, with the red bar indicating the point at which the textured
region of the wheel surface came into contact with the vibrissa. These traces show the
amplification of vibrissa motion observed when the grating was moved at 440 mm/sec. F.
and G. Data plotted as in B. and C. for the vibrissa response. When 80-grit sandpaper was
used as the textured stimulus. Note that both the smooth and textured surfaces drove
increased vibrissa resonance at ~375 Hz, and that the textured stimulus was again more
effective at driving motion at the fundamental resonance frequency when the wheel speed
generated an optimal driving frequency. See Reference number 28 for further details and
Figure 2.5 for an example of neural frequency tuning evoked under parallel stimulus
conditions. (Adapted from Neimark et al., J. Neurosci. 23, 2003. With permission).
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FIGURE 2.4 Vibrissa resonance tuning is translated into neural frequency tuning in soma-
tosensory peripheral and cortical neurons. A. Vibrissa resonance tuning curves (gray lines,
middle row of boxes) and corresponding neural frequency tuning curves (black lines, top
row) are shown for peripheral and cortical recordings. The bottom row shows the corre-
sponding spike traces for trigeminal (NV), fast spiking unit (FSU), regular spiking unit
(RSU) and multi-unit activity (MUA). Green horizontal lines indicate the spontaneous firing
rate; yellow lines indicate the threshold for significant evoked activity. Note that off-
resonance stimuli were unable to evoke a significant increase in neural activity, demon-
strating the potential importance of resonance for the amplification of sensory information.
B. Left and Center Boxes Average neural tuning curves are shown for all four types of
neural recording. In the graph on the left, average neural activity was normalized to peak
firing rate and centered on the best frequency (BF), the frequency that drove the greatest
increase in mean firing rate. On the right, average neural activity was normalized to peak
firing rate and centered on the fundamental resonance frequency (FRF), the frequency that
drove the greatest increase in the amplitude of vibrissa motion. All four classes of neural
recording showed frequency tuning. Right The quality of neural frequency tuning (Qneural)
normalized by the quality of vibrissa frequency tuning (Qvibrissa) for all four neural
recording types. As seen in the BF- and FRF-centered average tuning curves, RSUs (red
curve) and trigeminal neurons (green) demonstrated more refined tuning than FSUs (blue)
and MUA (purple) for both averaging approaches.? See Figure 2.11. (Adapted from Ander-
mann et al., Neuron 42, 2004. With permission.)

© 2005 by Taylor & Francis Group.



Velocity of
Vibrissa Motion

&

Firing Rate

Normalized Velocity or
Firing Rate

800 fVelocity of Vibrissa Motion

400

FIGURE 2.5 Vibrissares-
onance evokes increased
neural activity when natu-
ral complex (sandpaper)
stimuli are applied. A.
Multi-unit activity was
recorded in the trigeminal
ganglion while a stimulus
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sandpaper was rolled 400
against the primary
vibrissa (see Figure 2.2 for
a parallel example). As the
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p
fication can be observed in
the spike in vibrissa velocity (P(f)*f, rop) at a wheel speed of 800 mm/s. Neural activity also
showed a spike in mean firing rate at this velocity (green line). Neural activity also demon-
strated a thresholded sensitivity to the increasing velocity of vibrissa oscillation at higher
frequencies (= a wheel speed of 2000 mm/sec; see also Figure 2.8). B. Power spectra showing
increased velocity of vibrissa motion or increased amplitude of neural activity (bottom) as a
function of oscillation frequency and wheel speed. In the top panel, the peak in velocity signal
at ~350 Hz (global increase in power) reflects the increased velocity of vibrissa motion
generated when the wheel speed drove the predominant spatial frequency present in the texture
(shown in the diagonal bands) at the vibrissa resonance (blue box). The increased mean firing
rate in the associated neural response is indicated by the vertical band of increased activity
observed at a wheel speed of 800 mm/s in the bottom panel. Note also that a peak is present
in MUA power spectrum at the vibrissa resonance (~350 Hz), indicating fine temporal fidelity
of spiking activity in response to a complex stimulus presentation (see also Figures 2.12-2.14).
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FIGURE 2.6 Vibrissa resonance evokes increased neural activity when synthesized com-
plex stimuli are applied. A. White noise stimuli constructed as the sum of phase-shifted
sinusoids from 0-600 Hz were presented through a piezoelectric stimulator to the vibrissa.
A notched stimulus was also created in which the fundamental resonance and surrounding
frequencies (400-500 Hz) were removed from the stimulus and the power adjusted across
remaining frequencies. Vibrissa oscillations showed a resonance amplification at ~450 Hz
when white noise stimuli were applied (green line) that is not present when notched stimuli
were applied (blue line). B. These complex stimuli were presented while recording from a
trigeminal ganglion single unit. Average neural activity was summed over the stimulation
period (500 msec). As predicted by the differential increase in vibrissa motion, greater
mean firing rate was evoked by the non-notched (green bar) than the notched stimulus (blue
bar) (N = 37 trials, mean = SE).
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FIGURE 2.7 Vibrissa resonance creates a somatotopic frequency map and isofrequency
columns in Si. A. i. A cartoon of the rat face, showing decreasing vibrissa length in more
anterior vibrissae. ii. The similar lengths of vibrissae within an arc predict the existence of
isofrequency columns, spanning multiple vibrissa representations. This prediction is shown
on a cytochrome oxidase stain of the SI barrel map (anatomy from http://www.neuro-
bio.pitt.edu/barrels). iii. Vibrissa fundamental resonance frequencies (FRF: gray bars) and the
neural best frequency (BF: colored bars) increased as a function of arc position of the
stimulated vibrissa.?® B. Left Examples of four trigeminal single unit recordings obtained
during primary vibrissa stimulation. Recordings were made from the same arc of vibrissae
from one animal. Vibrissa frequency tuning curves are shown in the upper panels (gray), and
neural frequency tuning curves in the lower panels (black). Right When responses were
normalized and summed across the arc, a peak in vibrissa amplitude and neural activity was
observed at ~400 Hz. This example highlights the coding of isofrequency information within
an arc of vibrissae.
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Predicted Neural Activity Resulting from Vibrissa Resonance Amplification
and Neural Velocity Sensitivity
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FIGURE 2.8 Neural velocity sensitivity may impact the expression of vibrissa resonance.
Bottom panel A model of the neural response to vibrissa stimulation frequency in the
absence of resonance amplification. This function was modeled as sin*(pi*{/2000), 0 > f >
1000 Hz, to emulate the neural sensitivity to higher frequency stimulation resulting from
velocity sensitivity. Examples of this kind of increase in firing as a thresholded function
of vibrissa velocity can be observed in real neural data in Figures 2.4, 2.5, and 2.10 (see
also Reference number 63). Middle panel Three idealized examples of vibrissa resonance
tuning showing a 3:1 gain in motion amplitude at the fundamental resonance frequency
and bandwidth proportional to this frequency. Top panel The predicted neural response to
vibrissa stimulation frequency as a function of resonance amplification of peak motion
velocity, and intrinsic velocity sensitivity thresholds. For a given amplitude of stimulation,
vibrissa resonance amplification that does not drive a neuron near its velocity threshold
may fail to be amplified (purple curve, left resonance peak), while resonance amplification
that is significantly above the velocity threshold (shown in the bottom panel) may fail to
demonstrate tuning due to an upper limit on the range of possible firing rates for a given
neuron (blue curve, right resonance peak). A subset of vibrissa resonance tuning curves
near to but not above the intrinsic velocity threshold will, in this model, show optimal
frequency tuning. Preliminary data suggest that these effects occur in a subset of trigeminal
and cortical neurons, and that, within SI, FSU and multi-unit recordings are more susceptible
to these impacts of velocity sensitivity.
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FIGURE 2.10] An example of the temporal evolution of neural frequency tuning. A. Top
Peri-stimulus time histograms (PSTHs) are plotted as a function of frequency of stimulation
(ordinate) and time (abscissa). Stimuli were applied as 160 wm sinusoids for 500 msec
epochs. Resonance tuning can be seen in the selective band of increased firing at ~135 Hz:
Intrinsic frequency (velocity) sensitivity can be seen in the increased firing above the
threshold of ~ 350 Hz. Bottom Neural tuning curves showing mean firing rate for four
different epochs post-stimulus onset. Resonance driven activity was not observed in the first
epoch (0-25 msec post-stimulus onset) although robust high frequency responses were
present. In later epochs, responses above the intrinsic high frequency threshold diminished
in relative prominence while resonance driven neural activity increased. B. Top panel PSTH
of activity evoked at the fundamental resonance frequency (red, 135 Hz) and at a frequency
above the intrinsic high frequency threshold (black, 460 Hz). The slower rise time of
resonance driven neural activity can be appreciated in this PSTH. Middle panels Traces of
vibrissa motion driven by fundamental resonance frequency and high frequency stimuli. The
fundamental resonance frequency driven motion shows a gradual increase in motion ampli-
tude (red trace). Bottom panel Plots of the peak velocity of vibrissa motion for the funda-
mental (red) and high frequency stimuli (black). This time constant for the amplification of
vibrissa motion is likely a key factor in the delayed increase in resonance driven activity in
this example (see also Figure 2.11).
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FIGURE 2.11 Vibrissa resonance tuning is delayed for all Si neural response types, correlated
with the time constant of vibrissa resonance amplification. A. Vibrissae were stimulated with
a 500 msec sinusoidal train during extracellular recording of trigeminal ganglion neurons
(NV, green) or SI barrel recordings, including fast spiking units (FSU, blue), multi-unit activity
(MUA, purple) and regular spiking units (RSU, red). Each bar plot shows the probability of
observing a frequency tuned neural response (dark shading), a significant evoked increase in
mean firing rate without frequency tuning (medium shading), or a neuron not driven by the
stimulus (light shading). For all cortical response categories, the incidence of tuned responses
and of driven neurons without tuning was increased for epochs >25 msec as compared to the
epoch 0-25 msec. B. Average tuning curves are shown for each neural type for responses
centered on the best frequency that drove the largest increase in neural firing (BF), or on the
vibrissa fundamental resonance frequency (FRF). The apparent velocity sensitivity of FSU
and MUA responses, shown as a sensitivity to higher frequency input, can be seen in the
FRF-centered tuning curves for the epochs 100-500 msec post-stimulus onset. Similar velocity
sensitivity was not observed in any epoch for RSU responses. Each plot is presented relative
to the vibrissa frequency tuning bandwidth* C. Examples are shown of the evolution of
vibrissa resonance when stimuli were applied at the fundamental resonance frequency for
vibrissae from the 1—4 arcs. Shorter vibrissae (4 arcs) show a faster rise time than longer
vibrissae (1 arc). D. Bar plots showing the time constant for the stimulator (black bars), for
vibrissa amplification (gray bars), and for the latency to onset in neural activity (RSU, red
bars and FSU, blue bars). The vibrissa time constants and neural latencies shift as a systematic
function of the arc of vibrissae stimulated, with longer time constants and neural latencies
observed for more posterior vibrissae. These delays provide one cause for the delay in cortical
frequency tuning (shown in the above panels and Figure 2.10). Active neural mechanisms
including inhibition and thalamocortical depression likely also play a role. The systematic
shift in time constants across vibrissae also generates a map of onset timing within SI that
may provide relevant coding information for the behaving animal, and that could increase
the efficacy of input to an isofrequency column through enhanced neural synchrony.?
(Adapted from Andermann et al., Neuron 42, 2004. With permission.)
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FIGURE 2.12 Trigeminal ganglion neurons demonstrate neural tuning and an atonal inter-
val in the fine timing of their evoked activity. A. The top graph shows a frequency tuning
curve for a trigeminal unit, constructed by counting all evoked inter-spike intervals (ISIs),
a measure that is functionally equivalent to the mean firing rate. The lower graph shows
the count of ISIs at the driving period, indicating fine temporal following of the neuron.
Numbers adjacent to each curve indicate the amplitude of vibrissa stimulation applied.
Frequency tuning was observed in both the mean firing rate and in the fine timing of neural
evoked activity. An increased mean firing rate was observed for stimuli 232 pum, while
temporal following at the driving frequency was present only for larger amplitudes of
stimulation, 248 mm. This finding parallels similar observations made in the primate
somatosensory system.”® B. A graph of the incidence of ISIs at the fundamental resonance
frequency, plotted as a function of the amplitude of stimulation (yellow indicates increased
incidence) for the example in A. At larger amplitudes of stimulation, only firing at the
fundamental resonance frequency was observed, as shown by the exclusive presence of
ISIs at ~7 msec at 80 wm stimulation. In contrast, lower amplitudes of stimulation evoked
ISIs at multiples of the driving period. C. A plot from a different single-unit trigeminal
recording, showing the mean firing rate (red) and power at the driving frequency (blue).
As in the example shown in A and B, temporal following provides a more precise tuning
function at frequencies surrounding the vibrissa resonance frequency.
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Silence is music, too.
Miles Davis

Evidence indicates that cortical neurons are mostly silent. Early in the 1970s, Barlow
hypothesized that few neurons may be sufficient for a sensory representation.! This
was clarified 15 yr ago by extracellular recordings combined with glutamate appli-
cation that indicated a large fraction of cortical cells do not fire spikes in response
to tactile stimuli.> An important implication is that if silent cells, are “desilenced,”
they could profoundly contribute to cortical plasticity.

This chapter will review the following: 1. Evidence from new experimental
approaches indicates that only a very small fraction of cortical cells do fire APs. 2.
While a potential role for these enigmatically silent cortical neurons in cortical
plasticity is an attractive hypothesis, very little evidence for this is provided. 3.
Examining the contribution of silent cortical neurons to cortical plasticity poses
conceptual and experimental challenges.

I. EVIDENCE FOR A PREDOMINANCE
OF SILENT CORTICAL NEURONS
IN SENSORIMOTOR CORTICES

The observation that most cortical neurons do not discharge APs was made using a
wide range of experimental paradigms. It is beyond the scope of this chapter to
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review all evidence. Instead, we will mention some landmark studies and point out
that very diverse techniques lead to that conclusion. Attention will be paid to our
own studies on the quantitative description of neural activity in a rat’s barrel cortex.
We will refer to cells as silent neurons, if they discharge less then 0.1 APs for an
optimized stimulus (in our case a strong backward deflection of the best whisker).

A. EVALUATION OF PRESYNAPTIC ACTIVITY
IN THE SOMATOSENSORY CORTEX

1. Results from Extracellular Unit Recording

Extracellular unit recording was the first and is still the most common technique to
quantify cellular activity in the somatosensory cortex. The general impression of
most of these studies is that neurons in the somatosensory cortex discharge APs
when the appropriate tactile stimulus is applied.? Results have been obtained not
only in the cat® and monkey* primary somatosensory cortex (S1), but also in the
vibrissae barrel cortices of rats that were both anesthetized®> and awake.® In studies
like this, when responses to controlled deflections of the (best) principal whisker
(PW) are quantified, values around 1 AP per PW stimulus were reported.° These
studies also report a considerable level of spontaneous AP activity of around 1Hz.1%!!

However, not all studies that analyzed S1 activity by unit recordings came to
these conclusions. In a series of influential papers, Dykes and colleagues argued that
most neurons in the somatosensory cortex could not be driven by conventional
stimuli.>!> What made these studies so compelling, was the deliberate effort to
analyze every AP discharge in order to minimize sampling biases, and even more
so, the use of iontophoretic injections of glutamate and other neurotransmitters,
which uncovered the existence of previously unresponsive neurons around the
recording electrode. Few researchers fully agree to the idea of a majority of unre-
sponsive cells in the S1 cortex. Nonetheless the technical elegance of the work of
Dykes and colleagues has made it clear that unit recordings result in enormous
sampling biases against neurons with low levels of AP activity. Swadlow supported
this idea in a series of studies on various cortical areas. In these studies, sampling
biases were minimized by antidromic identification of recorded units.!3-16 Apart from
exceptions like corticofugally projecting layer V neurons, most identified neurons
in these studies were found to have very low spontaneous and evoked AP activity.
Similarly, some recent unit recording studies on the vibrissae barrel cortex report
rather low rates of AP activity.!”

2. Results from Sharp Microelectrode Recordings

Sharp microelectrode recordings have been applied in a wide variety of prepara-
tions (and it is beyond the scope of this chapter to review all this evidence). In
the barrel cortex, it has been observed that sharp microelectrode recordings report
slightly higher AP rates than extracellular unit recordings'®. In particular, sponta-
neous AP activity can be very high in these recordings and may even exceed
10 Hz." This observation suggests that neurons under these recording conditions
are close to the AP initiation threshold. Control experiments in frog spinal neurons
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appear that leaks introduced by the impalement of the cell are responsible for
more depolarized membrane potentials and high firing rates observed in sharp
microelectrode recordings.?

3. Results from Whole-Cell Recordings in the Vibrissae Barrel
Cortices of Anesthetized Animals

The whole-cell recording technique has been used for about ten years for in vivo
recordings.?!?> A substantial number of studies were conducted in the vibrissae
barrel cortex of anesthetized rats and most of them came to similar conclusions
with respect to AP activity. As first reported, for urethane-anesthetized rats by
Moore and Nelson 19982* and confirmed by Zhu and Connors 1999,* most neurons
in the barrel cortex of animals anesthetized with barbiturates do not show evoked
AP responses. In our laboratory, we conducted a series of recording studies under
urethane anesthesia on identified neurons in the vibrissae region of the ventral
posterior medial (VPM) thalamus and the barrel cortex. In the VPM we observed
a mean of 0.5 APs per (6°) PW deflection,? a result that is only two-fold lower
than the findings of unit recordings in the VPM, which report about ~1 AP per
PW stimulus.?6?” In contrast, for layer IV barrel cortex neurons we observed a
mean of 0.14 APs per PW deflection,?® a response that is five- to ten-fold smaller
than what has been reported for layer IV neurons by unit recordings under the
same anesthesia.>? In layers II/III, we observed evoked AP rates of only 0.031
APs per PW stimulus,3® which is about 40-fold less than what has been reported
by unit recordings.?® Thus, the low AP rate estimate of whole-cell recordings versus
that of extracellular unit recordings is in line with the idea that unit recordings
bias against cells with low firing rates. Indeed, if the firing rate estimates of whole-
cell recordings for layer II/III are correct, most of these cells could not possibly
be detected by unit recordings because they do not fire APs.

4. Results from Whole-Cell Recordings in the Vibrissae Barrel
Cortices of Awake Animals

A major unknown in the studies discussed above is the effect of anesthesia on AP
activity. To address this issue we performed whole-cell recordings in layer II/III
and layer IV of the barrel cortex of awake head-fixed animals.?? Results from this
recording are shown in Figure 1.1. This layer IV cell (Figure 1.1A) was recorded
for 20 min and discharged APs upon current injection (Figure 1.1B). However,
besides the current evoked APs, only four further APs were observed during that
time. No APs were observed when the animal was resting (Figure 1.1C), when it
was alert and whisking (Figure 1.1C), and upon tactile stimulation of the appro-
priate whiskers (data not shown). Thus, it is hard to believe that the absence of
APs in this cell was artifactual. Even in awake animals, AP rates are very low.
For healthy cells with stable resting membrane potentials, spontaneous AP was
around 0.1 Hz, which is higher than what one observes with whole-cell recordings
in urethane anesthesia, but much lower than what has been reported with unit
recordings.?!
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FIGURE 1.1 Activity of a star-shaped pyramidal layer IV neuron in an awake rat A, coronal
section through the barrel cortex with topographic position, and the dendritic, axonal arbor
of the stimulated pyramid in L4. B, Current injection reveals a regular spiking pattern. C,
Ongoing activity of the neuron, while the animal is resting and while it is whisking. Note the
absence of APs.
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5. Inconsistencies and Caveats from Whole-Cell Studies

For obtaining whole-cell recordings, pressure applied to the pipette interior prevents
pipette occlusion while cells are approached. As a consequence, intracellular high-
potassium solution is pushed into the tissue, and this depolarizes neurons and leads
to a transient depression of neuron firing. We therefore compared the results of
whole-cell recordings obtained from recordings where we minimized the spill of
internal solution (by patching cells with minimal pressure applied to the pipette
interior and the first pipette in the experiment) to recordings with massive spillover
(patching cells with high pressures after numerous electrode penetrations). With high
spillover of potassium, postsynaptic activity can be suppressed during the first 1 to
2 minutes of the recording. This was not the case in recordings without large
potassium spillover. However, after less than 5 minutes, recordings under the two
conditions were indistinguishable. It is unlikely that spillover of internal solution is
a major contributor to the low firing rates observed with whole-cell recordings.
Another potentially confounding factor for whole-cell recordings is dialysis of cells
by the recording pipette as described below.

Observations in the barrel cortex tend to indicate very low firing rates with
whole-cell recordings.?*?*+283% One study however, reports substantially higher rates
of AP activity (spontaneous AP rates of about 1 AP/s,3 The origin of this difference
unfortunately is unknown.

6. Results from Derivatives of the Whole-Cell
Recordings Technique

a. Cell-Attached Recordings

As already mentioned,, dialysis of recorded neurons with intracellular solution may
distort the results of whole-cell recordings. To address this issue we performed
sequential cell-attached and whole-cell recordings of AP activity from neurons in
the barrel cortices of anesthetized animals.?? To exclude any unintended dialysis, we
tested before and after the cell-attached recordings to see whether a giga-seal
between pipette and recorded neuron was established. We observed low firing rates
(spontaneous AP rates less than 0.1Hz, and less than 0.1 evoked AP per PW stimulus)
in both cell-attached and whole-cell recordings and found that AP activity slightly
increased in neurons after establishing the whole-cell configuration. Cell-attached
recordings are single-cell extracellular recordings, selected for seal formation and
not for AP activity, suggesting high firing rates observed with extracellular unit
recordings are a result of sampling biases.

b. Targeted Whole-Cell Recordings

Since basically all techniques for recording cellular cortical activity in vivo rely
on blind sampling, the question arises to what extent are the recorded neurons
representative of the neuronal group or population. We recently developed a
targeted recording technique based on two-photon-microscopy (two-photon tar-
geted patching, TPTP) and applied it to fluorescently labeled layer II/III interneu-
rons in vivo.* In line with other results from whole-cell recordings, we found that
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such interneurons display low levels of evoked AP activity (0.3 APs per PW
stimulus). This estimate of AP activity is lower than what was reported from most
unit studies of putative interneurons.’*3¢ As neurons are optically selected by this
technique, the possibility of non-representative sampling from a blind approach
biased by firing rate is ruled out.

c. Transneuronal Recordings of Spikelet Activity

It has become clear that cortical interneurons are mutually coupled by electric
synapses. In the case of strong coupling, presynaptic APs result in an AP-like
waveform in postsynaptic interneurons called a spikelet.’”3® As predicted, such
spikelets are observed in vivo in recordings from interneurons.® These recordings
reveal that large spikelets (>2mV) occur at low rates between 0.2 to 2.7 Hz (mean
ca. 0.5 Hz). Since spikelet-events are likely to reflect APs in one or more electrically
coupled presynaptic cells, this infers that most interneurons discharge at low rates
<1Hz. It is important to note that AP rates inferred from transneuronal recordings
reflect the activity of cells that are not directly recorded and thought to be unaffected
by factors such as dialysis of intracellular solution. Thus, a large number of factors
that could distort AP counts in conventional recordings can be excluded here. Once
again, the AP rates are much lower than those reported from extracellular studies.3+-3¢

7. All Techniques Agree that Firing Rates of Cortical Neurons
are Very Heterogeneous

As discussed above, different recording techniques lead to different quantitative
assessments of cortical activity. Still most researchers agree that spontaneous and
evoked AP rates can be very diverse and may vary by x10 to X100 between cells.

B. EVALUATION OF POSTSYNAPTIC ACTIVTY
IN THE SOMATOSENSORY CORTEX

1. Experimental Agreement on the Amplitude
of Subthreshold Signals

In sensory cortices, almost all cells show postsynaptic responses upon sensory
stimulation. Signals from simultaneous intracellular and local field potential
recordings are well correlated (Brecht, unpublished observations), and simulta-
neous whole-cell recordings and voltage-sensitive dye recordings also show an
excellent correspondence.’® Sharp microelectrode recordings and whole-cell
recordings in a variety of cortical areas report similar amplitudes of evoked
responses of 5 to 25 mV. In barrel cortex, postsynaptic potential (PSP) amplitudes
of sensory responses recorded with sharp microelectrodes'®*? and whole-cell
recordings?3242830 ysually differ by a factor of less than two when the average of
the population of recorded cells is considered. Such consistency is very remarkable
if one considers the fact that estimates of AP activity may differ by more than
two orders of magnitude, i.e., they range from 0.1 Hz recorded by whole-cell
recording in the barrel cortices of awake animals to >10 Hz recorded by sharp
microelectrodes in various cortical areas of cats.!”
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2. The Synaptic Composition of Postsynaptic Responses
Is Controversial

Given general agreement on the amplitude of PSP responses, opinions diverge on
the composition of synaptic events that underlie such responses. Some authors favor
the idea of a large number of synaptic excitatory and inhibitory inputs that balance
each other out to create much smaller net PSPs. Such hypotheses are referred to as
high input regimes or synaptic bombardment scenarios.*'*> We have suggested that
this may not be the case and that cortical responses are generated by a few carefully
selected inputs designated the selective input regime.?

Cortical neurons make and receive a large number of synaptic contacts. For
example a layer II/III neuron may receive and allocate about 10,000 (thousand)
terminals.® Since neuron connections between neurons often consist of around five
terminals,** each neuron will form connections with a few thousand pre- and
postsynaptic cells. In the barrel cortex, it is clear that the average amplitude of single
unitary connections is often in the size range of 10% of a sensory evoked PSP. Thus,
layer IV PSPs for PW stimuli are on average around 14 mV in size, whereas layer
IV to layer IV unitary connections are around 1.6 mV in amplitude.* In layer II/III
neurons, sensory evoked PSPs are around 9 mV in amplitude and layer II/III to layer
II/III unitary connections are around 0.8 mV“*® in amplitude. In layer V neurons
sensory evoked PSPs are on average 5 mV,*’ while unitary connections are found
to be 0.3 mV.4

From these numbers it is clear that few out of the several thousand presynaptic
inputs could underlie sensory responses in the barrel cortex, but a balanced excita-
tion-to-inhibition scenario is also possible. This balanced scenario suggests that huge
inhibitory and excitatory inputs are hidden in net response. Informal testing of such
scenarios by current injection experiments fail to uncover such hidden inputs (Brecht,
unpublished data). For slightly suboptimal stimuli, one often observes unitary-
response-like synaptic events and total response failures (Brecht and Sakmann,
unpublished observations). Such observations are difficult to reconcile with the idea
that responses are generated by hundreds or thousands of balanced excitatory and
inhibitory synaptic inputs.

3. An Attempt to Quantitatively Determine the Synaptic
Composition of a Cortical Sensory Response Suggests
Very Low Presynaptic Activity

We tried to quantitatively determine the synaptic composition of a sensory response
of a layer II/III pyramidal cell by combining voltage clamp experiments and com-
partmental modeling. In the ideal voltage clamp experiment, the contribution of
excitation and inhibition could be directly estimated from the current responses at
different clamping potentials. However, the real experiment is subject to voltage
clamp and space-clamp errors. Thus, to understand the currents actually active during
a sensory response we tried to correct for these errors using compartmental modeling
of the recorded neuron. We simulated a sensory response recorded from a morpho-
logically reconstructed layer II/IIl neuron (Figure 1.2A) using a multicompartmental
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neuron model*® of a morphologically reconstructed layer II/III neuron. Passive prop-
erties of the model, such as membrane resistance, membrane capacitance, and axial
resistance were adjusted to appropriate values by comparing the voltage responses
of the simulated neuron to those of the recorded neuron.

To simulate the real synapses from layer II/III and layer IV, synaptic conductance
changes were placed onto the model neuron. Geometric synaptic distribution and
unitary synaptic strength for these synapse-models were taken from in vitro mea-
surements.*®>%5! To mimic realistic temporary synaptic distributions, presynaptic
spike times measured in vivo in layer II/IIl and layer IV were convolved with typical
PSP response time course measured in vitro.

The response analysed here (Figure 1.2B) was small (approximately 100 pA
amplitude), but in the range of other PSC amplitudes observed for PW stimulation
in these experiments (30pA — 180pA, n = 7). Analysis of this realistic model and
comparison of its sensory responses to the recorded sensory response revealed that
10 to 30 active excitatory unitary connections and 1 to 10 inhibitory unitary con-
nections best reproduce the clamping behaviour of the recorded sensory responses
(Figure 1.2C). More precisely in this scenario, which reproduced the real measure-
ment best, 50 excitatory and 7 inhibitory active synaptic terminals corresponding to
~11 excitatory and ~2 inhibitory presynaptic neurons were active (taking 4.5 as the
average number of synaptic terminals per unitary connection*®). From our simula-
tions one can reject a high input scenario (Figure 1.2D), because the voltage clamp
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FIGURE 1.2 Voltage clamp behavior of real and simulated synaptic responses of a L2 cortical
pyramidal neuron in barrel cortex A, morphology of the recorded and biocytin filled neuron.
B, current response to a 6° PW deflection of L.2/3 rat barrel cortex neuron for three different
holding potentials (arrow: stimulus onset). C, current response of the “best fit” scenario model
with 50 excitatory and 7 inhibitory synaptic terminals, which is reproducing the real exper-
iment most closely. D, current response of the “synaptic bombardment” scenario model with
~ 500 excitatory and ~ 350 inhibitory synaptic contacts.
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behavior of such responses is entirely different from the measured ones
(Figure 1.2B). Our analysis was designed to take into account space clamp problems,
high access resistance, etc. Nonetheless, it is likely that multiple errors such as
mistakes in estimates of the chloride reversal potential, access resistance or geometric
distribution of the synapses, will distort our estimate of synaptic inputs. Still, our
data seem to rule out the possibility that massive inhibitory inputs mask excitation
in layer II/III cells, because such inputs target proximal regions of the neuron and
would have undoubtedly been detected in our somatic clamp experiments. In sum-
mary, these data suggest that only <100 out of about 10,000 terminals or only <50
unitary connections out of several 1,000 inputs are active during a sensory response
to an optimized stimulus (a large PW deflection). Given the experimental uncertain-
ties, one should treat these data as an order of magnitude estimate rather than an
ultimate count of synaptic inputs. Nevertheless, this evaluation is a further indication
that most cortical synapses are silent during whisker stimulation.

C. EVALUATION OF THE MOTOR EFrecTs OF APs IN THE PRIMARY
MoTor CORTEX

1. Low Firing Rates Imply a High Efficacy of Cortical APs

If the aforementioned assessments of cortical AP activity by whole-cell recordings
were correct, one would conclude that few APs carry out cortical processing. Thus,
contrary to mass action views of cortical processing*'*> individual APs might
significantly impact on the result of cortical computations. This possibility is
difficult to evaluate in sensory cortices. It was demonstrated that microstimulation
at very low current levels (5 pA) can bias perceptual judgments.’> Rats,>® mon-
keys,>* and humans> can report intracortical microstimulation in sensory cortices
at extremely low current levels (<2 pA). Such currents are thought to stimulate
only a few neurons, but the exact number of stimulated cells and APs is unknown
in these studies.>®

2. Small Numbers of APs in Single Cells of the Primary Motor
Cortex Can Evoke Movements

If few APs mediate information processing in the primary motor cortex, one may
assume that small numbers of APs can affect movement generation. Consistent with
this idea, it is known that intracortical microstimulation can evoke movements at
current levels of 1-2 pA.3738 Similarly, intracellular stimulation can evoke electro-
myogram (EMG) changes.> We followed up this evidence by applying intracellular
stimulation in the vibrissae motor cortices of lightly anesthetized rats. Whisker
movements offer special advantages because they can be easily quantified and they
escape anesthesia-induced paralysis (Figure 1.3A). As shown in Figure 1.3, small
numbers of APs (10 in this case, Figure 1.3C) initiated in a layer VI cell (Figure 1.3B)
can evoke whisker movements. Whisker movements evoked by intracellular stimu-
lation were usually of small amplitudes (on the average about 0.5°). Movements
evoked by intracellular stimulation were complex because they consisted of long
sequences of movements (a duration of many seconds, Figures 1.3D and E) and
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FIGURE 1.3 Whisker movements evoked by intracellular stimulation of an L6 pyramidal
neuron. A, dorsal view of a rat’s snout. top: two whisker positions observed in the intracellular
stimulation experiment are illustrated. Only the C2 whisker, which carries a reflex foil label,
is drawn. B, coronal section through M1 with topographic position, and the morphology of
the stimulated pyramid in L6. The cell was recorded close to a site where extracellular
stimulation evoked backward movement of C and B whisker rows. C, membrane potential
recordings and injection pattern of depolarizing current steps during intracellular stimulation
(10 action potentials (APs) at 100 Hz).D, position of whisker C2 during the intracellular
stimulation trial. E, movement average of 15 single-cell stimulations. The dashed lines in
C-E indicate the onset of AP initation.
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always involved multiple whiskers. The direction of evoked movements depended
on the frequency of initiated APs. Thus, it seems that small numbers of APs in single
M1 cells could specify motor programs for whisker movements.®

3. Effective Cells Greatly Outnumber Active Cells in M1

The vibrissae motor cortex takes up a large part of the rat’s frontal cortex and based
on its surface area, we estimate that it contains 1 to 1.5 million neurons.®! Most of
these cells are layer V and layer VI neurons, and in about 20% of these cells we were
able to evoke movements by intracellular stimulation.®® A 0.5° movement amplitude
would seem small in an awake animal, where whisker movements of up 100° are
observed. Howeyver, it is of considerable size if one takes into account that movements
are very small under anesthesia. The ongoing whisker movements in the case shown
above were only about 1° or less in amplitude (see the single trial data in Figure 1.3D).
Thus, 10 APs in one of a million cells can evoke movements with amplitude within
the range of the ongoing movements. Intracellular stimulation is even more effective
in awake animals.®° Given that intracellularly evoked movement amplitudes were often
around 0.5° and up to 2 to 3°, it seems likely if there is a linear relationship, that 100°
movements could be mediated by a few hundred or a few thousand M1 neurons, i.e.,
by <1% of M1 neurons. Taken together, the evidence suggests that APs in M1 are
highly effective in evoking movements and that only a very small fraction of M1 cells
is active during movement generation in the vibrissae motor cortex. The number of
cells that are effective in evoking movements, however, is much larger (20%). One
would conclude that silent cortical neurons are not simply ineffective.

Il. SILENT NEURONS AND CORTICAL PLASTICITY

The second part of this chapter is concerned with the functional significance of silent
cortical neurons. If >90% of neurons are silent, the presence of so many silent neurons
is a central problem of cortical physiology. The major goal of this section will be to
frame questions that could guide research on the significance of silent cortical cells.

A. CORTICAL PLASTICITY AND ALTERNATIVE
HYPOTHESES FOR SILENT NEURONS
1. Silent Cortical Cells as a Corollary of Metabolic Demands

Theory holds that it is implausible that many cortical cells can be active at any given
time due to energetic costs of firing APs.% This theory concludes that less than 5%
of cortical neurons could be active even within specifically activated cortical regions
(e.g. visual cortex during visual stimulus presentation).

2. Contribution of Silent Cells to Learning
and Cortical Plasticity

What if the animal was posed with learning a novel situation where it could adapt,
learn, and perform? An attractive hypothesis for silent cortical cells places them in
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mechanisms of learning and plasticity. They are conspicuously quiet targets for
transformation during plasticity into substrates for nascent neural activity. A con-
version of a silent to a spiking neuron is thought to occur as a consequence of a
plastic change/learning process and may enhance the ability of the cortical network
to adapt to changing demands. A hypothesis like this was expressed (among others)
by Dykes and colleagues? and by Moore and Nelson 1998 which suggested that
the large subthreshold RFs of cortical cells serve this purpose. Tenuous support for
an idea like this is that silent cortical cells seem to be anatomically integrated into
the normal network of cortical neurons and evidence implicates networks in learning
and memory. Studies on expression of immediate early genes show that large num-
bers of cortical neurons change gene expression during cortical plasticity; these data
thus point to activity in (putatively the erstwhile) silent cells.%

3. Silent Cells May Signal by Non AP-Dependent Signaling

Not all neural communication among cortical neurons depends on AP generation.
Thus, pre- and postsynaptic neurons exchange complex molecular signals and com-
municate electrically via miniature PSPs in the absence of APs. These forms of
neural communication deserve special attention and may be important for maintain-
ing synaptic strengths in cortical and particularly silent cortical cells.

4. Silent Cells May Function by Sparse AP Activity

Although most cortical cells in sensorimotor cortices fire APs only rarely, even such
sparse AP activity, if it is close temporal relation with other sparsely firing neurons
(ie. AP rates <0.1 AP per optimal stimulus), could have functional significance.

B. DATA ON AN INVOLVEMENT OF SILENT CELLS IN PLASTICITY
ARE LARGELY ABSENT

Critical experiments on the significance of silent cortical neurons have not been
done yet. Evidently, recording 0.5 to 2 h from a neuron without AP activity does
not reveal the cell’s function. An involvement of silent cells in cortical plasticity
would best be revealed by monitoring sub- and suprathreshold activity of identified
cells over extended time periods. Chronic recordings of unit activity are possible,
but even with tetrode techniques it will be difficult to verify that previously non-
spiking cells join the population of active cells. The most promising techniques to
confront the problem of silent cells might lie in two photon microscopy-based optical
measurements of neural activity. Visualization of neural activity based on dye
injection® or genetic encoded indicators can be done with cellular resolution and
individual cells can be identified over extended time periods.®

C. SILENT NEURONS AND SYNAPTIC LEARNING RULES

Here, we consider synaptic mechanisms that could lead to a recruitment of previously
silent cells into the population of spiking neurons. Potential mechanisms of this
change will be constrained by the cortical activity’s quantitative aspects which are
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FIGURE 1.4 Pre- and postsynaptic activity patterns during sensory stimulation. Left side,
presynaptic activity patterns: 0 APs, Top; Sparse APs, middle; Bursts of APs bottom. Effects
of subthreshold presynaptic activity on axon terminals are neglected. Right side, postsynaptic
activity patterns: no subthreshold activity, Top; subthreshold activity, second from top; sub-
threshold activity and sparse APs, third from top; subthreshold activity and bursts of APs,
bottom.

worth recalling.. For optimized stimuli (a strong PW deflection), a large fraction
(>90%) of neurons in a cortical column and most neurons in neighboring columns
show only subthreshold responses. Thus, in layer II/III of the barrel cortex of an
anesthetized rat, we estimate that about 40,000 neurons show subthreshold responses
whereas only 200 to 300 APs are evoked in layer II/IIL.3° So, in a scenario like this
what type of information is available to silent cells and their synapses? Figure 1.4
illustrates the most common pre- and postsynaptic activity patterns that are likely
to occur under strong sensory stimulation: The most common pre- and postsynaptic
activity pattern will be between a silent presynaptic site and a silent postsynaptic
site, which is exposed to substantial subthreshold postsynaptic activity. Less fre-
quently pre- and postsynaptic activity pattern should consist of a silent presynaptic
sites and postsynaptic sites with suprathreshold activity and backpropagating APs.
A further pattern of pre- and postsynaptic activity consists of sparse presynaptic
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activity and postsynaptic sites with subthreshold activity. Other patterns of pre- and
postsynaptic activity would seem to be rare.

From these considerations it becomes clear that many of the classic plasticity
protocols that rely on strong pre- and postsynaptic activity cannot predict the types
of changes that one may expect in silent cells. Not only in LTP type experiments,
but also most paradigms involving spike—timing-dependent plasticity bursts of pre-
and postsynaptic activity are applied.”® It must be emphasized that most in vitro
plasticity experiments are also done in the absence of neuromodulators, which are
known to facilitate cortical plasticity in vivo and may be critical in silent cells.
Learning rules which would seem to be important for understanding synaptic change
in silent neurons are those uncovered by experiments on homeostatic mechanisms.®
In these experiments, adjustments were observed in not only the AP thresholds but
in the synaptic strength of cells in the absence of AP activity.””! These synaptic
changes may involve heterosynaptic learning rules and could be the mechanism by
which silent cells use subthreshold activity to adjust synaptic strength at their largely
inactive synapses. This is not to say that conventional forms of synaptic plasticity
which involve strong pre- and postsynaptic are irrelevant. Most likely such types of
plasticity will occur between the few highly active cortical neurons and will fine
tune the properties of these most important cells.

We speculate that spike-based and nonspike-based learning rules set up a con-
tinuous competition: a large number of cortical neurons compete to generate a small
number of APs that best represent sensory inputs and motor outputs.

I1l. CONCLUSION

While measurements of cortical subthreshold activity by sharp microelectrodes,
whole-cell recordings, local field potential recordings, and voltage-sensitive dye
imaging agree, there is no consensus about AP activity in sensorimotor cortices.
Thus, we do not know yet whether >90% or >99% of neurons in sensorimotor
cortices are silent. Evidence from whole-cell recordings, cell-attached recordings,
postsynaptic estimates of incoming inputs, and intracellular stimulation experiments
suggests a predominance of silent cortical neurons. Most but not all of the evidence
suggesting that cortical neurons are generally active comes from extracellular unit
recordings; this technique cannot detect nonspiking cells and therefore has an inher-
ently poor quantitative performance in networks with silent cells. Resolving the
discrepancies in our estimates of cortical AP activity will be fundamental for under-
standing cortical activity. Until then it might be wise to not treat the result of any
one recording technique as representative. The most attractive hypothesis for the
significance of silent cortical neurons is they can become converted to spiking
neurons by forms of learning and they can thereby enhance the cortical ability to
adapt to changing demands. Evidence for this hypothesis is lacking, however, and
synaptic learning rules that adjust synaptic strength under conditions of low or no
AP activity are not well characterized. We speculate that spike-based and non-spike-
based learning rules constrain cortical learning where a large number of cortical
neurons compete to generate a small number of APs that best represent the inner
and outer world.
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I. OVERVIEW

The vibrissa sensory system has recently emerged as a predominant model for
investigation of mammalian sensory processing. The anatomical markers of repre-
sentation throughout the system, most notably the barrels in primary somatosensory
cortex (SI),' make this system attractive for studies of neural structure and function.
Further, rats can employ their vibrissae for a wide variety of perceptual tasks, ranging
from shape perception to the fine discrimination of textured surfaces. Despite the
growing interest in the vibrissa sensory system, until recently the transduction of
information into neural activity by the vibrissae themselves has received relatively
little attention.

In this chapter, we propose the vibrissa resonance hypothesis. We suggest that
one of the intrinsic biomechanical properties of the vibrissae — their propensity to
resonate at specific frequencies — plays an important role in information processing.
Specifically, we propose that the amplification of high frequency inputs by vibrissa
resonance should enhance the detection of small amplitude high frequency stimuli
(e.g., of sound or of surface roughness) and that the frequency tuning within single
vibrissae and the orderly organization of these properties across multiple vibrissae
facilitates the discrimination of frequency specific stimuli. Vibrissa resonance may
also be crucial to the temporal coding of sensory input on broad and fine time scales.

In the second section of this chapter, we provide an overview of the importance
of frequency encoding in somatosensory processing. We then provide a review of
other sensory systems in which resonance is proposed to play a role in signal
transduction, most notably the auditory system. We conclude with a description of
the vibrissa resonance hypothesis.

In the third section of this chapter, we review recent findings demonstrating that
vibrissae resonate in response to sinusoidal and naturalistic stimuli, including sound
pressure waves. We then describe the neural correlates of vibrissa resonance. Vibrissa
resonance is translated into a frequency-specific increase in the rate of action potential
activity demonstrated by peripheral and SI neurons. Because vibrissa resonance prop-
erties vary systematically across the face of a rat, with lower frequencies represented
more posteriorly and higher frequencies represented more anteriorly, a map of frequen-
cies is observed across SI with a system of isofrequency columns extending along arcs
of vibrissae. These findings support the hypothesis that a place code exists for the
representation of frequency information in this system, by which an increase in mean
firing rate in a specific position within a map indicates the frequency of stimulation.

In the fourth section of this chapter, we discuss how active sensory processes
may impact perception employed by vibrissa resonance. Specifically, we discuss
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how modification of the velocity of whisking of the vibrissae against and over objects
may be crucial to engagement of vibrissa resonances, and we discuss the possibility
that damping in the vibrissa follicle may play a role in modulating the expression
of vibrissa resonance.

In the fifth section of this chapter, we provide evidence that vibrissa resonance
not only contributes to a mean firing rate code and place code, but may also contribute
to temporal coding of frequency information, considered over broad and fine tem-
poral scales. Following the onset of a stimulus, vibrissa resonance has a relatively
slow rise time, requiring tens of milliseconds to reach the full amplification of
motion. Correspondingly, more optimal neural frequency tuning is observed at longer
latencies after stimulus initiation (e.g., >25 msec post-onset). This finding suggests
that initial neural activity may encode object contact and the somatotopic position
of vibrissa deflection, while longer-latency activity may convey frequency specific
information. We provide evidence from peripheral and SI recordings that the high
frequencies, in the hundreds of Hertz (Hz), transmitted by vibrissae at their funda-
mental resonance frequency can drive high fidelity neural activity. These findings
suggest that a volley principle may exist in the transmission of high resolution
temporal signals from the periphery. Specifically, the sensitivity of this system to
high velocity vibrissa motion, and the high degree of direction tuning observed in
many trigeminal neurons, suggest that an inherent frequency doubling may occur
through the convergence of signals from direction-tuned peripheral neurons.

In the final section of this chapter, we summarize the main findings and give a
brief discussion of how the principles described here may relate to human tactile
perception.

Il. INTRODUCTION

A. THE BeHAvVIORAL ReLevANCE OF HIGH FREQUENCY
SOMATOSENSORY PERCEPTION

Frequency information approximately tens of Hz to over a kHz is essential to accurate
sensory processing in the auditory, somatosensory, and visual domains. The soma-
tosensory system employs frequency-specific information in a variety of perceptual
contexts. Vibratory stimuli transmitted through solid media provide an important
sensory input to a variety of mammalian species. For example, blind moles are
known to seek out conspecifics and termite colonies using primarily vibratory cues
transmitted through the ground.? Elephants similarly are believed to detect seismic
waves generated up to tens of kilometers away and may produce these signals as a
means of communication.?> Considering the natural arboreal environments of many
primates, monkeys may detect vibrations resulting from motion occurring in the tree
they are occupying, a potentially important alerting cue.

High frequency, temporally varying information also directly benefits human
tactile perception. Surface perception in humans may employ temporally varying
signals related to vibration perception. While spatially intensive cues dominate
the judgment of roughness for surfaces with a periodicity in the range of ~1-3
mm,* temporal frequency information likely contributes to the judgment of spatial
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frequency patterns when microgeometric surfaces, with periodicity on the order
of <1 mm, are perceived.®® Vibratory stimuli are also an essential feature of the
percept of spatio-temporally varying information. For example, robust tactile
apparent motion illusions can be evoked when specific frequencies of stimulation,
typically =50 Hz, are applied either sequentially across a series of three or more
contact points or in bursts applied to >2 contact points.’!!

Although less commonly discussed, airborne media may also transmit high
frequency information to the somatosensory system. Cockroaches can discriminate
between laminar airflow of the type generated by wind from turbulent airflow of the
type generated by an overhead predator using their cercal sensillae,'>!? and special-
ized mechanical organs in the leg may be used to respond to sound stimuli.'* Deaf
individuals may also ‘hear’ sound through somatic receptors in what is likely a
combination of vibration of the body cavity and perception of vibrations maintained
in surrounding structures (e.g., the floor).!> Airborne signals may be particularly
important for animals that live in enclosed spaces such as tunnels, where sudden
changes in air pressure or the interruption of air flow may indicate the entry of
another animal into the system of tunnels or other important environmental changes.

B. SENSORY CAPABILITIES OF THE VIBRISSA SENSORY SYSTEM

Different kinds of mammals, ranging from seals to chinchillae, employ long facial
hairs (vibrissae) to obtain sensory information. In rats and mice, the lateral posterior
surface of the face is covered with an orderly array of rows and arcs of vibrissae
that are typically identified by letters (rows) and numbers (arcs). The longest vibris-
sae are located most posterior and are referred to as the macrovibrissae, and smaller
microvibrissae are grouped more anteriorly in a dense patch. Although microvibris-
sae are likely important for perception,'®!” especially of objects a rat is about to
attempt to eat, they have received markedly less study. Because of this, references
to vibrissae throughout the chapter will indicate the macrovibrissae only, although
many of the observations described below should also apply to microvibrissae.

As suggested by the name vibrissa, mammals are capable of performing high-
resolution frequency-related tasks with these sensors. With regards to airborne stim-
uli, rats can discriminate between different frequencies presented with an oscillating
air stream.'® In aqueous environments, seals can use their vibrissae to track moving
objects through the water, a task likely accomplished by the detection of high
frequency standing vortices generated by target movement.!” Species of rats that
gather food in aqueous environments have specifications of the vibrissa follicle and
of the pattern of vibrissa innervation that suggest that they employ their vibrissae
for navigation and foraging in opaque underwater environments.'® Close parallels
to vibrissa perception also exist in the lateral line system in fish.?°

Rats can use their vibrissae for the detection and discrimination of solid textured
surfaces,?!-?’ tasks that likely requires the encoding of high frequency vibrissa vibra-
tions generated by the interaction of the vibrissae with surface features.?!2¢-28 * Using

“ Several recent robotics projects employing vibrissa-like sensors have also chosen texture identification
as an initial target problem.?-3!
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only their macrovibrissae, rats can detect the presence of a grating, as compared to
a smooth surface, when the grooves in the texture are as small as 90 um. This task
requires only the presence of a single posterior vibrissa. Rats can also use their
vibrissae to discriminate between periodic gratings with a spacing of 1.00 vs. 1.06
mm. For this kind of discrimination, two vibrissae, isolated to the same row, were
minimally required.?!?? Vibrissa-based texture discrimination capabilities also extend
to more complex textures, like sandpaper>*> which contain a variety of complex
frequency components?’?° (see Figures 2.2, 2.5 and 2.6).

C. THE ViBRrissA RESONANCE HYPOTHESIS

Sensory stimuli transmitted through airborne, liquid and solid media interacting with
the vibrissae likely generate high frequencies of vibrissa vibration. In the case of
the textures employed in behavioral tasks, estimates ranging from 200 Hz to over
1 kHz have been suggested for the rate of vibration generated when a rat sweeps its
vibrissae over these surfaces.?’?”? An open question remains how the vibrissae can
encode these high frequency signals. As described in this chapter, we hypothesize
that vibrissa resonance may play a crucial role in frequency-specific transduction of
tactile sensory information. In the following section, we provide background on
other systems that are believed to employ resonance in the transduction of sensory
input, followed by a more explicit statement of the vibrissa resonance hypothesis.

1. Resonance and Frequency Encoding in Other
Sensory Systems

For any given object, there exists a specific set of frequencies that, when applied, will
cause the object to demonstrate a larger relative amplitude of vibration. This property
is known as resonance and can be observed in several common contexts. For example,
when pushing a pendulum such as a child’s swing, one can get the largest motion with
the smallest amount of applied force if one pushes repetitively at the natural frequency
of the swing (i.e., pushing the swing once for each cycle of motion). The largest
resonance amplification is observed when stimuli are applied at the fundamental
resonance frequency, but other higher harmonics are also observed and also amplify
object motion. Larger amplitudes of motion applied at a given frequency also create
larger velocities an important consideration for processing in the vibrissa sensory
system. See Figure 2.1 for an example of a vibrissa’s propensity to resonate.

The vibrissa resonance hypothesis follows a long line of similar proposals made
for other sensory transduction systems. According to Wever, the first suggestion that
the resonance properties of a transduction organ facilitate frequency-specific repre-
sentation was made by Bauhin in 1605, with the proposal that the cavities of the
inner ear resonate to enable sound representation.’® Several other systems are thought
to employ resonance in frequency-specific perception. Cockroaches possess cercal
hairs that are capable of encoding different frequency components of airborne
stimuli. This frequency-specific encoding is thought to result in part from the reso-
nance tuning of the sensillae located on the cerci, whose frequency tuning varies
inversely as a function of their length.3!3? Variation in human sensory biomechanics
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FIGURE 2.1 An example of vibrissa resonance tuning. A. When equal amplitude stimuli are
applied to the tip (or base) of a thin elastic beam, a significantly greater amplitude of motion
is observed at the fundamental resonance frequency of the vibrissa and at higher harmonics.
In this diagram, the amplitude, frequency and phase of the stimulus input are shown in light
gray, while the amplitude of the beam motion (at the midpoint along the beam) is shown in
black. The image on the left depicts motion at a non-resonant frequency below the fundamental
(first) resonance mode, and the image on the right depicts motion at the fundamental resonance
frequency. B. An example of a vibrissa resonance frequency tuning curve. A constant ampli-
tude stimulus was applied to the vibrissa tip at frequencies from 0-600 Hz, and the relative
change in vibrissa motion amplitude recorded using an optical sensor placed at the mid-point
of the vibrissa length. The fundamental resonance frequency in this example occurred at ~160
Hz (grey vertical bar). (Adapted from Neimark et al., J. Neurosci. 23, 2003. With permission.)

across the body surface may also play a role in the perception of vibratory stimuli.334
Different regions of the hand have different mechanical impedances as a function
of the constitution of substrates beneath the skin, for example, the relative concen-
tration of bone, muscle, or fat33-3.

The most famous proposal that resonance enhances frequency specific process-
ing was made by Helmholtz, who suggested that the resonance properties of the
cochlea generated a spatial segregation of frequency bands similar to the separation
of frequencies on the strings of a piano, with low frequencies localized at one end
of the cochlea and higher frequencies at the other.3® While the precise mechanisms
by which cochlear biomechanics transduce sound information have been substan-
tially modified and updated for mammalian hearing since his initial prediction,” the
basic principle proposed by Helmholtz has proven correct: The cochlea oscillates
in specific regions of its extent as a function of the frequency of the stimulus
presented. As such, the biomechanics of the cochlea form a spatial tonotopic map
in which vibration, in response to a given frequency, is translated into increased
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firing rate in a specific subset of neurons in the auditory nerve that innervate around
the point of largest cochlear motion. The spatial organization of these auditory fibers
is preserved in an ascending system of neural tonotopic maps. This position-specific
frequency amplification is believed to provide a place code in which the increased
mean firing rate at a given position within a central auditory map is employed by
an animal to make sound frequency judgments. While cochlear place coding is an
important component of stimulus representation, several findings suggest that the
fine timing of neural activity evoked by auditory stimuli may also play an essential
role in stimulus representation and perception.?%¥+0 In support of this view, the place
code and frequency tuning of the mean firing rate derived from cochlear amplification
are thought to lack the specificity required to explain perceptual skill in lower
frequency pitch judgments <500 Hz.%

2. The Vibrissa Resonance Hypothesis

We and others have recently discovered that the biomechanical properties of vibrissae
may play a central role in frequency transduction.?%2837-38 Specifically, vibrissae
resonate in response to stimulation at a relatively narrow range of frequencies
generating frequency tuning in tactile sensory transduction that is translated into
neural tuning in the periphery and the SI. Further, because the optimal frequencies
for inducing resonance vary inversely with the length of the vibrissae, a map of
frequency tuning is present across the rat’s face. This map is also translated into a
central frequency map in SI neural activity.?

These findings have led us to propose the vibrissa resonance hypothesis: that
the amplification of frequency information by vibrissa resonance plays a meaningful
role in the detection and discrimination of high frequency stimuli. There are three
central components to this hypothesis. The first prediction is that vibrissa resonance
enhances the detection of small amplitude high frequency stimuli because mechan-
ical amplification of these signals generates a detectable increase in the neural mean
firing rate. The second prediction is that vibrissa resonance facilitates the discrimi-
nation or identification of high frequency information in part through the tuning of
individual vibrissae and their corresponding neural representation and in part through
a place code provided by the systematic mapping of frequency preference across
the face and in central somatic representations. The third prediction is that vibrissa
resonance contribute to temporal coding of high frequency information by enabling
the recruitment of precise temporal neural activity, most importantly in response to
otherwise subthreshold small amplitude stimuli. Within this framework we predict
that vibrissa resonance enhances the detection and discrimination of high frequency
information generated in a variety of contexts, including airborne stimuli and tex-
tured surfaces.

* Alligator lizards have a population of free-standing inner hair cells whose lengths vary as a function
of position along the basilar membrane and whose mechanical resonances largely determine their
frequency tuning.3”® This kind of resonance mechanism for auditory tuning and mapping is in closer
agreement with the initial Helmholtz proposal, and with the model of vibrissa sensory encoding
proposed below.
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I1l. VIBRISSA RESONANCE: RATE CODING
AND PLACE CODING OF FREQUENCY-SPECIFIC
TACTILE INFORMATION

A. VIBRISSA RESONANCE

Vibrissae resonance demonstrates oscillations of greater amplitude when stimulated
at a narrow range of frequencies (Figure 2.1). As their shape suggests vibrissae can
be modeled as a thin elastic conical beam.?373% Ag predicted by this model, the
resonance tuning of a vibrissa is inversely dependent on its length, a factor that
changes systematically from the back of the face (longer vibrissae, lower frequency
tuning) to the front (shorter vibrissae, higher frequency tuning). As such, an anterior-
posterior map of vibrissa frequency tuning is present across the face.?®

Vibrissae demonstrate resonance tuning ex vivo (plucked from the face) or in
vivo (attached to an anesthetized or behaving rat). and under a variety of boundary
conditions at the vibrissa tip — when the tip is free and a sharp deflection is applied,
when the tip or shaft of the vibrissa is pressed and moved over a surface (Figures
2.2 and 2.5), or when the tip is firmly attached to a stimulator (Figures 2.1 and
2.4).2838 Active sensing mechanisms, such as the control of vibrissa motion velocity
and/or damping in the vibrissa follicle, may dictate the expression of vibrissa reso-
nance in the behaving animal. In support of this suggestion there is initial supporting
evidence that resonance may not be expressed in behaving animals when discrete
contact of a vibrissa is made onto a vertical bar.*

Although the spatial frequencies present in the surface textures that make up
a natural scene for vibrissa-based perception are not well documented and likely
vary as a function of the many different environments that rodents inhabit. However
the existing data suggest that the range of fundamental resonance frequencies
present in a set of adult rat vibrissae may be well positioned to encode this aspect
of their surrounding environment. Costa (2000) used a laser displacement sensor
to show that natural surfaces, specifically 20 mm and 10 mm samples of concrete
blocks and sandpaper, respectively, follow a power law distribution of spatial
frequencies, 1/f* (b = 2.68 for concrete and 100 grit sandpaper, b = 2.22 for 60
grit sandpaper).*! These characteristics hold for spatial frequencies from 0.5 to 50
mm-!, which span a range that rats can detect and discriminate with their posterior
vibrissae, as assessed in studies using gratings.?!-?2

To study how vibrissae are employed to identify textures, it is important to
understand the nature of the interaction between vibrissae and surfaces. As sug-
gested,?”?8 depending on surface friction, the stiffness of the vibrissa, and the force
of contact, vibrissa-texture interactions will fall on a continuum between a slip-
stick behavior and a more reliable gliding movement (like that of a record player
needle). In all cases, natural surfaces are expected to generate high frequency
(>100 Hz) mechanical vibrations: Slip-stick behavior should lead to high frequency
vibrations due to the impulsive, spectrally dispersed forces on the vibrissa, and
the amplitude of these vibrations may be texture-specific. Whereas record player
behavior should transduce the features of the surface more faithfully. We have
observed a one-to-one translation of spatial frequencies to temporal frequencies
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FIGURE 2.2 (See color figure following page 78) Vibrissae resonate when driven by
complex natural stimuli. A. Half of a smooth wheel was covered with a textured surface,
either a grating or sandpaper, and was moved at different velocities while contacting a
vibrissa. This motion in turn drove vibrations in the vibrissa that were monitored with an
optical sensor. B. and C. Plots comparing the power spectra of vibrissa oscillations driven
by a grating at different speeds of wheel motion. Color scale indicates the relative
amplitude of vibrissa motion. In C, increasing wheel speed caused an increased rate of
vibrissa vibration as predicted by a one-to-one translation of the predominant frequencies
of the grating as a function of wheel velocity (increased diagonal band of activation
bounded by green lines). This signal was amplified when the grating drove the vibrissa at
its fundamental resonance frequency (~400 Hz, horizontal band of activation bounded by
black lines). A model of the vibrissa as a thin elastic beam?® predicted this pattern of
resonance amplification (B). D. The relative amplification of the vibrissa was shown for
the grating surface and for a smooth surface for two speeds of wheel motion. The grating
surface evoked peak amplification of vibrissa motion, although a small increase was
observed at the vibrissa fundamental resonance frequency at ~400 Hz in both instances.
E. Traces of vibrissa oscillation are shown for three distinct wheel speeds, with the red
bar indicating the point at which the textured region of the wheel surface came into contact
with the vibrissa. These traces show the amplification of vibrissa motion observed when
the grating was moved at 440 mm/sec. (Adapted from Neimark et al., J. Neurosci. 23,
2003. With permission.) (continued)
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FIGURE 2.2 (CONTINUED) (See color figure following page 78) Vibrissae resonate when
driven by complex natural stimuli. F. and G. Data plotted as in B. and C. for the vibrissa response.
When 80-grit sandpaper was used as the textured stimulus. Note that both the smooth and
textured surfaces drove increased vibrissa resonance at ~375 Hz, and that the textured stimulus
was again more effective at driving motion at the fundamental resonance frequency when the
wheel speed generated an optimal driving frequency. See Reference number 28 for further details
and Figure 2.5 for an example of neural frequency tuning evoked under parallel stimulus
conditions. (Adapted from Neimark et al., J. Neurosci. 23, 2003. With permission).

during surface interactions with gratings and sandpaper (e.g., Figures 2.2 and
2.5).262842 Preliminary data obtained using high-speed videography also suggests
that the friction between vibrissae and surfaces like glass, sandpaper and gratings
is high and that the drag on a vibrissa against a surface, in addition to its frequency
response, could prove an essential sensory cue;** (J. Ritt, M. Andermann, and C.
Moore, unpublished observation). Further recordings of vibrissa interactions with
surfaces during behavior will be required to determine which interactions predom-
inate during different perceptual tasks.

The range of fundamental resonance frequencies covered by the vibrissae also
provides a complement to the audible range of perception in rodents. Cochlear
transduction in rats initiates at a relatively high frequency, beginning between 250
Hz and 1 kHz, and hearing is typically poor below 2 kHz.*# The vibrissa
fundamental resonance frequencies observed in adult rats for the posterior mac-
rovibrissae span from ~30 Hz to 1 kHz?% and are likely higher for the microvibris-
sae. As such, vibrissae may extend the range of oscillatory encoding by amplifying
airborne oscillations that would not otherwise be perceived or may be poorly
represented by hearing in the rodent. In support of this prediction, vibrissa reso-
nance amplification can be driven by sound stimuli and can demonstrate precise
frequency tuning (Figure 2.3).

B. NEURAL CORRELATES OF VIBRISSA RESONANCE
1. Sinusoidal Stimuli

Vibrissa resonance amplification is translated into increased mean firing rate in
neurons at multiple levels of the vibrissa sensory system. In our initial studies of
the neural correlates of vibrissa resonance, we employed sinusoidal stimuli used to
facilitate the precise characterization of frequency responses, and small amplitude
tip deflections to reflect subtle surface features or airborne displacements. These

© 2005 by Taylor & Francis Group.



Vibrissa Resonance Driven by Sound Stimuli

20
E
=
s
=

S 10
o
R
-
.4

} j
2
100 300 500 700 900
\ Frequency (Hz)

FIGURE 2.3 Vibrissae show precise frequency tuning in response to sound stimuli. A speaker
was placed ~5 mm from an ex vivo C1 vibrissa fixed at the base. Pure sinusoidal tones were
presented from 0-600 Hz (-1 to 1 volt input) while vibrissa motion was recorded using a
photodiode sensor placed at the mid-point of the vibrissa length.?62® Under these conditions,
vibrissa resonance at the fundamental resonance frequency (~55 Hz) led to frequency-specific
amplification of vibrissa motion by approximately an order of magnitude, from 2 um to 20 um
oscillations at the fundamental resonance frequency.

small amplitude stimuli also place the system in a range where amplification has an
opportunity to show a differential impact on neural activity. In this context, the
frequency-specific amplification of vibrissa motion generated by vibrissa resonance
is translated into increased neural firing rate in peripheral neurons.’® Among trigem-
inal neurons, 88% demonstrated frequency tuning associated with vibrissa resonance
(Figures 2.4 and 2.11). Given the small (80 um) vibrations that were applied at the
vibrissa tip for these trigeminal recordings (a motion that subtends typically less
than ~0.5 degrees of arc), the class of trigeminal neurons recorded in these experi-
ments were most likely the slowly adapting (SA) neurons*®*’ that were previously
reported to demonstrate the most sensitive receptive fields and the most robust
sustained responses.

Cortical neurons also demonstrated resonance-related frequency tuning. Regular-
spiking units (RSUs: putative excitatory neurons) and fast-spiking units (FSUs:
putative inhibitory neurons) in SI barrels showed a relatively high probability of
resonance-related frequency tuning (55% and 58%, respectively?; Figures 2.4 and
2.11). Beyond the demonstration of tuning, vibrissa resonance was often necessary
to elicit any significant evoked activity. In these SI experiments we employed 160 um
deflections at the vibrissa tip, a stimulus that subtended less than 1 degree of arc in
all cases. As can be seen in Figure 2.4, frequencies above or below the range of
vibrissa resonance did not evoke any increase in evoked neural activity. This finding
highlights the potential importance of vibrissa resonance for the detection of small
amplitude sensory stimuli, as inputs of this amplitude would not have evoked neural
activity without this amplification.
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FIGURE 2.4 (See color figure following page 78) Vibrissa resonance tuning is translated into
neural frequency tuning in somatosensory peripheral and cortical neurons. A. Vibrissa reso-
nance tuning curves (gray lines, middle row of boxes) and corresponding neural frequency
tuning curves (black lines, top row) are shown for peripheral and cortical recordings. The
bottom row shows the corresponding spike traces for trigeminal (NV), fast spiking unit (FSU),
regular spiking unit (RSU) and multi-unit activity (MUA). Green horizontal lines indicate the
spontaneous firing rate; yellow lines indicate the threshold for significant evoked activity.
Note that off-resonance stimuli were unable to evoke a significant increase in neural activity,
demonstrating the potential importance of resonance for the amplification of sensory infor-
mation. B. Left and Center Boxes Average neural tuning curves are shown for all four types
of neural recording. In the graph on the left, average neural activity was normalized to peak
firing rate and centered on the best frequency (BF), the frequency that drove the greatest
increase in mean firing rate. On the right, average neural activity was normalized to peak
firing rate and centered on the fundamental resonance frequency (FRF), the frequency that
drove the greatest increase in the amplitude of vibrissa motion. All four classes of neural
recording showed frequency tuning. Right The quality of neural frequency tuning (Qneural)
normalized by the quality of vibrissa frequency tuning (Qvibrissa) for all four neural recording
types. As seen in the BF- and FRF-centered average tuning curves, RSUs (red curve) and
trigeminal neurons (green) demonstrated more refined tuning than FSUs (blue) and MUA
(purple) for both averaging approaches.?® See Figure 2.11. (Adapted from Andermann et al.,
Neuron 42, 2004. With permission.)
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A consistent difference was observed in the specificity of tuning between
recorded cell classes. The excitatory neuron classes in the periphery and SI, trigem-
inal neurons and RSUs, showed significantly more precise tuning than the FSUs
(Figures 2.4 and 2.11). The greater precision observed in the frequency tuning of
RSU responses parallels the tuning precision observed for other features in SI, as
RSUs also tend to have more precise spatial tuning and more precise direction-of-
deflection representations.*3#? Several factors likely contribute to the sharper tuning
of RSUs including inhibition by FSUs and more robust synaptic depression of
thalamocortical inputs.*-2 These neural mechanisms are probably not operating
through a center-surround organization—inhibitory subthreshold potentials are for
example, co-extensive with excitatory potentials throughout a canonical SI receptive
field.>*> These mechanisms likely act to lower the total firing rate of RSUs in
response to a wide range of stimuli, differentially suppressing weaker inputs and
creating sharper tuning.

2. Complex Stimuli

We also recorded the neural response in a subset of neurons evoked by natural and
complex stimuli. Figure 2.5 shows an example of a trigeminal recording maintained
while a sandpaper stimulus was rolled over the primary vibrissa. As the speed of
sandpaper motion was increased, the relative frequency of vibration of the vibrissa
tip was correspondingly increased. Larger vibrissa oscillations were observed when
the speed of the wheel combined with the prominent spatial frequencies of the
sandpaper to drive the vibrissa at its resonance. In accordance, a greater mean firing
rate was also observed in this recording when the vibrissa was driven at its resonance.
These stimulus-generated velocities of vibrissa surface interaction are within the
physiological range?'”® suggesting that increases in mean firing rate should be
observed in the awake behaving animal as they explore textured surfaces. In further
experiments in the periphery and SI, we created white noise stimuli that were the
sum of all sinusoids from 0-600 Hz, where each sinusoid was calibrated to 80 um
amplitude and randomly phase shifted. These stimuli were then notch filtered by
selectively removing frequencies that would have driven vibrissa resonance while
compensating for the total power in the stimulus across frequencies. When complex
stimuli were applied without notching, a robust vibrissa resonance was observed
and correspondingly, a significant increase in the mean firing rate (Figure 2.6). When
the majority of frequencies amplified by vibrissa resonance were removed, resonance
was not observed and the mean firing rate was also significantly lower. These
examples demonstrate that the neural correlates of vibrissa resonance are observed
even when more natural and/or complex stimuli are presented to the vibrissa.

C. Somatotoric FREQUENCY MAPPING
AND ISOFREQUENCY COLUMNS

A potentially important consequence of the discovery of vibrissa resonance was the
simultaneous discovery of a novel frequency map laid across the somatotopic map
of the face.”® As described above, the longer vibrissae located more posterior have
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FIGURE 2.5 (See color figure following page 78) Vibrissa resonance evokes increased neural
activity when natural complex (sandpaper) stimuli are applied. A. Multi-unit activity was
recorded in the trigeminal ganglion while a stimulus wheel covered in 80-grit sandpaper
was rolled against the primary vibrissa (see Figure 2.2 for a parallel example). As the wheel
velocity increased, so did the vibrissa oscillation velocity (blue line). Vibrissa resonance
amplification can be observed in the spike in vibrissa velocity (P(f)*f, fop) at a wheel speed
of 800 mm/s. Neural activity also showed a spike in mean firing rate at this velocity (green
line). Neural activity also demonstrated a thresholded sensitivity to the increasing velocity
of vibrissa oscillation at higher frequencies (= a wheel speed of 2000 mm/sec; see also
Figure 2.8). B. Power spectra showing increased velocity of vibrissa motion or increased
amplitude of neural activity (bottom) as a function of oscillation frequency and wheel speed.
In the top panel, the peak in velocity signal at ~350 Hz (global increase in power) reflects
the increased velocity of vibrissa motion generated when the wheel speed drove the pre-
dominant spatial frequency present in the texture (shown in the diagonal bands) at the
vibrissa resonance (blue box). The increased mean firing rate in the associated neural
response is indicated by the vertical band of increased activity observed at a wheel speed
of 800 mm/s in the bottom panel. Note also that a peak is present in MUA power spectrum
at the vibrissa resonance (~350 Hz), indicating fine temporal fidelity of spiking activity in
response to a complex stimulus presentation (see also Figures 2.12-2.14).
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FIGURE 2.6 (See color figure following page 78) Vibrissa resonance evokes increased neural
activity when synthesized complex stimuli are applied. A. White noise stimuli constructed
as the sum of phase-shifted sinusoids from 0-600 Hz were presented through a piezoelectric
stimulator to the vibrissa. A notched stimulus was also created in which the fundamental
resonance and surrounding frequencies (400-500 Hz) were removed from the stimulus and
the power adjusted across remaining frequencies. Vibrissa oscillations showed a resonance
amplification at ~450 Hz when white noise stimuli were applied (green line) that is not
present when notched stimuli were applied (blue line). B. These complex stimuli were
presented while recording from a trigeminal ganglion single unit. Average neural activity
was summed over the stimulation period (500 msec). As predicted by the differential
increase in vibrissa motion, greater mean firing rate was evoked by the non-notched (green
bar) than the notched stimulus (blue bar) (N = 37 trials, mean + SE).

lower fundamental resonance frequencies than the shorter vibrissae located more
anterior. This systematic peripheral gradient is translated into a frequency map in
SI. As predicted by the consistent agreement between neural tuning and vibrissa
tuning (Figure 2.4), the preferred vibratory frequency is higher in the barrels repre-
senting more anterior vibrissae (Figure 2.7). Because vibrissae in the same arc
possess similar lengths, they also possess similar resonance tuning, creating a band
of vibrissae with similar frequency encoding properties and a systematic network
of putative cortical isofrequency columns.?® This redundancy of frequency informa-
tion across multiple vibrissae in an isofrequency column may provide robustness to
the frequency code, diminishing the impact of the loss of or damage to a single
vibrissa (Figure 2.7). Vibrissae along an arc may, in several perceptual contexts,
encode substantially different kinds of inputs. The E row, located most ventral, may
play a specific role in judging properties of the ground surface and in maintaining
balance. The A row, which will seldom come into contact with the ground, could
play a more specific role in the encoding of airborne frequency-varying signals (e.g.,
sound or changes in wind currents). A somatosensory isofrequency column may be
subtended by neural regions biased to perform different processing tasks.

The frequency map and isofrequency columns discovered in SI mirror the tono-
topic map and isofrequency columns described in primary auditory cortex (AI).’7>8 In
both cases, the biomechanical properties of frequency transduction generate a system-
atic spatial mapping of frequency that is translated into a spatial position within the
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FIGURE 2.7 (See color figure following page 78) Vibrissa resonance creates a somatotopic
frequency map and isofrequency columns in Si. A. i. A cartoon of the rat face, showing decreasing
vibrissa length in more anterior vibrissae. ii. The similar lengths of vibrissae within an arc predict
the existence of isofrequency columns, spanning multiple vibrissa representations. This prediction
is shown on a cytochrome oxidase stain of the SI barrel map (anatomy from http://www.neuro-
bio.pitt.edu/barrels). iii. Vibrissa fundamental resonance frequencies (FRF: gray bars) and the
neural best frequency (BF: colored bars) increased as a function of arc position of the stimulated
vibrissa.?® (Adapted from Andermann et al., Neuron 42, 2004. With permission.) (continued)

cortical map. This similarity extends to the structure of the isofrequency columns in
both systems as the elongated isofrequency lines observed in Al and SI show a similar
aspect ratio (i.e., are asymmetrically extensive across the cortical sheet). An interesting
nuance to the progression of isofrequency columns across the frequency map in SI is
that the i and ii arcs tend to have vibrissae with similar lengths.?%?® This characteristic
of the system could provide a wider column of information in the approximately
100-300 Hz frequency band, potentially enhancing frequency judgments in this range.

The mapping of frequency across the somatotopic map and its parallels to the
auditory map strongly suggest the existence of place coding in the processing of
tactile information. Activation in a specific region of the SI map could be used to
identify the frequency of stimulation applied across multiple vibrissae. This pre-
diction does not necessarily imply that rats can use vibrissa resonance and a place
code for perfect pitch identification of an isolated frequency presentation (a sensory
capability that is also rare in the auditory system). The length of vibrissae varies
over the life of the animal and changes on a daily basis making this kind of
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FIGURE 2.7 (CONTINUED) (See color figure following page 78) Vibrissa resonance cre-
ates a somatotopic frequency map and isofrequency columns in Si. B. Left Examples of four
trigeminal single unit recordings obtained during primary vibrissa stimulation. Recordings
were made from the same arc of vibrissae from one animal. Vibrissa frequency tuning curves
are shown in the upper panels (gray), and neural frequency tuning curves in the lower panels
(black). Right When responses were normalized and summed across the arc, a peak in vibrissa
amplitude and neural activity was observed at ~400 Hz. This example highlights the coding
of isofrequency information within an arc of vibrissae.

precision unlikely. Rather, the importance of the frequency map likely derives
from the relative position of activation of columns of neurons in response to
different frequency inputs — more posterior activation indicating relatively lower
frequencies of presentation.

One classical argument for the utility of a place code, based on increased mean
firing rate, is that it circumvents the need for fine temporal following of high
frequency input. Mammalian auditory systems can routinely process signals of
several kHz or higher. The refractory period of a typical neuron prevents the fol-
lowing of signals in this range. It remains an open question whether the vibrissae
encounter and discriminate signals in the kHz frequency range, where place coding
might be essential for adequate information transfer, and whether and how temporal
encoding may contribute to high frequency perception. Even if the vibrissae only
encode information accurately in the range of hundreds of Hz, a mean firing rate
place code relieves the need to encode high frequency information in the precise
timing of individual neurons.
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D. VEeLocity SENSITIVITY AND VIBRISSA RESONANCE

Neurons throughout the vibrissa sensory system show robust velocity sensitivity.>-64
This sensitivity strongly suggests that the increased mean firing rate observed as a
product of vibrissa resonance results from the increased velocity of vibrissa motion
and not the increased amplitude of motion.?® As such, consideration of how velocity
sensitivity interacts with resonance-related neural tuning is an important question.”

1. Frequency Tuning vs. Velocity Tuning: Excitatory
vs. Inhibitory Neural Tuning in Rat SI

For sinusoidal stimuli, velocity increases as (frequency x amplitude). If neurons
are sensitive to the increased velocity of vibrissa motion generated by vibrissa
resonance, then they should demonstrate a broadening of their tuning curve on its
high frequency side and/or a shift in the peak of neural tuning to a higher frequency.
This behavior was observed in the average trigeminal, FSU and multi-unit activity
(MUA) tuning curves recorded in our previous study (Figures 2.4 and 2.11).
However, RSU tuning curves did not show a velocity bias, as their average tuning
curve was symmetric with a peak centered on the peak of vibrissa resonance. This
symmetry may be explained as the result of intracortical sharpening by FSU
activity — FSUs respond strongly and at a shorter latency to high frequency stimuli,
and are, therefore, well positioned to inhibit RSU responses? (see Figure 2.11 for
relative FSU and RSU latencies). Whatever the mechanism, excitatory neuron
activity in an SI barrel reflects the frequency tuning of vibrissa motion amplitude,
and not velocity tuning, potentially providing relatively precise frequency coding
that reflects vibrissa amplification.

2. Velocity Sensitivity: Impact on the Representation
of Specific Frequency Bands

Diamond and colleagues recently presented a subset of high-frequency stimuli to
multiple vibrissae simultaneously while recording MUA activity in SL.% These
authors found that neurons were more sensitive to high frequency stimuli, and
explained this trend as the product of velocity sensitivity in SI. We similarly observed
that, for a given amplitude of vibrissa stimulation, many single neuron and MUA
responses demonstrated high-pass sensitivity in addition to vibrissa resonance tuning
(Figure 2.8)". High-pass frequency/velocity sensitivity has several potential impli-
cations for the neural representation of vibrissa resonance. First, it suggests that
those vibrissae that have a resonance tuning peak closer to the velocity threshold
for the neuron being recorded will be more likely to evoke neural activity (Figure 2.8,
middle frequency resonance tuning curve). Second, those vibrissae with lower fun-
damental resonance frequencies will require greater amplification to reach the veloc-
ity threshold (Figure 2.8, lower frequency resonance tuning curve). Third, those

* While it remains an open question whether neurons in the vibrissa sensory system are sensitive to
“velocity” or to some other factor that co-varies with velocity, we will follow the trend in the literature
and will use the term velocity as shorthand for this class of features.
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resonances that are expressed above the high frequency threshold may fail to express
neural resonance tuning for a given amplitude of stimulation. This is because of a
ceiling effect as these motions are already effective in driving robust neural activity
and there is little dynamic range in the mean firing rate remaining to allow the
expression of resonance-related tuning (Figure 2.8, high frequency resonance tun-
ing curve).

An important implication of this framework is that, for any given amplitude of
stimulation, vibrissae with intermediate resonance tuning frequencies may be in the
proper range to evoke neural resonance tuning. In our previous experiments, pre-
liminary data suggested that the 1 to 3 arcs demonstrated the highest incidence of
observable resonance-related neural tuning and that MUA responses showed the
greatest sensitivity to these velocity interactions, i.e., single neurons were less
susceptible to ceiling or non-amplification effects (M. Andermann and C. Moore,
unpublished observation). A second implication of the apparent saturation of mean
firing rate at high velocities of stimulation is that a secondary coding mechanism,
beyond resonance or velocity sensitivity — e.g., the fine timing of neural activity
— may be necessary to represent frequencies in this range if they are perceived
distinctly by the behaving animal (see Section V).

E. HicHER HARMONICS: IMPLICATIONS FOR THE VIBRISSA
ResoNANCE HYPOTHESIS

Higher harmonics of vibrissa motion may also generate high frequency/high velocity
input to the vibrissa sensory system. In our previous studies,?®*?® we did not system-
atically characterize higher harmonics for a variety of study-design and methodolog-
ical reasons. Nevertheless, we observed multiple examples of higher harmonics and
many of these evoked neural activity. One example of this kind of response is shown
in Figure 2.9.

While the importance of higher harmonics remains to be assessed, several factors
suggest that they may not play a major role in perceptually relevant neural trans-
duction. First, because a vibrissa approximates a tapered conical beam, the impact
of higher harmonics should be diminished relative to the impact predicted in other
structures (e.g., a plucked string).?’?% Second, the ceiling effect described above for
velocity sensitivity at high frequencies could reduce the impact of higher harmonics,

 The fact that these authors did not also observe the frequency tuning that results from vibrissa resonance
is likely the result of several factors. First, they sparsely sampled frequency space, such that the distance
between any two frequencies sampled (e.g., 131 and 211 Hz) was significantly larger than the entire span
of an average vibrissa-resonance tuning curve in this frequency range (Figure 1). Second, these authors
stimulated the bases of the vibrissae by resting them against a vibrating bar, a stimulus that likely damped
or contaminated the expression of resonance prior to transmission to the follicle. Third, these authors
recorded MUA activity, a class of neural responses that typically showed a greater bias towards velocity
sensitivity when vibrissa resonance tuning was assessed (26. Andermann, M. L., Ritt, J., Neimark, M.
A., and Moore, C. 1., Neural correlates of vibrissa resonance; band-pass and somatotopic representation
of high frequency stimuli, Neuron 42 (3), 451-63, 2004.: see Figure 10). Fourth, they did not analyze
their data for the latencies of response post-stimulus that demonstrated the greatest precision of frequency
tuning (25-100 msec post-stimulus onset), and, therefore, would not have observed the dynamic evolution
of frequency tuning resulting from the vibrissa resonance time constant (see Section IV and Figure 10).
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Predicted Neural Activity Resulting from Vibrissa Resonance Amplification
and Neural Velocity Sensitivity
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FIGURE 2.8 (See color figure following page 78) Neural velocity sensitivity may impact
the expression of vibrissa resonance. Bottom panel A model of the neural response to
vibrissa stimulation frequency in the absence of resonance amplification. This function was
modeled as sin?(pi*f/2000), 0 > f > 1000 Hz, to emulate the neural sensitivity to higher
frequency stimulation resulting from velocity sensitivity. Examples of this kind of increase
in firing as a thresholded function of vibrissa velocity can be observed in real neural data
in Figures 2.4, 2.5, and 2.10 (see also Reference number 63). Middle panel Three idealized
examples of vibrissa resonance tuning showing a 3:1 gain in motion amplitude at the
fundamental resonance frequency and bandwidth proportional to this frequency. Top panel
The predicted neural response to vibrissa stimulation frequency as a function of resonance
amplification of peak motion velocity, and intrinsic velocity sensitivity thresholds. For a
given amplitude of stimulation, vibrissa resonance amplification that does not drive a neuron
near its velocity threshold may fail to be amplified (purple curve, left resonance peak),
while resonance amplification that is significantly above the velocity threshold (shown in
the bottom panel) may fail to demonstrate tuning due to an upper limit on the range of
possible firing rates for a given neuron (blue curve, right resonance peak). A subset of
vibrissa resonance tuning curves near to but not above the intrinsic velocity threshold will,
in this model, show optimal frequency tuning. Preliminary data suggest that these effects
occur in a subset of trigeminal and cortical neurons, and that, within SI, FSU and multi-
unit recordings are more susceptible to these impacts of velocity sensitivity.
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FIGURE 2.9 Higher resonance harmonics can drive evoked neural activity. Recordings were
made from two trigeminal single units simultaneously (top panels) while frequency-varying
sinusoidal stimuli were applied to their primary vibrissa (bottom panels). One of the single
units (left panels) showed a significant increase in mean firing rate in response to the funda-
mental resonance frequency at ~150 Hz, while the other showed a selective response to the
higher harmonic seen at ~520 Hz (right panels).

as higher harmonics are likely to fall above this velocity threshold for a wide range
of amplitudes of vibrissa stimulation. Third, many natural surfaces have spatial
frequency power spectra that fall off exponentially.*! This implies that, for natural
surfaces (but not iso-amplitude sine waves), high-frequency stimulus components
that would drive higher harmonics may not be as prevalent.

Perhaps the most important observation to be made at this stage of investi-
gation of the vibrissa resonance hypothesis is that higher harmonics, if they are
expressed and translated into neural activity in perceptually relevant contexts,
should enhance the detection of high-frequency stimuli, and may or may not
impair their discrimination. Specifically, if higher harmonics provide amplifica-
tion of subtle high-frequency inputs, they should facilitate the detection of these
signals, e.g., the detection of surface roughness. Where higher harmonics pose a
potential challenge to the benefits of vibrissa resonance is in the place coding
model of discrimination proposed above. Fundamental resonance frequencies and
higher harmonics represented in the same position of the somatotopic map could
create ambiguity in the interpretation of these signals by a sensing animal. That
said, the pattern of positional activation — the specific regions of the map
activated by a fundamental and higher harmonics — should still have a unique
spatial signature that could be used to decode the frequency applied to the vibrissa.
Thus, if higher harmonics are meaningfully expressed in relevant perceptual
contexts, we predict that they will facilitate the detection of high frequency
stimuli, and may contribute to or undermine the discrimination or identification
of high frequency input.

IV. ACTIVE SENSING AND VIBRISSA RESONANCE
A. MoDULATION OF WHISKING VELOCITY

Rats may actively modulate their sensory exploration strategy to enhance or suppress
the impact of vibrissa resonance. During whisking, rats typically engage in a series
of bouts of whisking with significant variation in the rate of vibrissa motion between
bouts.% One potential benefit of this variation is that it could provide a broader
search space over which a match could be generated between a given vibrissa’s
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frequency tuning preference and the vibrational frequencies generated by the inter-
action between a spatial frequency and a given velocity of motion. By searching
over a variety of velocities, the rat can circumvent potential problems posed by the
limited range of frequencies amplified by the vibrissa resonances expressed in a
given sample of vibrissae. Further, comparison of activation evoked by faster or
slower whisk cycles, combined with knowledge of the position of optimal activation
within the pad (e.g., more anterior or posterior on a given sweep), could refine the
representation of a textured surface. The suggestion that velocity modulation may
assist perception of spatial textures through generation of different frequency inputs
is consistent with recent studies of human perception of textured surfaces using a
probe: Under these conditions, variation in the velocity of sampling is observed to
impact roughness judgments.®6:57

B. MoODULATION OF VIBRISSA DAMPING

Active sensing may also be engaged at the level of the follicle. Given that vibrissa
resonance may not facilitate the perception of contact (or could even impair pro-
cessing, for example, by introducing “ringing” in the system when precise contact
times are desired), an intriguing hypothesis is that a perceiving rodent could modulate
the expression of vibrissa resonance by regulating damping in the follicle (e.g.,
through blood pressure or through muscular tension%®).

Initial calculations suggest that damping by the follicle would be particularly rele-
vant for relatively shorter vibrissae, particularly microvibrisssae, but may not signifi-
cantly affect the biomechanics of longer vibrissae. The follicle surrounding the base of
a greek arc macrovibrissa, for example, occupies only ~0.5-5% of its total vibrissa
length (F. Rice, personal communication). Variations in tension could affect many
aspects of transduction (e.g., change the relative sensitivity of classes of receptors), but
would not change the propensity of the long vibrissae themselves to resonate. As such,
the longer posterior vibrissae may be more important for encoding airborne signals.

V. TEMPORAL CODING AND VIBRISSA RESONANCE

Vibrissa resonance is obviously not required for the vibrissa sensory system to
demonstrate temporal coding of high frequency stimuli.*¢%-73 That said, vibrissa
resonance has several potentially important implications for the possibility of tem-
poral encoding on broad and finer time scales.

A. Dy~Namic EvoLuTtioN OF ViBRissA RESONANCE TUNING:
‘CoNTACT’ vs. FREQUENCY CODING DURING DIFrFerReNT EPOCHS
OF THE RESPONSE

When sinusoidal input is applied at a vibrissa’s fundamental resonance frequency,
vibrissae require several cycles of oscillation to develop full resonant amplification
(Figures 2.10 and 2.11). Differential frequency amplification in response to sinuso-
idal stimuli® or to vibrissa contact with a complex surface,* is more robust 10-100
msec following the onset of sensory stimulation. This property is mirrored in the
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temporal development of neural frequency tuning (Figure 2.10). As shown in
Figure 2.11, the number of tuned neurons and the incidence of significant driven
activity both increase for the epoch 25-100 msec post-stimulus onset, as compared
to the epoch 0-25 msec post onset. An even higher relative number of RSUs were
observed to demonstrate tuning over the epoch from 100-500 msec, although the
incidence of neurons driven by any frequency was decreased for this epoch.?

These differences between shorter- and longer-latency responses suggest that
each temporal window may code for different information. The onset response could
encode initial vibrissa contact and/or somatotopic position, while the later sus-
tained/developing response could encode the frequency of vibrissa motion. The map
in SI may dynamically evolve over the first 100 msec, transitioning from a map
representing space to one representing frequency. This temporal distribution of
signals could help resolve an important ambiguity in the place code proposed above,
specifically, that a given place in a map also has a somatotopic assignment in addition
to a frequency meaning. Several other mechanisms, including the integration across
multiple vibrissae in an isofrequency column, and fine temporal cues, could also
help resolve this potential interpretive problem.

The time constant that determines the rate of resonant amplification is not
constant across vibrissae. It varies inversely with the period of the resonance oscil-
lation. Just as the biomechanical properties of the vibrissae generate a resonance
frequency map, they also provide a latency gradient. Longer posterior vibrissae that
possess lower frequency resonance tuning require a longer rise time and shorter
anterior vibrissae a shorter rise time (Figure 2.11). Further, vibrissae in an isofre-
quency arc possess similar time constants. The synchrony generated by their simul-
taneous activation could enhance the neural representation of frequency-specific
signals. This shift in onset latency as a function of position in a cortical map has
precedent in the primate Al map, where a latency gradient is also observed although
in Al it runs approximately perpendicular to the axis of the isofrequency bands.>

B. ViBrissaA REsoNANCE AND FINE TIMING OF ACTION
PoTENTIAL AcCTIVITY

In addition to these larger timescale temporal implications of vibrissa biomechan-
ics, vibrissa resonance may also affect the fine timing of peripheral and cortical
neural activity.

1. Vibrissa Resonance and Trigeminal Temporal Coding

Several studies have described the temporal following properties of trigeminal ganglion
neurons, suggesting that temporally precise high frequency information is represented
in the initial processing of the vibrissa sensory system.”'”’* We also observed several
examples of precise neural following in response to low amplitude, high frequency
stimuli. This finding, together with an absence of firing away from the resonance peak
in mean firing rate tuning curves, led to the observation of tuning of the temporal
following properties of trigeminal neurons. Examples of high frequency following and
tuning of trigeminal single units are shown in Figure 2.12. In each of these cases, no
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FIGURE 2.10 (See color figure following page 78) An example of the temporal evolution of
neural frequency tuning. A. Top Peri-stimulus time histograms (PSTHs) are plotted as a
function of frequency of stimulation (ordinate) and time (abscissa). Stimuli were applied as
160 um sinusoids for 500 msec epochs. Resonance tuning can be seen in the selective band
of increased firing at ~135 Hz: Intrinsic frequency (velocity) sensitivity can be seen in the
increased firing above the threshold of ~ 350 Hz. Botfom Neural tuning curves showing
mean firing rate for four different epochs post-stimulus onset. Resonance driven activity was
not observed in the first epoch (0-25 msec post-stimulus onset) although robust high fre-
quency responses were present. In later epochs, responses above the intrinsic high frequency
threshold diminished in relative prominence while resonance driven neural activity increased.
B. Top panel PSTH of activity evoked at the fundamental resonance frequency (red, 135
Hz) and at a frequency above the intrinsic high frequency threshold (black, 460 Hz). The
slower rise time of resonance driven neural activity can be appreciated in this PSTH. Middle
panels Traces of vibrissa motion driven by fundamental resonance frequency and high
frequency stimuli. The fundamental resonance frequency driven motion shows a gradual
increase in motion amplitude (red trace). Bottom panel Plots of the peak velocity of vibrissa
motion for the fundamental (red) and high frequency stimuli (black). This time constant for
the amplification of vibrissa motion is likely a key factor in the delayed increase in resonance
driven activity in this example (see also Figure 2.11).
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FIGURE 2.11 (See color figure following page 78) Vibrissa resonance tuning is delayed
for all Si neural response types, correlated with the time constant of vibrissa resonance
amplification. A. Vibrissae were stimulated with a 500 msec sinusoidal train during
extracellular recording of trigeminal ganglion neurons (NV, green) or SI barrel recordings,
including fast spiking units (FSU, blue), multi-unit activity (MUA, purple) and regular
spiking units (RSU, red). Each bar plot shows the probability of observing a frequency
tuned neural response (dark shading), a significant evoked increase in mean firing rate
without frequency tuning (medium shading), or a neuron not driven by the stimulus (light
shading). For all cortical response categories, the incidence of tuned responses and of
driven neurons without tuning was increased for epochs >25 msec as compared to the
epoch 0-25 msec. B. Average tuning curves are shown for each neural type for responses
centered on the best frequency that drove the largest increase in neural firing (BF), or on
the vibrissa fundamental resonance frequency (FRF). The apparent velocity sensitivity of
FSU and MUA responses, shown as a sensitivity to higher frequency input, can be seen
in the FRF-centered tuning curves for the epochs 100-500 msec post-stimulus onset.
Similar velocity sensitivity was not observed in any epoch for RSU responses. Each plot
is presented relative to the vibrissa frequency tuning bandwidth?® (m: see Figure 2.4).
(Adapted from Andermann et al., Neuron 42, 2004. With permission.) (continued)
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FIGURE 2.11 (CONTINUED) (See color figure following page 78) Vibrissa resonance tun-
ing is delayed for all si neural response types, correlated with the time constant of vibrissa
resonance amplification. C. Examples are shown of the evolution of vibrissa resonance
when stimuli were applied at the fundamental resonance frequency for vibrissae from the
1—4 arcs. Shorter vibrissae (4 arcs) show a faster rise time than longer vibrissae (1 arc).
D. Bar plots showing the time constant for the stimulator (black bars), for vibrissa ampli-
fication (gray bars), and for the latency to onset in neural activity (RSU, red bars and FSU,
blue bars). The vibrissa time constants and neural latencies shift as a systematic function
of the arc of vibrissae stimulated, with longer time constants and neural latencies observed
for more posterior vibrissae. These delays provide one cause for the delay in cortical
frequency tuning (shown in the above panels and Figure 2.10). Active neural mechanisms
including inhibition and thalamocortical depression likely also play a role. The systematic
shift in time constants across vibrissae also generates a map of onset timing within SI that
may provide relevant coding information for the behaving animal, and that could increase
the efficacy of input to an isofrequency column through enhanced neural synchrony.?
(Adapted from Andermann et al., Neuron 42, 2004. With permission.)
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sensory activity would be observed without resonance amplification. If temporal cod-
ing and not place coding is the relevant mechanism for texture extraction, vibrissa
resonance may still play an essential role in the perception of these small amplitude,
high frequency stimuli because these inputs would not otherwise be represented by a
temporal code, or in any fashion, without this amplification.

In these examples of fine temporal tuning, only a subset of the amplitudes of
stimulation that evoked a mean firing rate increase, also showed high frequency
following. As shown in Figure 2.12, increased firing was evoked for amplitudes of tip
stimulation ranging from > 32 wm, but temporal following at the driving frequency
was observed only for amplitudes = 48 um. The amplitude-dependence of temporal
tuning can also be appreciated by examination of the inter-spike interval histograms
in Figure 2.12 (see also Figure 2.5). While higher amplitudes of stimulation evoked
only intervals at the period of the stimulus, lower amplitudes of stimulation evoked
intervals that were more likely to be multiples of the frequency period.

This difference between the amplitudes necessary for mean firing rate increases
and those necessary for temporal following parallels differences observed during
auditory stimulation in the cat’ and vibratory stimulation of the monkey skin.”® An
atonal interval exists in tactile and auditory perception between the relatively lower
amplitudes of stimulation required for stimulus detection and those required for
frequency discrimination.’>”” Mountcastle and colleagues conjectured that tactile
stimulus detection could be accomplished at lower amplitudes of stimulation using
a mean firing rate increase. They hypothesized that the larger amplitudes of stimu-
lation required for primate frequency discrimination might, in contrast, reflect the
larger amplitude of stimulation necessary to entrain neural firing.”®7” Whether a
similar atonal interval exists for high frequency behavioral tasks performed by the
rat vibrissa sensory system remains to be seen.

2. Vibrissa Resonance and the Volley Principle

As suggested throughout this chapter, several of the questions posed in attempting
to understand high frequency encoding in the vibrissa sensory system mirror those
traditionally posed in study of the auditory system. The central debate that shaped
and continues to influence the attempt to understand neural mechanisms of auditory
perception has been recapitulated here. Specifically, can high frequency encoding
be understood as a place code where the frequency content of a stimulus is
determined from a spatial map of frequency established by the biomechanical
transduction properties of the peripheral sensors, or, can the fine timing of neural
activity, a temporal code, account for pitch perception? Most likely, these mech-
anisms work in combination with predominance in different ranges of the percep-
tual spectrum.40-78

As mentioned previously, one problem posed by temporal coding of high
frequency information is that even the fastest neurons can only fire at rates
approaching 1 kHz, due to their refractory period. As a solution to this challenge
to temporal coding, Wever proposed the volley principle, suggesting that while
any given neuron might not follow every cycle of a stimulus, different subpop-
ulations within a group of neurons could fire in a phase-locked manner to different
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FIGURE 2.12 (See color figure following page 78) Trigeminal ganglion neurons demon-
strate neural tuning and an atonal interval in the fine timing of their evoked activity. A.
The top graph shows a frequency tuning curve for a trigeminal unit, constructed by
counting all evoked inter-spike intervals (ISIs), a measure that is functionally equivalent
to the mean firing rate. The lower graph shows the count of ISIs at the driving period,
indicating fine temporal following of the neuron. Numbers adjacent to each curve indicate
the amplitude of vibrissa stimulation applied. Frequency tuning was observed in both the
mean firing rate and in the fine timing of neural evoked activity. An increased mean firing
rate was observed for stimuli 232 pm, while temporal following at the driving frequency
was present only for larger amplitudes of stimulation, 248 mm. This finding parallels
similar observations made in the primate somatosensory system.”® B. A graph of the
incidence of ISIs at the fundamental resonance frequency, plotted as a function of the
amplitude of stimulation (yellow indicates increased incidence) for the example in A. At
larger amplitudes of stimulation, only firing at the fundamental resonance frequency was
observed, as shown by the exclusive presence of ISIs at ~7 msec at 80 pm stimulation.
In contrast, lower amplitudes of stimulation evoked ISIs at multiples of the driving period.
C. A plot from a different single-unit trigeminal recording, showing the mean firing rate
(red) and power at the driving frequency (blue). As in the example shown in A and B,
temporal following provides a more precise tuning function at frequencies surrounding
the vibrissa resonance frequency.
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individual pulses of the stimulus.’® In this way, the total output of this neural
activity could represent the fine timing of an input, and downstream targets could
receive the full frequency representation through the convergence of these pre-
cisely timed neural inputs. There were three central tenets to the original proposal.
First, that phasic excitation of the system occurred; second, that a given stimulus
drove multiple nerve fibers; and third, that subpopulations of the driven nerve
fibers were tuned for different aspects of the stimulus presented.’® The first two
tenets of the volley principle are satisfied for encoding of vibrissa-driven
responses in the trigeminal nerve. Peripheral neurons respond in a phasic fashion
to frequency-varying stimuli, and multiple fibers from a given follicle respond
to a given vibrissa.

Wever’s third condition for instantiation of the volley principle is also well
met and suggests a novel property of the system. Specifically, when a vibrissa is
deflected by a high-frequency sinusoid, high-velocity transients are present on the
ascending and descending phase of each cycle of stimulation and each of these
high velocity transients occurs in an opposite direction. As discussed previously,
the vibrissa sensory system is more sensitive to velocity transients than to the peak
amplitude of vibrissa motion. As such, each single cycle of a high-frequency
stimulus actually contains two events that the vibrissa sensory system will be
optimally sensitive to, namely, two high-velocity transients in opposite directions.
Both of these stimuli should drive neural activity in subpopulations of trigeminal
ganglion neurons tuned for motion in opposite directions, and a given frequency
of stimulation applied to the system should lead to a frequency doubling of the
response in downstream representations where the inputs from these two neural
subpopulations converge.

This framework differs from the proposal made for the volley principle in hearing
only in the sense that the vibrissa sensory system is less concerned with the frequency
of the peak amplitude of motion of a vibrissa stimulus, and more sensitive to the
frequency and direction of high-velocity transients in that stimulus. That said, fre-
quency doubling has also been reported in the auditory nerve in response to low-
frequency, high-intensity tones.” This proposal is in agreement with a recent study
by Keller and colleagues showing that consideration of the output of two trigeminal
ganglion neurons with opposite directional tuning properties leads to a more accurate
predictive model of the stimulus input.’

While we have not examined this prediction extensively, preliminary data
suggests that frequency doubling should occur. For example, Figure 2.13 shows
an example of a directionally selective trigeminal ganglion neuron that demon-
strates 1:1 following at a specific phase (blue trace) that shifts by 180 degrees for
this frequency of stimulation (125 Hz) when the initial stimulation direction is
reversed (red trace). The summed output of two neurons with these kinds of
opposing tuning properties would provide a total of 250 Hz input to a downstream
neuron that received input from both channels. The sharp directional tuning of
trigeminal neurons obviously has several other consequences for stimulus encoding
including enhancing the sensitivity of the system to high frequency changes in the
direction of vibrissa motion.
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FIGURE 2.13 Velocity sensitivity of the vibrissa sensory system predicts a frequency dou-
bling in response to high-frequency stimulation. The firing pattern of a trigeminal single unit
evoked by a 500 msec duration sinusoidal stimulus (125 Hz) is shown. On 2 separate trials,
stimulation was initiated in either a dorsal or ventral direction: the red trace is the response
to the initial dorsal deflection, the blue trace to the ventral. The responses of this unit are
highly directionally tuned for motion in the dorsal direction, leading to precise firing in phase
with stimulation in that direction. The previously demonstrated existence of a population of
dorsal- and ventral-tuned trigeminal neurons suggests that a high frequency stimulus presented
to the vibrissa will ultimately lead to a frequency doubling in the temporal input transmitted
to higher neural centers. As such, a volley principle may exist for the transmission of
information by the trigeminal nerve. See text for further discussion.

3. Vibrissa Resonance and Sl Temporal Coding

Do these high-fidelity temporal signals reach SI? The most commonly reported effect
of vibrissa stimulation in the 0—40 Hz range is profound adaptation of the mean
firing rate in SI neurons.’®7%8 However, a distinct high-frequency processing mode
may exist in SI that cannot be predicted from the lower-frequency adaptation patterns
typically recorded.?! Specifically, several neural mechanisms, ranging from the more
complete adaptation of inhibitory inputs at higher frequencies® to the amplification
of rapidly presented inputs through excitatory summation,?? suggest that despite the
robust adaptation observed when stimuli are applied in the range from 0—40 Hz, SI
neurons are differentially sensitive to high-frequency stimuli.®! Further, the precision
of temporal following in SI neurons has been shown to increase even as the mean
firing rate decreases at higher-frequencies.”3? This prediction is supported by the
high-velocity and high frequency sensitivity of this system as shown in several
examples presented here and previously of sensory responses driven by stimuli
presented at hundreds of Hz.269 Further, recent studies show that neurons of the
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ventral posterior medial nucleus of the thalamus, the primary lemniscal input to SI,
can represent high frequency information in the hundreds of Hz, suggesting that
these signals can be transmitted to ST under at least a subset of contexts.®84

A common measure for assessing the temporal fidelity of neural following of
periodic stimuli is vector strength, an indicator of phase-locking.®> In a subset of
multi-unit and single-neuron recordings, we observed increased vector strength at
the vibrissa resonance frequency and corresponding tuning of the vector strength
(Figure 2.14). Two examples of this tuning are shown for neurons recorded in SI
during high-frequency stimulation. In both examples, the mean firing rate response
(top panel) was more broadly tuned than the vector strength (2" panel, blue) around
the vibrissa resonance (2" panel, gray), suggesting an improvement of temporal
coding at an amplitude level where saturation in rate coding has occurred. This
cortical finding is in agreement with the sharper temporal tuning observed in trigem-
inal responses (Figure 2.12). Further, there was limited evidence for frequency
doubling, or vector strength at half the stimulation period (2" panel, red), providing
support for the description of the volley principle in the vibrissa sensory system
described above. In both examples, fast-spiking units were shown. The finding of
high-frequency fidelity in the response of fast-spiking units is in agreement with
previous studies reporting higher firing rates and more precise following in thin
spike neurons® and suspected inhibitory neurons.?’

C. ViBRISSA RESONANCE AND INTRINSIC NEURAL
FrReQUENCY TUNING

Several studies have demonstrated the presence of intrinsically generated high-
frequency oscillations (~200—600 Hz) in SIlocal field potentials that can be entrained
to tactile input.®¥°° Synchronization of single neurons to these high-frequency oscil-
lations has been demonstrated for action potential firing® and membrane oscilla-
tions.’! The intrinsic oscillatory capability of SI provides support for the suggestion
that temporal coding may occur in this system at the level of SI, and that these
oscillations may facilitate processing in a specific frequency channel. High frequency
neural resonances have also been observed in trigeminal neurons suggesting that
active neural amplification or damping could be present throughout the system.*?

These intrinsic oscillatory patterns of neural activity may be innate or could
result from the experience throughout the life of the animal. If experience contributes
to establishing these intrinsic rhythms, vibrissa resonance likely plays a key role.
Even if vibrissa resonance does not facilitate perception, myriad stimuli will generate
vibrissa resonances,?®3% and neurons throughout the system will receive a significant
fraction of their input in the high frequency range dictated by vibrissa resonance.
As such, the system may become temporally tuned towards (or, potentially, away
from) these high frequency inputs. In support of this suggestion, Rector and col-
leagues have recently provided preliminary evidence for a spatial map of high-
frequency oscillations occurring across SI in response to punctate vibrissa stimula-
tion (400-600 Hz).*® The range of frequencies represented in this map and the spatial
organization of these frequencies across SI generally parallels the map generated by
vibrissa resonance.?®
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FIGURE 2.14 SI neurons demonstrate frequency tuning in the fine timing of their evoked
activity. Two examples of fine temporal following in SI fast-spiking units are shown. Top
panel The wide top panel of both examples shows the mean firing rate response across a
range of frequencies. In both examples, the vector strength shows tuning surrounding a
peak at the vibrissa fundamental resonance frequency, as seen by comparison of the blue
and gray curves. Consistent with trigeminal recordings, these recordings demonstrate
sharper tuning using a measure of temporal fidelity than of mean firing rate. This finding
also demonstrates that the increased neural tuning measured with vector strength is not an
artifact of an increased firing rate. The example in the lower frame shows no mean firing
rate frequency tuning around the FRF (top panel), despite precise temporal tuning (vector
strength tuning). A similar result is observed in the other example. Estimates of expected
vector strength for Poisson spike trains with equal mean firing rates at each frequency are
also shown (mean +- std. dev; thin blue line), further validating the presence of significant
temporal following. The thick red curve is the vector strength at double the driving fre-
quency, i.e., F(2)/F(0), and the thin red line is the shuffled control for this measurement.
These measures provide some evidence for frequency doubling in the convergence of signals
within SI, a finding predicted by the velocity sensitivity of the vibrissa sensory system.
Smaller panels In the smaller panels, cycle histograms (upper right panels within the 4
panel grid) taken at the fundamental resonance frequency are also shown (black line), and
demonstrate clear modulation at the cycle length that is not apparent in Poisson control
spike trains (blue line, mean +- std. dev.). The autocorrelograms (lower right panels) and
spike traces (lower left panels) identify these recordings as coming from single fast spiking
unit recordings. The peri-stimulus time histogram (upper left panel: PSTH) was summed
over all frequencies of presentation. Both PSTH examples demonstrate sustained firing in
response to the entire 500 msec stimulus train. (continued)
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FIGURE 2.14 (CONTINUED) SI neurons demonstrate frequency tuning in the fine timing of
their evoked activity. Two examples of fine temporal following in SI fast-spiking units are shown.
Second panel The lower wide panel shows vibrissa frequency tuning curves in gray. In this panel,
the thicker blue line shows the vector strength calculated for the driving frequency. Vector strength
at a given frequency indicates the power at that frequency normalized by the power over all
frequencies (i.e., mean firing rate), and provides a measure of the phase locking or temporal fidelity
of aresponse. In both examples, the vector strength shows tuning surrounding a peak at the vibrissa
fundamental resonance frequency, as seen by comparison of the blue and gray curves. Consistent
with trigeminal recordings, these recordings demonstrate sharper tuning using a measure of tem-
poral fidelity than of mean firing rate. This finding also demonstrates that the increased neural
tuning measured with vector strength is not an artifact of an increased firing rate. The example in
the lower frame shows no mean firing rate frequency tuning around the FRF (top panel), despite
precise temporal tuning (vector strength tuning). A similar result is observed in the other example.
Estimates of expected vector strength for Poisson spike trains with equal mean firing rates at each
frequency are also shown (mean +- std. dev; thin blue line), further validating the presence of
significant temporal following. The thick red curve is the vector strength at double the driving
frequency, i.e., F(2)/F(0), and the thin red line is the shuffled control for this measurement. These
measures provide some evidence for frequency doubling in the convergence of signals within SI,
a finding predicted by the velocity sensitivity of the vibrissa sensory system. Smaller panels In
the smaller panels, cycle histograms (upper right panels within the 4 panel grid) taken at the
fundamental resonance frequency are also shown (black line), and demonstrate clear modulation
at the cycle length that is not apparent in Poisson control spike trains (blue line, mean +- std. dev.).
The autocorrelograms (lower right panels) and spike traces (lower left panels) identify these
recordings as coming from single fast spiking unit recordings. The peri-stimulus time histogram
(upper left panel: PSTH) was summed over all frequencies of presentation. Both PSTH examples
demonstrate sustained firing in response to the entire 500 msec stimulus train.
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VI. SUMMARY AND HUMAN IMPLICATIONS

In this chapter we proposed a vibrissa resonance hypothesis in which we suggested
that the biomechanical properties of the vibrissae facilitate the detection of small
amplitude high-frequency stimuli and the discrimination of frequency-specific stim-
uli. In support of this hypothesis, we described recent evidence demonstrating that
vibrissa resonance amplifies small amplitude high-frequency inputs such that signals
that would not otherwise drive neural activity in peripheral or SI neurons are able
to evoke significant neural responses. This amplification of sensory input could
greatly facilitate high-frequency stimulus detection. Further, the presence of vibrissa
resonance generates frequency tuning in somatosensory neurons and a frequency
map and system of isofrequency columns in SI (and, presumably, in other central
somatotopic maps). This neural representation suggests that a place code may be
engaged in the vibrissa sensory system. The velocity sensitivity of the system and
the presence of higher harmonics may affect the quality and precision of transduction
within this place code: further studies are required to assess both factors.

In addition to discussing enhanced detection achieved through signal amplifi-
cation and place coding through the resonance tuning map, we also described two
different ways that vibrissa resonance may create or impact temporal coding in
the vibrissa sensory system. Vibrissa resonance amplification requires ~ tens of
milliseconds to evolve, and as a product of this delay, relatively greater frequency-
tuning is observed in later temporal epochs. This finding led to the hypothesis that
initial neural activity, occurring in the epoch ~0-25 msec after stimulus onset,
may encode vibrissa position and/or the initial contact of a vibrissa, while later
sustained activity may represent frequency information. We also presented several
examples of fine temporal following of sensory input on a millisecond time scale
in trigeminal and cortical neurons and presented evidence for the hypothesis that
frequency doubling should occur through a volley principle present in the vibrissa
sensory system.

The existing evidence for the vibrissa resonance hypothesis is correlative. Under
controlled stimulus presentation conditions, vibrissae generate signals that are well
positioned to amplify and selectively filter frequency information. Further, in the
anesthetized animal, these signals are transduced into complementary patterns of
neural activity. While this kind of characterization has been the first step in the
elucidation of several fundamental principles of sensory encoding (e.g., orientation
tuning, tonotopic mapping), the crucial test of whether vibrissa resonance is relevant
to perception, and, in turn, whether temporal coding and/or rate coding mechanisms
contribute to the transmission of vibrissa resonance signals, will require targeted
behavioral studies with simultaneous neural monitoring. Systematic alteration of the
resonance properties of the vibrissae (e.g., by the partial or patterned trimming of
the vibrissae of rats trained to perform texture perception tasks) may also provide
evidence for or against this hypothesis.

The predominance of the resonance effects described here suggest that even if
resonance does not enhance perception, the behaving animal must compensate for
the impact that resonance has on incoming sensory information. As discussed in
Section IV, active manipulation of whisking velocity and damping in the follicle
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could serve this end, and as discussed in Section V, intrinsic neural frequency tuning
resulting from plasticity in specific somatotopic positions could reduce or amplify
resonance-driven neural signals. Dynamic regulation of frequency dependent pro-
cessing, on the millisecond to second timescale likely plays a role.®-818493

An important question is what the study of vibrissa biomechanics may teach
us about the neural mechanisms of human perception. While humans obviously
do not possess vibrissae, there are several potential connections between the
principles discussed here and our understanding of human tactile perception. One
important parallel is the study of how biomechanical properties of the human body
impact the perception of vibratory stimuli.3*3%* A further straightforward connec-
tion is in the consideration of sensory substitution or amplification devices.
Cochlea-like devices applied to the skin can successfully relay auditory stim-
uli.!033959 Ag Kirman and Keidel both describe, the historical attempt to engineer
a device that could optimally represent speech using tactile perception converged
on a place-coding mechanism and a series of vibrational transducers.!%33:959 This
kind of approach in many ways parallels the vibrissa pattern that evolved on the
rodent face.

A great deal of modern human tactile perception is mediated through haptic
probes — for example, the perception of the texture of a writing surface through
contact of a pen or pencil tip. Lederman, Klatzky and colleagues have found that
perception of surface roughness with this kind of probe is mediated at least in
part through vibratory mechanisms.®797 As such, the resonance properties of
these kinds of devices in common use (e.g., writing implements), and how they
interact with damping due to the biomechanical properties of the hand, should be
a central design consideration. Beyond common applications, several specialized
work environments have led to the development of haptic experts who routinely
conduct high-resolution perception through tools. Geologists provide one example
as they analyze sub-millimeter surface features using sharp-tipped probes (e.g.,
hypodermic needles). This kind of mechanical analysis is now being developed
for automated sample measurement, for example, in unmanned NASA geological
expeditions.*! Similarly, haptic vibration feedback is currently being considered
for improving tele-surgery and surgical training.”® These examples highlight the
need for humans in the modern environment to solve the problem that the vibrissa
sensory system is already optimized to solve, the representation of the world by
temporally varying input translated through a non-innervated sensor. A better
understanding of the active strategies and mechanical filtering employed in the
model vibrissa sensory system may provide not only a better understanding of
fundamental principles of neural representation, but also insight into important
aspects of human perception.
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I. INTRODUCTION
A. SUMMARY

We outline a systematic approach to investigating the role of modular map-like
cortical organization in the processing of sensory information. We survey current
evidence concerning the functional significance of cortical maps and modules, argu-
ing that the topographic framework of primary sensory cortex renders the encoding
and storage of sensory information efficient, fast, and reliable. The above set of

© 2005 by Taylor & Francis Group.



experiments constitute what we term the spatial rules for barrel cortex plasticity.
Recent experiments indicate that plasticity also is governed by temporal rules.
Neuronal populations in sensory cortex exhibit fluctuations in excitability, charac-
terized by bursts of spikes synchronized across barrel cortex. By comparing the
plasticity induced by sensory inputs delivered during bursts compared to those
delivered between bursts, we discovered that the strength of co-activity between
columns in the barrel cortex can be modified by sensory input patterns during
discrete, intermittent intervals time-locked to bursts. These spatial and temporal rules
provide a context for understanding the barrel cortex in an awake exploring rat.

B. RAT VIBRISSAL SENSORY PATHWAY As A GENERAL MODEL

We will review a series of experiments carried out in laboratory rats and, in a few
cases, in human subjects. Rats have superb tactile capacities achieved by using their
facial whiskers. Indeed, as nocturnal animals, albino rats depend on their vibrissal
sensory system for object localization, judgment of the roughness or texture of
surfaces, and the size and shape of small objects. It is of particular interest that humans
and rats have roughly equivalent capacities in texture discrimination,' the haptic task
that can be most directly compared between species. In short, the whisker sensory
system is efficient and highly evolved. We believe that insights into its functioning
will generalize to other specialized systems like the primate visual system.

Tactile sensation in the rat whisker system is an active process. Rather than
passively allowing objects to encounter the whisker, the rat sweeps its whiskers
backwards and forwards through the air, seeking out things.? The rat creates its own
tactile stimuli and has the continuous task of determining the meaning or identity
of objects (or other rats), the existence of which might be recorded as nothing more
than the mechanical energy carried by the whisker shaft.

As the whisker is a specialized hair, the transduction process occurs within the
whisker follicle. The neural pathway begins at the primary afferent terminations
resting on the whisker shaft. Whisker deflections or vibrations cause a stretching of
the membrane of the primary afferent fiber, depolarizing the terminal and inducing
a train of action potentials that stream along the afferent nerve. Each follicle contains
a bundle of about 200-300 sensory fibers.

Of particular convenience for the neuroscientist is the arrangement of the large
whiskers of the snout into a horizontal and vertical grid, the whisker rows and arcs,
respectively. Nearly identical in each individual rat, the particular arrangement allows
the experimenter to quickly identify a particular whisker as, say C1 or E3.

Sensory signals travel along the afferent nerve, past the trigeminal ganglion, to
the trigeminal nuclei in the brain stem. Here the first synapse is located. The axons
of second-order neurons cross the brain midline in the medial lemniscus and travel
to the thalamic somatosensory nuclei — ventral posterior medial (VPM) and posterior
medial (PoM) — where the second synapse is located. Thalamic neurons project to
the primary somatosensory cortex, conveying information mainly to layer IV targets
but not excluding sites in other cortical layers. Our focus here will be limited to the
cortical stage of the sensory pathway.
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The whisker area of rodent somatosensory cortex is one of the most robust
examples of mammalian columnar organization. In 1970 Woolsey and Van der Loos
discovered that in the mouse, discrete clusters of small cells could be delineated in
a tangential section through layer IV, and that the spatial arrangement of clusters
replicated the spatial arrangement of the large facial whiskers on the opposite side
of the snout.? From here was born the theory of the one-to-one mapping between
sensory receptor cluster (the whisker follicle) and its corresponding cortical column.
Shortly thereafter, a similar structure was found in rats.* In the succeeding decades,
various laboratories carried out a large number of physiological experiments to
determine whether the anatomical one-to-one projection extended to a functional
one-to-one projection.>”’

Does the special columnar organization of rodent somatosensory cortex limit its
appropriateness as a general experimental model for sensory cortex? Another exam-
ple of the spectacular columnar pattern of organization is the somatosensory cortex
of the star-nosed mole where each segment of each nose ray possesses a discrete
cortical territory.® But it is not only in the cases of dramatic anatomical specialization
that columns exist as functional units. Our argument is that the barrel cortex is but
one expression of the universal columnar organizational unit of somatosensory
cortex. We regard columnar organization as a general principle characterizing soma-
tosensory cortex in all mammals and we would suggest that many of the principles
of information processing and plasticity in rat somatosensory columns are likely to
apply to other mammals.

1. SPATIAL RULES UNDERLYING RAT BARREL
CORTEX PLASTICITY

A. MODULAR LEARNING IN THE RAT WHISKER SYSTEM

Does tactile learning take place in a modular framework? The question also can be
phrased: Is the signal from one whisker processed mainly in its single, homologous
columnar module, or does a much wider ensemble support the processing of a single
whisker? Undoubtedly, the rat’s natural behavior entails using many whiskers
together. Arguing from this that single columns must not be functional units, would
miss the point, for even a set of 30 columns could be simultaneously active while
each column’s circuitry processed information associated with a single whisker. The
relevant question then, is whether one column is capable of supporting by itself, the
information transformation necessary to some meaningful behavior. That is, are all
the columns of the barrel map bound together as a functional unit or can different
areas of a map participate independently in sensory processing?

To look for the role of columns in cortical plasticity we designed an experiment
based upon single-whisker learning. We chose the gap-cross behavior because it
suited our purpose since it has been known from its first publication® that a rat with
a single whisker can learn and perform the task. In our experiments,'” on one side
of the snout all whiskers except one were clipped to the base. On the opposite side
of the face, no whiskers were left intact. The training was conducted under dim red
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FIGURE 3.1 Drawings made from video frames to show two phases of gap crossing. In the
upper illustration, the rat finds the front edge of the start platform. In the lower illustration,
the rat perches and leans forward, sweeping its single intact whisker in front of the snout to
detect the opposite platform.

light (visible to the experimenter but not to the albino rat) so that the animal was
forced to rely on its whisker.

Rats learned to use this single whisker to detect the presence of the opposite
platform before jumping across to obtain its chocolate cereal reward (Figure 3.1).
During the initial training sessions, the gaps were small permitting the rat to become
familiar with the paradigm while facing little risk. Over the course of 5-7 d (about
20 trials/d), the gap distance was increased until the goal could be detected only if
the rat extended the tip of its remaining whisker about 1-2 cm in front of its nose.
To make certain that rats truly detected and identified the goal platform (rather than
settling into the stereotyped behavior of positioning itself and jumping regardless
of whisker contact), the goal platform had an unpredictable location and was even
occasionally removed.

After performance on the task had reached a fixed criterion, the intact whisker
was clipped and a prosthetic whisker was attached to the stub of the whisker that
had just been trained, or to the stub of a different whisker (one clipped at the start
of training). The prosthetic whisker was simply a natural whisker taken from the
collection of whiskers previously harvested at the initial clipping. The prosthetic
was carefully attached to the selected whisker stub using a combination of super
glue and hot glue. The rat’s performance using the prosthetic was taken as an index
of how proficiently the rat could transfer what had been learned with the trained
whisker to the sensory signal arising from a new whisker. For each rat, the relative
locations of the trained and prosthetic whisker were carefully controlled. If the
trained whisker was, for example, D2 and the prosthetic attached to the D3 stub,
the rat would be labeled as row1/arcO, this being the distance in follicle coordinates
between the two sites. A range of different relative positions was used. To make
certain that the prosthetic attachment procedure itself did not interfere with gap-
crossing behavior, one group of rats had the prosthetic whisker glued back onto the
same site from which the trained whisker had just been clipped. These rats (members
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of the group called Same) crossed the gap immediately, meaning that the prosthesis
did not pose problems.

Two predictions may be contrasted. If learning involved globally distributed
networks, then the task would be immediately reacquired even if the prosthetic
whisker were implanted far from its original site. On the other hand, if learning
involved only a localized module corresponding to the trained whisker, then reac-
quisition time would be very high even if the prosthetic whisker were adjacent to
the trained whisker.

Our results indicate an intermediate degree of localization. The cortical network
that participates in learning the task (or has access to the learned information) appears
not to be uniformly distributed, as would be predicted by the hypothesis of global
distribution. Nor is the relevant cortical network restricted to a single module. Rats
in the Same group were the only ones able to utilize the prosthetic whisker’s sensory
signal immediately. Rats which had the prosthetic whisker attached to an adjacent
neighbor of the trained whisker (i.e., row1/arcO or row(0/arcl) required a significant
number of trials to relearn the task. Rats which had the prosthetic whisker attached
to a site more distant from the trained whisker (i.e., row2/arc0), required an even
larger number of trials to relearn the task. All retraining values were compared to
those obtained from naive rats, a group which was originally trained, at smaller gap
distances, with all whiskers clipped such that they were familiar with gap crossing,
but had never used a whisker to guide their behavior. These naive rats were then
retrained at the wider gap distance with a prosthetic whisker. This comparison
revealed that when the prosthetic whisker was attached to any site beyond the
immediate neighbors of the trained whisker, performance during retraining was not
significantly better than for a naive rat. Thus, the benefit of the original training was
not shared beyond the immediate neighbors.

The topographic rule held up across the midline. Rats could rapidly transfer
learning to whiskers symmetrically opposite the trained whiskers (e.g., left C; to
right C;), but required additional training before successfully transferring to non-
symmetric opposite whiskers.!! Since vibrissal information cannot be transferred
between the two sides of the brain at any subcortical level of the sensory pathway,
the corpus callosum connection linking homotopic sites in somatosensory cortex is
the best candidate as the neural substrate for this transfer of learning.

While these data should not be taken to mean that all aspects of learning occur
in the topographic framework (strategy, motivation, and context are certainly not
represented in a topographic map), they do suggest that cortical topography acts as
a bottleneck for learned information. Otherwise, learned information would have
transferred to all whisker sites, neighboring and distant.

B. MODULAR LEARNING IN THE HUMAN TACTILE SYSTEM

The finding that tactile learning in rats is constrained by a topographic framework
motivated us to ask whether the human tactile system might operate according
to the same principles. There were good reasons for thinking that topography
might be irrelevant in humans. Possessing few cortical tactile processing regions,
the rat whisker system might be forced to rely on the somatosensory primary
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area (the SI barrel field) — and its strict inherent topography — not just for online
processing but also for storing learned information. In contrast, the primate tactile
processing stream includes SI, SII, a nearby retroinsular field, posterior parietal
fields (areas 5 and 7), and several fields in frontal cortex. Thus, it was conceivable
that storage of learned information within higher, non-topographic areas could
nullify spatial effects.

To find out whether learned information is stored within a map-like framework,
we asked to what extent discriminations learned with one finger are accessible when
people are tested using different fingers.Though learning of different sorts of tactile
stimuli was investigated, here we report the findings only on vibratory stimuli. In
each experiment, subjects learned to use one trained fingertip to discriminate between
two vibrations of different frequency. Immediately after reaching criterion perfor-
mance with the trained fingertip (this required, on average, about 260 training trials),
subjects were tested with the same fingertip, its first and second neighbors on the
same hand as well as the three corresponding fingers on the contralateral hand.
Under these conditions, the subjects’ learned ability to discriminate between vibra-
tions did not transfer to any other fingertips.!>!3

C. PHYSIOLOGICAL ACCOUNT FOR MODULAR LEARNING

Satisfied that to a first approximation, tactile learning in humans and rats is con-
strained by the same topographic principle, we now return to the barrel cortex to
discuss the physiological organization of sensory cortex and its relation to behavior.
The method was to insert 100-electrode arrays into barrel cortex of urethane-anes-
thetized rats to measure the cortical representation of individual whiskers.>!® From
the resulting response maps, we calculated the overlap (dot product summated across
all channels) of the representations of separate whiskers as a function of the distance
between the two whiskers.

Across all rats and all whisker positions, the overlap between cortical activity
patterns was compared to gap cross reacquisition speed (number of trials required)
for the same relative whisker positions. The correlation coefficient between the two
data sets was 0.98. In other words, knowing the extent to which any two whiskers
engage a common set of cortical barrel columns allows one to predict with confidence
the speed of transfer of learning between the same two whiskers.!°

The behavioral and physiological data fit together to give the following simple
model. Neural modifications in the barrel cortex during gap cross training are
localized to the set of barrel columns engaged by the trained whisker. After attach-
ment of a prosthetic whisker, a second set of cortical columns is engaged. The
transfer of previous learning depends on the degree to which the second set of
cortical columns participated in the original learning. If several columns are common
to both the original and the second sets, then the synaptic modifications are imme-
diately utilized and little relearning is required. If the second group of columns does
not overlap with the original group (i.e., the prosthetic whisker is distant from the
trained whisker), then the previous synaptic modifications are not available when
the prosthetic whisker is used.
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If one accepts the equivalence between the experiments with gap crossing in
rats and vibration learning in human subjects, then we can generalize the idea that
during perceptual learning, a critical component of the relevant sensory information
is stored within a restricted region of the topographic map by the same neuronal
population that processes the sensory signal during training.

D. PorurATiION CODING IN RAT BARREL CORTEX

Maps and modules thus provide a structural framework that constrains the spatial
distribution of tactile processing and learning. What features of neuronal activity
within the responding neuronal population carry information about the stimulus?

To address this question, it was essential to reverse the stimulus-to-response
paradigm that had yielded earlier observations. Rather than determining the response
that a given whisker stimulus evokes in a set of cortical neurons, we asked: if a
given set of neurons generates a particular response (one or more action potentials
in some temporal order), what information have the neurons transmitted about a
given set of stimuli? Posed this way, the problem might more closely resemble the
challenge faced by the rat’s nervous system. For the rat to make decisions based
upon ongoing neural activity, averaging responses across trials for a set of stimuli,
is not a realistic processing strategy. The stimuli used in the dataset were single
whisker deflections (the stimulus set was comprised of nine whiskers), and we
determined in what way the resulting spike train on each trial reported the identity
of the deflected whisker. The design of the experiment and the analysis can be
thought of as a simplified physiological analogue of gap crossing. During the behav-
ioral task the rat must continuously evaluate whether its barrel cortex activity has
reported contact of the spared whisker with the opposite platform.

One of the preferred strategies for determining the precise meaning of neuronal
activity — for quantifying what neurons report about sensory events — is to employ
the Mutual Information Theory of Shannon,'* or one of its several variants and
derivatives. Information analyses measure how well an ideal observer of neuronal
responses can discriminate between the stimuli that evoked them. For a given set
of stimuli, the information transmitted about the stimuli increases when the neural
response to each stimulus, on a typical trial, is increasingly unique. An observer
of neuronal activity could decode the stimulus from the selected neurons’ activity.
Information analyses give an objective scale to how neurons represent stimuli.
Informative responses carry more bits of information permitting the obser