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INTRODUCTION

T his single volume contains selected papers from the four volume Learning and Memory: A Comprehensive

Reference (ISBN: 978-0-12-370504-4, and online at ScienceDirect.com). The goal of the Comprehensive

Reference was to present an overview of the important and current topics of interest in scientific approaches to
the study of learning and memory, covering a wide territory in depth. The Comprehensive Reference was divided
into four volumes, resulting in Learning Theory and Behavior edited by Randolf Menzel; Cognitive Psychology of
Memory edited by Henry Roediger III;Memory Systems edited by Howard Eichenbaum; andMolecular Mechanisms

of Memory edited by David Sweatt. The goal for this new single volume, however, was to select major aspects of
the field of learning and memory represented by the Comprehensive Reference and to present them in a form that is
accessible for researchers and students as a reference or textbook. The original four volumes were transformed
into a single volume with one-sixth of the original material organized by theme. While an attempt was made to
cover the field in as much depth and breadth as possible, the editor regrets having to leave out many stellar
chapters from the Comprehensive Reference.

The volume begins with an introduction to the types of memory and their presently used definitions. The
chapter by Roediger, Zaromb, and Goode provides a lexicon of the primary terms that readers will encounter in
subsequent chapters. This set of definitions is essential for navigation through the volume as precise definitions
for different types of memory are not universally agreed upon, and, in some cases, authors use different
descriptors for phenomena that seem identical (e.g., declarative memory and explicit memory). The second
chapter, ‘‘Declarative Memory System: Amnesia’’ by Squire and Shrager nicely complements the first chapter,
albeit from a different perspective. Although it may seem odd to have a chapter on amnesia at the beginning of
the book, studies of amnesia have provided key insights in defining and describing different memory systems.
Additionally, this chapter introduces the readers to the anatomy of the different memory systems. The concept
of multiple parallel memory systems is continued in the next chapter by White, and also contains a review of
theories of learning (e.g., S-S vs S-R), reinforcers, and learning paradigms, completing the general introduction
to memory.

The next five chapters comprise a thorough description of the different memory systems. Stevens, Wig, and
Schacter focus on priming, which is a major form of implicit memory, and introduces the readers to the
technique of functional magnetic resonance imaging (fMRI), a technique that has become a major tool for
identifying which regions of the brain are involved in different memory processes. In the next chapter, Balota
and Coane tackle the field of semantic memory, including the relationship between semantic and episodic
memory, and emphasize the major themes at the center of research on what it means ‘‘to know something.’’
Martin and Simmons continue with what is known about the locations in the brain for semantic memories,
including more examples illustrating the power of fMRI. Szpunar and McDermott give a report on the history
of episodic memory, the present knowledge of the anatomy of the episodic memory system, and describe the
phenomenon of ‘‘mental time travel.’’ They also address the intensely debated issue of whether episodic
memory is a uniquely human phenomenon. Finally, Gathercole provides an introduction to the major
alternative theoretical approaches to the study of working memory, including a discussion of working memory
in learning during human development.

The anatomy of two brain structures critical for memory are the topic of the next two chapters as knowledge
of the anatomy and microcircuitry is essential for understanding the analyses of memory mechanisms.

xiii



Ranganath and Blumenfeld present a framework for understanding the role of different prefrontal regions of the
brain in memory processes including working memory, while Burwell and Agster present an overview of the
functional anatomy of structures that support episodic memory in the mammalian brain (hippocampal forma-
tion and parahippocampal region). The hippocampus has become a focus of intense investigation by cellular
neurobiologists interested in memory mechanisms both because the anatomy is well described and because
physiological measures can be made on acute brain slices.

Following the description of memory systems and their anatomy, the focus moves to changes at the cell level
and mechanisms implicated in various examples of learning and memory. Sweatt describes the cellular
phenomenon of long-term potentiation (LTP), an enduring enhancement of synaptic transmission produced
by a brief burst of neuronal activity, while Hansel and Bear review the opposite phenomenon, long-term
depression (LTD). Both LTP and LTD are widely regarded as candidates for mechanisms underlying memory.
One way in which the changes in synaptic efficacy associated with LTP and LTD might be expressed is
through changes in the structure of the synapse. The chapter by Chapleau and Pozzo-Miller discusses the
evidence for activity-dependent structural plasticity of dendritic spines in the hippocampus and introduces the
reader to progress in understanding the cellular mechanisms underlying memory disorders, such as those
associated with Rett syndrome. Mozzachiodi and Byrne discuss the evidence that learning paradigms, as well as
patterns of electrical stimulation of neurons and neural pathways, produce persistent changes in intrinsic
neuronal excitability, showing that changes in synaptic strength are not the exclusive means for the expression
of neuronal plasticity associated with learning and memory.

Although some ‘‘memories’’ might be localized in a single cell or synapse or a very small group of cells, most
memories (particularly complex memories) are more likely to be distributed over many neurons and synapses,
and theories and models about how these systems operate need to be developed. Moldakarimov and Sejnowski
provide an overview of basic learning rules and they give examples of learning algorithms used in neural
network models, including those that combine several types of plasticity. Rolls describes a quantitative
computational theory of hippocampal function and then compares it with other models.

The next eight chapters review the substantial progress that has been made in analyzing examples of
nondeclarative (procedural) learning in a variety of different model systems. Packard reviews the basic
neurobiology of procedural learning including the role for dorsal striatal dopamine, acetylcholine, and
glutamate in memory consolidation underlying stimulus-response learning. Several invertebrates have proven
to be extremely useful model systems for gaining insights into the neural and molecular mechanisms of simple
forms of procedural learning. Indeed, the pioneering discoveries of Eric Kandel using the marine mollusk
Aplysia were recognized by his receiving the Nobel Prize in Physiology or Medicine in 2000. Fioravante et al.
and Lorenzetti and Byrne describe work on Aplysia that has provided mechanistic insights into simple forms of
nonassociative learning (habituation and sensitization) and forms of associative learning (classical and operant
conditioning). Poulos, Christian, and Thompson review the tremendous progress made in understanding the
neural systems and mechanisms underlying associative learning of discrete motor responses (e.g., eyeblink
reflexes) and conditioned fear. Schafe and Le Doux expand the discussion of neural and molecular mechanisms
of fear, including the more complex aspects of fear learning and the fear learning system in human beings.
Rosenblum describes taste behavior and the associated molecular and cellular mechanisms of learning
and remembering taste, and presents the current working model of taste memory formation, consolidation,
and retention. The importance of reinforcement/reward in learning is introduced by Ostlund, Winterbauer and
Balleine as they describe a theory of a reward system in which associations and memories guide choices and
anticipation in a manner more complex than simple Pavlovian conditioning. Winstanley and Nestler describe
the neural circuitry of reward and the role of dopamine and intracellular signaling pathways. In the final
chapter on nondeclarative learning, Nudo reviews nonhuman primate neurophysiology and the human
neuroimaging studies that demonstrate the distributed network in the brain that underlies different aspects
of motor learning.

The next three chapters deal with the consolidation of memory and memory modulation. Payne,
Ellenbogen, Walker, and Stickgold provide a thorough and up-to-date review of the role of sleep in the
consolidation of memory. McGaugh and Roozendaal review animal research and human research on how stress
hormones, activated by emotional arousal, can modulate (depress) the consolidation of memory and recent
experiences. They also review evidence that a coordinated modulatory system serves to regulate the strength of
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memories in relation to their emotional significance, and to review evidence that stress hormones influence
memory retrieval and working memory. On the other side, Gold discusses drugs that can enhance or strengthen
memories.

The next group of chapters examines aspects of the fragility of memories. Bouton and Woods discuss
extinction (decrease in learned behavior) and reviews the literature from both classical and operant condition-
ing, as well as evidence for extinction as context-dependent learning rather than forgetting. Sara reviews the
literature on the intriguing phenomenon known as reconsolidation in which a memory becomes fragile when it
is recalled. When memory fails, is it because the memory is lost or because it is present but cannot be accessed?
In the next chapter, Urcelay andMiller review the retrieval process. Finally, there is the issue of false memories,
which is reviewed by Marsh, Eslick, and Fazio. An understanding of false memories not only provides insights
into the normal memory process, but also has fundamental implications for eyewitness suggestibility in criminal
cases.

While fragility of memory is universal, certain diseases rob of us our memory along with our knowledge of
who we are. Chin, Roberson, and Mucke provide a comprehensive review of the molecular mechanisms
underlying Alzheimer’s disease, which primarily affects the elderly. Developmental disorders also affect
memory systems. Grigorenko reviews developmental learning disabilities along with possible correlates and
interventions. Banko and Weeber describe the progress being made in understanding Angelman Syndrome,
a specific developmental disorder which affects memory. They describe the implications of CaMKII mis-
regulation as a molecular cause as well as the potential mechanisms underlying CaMKII dysfunction. Levenson
and Wood extend the discussion of mechanisms of Rett syndrome from the earlier chapter by Chapleau and
Pozzo-Miller. They also explore the hypothesis that regulation of chromatin structure through epigenetic
mechanisms represents a unique molecular substrate for long-term information storage. How are memory
systems formed? Does learning involve the synthesis of new neurons? Can damaged memory systems be
replaced with new neurons? These are some of the key questions for the future. In the final chapter, Jessberger,
Aimone, and Gage describe the phenomenon of neurogenesis, a process that has only been recognized
relatively recently as occurring throughout life.

It is hoped that this volume will be extremely useful as an introduction to the field of study of learning and
memory, and that the shortened version will be appropriate as a textbook for upper division and graduate
students. The Comprehensive Reference is always available as a resource for students and scientists, but this shorter
volume should be more available for everyone’s book shelf. Again, the editor thanks all of the contributors for
their terrific contributions to the Comprehensive Reference, and regrets that only a subset can be included here.

John H. Byrne

Introduction xv
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H. L. Roediger, III, F. M. Zaromb, and M. K. Goode, Washington University in St. Louis,
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ª 2008 Elsevier Ltd. All rights reserved.
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1.1 Introduction

The English language provides us with the term

memory to denote several interrelated ideas, such

as ‘the power of the mind to remember things’ or

‘something remembered from the past; a recollection’

(both quotes are from the Oxford American

Dictionary). These definitions of memory are fine

for everyday conversation and communication, but

scientists interested in studying the biochemical,

neural, or psychological underpinnings of this topic

have found the need to describe many distinctions

about memory that laypeople do not use. Such a need

is further underscored by a growing interest in

interdisciplinary approaches to the study of human

memory (See Chapter 9) and in adapting cognitive

research paradigms to the study of nonhuman animal

learning, an area that has developed largely in isola-

tion of the human memory research tradition

(e.g., Wright, 1998; Wright and Roediger, 2003).

This chapter is intended to explain the meaning of

some of the most popular terms that have been con-

tributed to the literature.
We aim to paint with a fairly broad brush and not

to get involved in matters such as whether one term

(say, implicit memory) is to be preferred to another

term (indirect memory), although buckets of ink have

been spilt on these matters. Rather, we intend to
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provide general definitions and meanings of terms
without defending them as theoretically critical (or
not). In this sense, the chapter is descriptive rather
than theoretical, although we fully understand that
by choosing one’s terms and their definitions, one
implicitly adopts a theory.

How many types of memory are there? In the early
1970s, Tulving wrote: ‘‘In a recent collection of essays
edited by Norman (1970) one can count references to
some 25 or so categories of memory, if one is willing to
assume that any unique combination of an adjectival
modifier with the main term refers to something other
than any of the references of other such unique com-
binations’’ (Tulving, 1972: 382). Tulving added two
more terms (episodic memory and semantic memory)
in that chapter. Yet more important for present pur-
poses, Tulving continued to keep a list of memory
terms as he encountered them. Thirty-five years later,
Tulving (2007) wrote another chapter entitled ‘‘Are
there 256 different kinds of memory?’’ which was the
number of combinations of the adjective þ memory
sort that he had collected by that time. The list goes
from abnormal memory (at the beginning), through
terms such as diencephalic memory and false memory,
then on to rote memory and sensory memory, and
finally, at the end of the list, to working memory.
(There are 250 others.)

We hasten to add that we are not going to
cover 256 kinds of memory in this chapter. We
aim to provide a lexicon of some of the primary
terms that readers will find in the four volumes of
Learning and Memory: A Comprehensive Reference. We
have tried to weave the terms together in a loose
sort of story, so as not to provide just a glossary
with a long list of terms and definitions. The story
is one conception of the varieties of memory pro-
vided elsewhere (Roediger et al., 2002). We try to
give a verbal definition of each type of memory we
chose to include, as well as a practical example of
how the type of memory might operate in a person
or other animal, and we usually point to a para-
digm by which this type of memory is studied, to
provide kind of an operational definition.

The reader will notice that in some cases the same
memory term (e.g., episodic memory) may refer to a
process, entity (e.g., memory trace), system, mental
state of awareness, or type of cognitive task, depend-
ing on the context. Such linguistic flexibility can
easily lead to confusion, so we attempt to distinguish
among different uses of each term where appropriate.
The index of the book can be used to glean other uses
of the term. In addition, semantic confusion can

easily arise from the types of metaphors employed
to describe a memory concept. Most cognitive psy-
chologists use a spatial metaphor in which memories
are conceived as physical entities stored in a mind
space, and the act of remembering involves searching
through the mind’s space in order to retrieve the
objects of memory (e.g., Roediger, 1980; Tulving,
2000; See Chapter 31). In contrast, others have pro-
posed nonspatial metaphors that make analogies to
concepts such as strength – memories are comparable
to muscles whose strengths are directly related to
performance on memory tasks (e.g., Hull, 1943); cons-
truction – the act of remembering involves
constructing memories from available information
(e.g., Bartlett, 1932); depth of processing – memory is
a by-product of the level of perceptual analysis (Craik
and Tulving, 1975); or auditory resonance – memories
are like notes played on piano keys or individual
tuning forks resonating (e.g., Wechsler, 1963; Ratcliff,
1978), to list but a few. To reiterate, we do not mean to
provide exhaustive coverage, but rather to paint with
broad strokes and to represent the way memory terms
are used by cognitive psychologists and others.

We begin with consideration of some general dis-
tinctions made among types of memory. We then
turn to the idea that it is useful to catalog memories
by their time course in the system (from brief sensory
memories, to short-term conscious memories, to var-
ious sorts of long-term memory). Most work has been
devoted to the various types of long-term memory
that have been described, so this is the focus of the
next section of the chapter. Inevitably, given our
organization, there is a bit of repetition because we
needed to cover the same term (say, episodic mem-
ory) in more than one context.

1.2 Broad Distinctions

This section of the chapter is devoted to consideration
of several broad distinctions among forms of memory.
We consider the issue of explicit and implicit memory,
conscious and unconscious forms of memory, volun-
tary and involuntary retention, intentional and
incidental learning and retrieval, declarative and pro-
cedural memory, and retrospective and prospective
memory.

1.2.1 Explicit and Implicit Memory

Explicit memory refers to cases of conscious recol-
lection. When we remember our trip to Paris or

2 A Typology of Memory Terms



recognize that some words occurred in a recent list,
these are instances of explicit memory. In cases of
explicit retention, people respond to a direct request
for information about their past, and such tests are
called explicit memory tests. On the other hand, on
tests of implicit memory, people are asked to perform
some task, and the measure of interest is how some
prior experience affects the task. For example, take
the simple case of the word elephant appearing in a
long list of words. If subjects are given a recognition
test in which they are instructed to identify words
studied in the list (and to reject nonstudied words),
then their choice of elephant as a studied word would
represent an instance of explicit retention. However,
if a different group of subjects were given the same
set of words to study and then were given a word
stem completion test (with instructions to say the first
word that comes to mind to the word stem ele______),
then this would constitute a test of implicit memory.
The relevant measure on this test is priming, the
greater probability of completing the stem with ele-
phant rather than other plausible words (element,
elegant, electricity, etc.) when the word has been
studied than when it has not been studied. For exam-
ple, the probability of producing elephant to the
word stem might be 10% if the word had not been
studied in the list and 40% when it had been studied,
which would constitute a 30% priming effect. One
reason for believing that these two measures repre-
sent different forms of memory is that they can be
dissociated by many experimental (and subject)
variables.

Graf and Schacter (1985) introduced the terms
explicit and implicit memory to the field. Explicit
retention refers to most typical measures of retention
that psychologists have used over the years (recall,
recognition, and their variations), whereas implicit
memory refers to transfer measures when people
may not be aware of using memory at all (Jacoby,
1984). Some writers prefer the terms direct and indi-
rect memory for this contrast, because explicit tests
measure memory directly, whereas implicit tests
are indirect measures. Schacter (1987) offers a fine
historical review of concepts related to implicit
memory.

1.2.2 Conscious and Unconscious Forms
of Memory

Conscious and unconscious forms of memory refer
to the mental states of awareness associated with
remembering the past. Attempts to describe human

memory in relation to consciousness hearken back
to the early introspective tradition of experimental
psychology and the writings of Wilhelm Wundt,
Edward Titchener, and William James (e.g., James,
1890/1950), as well as the psychoanalytic tradition
and especially the well-known writings of Sigmund
Freud (e.g., Freud, 1917/1982). Less well known is
the fact that in the very first experiments on memory,
Ebbinghaus (1885/1964) devised a relearning/sav-
ings technique for measuring memory that could
detect unconscious knowledge. In fact, Ebbinghaus
preferred savings measures over the merely intro-
spective techniques of recall and recognition,
because these latter tests cannot, almost by definition,
measure memories that are not conscious (Slamecka,
1985).

In contemporary studies of memory, conscious
recollection refers to the subjective awareness of
remembering information encountered in the past, a
process that is likened to the experience of mentally
traveling back in time (Tulving, 1985). Tulving has
also termed this state of awareness autonoetic (self-
knowing) consciousness. In contrast, a noetic (know-
ing) state of consciousness is the type of awareness
associated with retrieving previously learned infor-
mation, such as a geographical, historical, or personal
fact, without recollecting details about the place
and time in which that information was originally
acquired. For example, noetic consciousness might
characterize the experience of a person being asked
to name the capital of Canada and who, after thinking
for a bit, responds ‘‘Ottawa’’ without remembering
when he or she last encountered or originally learned
this fact. Autonoetic consciousness, on the other
hand, is reflected by the person’s ability to think
back to and re-experience an episode, such as a visit
to Ottawa.

Conscious recollection may be intentional and
effortful, or it may occur without the intent to ex-
plicitly remember information relevant to a given
memory task, as is the case with involuntary con-
scious recollection (e.g., Richardson-Klavehn et al.,
1996). This term refers to the fact that one may
suddenly be remembering some event from the past
without ever having tried to do so. In some cases of
patients with damage to the frontal lobes, they may
experience confabulation, or the experience of con-
scious recollection occurring for events that never
occurred. The patients believe they are having mem-
ories, but in many cases the events are preposterous
and could not have occurred. Such cases are extremely
rare yet do occur.
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Unconscious retention may be observed in perfor-
mance on tests of implicit memory where individuals

indirectly demonstrate their prior exposure to the test

material under conditions in which they do not con-

sciously recognize the material. Tulving has referred

to the state of awareness associated with unconscious

retention as anoetic consciousness. Unconscious reten-

tion also occurs when subjects show savings in retention

without being able to recollect the experience that gave

rise to the savings, as Ebbinghaus (1885/1964) first

pointed out.

1.2.3 Voluntary and Involuntary Retention

Voluntary retention refers to deliberate, willful recol-

lection, whereas involuntary or incidental retention

refers to recollection that occurs without conscious

effort. Involuntary retention, as the name implies,

refers to memories that arise in consciousness unbid-

den, with no conscious effort to recollect. For example,

in studies of autobiographical memory (memory for

events in one’s life), voluntary recollections may be

assessed by asking individuals to remember personal

events in response to queries (e.g., recall a memory

from your past that is associated with an automobile).

The naturalistic study of involuntary memories can be

achieved by asking individuals to keep a diary and

jotting down memories that seem to come out of the

blue, as it were, wherever and whenever they occur

(e.g., Berntsen and Rubin, 2002; Rubin and Berntsen,

2003).
It should be noted, though, that acts of voluntary

or involuntary recollection may not be entirely pure,

and one may influence the other. For instance, a

person’s attempt to remember the details of a baseball

game that occurred years ago might be influenced by

his inadvertently remembering details of a more

recent game. Or when engaging in a test of implicit

memory, such as completing word fragments, a per-

son might become aware of the fact that some of the

target words were encountered during the study

phase and, therefore, might intentionally think back

to the study phase to help complete the test word

fragments (Jacoby, 1991). In addition, as previously

mentioned, one might experience involuntary

conscious recollection whereby thoughts of a past

event come to mind automatically, and it might

take further reflection to realize how the memory

came to mind (Richardson-Klavehn et al., 1996).

1.2.4 Intentional and Incidental Learning
and Retrieval

1.2.4.1 Intentional and incidental learning

Intentional and incidental learning refer to whether
or not people intend to learn material to which they
are exposed. Of course, as we go about the world
watching TV, driving, or reading the paper, we rarely
say to ourselves: I need to remember this commercial
on TV. Educational systems provide the main form of
relentless intentional learning, although of course we
all sometimes try to remember the name of a new
acquaintance or the name of a book or movie someone
recommended. In the laboratory, intentional or inci-
dental learning is manipulated by instructions to
subjects. In an intentional learning situation, an indi-
vidual studies certain materials with the express
purpose of remembering them at some later point in
time. In an incidental learning task, the same materials
might be provided but with an orienting task to
induce some sort of processing of the material but
without any instructions concerning a later memory
test. For example, in a standard levels-of-processing
manipulation (e.g., Craik and Tulving, 1975), a person
might be shown a list of words and asked to judge
whether each word (e.g., BEAR) is presented in capi-
tal letters (graphemic or structural processing),
whether it rhymes with a certain word like chair
(phonemic processing), or whether it fits into a certain
category such as animals (semantic processing).
Subjects in incidental learning conditions would be
told that the researchers are interested in studying
the speed with which people can make such decisions.
In the intentional learning conditions, they would be
told the same rationale, but would also be told that
their memory for the words will be tested later.

The natural expectation is that material studied
under intentional learning conditions is better retained
than under incidental learning conditions, and this
outcome is sometimes obtained (Postman, 1964).
However, at least when semantic orienting tasks are
used, the differences between incidental and inten-
tional learning conditions are surprisingly slight and
often there is no difference at all (Craik and Tulving,
1975; Hyde and Jenkins, 1969).

1.2.4.2 Intentional and incidental retrieval
Just as intentionality can be manipulated during
study of materials, so can it be manipulated during
testing. In fact, the distinction already drawn between
explicit and implicit memory tests can be cast in this
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light. Explicit tests require intentional retrieval, but
implicit tests reveal incidental retrieval (Jacoby,
1984). Under intentional retrieval conditions, a
person is asked to engage in conscious, deliberate
recollection of a past event (e.g., recalling a word
from a previously studied list that completes a word
stem). By contrast, incidental retrieval involves giv-
ing people the same word stem with the instruction
to write the first word that comes to mind. Incidental
retrieval is indexed by priming, the better perfor-
mance in completing the stem with the target word
relative to a control condition in which the word had
not been studied.

As noted, the comparison between intentional
and incidental retrieval is not necessarily a pure
one, because performance on explicit memory tests
may be affected by incidental retrieval just as per-
formance on implicit memory tests can be
influenced by intentional retrieval (Jacoby, 1991).
Several solutions exist for attempting to gain lever-
age on this issue. Schacter and his colleagues
(1989) proposed the retrieval intentionality criter-
ion to test for the contamination of incidental
retrieval measures by conscious recollection. The
basic idea is to compare incidental and intentional
recollection, holding all other study and test con-
ditions constant. If performance differs markedly
between the two tests when all conditions are
held constant except for instructions just prior to
the test, then one can have greater confidence that
they measure intentional (conscious) and incidental
(automatic or unconscious) retrieval. Roediger
et al. (1992) crossed intentional and incidental
study and test conditions with other variables and
showed that incidental tests reflected quite differ-
ent patterns of performance from the intentional
tests. Jacoby (1991) proposed a different method,
the process dissociation procedure, to separate con-
scious from unconscious influences during retrieval.
Although providing the details of his ingenious
method is outside the scope of this chapter, his
method has proved extraordinarily useful in separ-
ating conscious from unconscious (or automatic)
cognitive processes.

1.2.5 Declarative and Nondeclarative
Memory

Declarative memory and nondeclarative memory
(sometimes referred to as procedural memory) are
terms that have gained prominence following their

use by Squire (1982), although the original distinc-

tion was proposed by Ryle (1949). Ryle distinguished

between declarative knowledge (knowing that) and

procedural knowledge (knowing how). For example,

we know that Washington, D.C., is the capital of the

United States, but we know how to tie our shoes.
More recently, Squire has proposed declarative

memory as an overarching category that includes

episodic memory (remembering specific events of the

past) as well as semantic memory (general knowledge).

Declarative memory processes rely upon the hippo-

campus and related structures in the medial-temporal

lobe including the perirhinal, entorhinal, and parahip-

pocampal cortices. As it has been extended, the term

declarative memory has become a bit of a misnomer,

because the concept is often applied to infrahuman

species that are not prone to making declarations.

(Ryle tied his distinction specifically to linguistic

usage so that people would know that such and such

occurred.)
Procedural memory was originally intended to

cover motor skills, such as tying shoes, riding a

bicycle, or typing (Ryle, 1949), but it was broadened

to cover mental as well physical procedures. For

example, the mental processes involved in multiply-

ing 24� 16 are examples of mental procedures that

can be studied. As Squire (1992) developed his the-

ory, the term procedural memory became broader

and covered such topics as priming on implicit mem-

ory tests, classical conditioning of responses, and

habituation. Because of these and other uses, the

broader term nondeclarative memory came into use.

It refers both to traditional procedural tasks and to

others such as priming and skill learning. The dis-

tinction between declarative and nondeclarative

types of memory rests partly on evidence that differ-

ent brain structures are involved in various forms of

memory. The evidence supporting the differences

between the different forms of memory has come

both from studies of human amnesic patients with

damage to the medial-temporal lobes and in animals

where such alterations can be achieved experimen-

tally (e.g., Squire, 1992).
As noted, the term declarative memory originally

referred to memories that could be verbally stated

(Ryle, 1949). This term has also been broadened so

that it now includes many other kinds of memory,

including spatial memory, some types of long-term

visual memory, and any other form of memory

subserved by the hippocampal complex. Nondecla-

rative memories include all other types, whether
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they involve memories for physical movements and
actions, priming, or skills.

Tulving (1985) has proposed a somewhat different
schematic arrangement of episodic, semantic, and
procedural memory systems. In Tulving’s scheme,
procedural memory is phylogenetically oldest and is
shared among all organisms. Semantic memory grows
out of (and depends upon) procedural memory.
Episodic memory is evolutionarily most recent and,
according to Tulving, only humans have this form of
memory (see Tulving, 2005, for further elaboration).
Different forms of consciousness are proposed for the
three systems: anoetic (non-knowing) for procedural
memory, noetic (knowing) for semantic memory,
and autonoetic (self-knowing) for episodic memory.
Tulving proposes that a critical function of autonoetic
consciousness is planning for the future, which brings
us to another critical distinction.

1.2.6 Retrospective and Prospective
Memory

The vast majority of memory research deals with the
ability to remember past events when given specific
cues (as in explicit memory tests of recall or recogni-
tion) or with the effects of past experience on current
behavior (priming on implicit memory tests). All tests
that fall into these categories assess retrospective
memory: memory for the past or effects of past ex-
perience on current behavior. In the past 2 decades,
researchers have examined memory for intentions to
be performed in the future, or prospective memory.
Strictly speaking, prospective memory is retrospective
in nature: it involves remembering a past intention. A
prospective memory task differs from a retrospective
memory tasks in that there is usually no explicit cue to
elicit recall of the intention. Instead, a prospective
memory task requires that subjects must use an envi-
ronmental cue to know when to retrieve the intention,
so it is a curious mix of incidental and intentional
retrieval. We face prospective memory tasks all the
time, whenever we need to remember to perform
some act in the future. Prospective memory tasks can
be classified as cue-based or event-based when some
cue should remind us to perform an action (e.g.,
pass along a message to a friend when we see her) or
time-based (e.g., remembering to take out the trash
Tuesday evenings). Both cue-based and time-based
prospective memory tasks have been investigated in
naturalistic settings and in the laboratory. Retrieval
of prospective memories may sometimes involve

monitoring and may sometimes be spontaneous and
effortless (Einstein and McDaniel, 2005).

We turn next to categorizations of memory based
on (roughly) the time they persist, starting with vari-
eties of short-term memory.

1.3 Types of Short-Term Memory

Information from the external world is believed to be
represented in various storage systems that, roughly
speaking, hold information for fractions of a second,
seconds, or much longer. Atkinson and Shiffrin’s
(1969, 1971) influential theory, shown in Figure 1,
provides one conceptualization. Our treatment here
provides some amendments to their original theory.

1.3.1 Sensory Memories

The border between perceiving and remembering is
blurred. There is no good answer to the question:
When does perception end and memory begin? Even
the operations in the two types of experiments are
similar. When stimuli are presented rapidly to the
visual or auditory system and some report or judg-
ment is made quickly afterward, the experiment is
referred to as one of perception. If the report or
judgment is delayed after presentation, the study is
usually called a memory experiment. Sensory mem-
ories are the brief holding systems for information
presented to the various sensory systems; the infor-
mation is thought to be held briefly in each system as
it undergoes further processing.

Long-term
store  

Control processes 

Sensory input 
Short-term

store  

Sensory
register

Rehearsal
buffer

Figure 1 Simplified version of the original multi-store

memory model of Shiffrin and Atkinson. Information is
conceived as being transmitted through various memory

stores. Adapted from Shiffrin RM and Atkinson RC (1969)

Storage and retrieval processes in long-term memory.
Psychol. Rev. 76: 179–193; used with permission of the

American Psychological Association.
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Sperling (1960) identified a rapidly fading store of
visual information that he called precategorical visual
storage. The term precategorical was in the title,
because Sperling’s evidence convinced him that the
information was held in a relatively raw form, before
linguistic categorizations had been applied. Somewhat
later, other researchers proposed a system of precate-
gorical acoustic storage, the auditory equivalent of
Sperling’s visual store (Crowder and Morton, 1969).
These two sensory stores have been studied quite thor-
oughly by many researchers, but the names they
are given in the literature today have been changed
to iconic and echoic memory (following Neisser’s
(1967) suggested terminology). Iconic memory
refers to the visual store, whereas echoic memory is
used for auditory storage. Echoic storage seems to per-
sist longer than iconic storage, although the decay
characteristics of both systems have been debated and
depend on such factors as stimulus intensity and the
technique used to measure loss of information over
time.

Researchers assume that similar storage systems
exist for the other senses, but touch is the only sense
that has been studied in this regard (and rather spo-
radically). The close association between smell and
taste makes such studies difficult, although longer-
term olfactory memory, in particular, has been well
studied.

1.3.2 Short-Term Storage

Short-term memory (or short-term storage; the two
are often used interchangeably) refers to retention of
information in a system after information has been
categorized and reached consciousness. In fact, con-
tents of short-term memory are sometimes equated
with the information of which a person is consciously
aware. Information can be continually processed in
short-term storage (e.g., via rehearsal or subvocal
repetition). If a person is distracted, information is
rapidly lost from this store.

Many different techniques have been developed
to study aspects of short-term memory, but all have
in common that subjects are given relatively brief
numbers of items (often digits or words) and are
asked to recall or recognize them later (often after
some brief interfering task). Another term used for
short-term memory is primary memory, owing to a
distinction introduced byWilliam James (1890/1950)
between primary and secondary memory (reintro-
duced to the field much later by Waugh and
Norman, 1965). Primary memory is what can be held

in mind at once, whereas secondary memory referred

to all other kinds of long-term memory. The terms

short-term memory and long-term memory seem to

have become accepted today.

1.3.3 Working Memory

Working memory is a term for the type of memory

used to hold information for short periods of time while

it is being manipulated (Baddeley, 2001). Working

memory encompasses short-term memory, which in

Baddeley’s theory refers only to the short-term passive

storage of information. Working memory also adds the

concept of a central executive that functions to manip-

ulate information in working memory and three

separate storage components: the phonological loop,

visuospatial sketchpad, and episodic buffer (see

Figure 2). To test the short-term memory of humans,

tasks that require short-term storage of information

(such as digits in a digit span task) are used. On the

other hand, working memory tests use tasks that

require both short-term storage and manipulation of

information (such as the operation span task, in which

Fluid systems  

Crystallized systems 

Visuospatial 
sketchpad 

Episodic 
buffer 

Phonological 
loop 

Central executive 

Visual semantics Episodic LTM Language

Figure 2 Baddeley’s updated working memory model.
Working memory is conceived as having separate storage

components and a central executive process. LTM, long-

term memory. Adapted from Baddeley A (2001) Is working

memory still working? Am. Psychol. 56: 849–864; used with
permission.
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subjects solve simple arithmetic problems while also
being given words to remember (See Chapter 8).

Three different storage systems are believed to
constitute working memory. The phonological loop
is involved in subvocal rehearsal and storage of audi-
tory information (or written visual information) and
is the most-studied component of working memory.
The phonological loop is responsible for subvocal
rehearsal and is used to account for many different
empirical findings, such as the word length effect, or
the finding that longer words are recalled less well
than shorter words (because they take longer to
rehearse).

The visuospatial sketchpad is similar to the pho-
nological loop, except it maintains visual and spatial
information, rather than acoustic information. The
visual and spatial components of the sketchpad are
at least partially separable, because one can observe
dissociations between performance on visual working
memory tasks and spatial working memory tasks
(Baddeley, 2001). Most of the work on the visuospa-
tial sketchpad up to now has focused on dissociating
it from the other components of working memory.

The episodic buffer is the newest component of
working memory, proposed only recently by Baddeley
(2000) to explain several experimental findings. The
episodic buffer is much like the phonological loop or
the visuospatial sketchpad: It is a short-term store of
information, although it is assumed to be able to store
information of different modalities. Any information
that is retrieved from long-term episodic memory (see
section titled ‘Episodic memory’) is temporarily stored
and manipulated in the episodic buffer.

The central executive component of working
memory controls the subsystems. Some critics have
complained that the concept is underspecified and
that the concept is used to explain findings not well
handled by the basic model. However, the executive
component has much in common with other propos-
als of a central executive attention system that is used
to explain how people can divide attention to differ-
ent sources of information, switch attention among
sources or tasks, or focus attention exclusively on one
task.

1.3.4 Long-Term Working Memory

Long-term working memory extends the concept of
working memory to account for a person’s ability to
readily access and utilize information stored in long-
term memory. The concept of long-term working
memory is particularly useful in explaining how

skilled readers have the ability to easily read and
comprehend texts. Indeed, the act of reading seems
to require much more capacity and flexibility than
the proposal for short-term or working memory can
offer. A skilled reader must keep in mind words from
previous sentences, paragraphs, or pages of text and
readily access prior background knowledge in order
to quickly and fluently process upcoming words and
understand the text as a whole (e.g., Ericsson and
Kintsch, 1995).

The concept of long-term working memory is
also used to describe the superior mnemonic skills
of experts functioning within their domain of
expertise. For instance, chess masters demonstrate
a remarkable ability to quickly encode and accu-
rately remember the positions of every piece on a
chess board sampled from the middle of a game, or
to readily call to mind moves played in thousands
of previous games in order to decide how to make
the next move in a game. While researchers have
attempted to explain the superior memory capacity
of experts in their domain within the limits of
short-term memory (Chase and Simon, 1973), evi-
dence suggests that expert memory performance is
mediated by long-term memory (e.g., Chase and
Ericsson, 1982; Charness, 1991).

In contrast to the limited, fixed capacity of short-
term working memory, the capacity of long-term
term working memory is assumed to be flexible and
may even be expanded through training. Thus,
according to Ericsson and Kintsch (1995), long-term
working memory is not a general cognitive ability,
but rather a specialized ability that is acquired
through the development of expertise for specific
domains of knowledge. On the other hand, long-
term working memory still depends upon the main-
tenance and utilization of a few retrieval cues in
working memory that are, in turn, linked to retrieval
structures stored in long-term memory.

1.4 Varieties of Long-Term Memory

Long-term memory is one of the most abused terms
in psychology (and there is great competition for
this honor). The reason is that the term is made to
cover nearly every kind of memory not covered in
the previous section. The term is used to refer to
retention of words from the middle of a list presented
15 s previously to recollection of early childhood
memories.
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Not surprisingly, there exist various ways of car-
ving up this huge subject. One is by type of material
and mode of presentation, with the primary distinc-
tions being among verbal memory, visual/spatial
memory, and olfactory memory. Relatedly, learning
of motor skills (sometimes called procedural mem-
ory, as discussed in the section ‘Declarative and
nondeclarative memory’) is another critical and
somewhat separate topic, sometimes called kines-
thetic memory.

Another set of distinctions, which cut across those
above, are among types of declarative (or perhaps
explicit) memory: Episodic memory, autobiographical
memory, semantic memory, and collective memory.
We begin discussing specific codes thought to underlie
long-term memory and then turn to the various
types of explicit, declarative memory that have been
proposed.

1.4.1 Code-Specific Forms of Retention

As humans possess multiple senses, there are multiple
ways to sense new information and to encode that
information. Raw sensory information comes in as
visual, auditory, or olfactory information, as well as
in other modalities. However, memories for tastes
have not been much studied and because smell so
greatly affects taste, separating these modalities
would be difficult. Haptic memory, referring to
memory for skin sensations, is also not much studied,
although kinesthetic memory (for muscular move-
ments) is a well-studied area. Studying memory for
information presented in different sensory modalities
has revealed both similarities and remarkable differ-
ences in how modality affects memory performance.

1.4.1.1 Visual–spatial memory

Memory for scenes and spatial relationships is often
referred to as visual–spatial memory or just spatial
memory. This type of memory is responsible for
humans navigating around town in a car and for
squirrels finding buried caches of acorns. Although
spatial memory and episodic memory both rely on
the hippocampus and surrounding areas, some theo-
rists have argued that spatial memory is different
from episodic memory and other relational (seman-
tic) memory systems because it requires the
formation of mental maps (O’Keefe and Nadel,
1978). On the other hand, Mackintosh (2002) argued
that spatial learning is no different than other types of
associative learning.

1.4.1.2 Imagery

Information presented either in events or pictures or
words may be represented in the spatial system in
imaginal form. One may see a butterfly and remem-
ber its appearance using this imaginal coding, or one
may hear the word butterfly and be asked to form
an image of the named insect. Converting verbal
memories to images aids their memorability, either
because the image is a deeplymeaningful form (Nelson,
1979) or because coding information in verbal and
imaginal codes provides additional retrieval routes to
the information (Paivio, 1986).

1.4.1.3 Olfactory memory

Olfactory memory is more difficult to study than
visual or auditory memory. Due to limitations of
human olfaction, memory for odors has generally
been tested with recognition tests, not with recall
tests (see Herz and Engen, 1996, for a review).
Olfactory memories seem to differ in some ways
from other forms of memory, such as a tendency of
smells to be particularly evocative of emotional
memories. Indeed, the olfactory nerve is only two
synapses away from the amygdala (responsible for
certain types of emotions) and three synapses away
from the hippocampus (which is critical for
long-term memory). Olfactory memory is similar to
auditory and visual memory in that performance
on recognition tests decreases as the distracter set
increases and as distracter similarity to targets
increases. However, olfactory memory does differ
from other kinds of memory in two respects. First,
olfactory memory is highly resistant to forgetting:
Multiple studies have shown that recognition perfor-
mance for odors in a laboratory preparation is only
about 5% less after 1 year than after a 30-s delay.
Related to this remarkably flat forgetting curve is
the finding that olfactory memory is highly resistant
to retroactive interference. Proactive interference
reduces olfactory memory performance greatly.

1.4.1.4 Skill learning

Perhaps the largest subset of different kinds of mem-
ory is the broad class of memories classified as types
of kinesthetic memory or skill learning or procedural
memory (the last of which was described earlier).
Kinesthetic memories are those involved in motor
skills: The swing of a baseball bat, how to keep a
hula hoop going, and so on through hundreds of other
examples. These are motor skills, the classic type of
procedural memory. However, many other types of
skill learning exist. There is verbal skill learning,
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such as learning to read distorted or inverted text
(Kolers and Roediger, 1984) – learning of grammars,
both real ones and artificial ones – and even the
skillful learning of what items belong in what cate-
gories. Although a review of the various kinds of skill
learning is beyond the scope of this article (see Gupta
and Cohen, 2002), we can briefly point out one of the
most consistent findings across the procedural learn-
ing literature: Skill learning is highly specific and
transfer is often quite narrow, for example, learning
to read inverted (upside down) text does not aid in
learning to read backward text (Kolers and Roediger,
1984; Healy, 2007).

1.4.1.5 Verbal memory

Doubtless the greatest form of memory recoding and
storage for human beings is based on language. People
can remember events as verbal information even if
they were originally presented in a different form
(visual, auditory, or even olfactory or kinesthetic).
Psychologists have long believed in the primacy of
verbal coding, and Glanzer and Clark (1964) even
proposed a verbal loop hypothesis, which theorized
that all human experience is recoded into language.
Subsequent research indicates that this hypothesis was
a bit overstated and other forms of coding exist, but
nonetheless verbal coding and verbal memories are
critically important in human cognition. Verbal re-
coding can be impaired by instructing subjects to
perform some irrelevant verbalization such as repeat-
ing nonsense words while being exposed to nonverbal
information, a technique known as articulatory
suppression.

1.4.2 Forms of Explicit Memory

We have covered these earlier in the ‘Broad distinc-
tions’ section, but review them again here in more
detail and provide more detailed examples of tasks
used to study these forms of memory.

1.4.2.1 Episodic memory

Episodic memory refers to memory for particular
events situated in space and time, as well as the
underlying cognitive processes and neural mech-
anisms involved in remembering those events. A
key ingredient of episodic memory that distinguishes
it from other forms of memory is the retrieval of
information regarding the spatial and/or temporal
context in which the remembered event occurred.
As previously mentioned, episodic memory is also
associated with autonoetic consciousness, considered

by some researchers to be an evolutionarily advanced,
unique human capacity (e.g., Wheeler, 2000; Tulving,
2002, 2005).

One can point to a wide variety of examples of
episodic memory, ranging from remembering what a
friend wore at a party the night before to individual
words studied in a list moments ago. In most contexts,
episodic memory is synonymous with explicit
memory, although the former term is usually used to
represent a memory system and the latter term to
designate types of tests that are used. Many tests have
been designed to measure certain aspects of episodic
memory in the lab, including free recall (recall of a set
of material in any order), serial recall (recall of events
in order), cued recall (recall of events given specific
cues), recognition judgments (recognizing studied
material intermixed with nonstudied material), source
judgments (recognizing the source of presented mate-
rial, such as whether it was presented auditorily or
visually). Subjects may also be asked to make judg-
ments of the recency of an event, its frequency of
occurrence, or of some other quality. In addition, sub-
jects can be asked to make metamemory judgments, or
judgments about their memories. For example, a stu-
dent might be asked to rate how confident he or she is
in the accuracy of his/her recollections. Similarly, in-
dividuals might be asked to judge whether they can
remember the moment an event occurred or the con-
text in which it occurred or whether they only just
know that they were previously encountered but can-
not remember the context (Tulving, 1985). These
remember/know judgments (with remember judg-
ments reflecting episodic recollection) have been
much studied.

1.4.2.2 Autobiographical memory

Autobiographical memory refers to memory for one’s
personal history (Robinson, 1976). Examples might
include memories for experiences that occurred in
childhood, the first time learning to drive a car, or
even one’s Social Security number or home address.
Brewer (1986) divided autobiographical memories
into categories of personal memories, autobiograph-
ical facts, and generic personal memories. Personal
memories are memories for specific events in one’s
life that are accompanied by imagery. As such, per-
sonal autobiographical memories are thought by
some to be the real-world analog to episodic mem-
ories as studied in the lab, because they are the
episodes of one’s life as dated in space and time. On
the other hand, autobiographical facts are facts about
the person that are devoid of personally experienced
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temporal or spatial context information. For example,
you know when and where you were born, but you
cannot remember the event. Finally, generic personal
memory refers to more abstract knowledge about
oneself (what you are like) or to acquired procedural
knowledge such as knowledge of how to ride a
bicycle, ski, or play a musical instrument. Despite
the conceptual overlap across classification schemes,
a unique feature of autobiographical memory is that
it must directly relate to oneself or one’s sense of
personal history.

A variety of techniques have been used to examine
autobiographical memory. One approach is to simply
ask people to report the most important personal
events of their life (e.g., Fitzgerald, 1988; Berntsen
and Rubin, 2002; Rubin and Berntsen, 2003) or to
report self-defining memories (e.g., Conway et al.,
2004). Another frequently used method is to ask peo-
ple to describe for each of a given set of cue words the
first personal memory that comes to mind, e.g., being
given the word window and asked to retrieve a dis-
crete event from your past involving a window. This
task is known as the Galton-Crovitz cueing technique
after its inventor (Galton, 1879) and its first modern
proponent (Crovitz and Schiffman, 1974).

Many studies have plotted the temporal distri-
bution of autobiographical memories across the
life span, as described more fully by Conway.
Briefly, such distributions usually exhibit three strik-
ing features (Rubin et al., 1986; Janssen et al., 2005).
The first is that people tend to recall very little from
the first few years of their life. This is referred to as
childhood amnesia. Second, people tend to recall
quite a few events from early adulthood, roughly
the ages 15–25. This effect is called the reminiscence
bump. Finally, most reported events are recalled
from the last few years, which (like many other
examples of good recall of recent information) is
known as the recency effect.

Due to the personal nature of autobiographical
memory, researchers have difficulty comparing what
a person remembers to what actually occurred.
Researchers overcome this challenge in one of several
ways. One approach is to have subjects keep a diary
for a length of time (e.g., days, months, years) and to
record events that occurred to them at regular inter-
vals or in response to specific cues. In addition to
providing descriptions of the events that occurred,
subjects might also record other accompanying details
such as the exact time or location of the event and its
emotional valence, salience, or distinctiveness. In
turn, the diary entries are treated as the to-be-

remembered stimuli in subsequent tests of memory.
Moreover, as previously mentioned, the diary method
is also used to capture involuntary recollections of
personal events that are extremely difficult to elicit in
laboratory settings. Such involuntary recollections
tend to come out of the blue in response to environ-
mental cues such as specific smells, words, or objects
(e.g., Berntsen, 1996).

Another method is to assess individuals’ recollec-
tions for specific historical events (e.g., the German
occupation and liberation of Denmark during World
War II) and then to compare the recollections with
objective records of what occurred at the time, such
as weather reports, newspapers, or radio broadcasts
(Berntsen and Thomsen, 2005). Numerous studies
of flashbulb memories (vivid recollections that sur-
round a salient personal experience) focus on
personal recollections surrounding unexpected,
momentous, or emotionally charged events of public
or personal significance, such as the assassination of
President John F. Kennedy, the explosion of the
space shuttle Challenger, or the more recent terrorist
attacks on New York’s World Trade Center (Brown
and Kulik, 1977; Neisser and Harsh, 1993; Talarico
and Rubin, 2003). However, it still remains unclear
how reliable such memories are, what types of events
induce flashbulb memories, and whether they really
differ from memories for emotionally charged stimuli
or circumstances.

1.4.2.3 Semantic memory

Semantic memory broadly refers to a person’s gen-
eral knowledge of the world. Of course, this is a vast
store of information. Examples of semantic memory
range from knowledge of words and their meanings,
all kinds of concepts, general schemas or scripts that
organize knowledge, and also specific facts about the
world, such as the capital of France or famous battles
in World War II.

It is reasonable to assume that when information
is first learned, it is accompanied by information
regarding the time and place of the learning episode.
Over time and with repeated presentations of the
same information, the accompanying episodic infor-
mation may be lost or detached, and what remains
is semantic memory. Still the distinction between
episodic and semantic memory can easily blur. If
someone asks about what you learned during a recent
lecture, your response will likely reflect the influence
of both episodic and semantic memory: Your reliance
on temporal or contextual cues to remember partic-
ular points made during the lecture would reflect
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episodic memory. In contrast, how you choose to
reconstruct, organize, interpret, or paraphrase knowl-
edge garnered from the lecture would reflect the
influence of semantic memory.

In addition to tests of explicit and implicit mem-
ory, a variety of cognitive tests are designed to
measure the contents and organization of semantic
memory. These tasks might involve naming as many
members of a category or words that start with
a given letter that come to mind, providing word
definitions, answering general knowledge questions.
Other measures are designed to capture the psycho-
logical representations of word meanings by having
individuals provide quantitative ratings of individual
words along a variety of semantic dimensions (e.g.,
Osgood et al., 1957).

One of the most powerful tools for studying
semantic memory is the word-priming technique in
which individuals are asked to make lexical decisions
(word–nonword decisions) for pairs of stimuli that
might be semantically related or unrelated. For
example, individuals are faster and more accurate at
identifying a word (doctor) if it is was preceded by a
related word (nurse) relative to an unrelated word
(shoe). Indeed, comparisons in the response times for
items that are semantically related versus unrelated
to current or previously encountered stimuli have
inspired and helped to distinguish among competing
theories of how knowledge is mentally represented
and accessed (e.g., Collins and Quillian, 1969; Meyer
and Schvaneveldt, 1971; Collins and Loftus, 1975;
Neely, 1977; See Chapter 5).

1.4.2.4 Collective memory
Collective memory is conceptualized in a variety of
ways. In a literal sense, collective memory refers to
remembering that occurs within any social context.
When employees at a company meeting attempt to
recall what was discussed during a previous meeting,
they are engaging in a collaborative recall effort. In
general, social situations can influence what indi-
viduals remember or choose to report of the past.
A given social setting can dictate what sorts of recol-
lections are most appropriate or commensurate with
individual goals of communication. For instance, it is
very tempting to highlight or embellish certain
details of a remembered event in order tell a more
entertaining story. And in turn, an individual can
influence what other individuals of a group re-
member of the past. Studies of collaborative recall
typically involve having a group of people study lists

of words, pictures, or prose passages and then asking
them to recall the previously studied materials either
individually or in collaboration with the rest of the
group (Weldon, 2000).

Work in this area has shown that collaborative
recall can increase the amount of previously studied
information recalled as compared to individual recall
performance, but that collaborative recall tends to
reduce or inhibit the amount of information recalled
per individual within a group (e.g., Weldon and
Bellinger, 1997). Furthermore, collaborative recall
can induce recall errors, as erroneous information
supplied by one member of a group is accepted and
later remembered by other members of the group
(e.g., Roediger et al., 2001; Meade and Roediger,
2002).

Collective memory also refers to a representation of
the past that is shared by members of broader social
groups defined by nationality, religion, ethnicity, or
age cohort. Such a conception of collective memory
is shared across the fields of psychology, anthropology,
and sociology, as may be seen in the writings of
Wilhelm Wundt (1910/1916), Sir Frederic Bartlett
(1932), and the French sociologists Maurice
Halbwachs (1950/1980) and Emile Durkheim (1915).
Carl Jung (1953) used the notion of a collective uncon-
scious in a similar sense. One commonly held
assumption is that remembering is shaped by active
participation within the life of a particular group. Thus,
group characteristics may bias the recollections of in-
dividual group members. For instance, Russian and
American high school students are likely to tell
strikingly different versions of the history of World
War II, with each group recalling and weaving together
a different set of key events in their narratives
(Wertsch, 2002). Despite the widespread use of the
term collective memory, both in public discussions of
how groups remember historical events such as the
Vietnam War or the Holocaust and across academic
disciplines, there is still little agreement as to its defini-
tion or methods of study.

In contemporary memory research, studies of
collective memory bear resemblance to those of auto-
biographical memory in the sense that remembering
one’s personal history may be heavily influenced by
one’s cultural background. For instance, numerous
studies of flashbulb memories have examined indi-
vidual recollections for major historical events such
as the assassinations of President John F. Kennedy,
Martin Luther King, Jr., and the fall of the Berlin
Wall in 1989. Some of these studies have shown
striking differences in recollections across groups.
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Berntsen and Thomsen (2005) examined Danes’
memories for the German invasion of Denmark in
1940 and their liberation in 1945. Interestingly, they
found that individuals who had ties to the Danish
resistance had more vivid and accurate memories
than those who did not. A key difference between
autobiographical and collective memory might, there-
fore, lie in the impact of group identification on
memory and the extent to which remembering in
general is socially framed.

1.5 Conclusions

This chapter has surveyed some of the most common
terms and distinctions among types of memory.
Although we have considered only a fraction of the
256 types that Tulving (2007) identified in his (semi-
serious) essay, we believe we have hit upon the great
majority in contemporary use. Most of the terms used
in this chapter were not used by researchers 50 years
ago. We hazard the guess that someone examining
the field in 50 more years might have an even greater
variety of items to review, even if the serious con-
tenders do not quite approach 256.
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2.1 Introduction

Memory is not a single entity but is composed of

several separate systems (See Chapters 1, 3; Squire,
1992; Schacter and Tulving, 1994). Long-term mem-

ory can be divided into several parallel memory

systems. The major distinction is between declarative
and nondeclarative memory. Declarative memory

refers to conscious knowledge of facts and events.
Nondeclarative memory refers to a collection of non-

conscious knowledge systems that provide for the

capacity of skill learning, habit formation, the phe-
nomenon of priming, and certain other ways of

interacting with the world. The terms ‘explicit mem-

ory’ and ‘implicit memory’ are sometimes used as well
and have approximately the same meanings as

declarative and nondeclarative memory, respectively.
The brain is organized such that declarative mem-

ory is a distinct and separate cognitive function,
which can be studied in isolation from perception

and other intellectual abilities. Significant informa-
tion about how memory is organized has come from

the study of patients with memory disorders (amne-

sia) and from animal models of amnesia. Amnesia

(neurological amnesia and functional amnesia) refers
to difficulty in learning new information or in

remembering the past.
Neurological amnesia is characterized by a loss of

declarative memory. It occurs following brain injury
or disease that damages the medial temporal lobe or

diencephalon. Neurological amnesia causes severe
difficulty in learning new facts and events (antero-

grade amnesia). Patients with neurological amnesia

also typically have some difficulty remembering facts
and events that were acquired before the onset of

amnesia (retrograde amnesia).
Functional amnesia is rarer than neurological

amnesia and can occur as the result of an emotional
trauma. It presents as a different pattern of antero-

grade and retrograde memory impairment than

neurological amnesia. Functional amnesia is charac-
terized by a profound retrograde amnesia with little

or no anterograde amnesia. In some cases, patients
fully recover. Functional amnesia is a psychiatric
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disorder, and no particular brain structure or region
is known to be damaged.

2.2 Etiology of Neurological
Amnesia

Neurological amnesia results from a number of
conditions including Alzheimer’s disease or other
dementing illnesses, temporal lobe surgery, chronic
alcohol abuse, encephalitis, head injury, anoxia, ische-
mia, infarction, and the rupture and repair of an
anterior communicating artery aneurism. The com-
mon factor in all of these conditions is the disruption
of normal function in one of two areas of the brain –
the medial aspects of the temporal lobe, and the dien-
cephalic midline. Bilateral damage results in global
amnesia, and unilateral damage results in material-
specific amnesia. Specifically, left-sided damage
affects memory for verbal material, while right-sided
damage affects memory for nonverbal material (e.g.,
memory for faces and spatial layouts).

2.3 Anatomy

Well-studied cases of human amnesia and animal
models of amnesia provide information about the
neural connections and structures that are damaged.
In humans, damage limited to the hippocampus itself
is sufficient to cause moderately severe amnesia. For
example, in one carefully studied case of amnesia
(patient R.B.), the only significant damage was a
bilateral lesion confined to the CA1 field of the
hippocampus (Zola-Morgan et al., 1986). The sever-
ity of memory impairment is exacerbated by
additional damage outside of the hippocampus.
Thus, severe amnesia results when damage extends
beyond CA1 to the rest of the hippocampus and to
the adjacent cortex. (Animal studies later elucidated
the critical anatomical components of this memory
system; see following.) One well-studied case (H.M.)
had surgery in 1953 to treat severe epilepsy. Most of
the hippocampus and much of the surrounding me-
dial temporal lobe cortices were removed bilaterally
(the entorhinal cortex and most of the perirhinal
cortex). Although the surgery was successful in redu-
cing the frequency of H.M.’s seizures, it resulted in a
severe and persistent amnesia.

It is also possible through structural magnetic reso-
nance imaging (MRI) to detect and quantify the
neuropathology in amnesic patients. Many patients

with restricted hippocampal damage have an average
reduction in hippocampal volume of about 40%. Two
such patients whose brains were available for detailed,
postmortem neurohistological analysis (patients L.M.
andW.H.) proved to have lost virtually all the neurons
in the CA fields of the hippocampus. These observa-
tions suggest that a reduction in hippocampal volume
of approximately 40%, as estimated from MRI scans,
likely indicates the near complete loss of hippocampal
neurons (Rempel-Clower et al., 1996). The amnesic
condition is associated with neuronal death and tissue
collapse, but the tissue does not disappear altogether
because fibers and glia remain. In patients with larger
lesions of the medial temporal lobe, volume reduction
as measured by MRI is more dramatic. For example,
patient E.P., who became amnesic as a result of viral
encephalitis, has damage to all of the perirhinal cortex,
all of the entorhinal cortex, virtually all of the hippo-
campus, and most of the parahippocampal cortex
(Stefanacci et al., 2000).

As questions about amnesia and the function of
medial temporal lobe structures have become more
specific, it has become vital to obtain detailed, quanti-
tative information about the damage in the patients
being studied. In addition, single-case studies are not
nearly as useful as group studies involving well-
characterized patients. In the case of patients with
restricted hippocampal damage, one can calculate the
volume of the hippocampus itself as a proportion of
total intracranial volume. One can also calculate the
volumes of the adjacent medial temporal lobe struc-
tures (the perirhinal, entorhinal, and parahippocampal
cortices) in proportion to intracranial volume. Last,
when there is extensive damage to the medial tem-
poral lobe, it is important to calculate the volumes of
lateral temporal cortex and other regions that might be
affected. It is important to characterize patients in this
way in order to address the kinds of questions now
being pursued in studies of memory and the brain.

Functional MRI (fMRI) of healthy individuals who
are engaged in learning and remembering allows one
to ask what brain areas are associated with these
memory processes. The same tasks that are adminis-
tered to amnesic patients can also be administered to
healthy individuals while their brain activation is mea-
sured. fMRI reveals activation during these tasks of
learning and remembering in the same structures that,
when damaged, cause amnesia.

To understand the anatomy of human amnesia, and
ultimately the anatomy of normal memory, animal
models of human amnesia have been established in
the monkey (Figure 1) and in the rodent. An animal
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model of human amnesia was established in the

monkey in the early 1980s (Mishkin, 1982; Squire

and Zola-Morgan, 1983). Following lesions of the

bilateral medial temporal lobe or diencephalon, mem-

ory impairment is exhibited on the same kinds of tasks

of new learning ability that human amnesic patients

fail. The same animals succeed at tasks of motor skill

learning. They also do well at learning pattern discri-

minations, which share with motor skills the factors of

incremental learning and repetition over many trials.
Systematic and cumulative work in monkeys, using

the animal model, succeeded in identifying the system

of structures in the medial temporal lobe essential for

memory (Squire and Zola-Morgan, 1991). The

important structures are the hippocampal region (hip-

pocampus proper, dentate gyrus, and subicular

complex) and adjacent, anatomically related structures

(entorhinal cortex, perirhinal cortex, and parahippo-

campal cortex). The amygdala, although critical for

aspects of emotional learning (Davis, 1994; LeDoux,

1996) and for the enhancement of declarative memory

by emotion (Adolphs et al., 1997), is not a part of the

declarative memory system itself. The consistency

between the available neuroanatomical information

from humans and the findings from monkeys have

considerably illuminated the description of memory

impairment and its anatomical basis. These lines of

work have also made it possible to pursue parallel

studies in simpler animals like rats and mice. As a

result, one can now study memory in rodents and

have some confidence that what one learns will be

relevant to the human condition.

PG

TE

V1

TF/ TH PRC

EC

CA3

CA1

DG

S

Figure 1 Schematic drawing of primate neocortex together with the structures and connections in the medial temporal

region important for establishing long-term memory. The networks in the cortex show putative representations concerning

visual object quality (in area TE) and object location (in area PG). If this disparate neural activity is to cohere into a stable, long-

term memory, convergent activity must occur along projections from these regions to the medial temporal lobe. Projections
from neocortex arrive initially at the parahippocampal gyrus (TF/TH) and perirhinal cortex (PRC) and then at entorhinal cortex

(EC), the gateway to the hippocampus. Further processing of information occurs in the several stages of the hippocampus,

first in the dentate gyrus (DG) and then in the CA3 and CA1 regions. The fully processed input eventually exits this circuit via

the subiculum (S) and the entorhinal cortex, where widespread efferent projections return to neocortex. The hippocampus
and adjacent structures are thought to support the stabilization of representations in distributed regions of neocortex (e.g., TE

and PG) and to support the strengthening of connections between these regions. Subsequently, memory for a whole event

(e.g., a memory that depends on representations in both TE and PG) can be revivified even when a partial cue is presented.
Damage to the medial temporal lobe system causes anterograde and retrograde amnesia. The severity of the deficit

increases as damage involves more components of the system. Once sufficient time has passed, the distributed

representations in neocortex can operate independently of the medial temporal lobe. (This diagram is a simplification and

does not show diencephalic structures involved in memory function.)
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Anatomical connections from different parts of the
neocortex enter the medial temporal lobe at different
points (Suzuki and Amaral, 1994a,b), which raises the
question of whether these medial temporal lobe
structures play different roles in declarative memory.
For example, visual association cortex projects more
strongly to the perirhinal cortex than to the parahip-
pocampal cortex, whereas the parietal cortex projects
to the parahippocampal cortex but not to the peri-
rhinal cortex. Further, the hippocampus lies at the
end of the medial temporal lobe system and is a
recipient of convergent projections from each of the
structures that precedes it in the hierarchy. The
possibility that different medial temporal lobe struc-
tures make different contributions to memory has
been addressed in a number of studies in monkeys,
comparing performance on memory tasks following
damage to different components of the medial tem-
poral lobe. This work has shown that the severity of
memory impairment depends on the locus and extent
of damage within the medial temporal lobe memory
system. Damage limited to the hippocampal region
causes significant memory impairment, but damage
to the adjacent cortex increases the severity of mem-
ory impairment. It is also important to note that the
discovery that larger medial temporal lobe lesions
produce more severe amnesia than smaller lesions is
compatible with the idea that structures within the
medial temporal lobe might make qualitatively dif-
ferent contributions to memory function. Indeed,
damage to the perirhinal cortex especially impairs
object recognition, whereas damage to the parahip-
pocampal cortex especially impairs spatial memory.

Another important brain area for memory is the
diencephalon. The important structures include the
mediodorsal thalamic nucleus, the anterior thalamic
nucleus, the internal medullary lamina, the mamillary
nuclei, and the mammillo-thalamic tract. Monkeys
with medial thalamic lesions exhibit an amnesic dis-
order, and monkeys with mammillary nucleilesious
exhibit a modest impairment. Because diencephalic
amnesia resembles medial temporal lobe amnesia in
the pattern of sparing and loss, these two regions likely
form an anatomically linked, functional system.

2.4 The Nature of Amnesia

Amnesic individuals exhibit significant memory
impairment. Yet, despite their memory deficit,
patients have intact ability for some forms of new
learning and memory (see section 2.5.2). Also, they

have intact immediate memory and memory for a
great deal of information from the past, especially
childhood. In addition, patients with neurological
amnesia can have intact intelligence test scores, intact
language and social skills, and intact perceptual abil-
ities. In fact, amnesic patients can appear quite
normal on casual observation. It is only when one
interrogates their capacity for new learning of con-
scious knowledge that the impairment becomes
evident.

2.4.1 Impairment in Declarative Memory

It is important to appreciate that amnesic patients are
not impaired at all kinds of long-term memory. The
major distinction is between declarative and nonde-
clarative memory. Declarative memory is the kind of
memory impaired in amnesia. Declarative memory
refers to the capacity to remember the facts and events
of everyday life. It is the kind of memory that is meant
when the term ‘memory’ is used in ordinary language.
Declarative memory can be brought to mind as a
conscious recollection. Declarative memory provides
a way to model the external world, and in this sense it
is either true or false. The stored representations are
flexible in that they are accessible to multiple response
systems and can guide successful performance under a
wide range of test conditions. Last, declarative mem-
ory is especially suited for rapid learning and for
forming and maintaining associations between arbitra-
rily different kinds of material (e.g., learning to
associate two different words).

2.4.2 Anterograde Amnesia

Amnesia is characterized especially by profound dif-
ficulty in new learning, and this impairment is
referred to as anterograde amnesia. Amnesia can
occur as part of a more global dementing disorder
that includes other cognitive deficits such as impair-
ments in language, attention, visuospatial abilities,
and general intellectual capacity. However, when
damage is restricted to the medial temporal lobe or
midline diencephalon, amnesia can also occur in the
absence of other cognitive deficits and without any
change in personality or social skills. In this more
circumscribed form of amnesia, patients have intact
intellectual functions and intact perceptual functions,
even on difficult tests that require the ability to dis-
criminate between highly similar images containing
overlapping features (Levy et al., 2005; Shrager et al.,
2006). In some patients with memory impairment,
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visual perceptual deficits have been described (Lee
et al., 2005a,b). In these cases, damage might extend
laterally, beyond the medial temporal lobe, and quan-
titative brain measurements are needed in order to
understand what underlies these deficits. Thus, pres-
ent data support the idea that declarative memory is
separable from other brain functions.

Amnesic patients are impaired on tasks of new
learning, regardless of whether memory is tested by
free (unaided) recall, recognition (e.g., presenting an
item and asking whether it was previously encoun-
tered or not), or cued recall (e.g., asking for recall of
an item when a hint is provided). For instance, in a
standard test of free recall, participants are read a
short prose passage containing 21 segments. They are
then asked to recall the passage immediately and
after a 12-min delay. Amnesic patients with damage
to the medial temporal lobe do well at immediate
recall but are impaired at the delay, usually recalling
zero segments (Squire and Shimamura, 1986).
Amnesic patients are also impaired on recognition
tests, where a list of words is presented and partici-
pants try to decide (yes or no) if each word had
been presented in a recent study list (Squire and
Shimamura, 1986). Last, in a cued recall task, indi-
viduals study a list of word pairs, such as ARMY–
TABLE. During test, they are presented with one
word from each pair (ARMY), and they are asked to
recall the word that was paired with it (TABLE).
Amnesic patients are impaired on this task as well.

The memory impairment in amnesia involves both
difficulty in learning factual information (semantic
memory) as well as difficulty in learning about spe-
cific episodes and events that occurred in a certain
time and place (episodic memory). The term ‘seman-
tic memory’ is often used to describe declarative
memory for organized world knowledge (Tulving,
1983). In recalling this type of information, one need
not remember any particular past event. One needs
only to know about certain facts. Episodic memory, in
contrast, is autobiographical memory for the events of
one’s life (Tulving, 1983). Unlike semantic memory,
episodic memory stores spatial and temporal
landmarks that identify the particular time and place
when an event occurred. Both episodic memory and
semantic memory are declarative.

Formal experiments have compared directly the
ability to accomplish fact learning (or semantic mem-
ory ability) and event learning (or episodic memory
ability). In one experiment, amnesic patients were
taught new factual knowledge in the form of three-
word sentences (e.g., MEDICINE cured HICCUP).

Then, during testing, sentence fragments were pre-
sented with the instruction to complete each
fragment with a word that had been studied (e.g.,
MEDICINE cured ______). The amnesic patients
were similarly impaired on tests of fact memory
(what word completed the sentence fragment) and
on tests of event memory (what specific events
occurred during the testing session) (Hamann and
Squire, 1995). Taken together, the data favor the
view that episodic memory and semantic memory
are similarly impaired in amnesia (Squire and Zola,
1998). Semantic knowledge is thought to accumulate
in cortical storage sites as a consequence of experi-
ence and with support from the medial temporal
lobe. In contrast, episodic memory is thought to
require these cortical sites and the medial temporal
lobes to work together with the frontal lobes in order
to store when and where a past experience occurred
( Janowsky et al., 1989).

Last, the memory deficit in amnesia is global and
encompasses all sensory modalities (e.g., visual, audi-
tory, olfactory). That is, memory is impaired
regardless of the kind of material that is presented
and the sensory modality in which information is
presented. For example, recognition memory of
amnesic patients was assessed for line drawings of
objects (visual), designs (visual), and odors (olfactory)
(Levy et al., 2004). The patients were impaired on all
three tasks, showing that their impairment spans the
visual and olfactory domains. Formal experiments
have also demonstrated recognition memory impair-
ment for auditory stimuli.

2.4.3 Remembering versus Knowing and
Recollection versus Familiarity

Remembering (R) is meant to refer to the circum-
stance when an item elicits a conscious recollection
that includes information about the context in which
the item was learned. Knowing (K) is meant to refer
to a circumstance when an item appears familiar, but
memory for the original learning context is not avail-
able (Tulving, 1985). Thorough studies of healthy
individuals indicate that in practice, remembering
and knowing responses are closely related to the
strength of a memory and that items given K
responses are often items for which information is
also available about the original learning context
(Wixted and Stretch, 2004). In any case, formal stud-
ies show that both R and K responses are impaired in
amnesia. In one such experiment, amnesic patients
and control participants were given a recognition
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test 10min after studying words. For each word,
participants indicated whether they remembered it
(R) or whether they knew that the word was pre-
sented but had no recollection about it (K). The
patients were impaired for both R and K responses,
and they performed like a control group that was
tested after 1 week. That is, the patients were simi-
larly impaired for R and K responses (Knowlton and
Squire, 1995; also see Manns et al., 2003).
Accordingly, the evidence suggests that remember-
ing and knowing are two different expressions of
declarative memory.

A distinction closely related to remembering and
knowing is recollection and familiarity. Recollection
involves remembering the contextual associations of
the original learning experience, whereas familiarity
does not require any recollection of the original
experience. It has sometimes been proposed that
recollection relies on the hippocampus, while famil-
iarity can be supported by the adjacent cortex within
the medial temporal lobe. In this view, patients with
damage limited to the hippocampus should be selec-
tively, or disproportionately, impaired at recollecting
information and less impaired at recognizing material
when it can be supported by familiarity.

An alternative view is that recognition decisions
are based on a unidimensional strength-of-memory
variable that combines estimates of recollection and
familiarity. Thus, as in the case of remembering and
knowing, a capacity for recollection is likely to be
associated with strong memories and familiarity with
weaker memories (Wixted, 2007). In one study,
patients with hippocampal damage were impaired
on a recognition memory test, where they gave con-
fidence judgments (scale of 1–6). The results
indicated that both processes, recollection and famil-
iarity, were operative in the absence of the
hippocampus (Wais et al., 2006). Last, electrophysio-
logical recordings from patients being evaluated for
epilepsy surgery found neurons in the hippocampus
that responded to familiar images during a recogni-
tion test. These familiarity signals were present even
when recollection failed (i.e., there was a familiarity
signal in the hippocampus regardless of whether any
recollection had occurred) (Rutishauser et al., 2006).

2.4.4 Retrograde Amnesia

In addition to impaired new learning, damage to the
medial temporal lobe also impairs memories that
were acquired before the onset of amnesia. This
type of memory loss is referred to as retrograde

amnesia. Retrograde amnesia is usually temporally
graded. That is, information acquired in the distant
past (remote memory) is spared relative to more
recent memory (Ribot, 1881). The extent of retro-
grade amnesia can be relatively short and encompass
only 1 or 2 years, or it can be more extensive and
cover decades. Even then, memories for the facts and
events of childhood and adolescence are typically
intact. Indeed, severely amnesic patients can produce
detailed autobiographical narratives of their early
life. These memories were indistinguishable from
the memories of healthy individuals with respect to
the number of details, the duration of the narratives,
and the number of prompts needed to begin a narra-
tive (Bayley et al., 2003, 2005b).

The severity and extent of retrograde amnesia is
determined by the locus and extent of damage.
Patients with restricted hippocampal damage have
limited retrograde amnesia covering a few years
prior to the onset of amnesia. Patients with large
medial temporal lobe damage have extensive retro-
grade amnesia covering decades. When damage
occurs beyond the brain system that supports declara-
tive memory, which can result from conditions such
as encephalitis and head trauma, retrograde amnesia
sometimes can be ungraded and extensive and
include the facts and events of early life.

Because the study of human retrograde amnesia is
based almost entirely on findings from retrospective
tests, the clearest data about retrograde amnesia gra-
dients come from studies using experimental animals,
where the delay between initial learning and a lesion
can be manipulated directly. Findings from such
studies make three important points. First, temporal
gradients of retrograde amnesia can occur within
long-term memory. That is, retrograde amnesia
does not reflect simply the vulnerability of a short-
term memory that has not yet been converted into a
long-term memory. Second, after a lesion, remote
memory can be even better than recent memory.
Third, lesions can spare old weak memories while
disrupting strong recent ones, showing that it is the
age of the memory that is critical.

These same points can be illustrated by a study of
rabbits given trace eyeblink conditioning. Trace con-
ditioning is a variant of classical conditioning in
which the condition stimulus (CS), such as a tone, is
presented and terminated, and then a short interval
(e.g., 500ms) is imposed before the presentation of
the unconditioned stimulus (US). In normal rabbits,
forgetting occurs gradually after training, and
retention of the conditioned response is much poorer

20 Declarative Memory System: Amnesia



30 days after training than after only 1 day.
Nevertheless, complete aspiration of the hippocam-
pus 1 day after training abolished the strong 1-day-
old memory, whereas the same lesion made 30 days
after training had no effect on the weaker 30-day-old
memory (Kim et al., 1995).

The sparing of remote memory relative to more
recent memory illustrates that the brain regions
damaged in amnesia are not the permanent reposi-
tories of long-term memory. Instead, memories
undergo a process of reorganization and consolida-
tion after learning, during which time the neocortex
becomes more important. During the process of con-
solidation, memories are vulnerable if there is
damage to the medial temporal lobe or diencephalon.
After sufficient time has passed, storage and retrieval
of memory no longer require the participation of
these brain structures. Memory is at that point sup-
ported by neocortex. The areas of neocortex
important for long-term memory are thought to be
the same regions that were initially involved in the
processing and analysis of what was to be learned.
Thus, the neocortex is always important, but the
structures of the medial temporal lobe and dience-
phalon are also important during initial learning and
during consolidation.

2.4.5 Spatial Memory

Since the discovery of hippocampal place cells in the
rodent (O’Keefe and Dostrovsky, 1971), an influen-
tial idea has been that the hippocampus creates and
uses spatial maps and that its predominant function is
to support spatial memory (O’Keefe and Nadel,
1978). Discussions of amnesia have therefore focused
especially on the status of spatial memory. It is clear
that spatial memory is impaired in human amnesia.
Amnesic patients are impaired on tests that assess
their knowledge of the spatial layout of an environ-
ment, and they are also impaired when asked to
navigate to a destination in a virtual environment
(Maguire et al., 1996; Spiers et al., 2001). Similarly,
the noted patient H.M. was impaired at recalling
object locations (Smith, 1988). It is also clear, though,
that amnesic patients are impaired on memory tests
that have no obvious spatial component, such as
recall or recognition of items (Squire and
Shimamura, 1986). Furthermore, formal experiments
that directly compared spatial and nonspatial mem-
ory in amnesic patients showed that the patients were
similarly impaired on tests of spatial memory and
tests of nonspatial memory. There was no special

difficulty with the test of spatial memory (Cave and
Squire, 1991).

As is the case with nonspatial memory, remote
spatial knowledge is intact. One well-studied patient
with large medial temporal lobe lesions and severe
amnesia (E.P.) was able to mentally navigate his
childhood neighborhood, use alternate and novel
routes to describe how to travel from one place to
another, and point correctly to locations in the neigh-
borhood while imagining himself oriented at some
other location (Teng and Squire, 1999). These find-
ings show that the medial temporal lobe is not
needed for the long-term storage of spatial knowl-
edge and does not maintain a spatial layout of learned
environments that is necessary for successful naviga-
tion. Accordingly, the available data support the view
that the hippocampus and related medial temporal
lobe structures are involved in learning new facts and
events, both spatial and nonspatial. Further, these
structures are not repositories of long-term memory,
either spatial or nonspatial.

2.5 Spared Learning and Memory
Abilities

It is a striking feature of amnesia that many kinds of
learning and memory are spared. Memory is not a
unitary faculty of the mind but is composed of many
parts that depend on different brain systems. Amnesia
impairs only long-term declarative memory and
spares immediate and working memory, as well as
nondeclarative memory. Immediate memory and
working memory can be viewed as a collection of
temporary memory capacities that operate shortly
after material is presented. Nondeclarative memory
refers to a heterogeneous collection of abilities, all of
which afford the capacity to acquire knowledge non-
consciously. Nondeclarative memory includes motor
skills, perceptual and cognitive skills, priming,
adaptation-level effects, simple classical condition-
ing, habits, and phylogenetically early forms of
experience-dependent behavior like habituation and
sensitization. In these cases, memory is expressed
through performance rather than recollection.

2.5.1 Immediate and Working Memory

Amnesic patients have intact immediate memory.
Immediate memory refers to what can be held actively
in mind beginning the moment that information is
received. It is the information that forms the focus of
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current attention and that occupies the current stream

of thought. The capacity of immediate memory is

quite limited. This type of memory is reflected, for

example, in the ability to repeat back a short string of

digits. Intact immediate memory explains why amne-

sic patients can carry on a conversation and appear

quite normal to the casual observer. Indeed, if the

amount of material to be remembered is not too

large (e.g., a three-digit number), then patients can

remember the material for minutes, or as long as

they can hold it in mind by rehearsal. One would say

in this case that the patients have carried the contents

of immediate memory forward by engaging in explicit

rehearsal. This rehearsal-based activity is referred to

as working memory, and it is independent of the

medial temporal lobe system (See Chapter 8). The

difficulty for amnesic patients arises when an amount

of information must be recalled that exceeds immedi-

ate memory capacity (typically, when a list of eight or

more items must be remembered) or when informa-

tion must be recalled after a distraction-filled interval

or after a long delay. In these situations, when the

capacity of working memory is exceeded, patients

will remember fewer items than their healthy

counterparts.
The intact capacity for immediate and working

memory was well illustrated by patient H.M. when

he was asked to remember the number 584. H.M. was

left to himself for several minutes, and he was able to

retain this information by working out mnemonic

schemes and holding the information continuously

in mind. Yet, only a minute or two later, after his
attention had been directed to another task, he could
not remember the number or any of his mnemonic
schemes for holding the number in mind.

2.5.2 Nondeclarative Memory

Nondeclarative memory refers to a collective of non-
conscious knowledge systems, but it is not itself a brain-
systems construct. Rather, the term encompasses several
different kinds of memory. Nondeclarative forms of
memory have in common the feature that memory is
nonconscious. Memory is expressed through perfor-
mance and does not require reflection on the past or
even the knowledge thatmemory is being influenced by
past events.

The following examples illustrate that nondeclara-
tive memory is distinct from declarative memory. It is
spared in amnesia, and it operates outside of aware-
ness. Nondeclarative forms of memory depend
variously on the neostriatum, the amygdala, and the
cerebellum and on processes intrinsic to neocortex
(Figure 2).

2.5.2.1 Motor skills and perceptual

skills

One can learn how to ride a bicycle but be unable to
describe what has been learned, at least not in the same
sense that one might recall riding a bicycle on a par-
ticular day with a friend. This is because the learning of
motor skills is largely nondeclarative, and amnesic

Long-term memory

Declarative
(Explicit)

Facts Events Skills &
habits

Emotional
responses

Skeletal
responses

Medial temporal lobe
diencephalon Striatum

Neocortex
Amygdala

Cerebellum Reflex
pathways

Priming &
perceptual
learning

Simple
classical

conditioning

Nonassociative
learning

Nondeclarative
(Implicit)

Figure 2 Classification of mammalian long-term memory systems. The taxonomy lists the brain structures thought to be

especially important for each form of declarative and nondeclarative memory. In addition to the central role of the amygdala in
emotional learning, it is also able to modulate the strength of both declarative and nondeclarative learning.
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patients can learn these skills at a normal rate. In one
experiment, amnesic patients and control participants
performed a serial reaction-time task, in which they
responded successively to a sequence of four illumi-
nated spatial locations. The task was to press one of
four keys as rapidly as possible as soon as the location
above each key was illuminated. The amnesic patients
learned the sequence, as did the normal participants, as
measured by their decreased reaction times for press-
ing a key when it was illuminated. When the sequence
was changed, the reaction times increased for both
groups. Strikingly, the amnesic patients had little or
no declarative knowledge of the sequence, though they
had learned it normally (Reber and Squire, 1994).

Perceptual skills are also often intact in amnesic
patients. These include such skills as reading mirror-
reversed print and searching a display quickly to find
a hidden letter. In formal experiments, amnesic
patients acquired perceptual skills at the same rate
as individuals with intact memory, even though the
patients did not remember what items were
encountered during the task and sometimes did not
remember the task itself. For example, amnesic
patients learned to read mirror-reversed words at a
normal rate and then retained the skill for months.
Yet, after they had finished the mirror-reading task,
they could not remember the words that they had
read, and in some cases they could not remember that
they had ever practiced the mirror-reading skill on a
previous occasion (Cohen and Squire, 1980).

2.5.2.2 Artificial grammar learning

Another kind of learning that is intact in amnesia is
the learning of artificial grammars. In an artificial
grammar–learning task, participants are presented
with a series of letter strings that are generated
according to a rule system that specifies what letter
sequences are permissible. After viewing these letter
strings, participants are told for the first time that the
letter strings were formed according to a set of rules
and that their task is to decide for a new set of letter
strings whether each one is formed by the same set of
rules as the set they had just studied. Even though
individuals often report that they are simply gues-
sing, they are able to classify new letter strings as
grammatical or nongrammatical. Amnesic patients
classify items as grammatical or nongrammatical as
well as healthy individuals, despite being impaired at
recognizing the letter strings that were used during
the initial training (Knowlton et al., 1992; Knowlton
and Squire, 1994, 1996).

2.5.2.3 Category learning

In tasks involving category learning, participants are
exposed to several exemplars of a single category.
Then, participants try to classify new items according
to whether they are or are not members of that
category. In addition, participants identify the proto-
type, or central tendency of the category, as a
member of the learned category more readily than
the items used during training, even when the pro-
totype itself was not presented. Amnesic patients are
also able to classify items according to a learned
category, despite a severe deficit in recognizing the
items that were used to train the category (Knowlton
and Squire, 1993). In one experiment, amnesic
patients and control participants were shown a series
of dot patterns formed by distorting a randomly
generated pattern that was defined arbitrarily as the
prototype of the category. Having seen a series of dot
patterns, all of which were distortions of an under-
lying prototype, participants then were able to
discriminate new dot patterns that belonged to the
training category from other dot patterns that did not.
Amnesic patients performed as well as control par-
ticipants, even though the patients were severely
impaired at recognizing which dot patterns had
been presented for training. It is worth noting that it
has been suggested that a model assuming a single
memory system was able to account for the
dissociation between categorization and recognition
(Nosofsky and Zaki, 1998).

2.5.2.4 Priming

Priming refers to an improved ability to identify or
produce a word or other stimulus as a result of its
prior presentation. The first encounter with an item
results in a representation of that item, and that
representation then allows it to be processed more
efficiently than items that were not encountered
recently. For example, suppose that line drawings of
a dog, hammer, and airplane are presented in succes-
sion, with the instruction to name each item as
quickly as possible. Typically, about 800ms are
needed to produce each name aloud. If in a later
test these same pictures are presented intermixed
with new drawings, the new drawings will still
require about 800ms to name, but now the dog,
hammer, and airplane are named about 100ms
more quickly. The improved naming time occurs
independently of whether one remembers having
seen the items earlier. Amnesic patients exhibit this
effect at full strength, despite having poor memory of
seeing the items earlier.
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The dissociation between intact priming and
impaired recognition memory in amnesic patients
can be particularly compelling. One study investi-
gated priming in patient E.P., who is so severely
amnesic that he exhibits no detectable declarative
memory (Hamann and Squire, 1997). E.P. sustained
complete bilateral damage to the medial temporal
lobe as the result of herpes simplex encephalitis.
Two tests of priming were given. In one of the prim-
ing tests, word stem completion, participants were
shown a short word list, which included, for example,
the words MOTEL and ABSENT. Then, they were
shown the fragments MOT___ and ABS___, with
instructions to form the first word that comes to
mind. Participants had a strong tendency (30–50%)
to produce the words that were recently presented.
(The probability was about 10% that participants
would produce these words if they had not been
presented recently.) In addition, two parallel tests of
recognition memory for words were given: alterna-
tive forced-choice and yes–no recognition. E.P.
performed entirely normally on the two priming
tests but performed at chance (50%) on the recogni-
tion tests.

In another experiment, participants saw words
slowly clearing from a mask. They tried to identify
each word as quickly as possible and then make a
recognition judgment (old/new) about whether the
word had been presented in a preceding study phase.
Amnesic patients exhibited intact fluency (the ten-
dency to label those words that were identified more
quickly as old) and intact priming, but their recogni-
tion was impaired (Conroy et al., 2005). These results
support the idea that priming depends on brain struc-
tures independent of the medial temporal lobe, and
they show that the combined effects of priming and
fluency are not sufficient to increase recognition
performance.

2.5.2.5 Adaptation-level effects
Adaptation-level effects refer to the finding that
experience with one set of stimuli influences how a
second set of stimuli is perceived (e.g., their heaviness
or size). For example, experience with light-weighted
objects subsequently causes other objects to be
judged as heavier than they would be if the light-
weighted objects had not been presented. Amnesic
patients show this effect to the same degree as
healthy individuals, even when they experience the
first set of objects with one hand and then make
judgments with the other hand. However, they have

difficulty remembering their prior experience accu-
rately (Benzing and Squire, 1989).

2.5.2.6 Classical conditioning

Classical conditioning refers to the development of
an association between a previously neutral stimulus
(CS) and an unconditioned stimulus (US), and is a
quintessential example of nondeclarative memory.
One of the best-studied examples of classical condi-
tioning in humans is delay conditioning of the
eyeblink response. It is reflexive and automatic and
depends solely on structures below the forebrain,
including the cerebellum and associated brainstem
circuitry (Thompson and Krupa, 1994). In a typical
conditioning procedure, a tone repeatedly precedes
a mild airpuff directed to the eye. After a number of
pairings, the tone comes to elicit an eyeblink in
anticipation of the airpuff. Amnesic patients acquire
and retain the tone–airpuff association at the same
rate as healthy individuals. In both groups,
awareness of the temporal contingency between
the tone and the airpuff is unrelated to successful
conditioning.

In trace conditioning, a brief interval of
500–1000ms is interposed between the CS and the
US. This form of conditioning requires the hippocam-
pus (McGlinchey-Berroth et al., 1997). Formal
experiments suggest that trace conditioning is hippo-
campus dependent because it requires the acquisition
and retention of conscious knowledge during the
course of the conditioning session (Clark and Squire,
1998). Only those who became aware of the CS-US
relationship acquired differential trace conditioning.
There was a correlation between measures of aware-
ness taken after the conditioning and trace conditioning
performance itself, whereas there was no correlation
between awareness and conditioning performance on a
delay conditioning task.

2.5.2.7 Habit learning

Habit learning refers to the gradual acquisition of
associations between stimuli and responses, such as
learning to make one choice rather than another.
Habit learning depends on the neostriatum (basal
ganglia). Many tasks can be acquired either declara-
tively, through memorization, or nondeclaratively as
a habit. For example, healthy individuals will solve
many trial-and-error learning tasks quickly by sim-
ply engaging declarative memory and memorizing
which responses are correct. In this circumstance,
amnesic patients are disadvantaged. However, tasks
can also be constructed that defeat memorization
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strategies, for example, by making the outcomes on
each trial probabilistic. In such a case, amnesic
patients and healthy individuals learn at the same
gradual rate (Knowlton et al., 1992).

It is also true that severely amnesic patients who
have no capacity for declarative memory can gradu-
ally acquire trial-and-error tasks, even when the task
can be learned declaratively by healthy individuals.
In this case they succeed by engaging habit memory.
This situation is nicely illustrated by the eight-pair
concurrent discrimination task, which requires indi-
viduals to learn the correct object in each of eight
object pairs. Healthy individuals can learn all eight
pairs in one or two test sessions. Severely amnesic
patients acquire this same task over many weeks,
even though at the start of each session they cannot
describe the task, the instructions, or the objects. It is
known that this task is acquired at a normal (slow)
rate by monkeys with medial temporal lobe lesions,
and that monkeys with lesions of the neostriatum
(basal ganglia) are impaired. Thus, humans appear
to have a robust capacity for habit learning that
operates outside of awareness and independently of
the medial temporal lobe structures that are damaged
in amnesia (Bayley et al., 2005a).

2.6 Functional Amnesia

Functional amnesia, also known as dissociative amne-
sia, is a dissociative psychiatric disorder that involves
alterations in consciousness and identity. Although no
particular brain structure or brain system is impli-
cated in functional amnesia, the cause of the
disorder must be due to abnormal brain function of
some kind. Its presentation varies considerably from
individual to individual, but in most cases functional
amnesia is preceded by physical or emotional trauma
and occurs in association with some prior psychiatric
history. Often, the patient is admitted to the hospital
in a confused or frightened state. Memory for the past
is lost, especially autobiographical memory and even
personal identity. Semantic or factual information
about the world is often preserved, though factual
information about the patient’s life may be unavail-
able. Despite profound impairment in the ability to
recall information about the past, the ability to learn
new information is usually intact. The disorder often
clears, and the lost memories return. Sometimes, the
disorder lasts longer, and sizable pieces of the past
remain unavailable.

2.7 Summary

The study of amnesia has helped to understand the

nature of memory disorders and has led to a better

understanding of the neurological foundations of

memory. Experimental studies in patients, neuroim-

aging studies of healthy volunteers, and related

studies in experimental animals continue to reveal

insights about what memory is and how it is orga-

nized in the brain. As more is learned about the

neuroscience of memory, and about how memory

works, more opportunities will arise for achieving

better diagnosis, treatment, and prevention of dis-

eases and disorders that affect memory.
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3.1 Introduction

Both casual and scientific observation inform us that
behavior changes with experience. This phenomenon
is called learning. Its existence implies that informa-

tion about experience is retained or stored in some
way so it can influence future behavior. This is called
memory. Learning can be observed. Memory cannot
be observed but is inferred from learned behavior.
Such inferences are quite common in daily life. One
of their best-known applications is the inference that

students have acquired certain specific memories
from their performance on an examination.

Identification and description of the information
stored as memory is a major subject of this chapter.

Perhaps the earliest recorded example of such a
description was associationism, the notion that neural
representations of certain ideas and events are con-
nected in some way. This inference was made from
the observation that temporally contiguous ideas and
events tend to evoke memories of each other,

expressed as thoughts and behavior.
As early as 1804, Maine de Biran described how

language reveals memory for several different kinds
of information, including motor functions (speech),

emotions and the situations that evoke them, and
abstract associations among ideas and concepts
(Maine de Biran, 1804). In his 1883 book, Les

Maladies de la Mémoire (Diseases of Memory), Ribot
described a series of patients with apparent damage
to the cerebral cortex who had lost all personal,

conscious memories and temporal information but
retained normal memory for habits and skills such
as handicrafts (Ribot, 1883). He suggested that per-
sonal and conscious memories are stored in the
cortex, and that memories for skills and habits must
be stored elsewhere in the brain. Together, these two
early French authors described a basic version of the
multiple memory systems idea: that different types of
information are stored in different parts of the brain.

Other early evidence for localization of memory
types came from observations of pathological states
such as the amnesic syndromes named for Alzheimer
(1987) and Korsakoff (Ljungberg, 1992), who sug-
gested that damage to the cortex (including the
hippocampus) and medial thalamus were involved
in storing the memories their patients had lost.

This early evidence for the localization of mem-
ories for different kinds of information contributed to a
controversial science called phrenology, the idea that
the human personality could be studied by observing
the shape of the head (Gall and Spurzheim, 1819). The
basis of this claim was the hypothesis that individual
differences in the development (i.e., size) of brain areas
with different functions determines both personality
and the shape of the skull that encloses them.
Although the idea that skull shape is related to brain
function was discredited, the concept of localization of
function in the brain has become a basic principle of
neuroscience. The multiple memory systems idea
applies this principle to the processing and storage of
different types of information.
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3.2 Inferring Information Type from
Learned Behavior

3.2.1 The Rigorous Study of Learning

The scientific study of memory requires a rigorous
methodology for observing and recording learned be-
havior. The first such investigations are usually
attributed to Ebbinghaus (1885). Ebbinghaus memor-
ized lists of nonsense syllables (used because differences
in the familiarity of words would have influenced
learning and recall rates). He recorded the number of
trials required to reach specific levels of performance
and observed how this number was reduced each
time the same list was rememorized (savings). By
this experiment and many others, he showed that
memory could be brought under experimental control
and studied with precision, even though it could not
be directly observed. Other researchers extended
Ebbinghaus’ original work (Anderson and Bower,
1979), and some began applying the principles he
developed to the study of learning and memory in
animals.

3.2.2 Theories of Learning

During the first part of the twentieth century the
behavioral investigation of learning in rats formed
the basis of several major research programs which
differed, sometimes radically, in the inferences they
made from behavior about the kinds of information
stored in memory (Hilgard and Bower, 1966). The
concepts that emerged from this research (Figure 1)
are useful starting points for describing the kinds of
information stored as memory.

3.2.2.1 Stimulus-response (S-R)

associations

The simplest theory, initially proposed by Thorndike
(1898, 1911), was based on the observation that the
probability of a stimulus evoking a response depends
on the number of times the response has been made in
the presence of the stimulus and followed by a rein-
forcer (e.g., food). Thorndike postulated that all
learned behavior is the result of a series of associations
or bonds between neural representations of stimuli
and responses that have been strengthened, or
‘stamped in’ by a reinforcer. This makes the stimulus
more likely to elicit the response.

The idea that behavior is based on stored stimulus-
response, or S-R, associations became the foundation
of an elaborate system developed by Hull (1943),

whose theory predicted the probability of a response
based on numerous factors, including the number of
times the reinforced S-R pairing was experienced, the
number of hours of food deprivation, the amount of
reinforcer given, the properties of the reinforcer, how
often the response had been made recently, and many
others. One purpose of this complex specification was
to explain behavior without considering any unobser-
vable variables such as conscious knowledge of a
situation or awareness of its emotional (or affective)
content, which were considered inadmissible by the
behaviorist approach to psychological investigation
(Watson, 1912; Bergmann and Spence, 1964).

3.2.2.2 Stimulus-stimulus (S-S)

associations

In direct contrast, Tolman (1932, 1948, 1949) argued
that behavior is based on cognitive information rather
than being controlled by specific response tenden-
cies. One example of an observation leading to this
inference was the partial reinforcement extinction
effect (Skinner, 1938; Humphreys, 1939). One group
of rats received reinforcement after every correct
response they made in a learning task, another
group received reinforcement after only half of
their correct responses. When tested with no
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which three elements (stimuli, responses, reinforcers) are
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elements are associated in each type of information. Below
each diagram are common synonyms for each type of

information used in the learning and memory literature. At

the bottom of each column is the name of the brain structure
central to the anatomical system thought to process each
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reinforcement (extinction), the group that had been
reinforced for half of its responses kept responding
longer than the group that had been reinforced for all
responses. This result is the opposite of what was
predicted by Hull’s S-R theory, which held that the
strength of a response tendency is directly related to
the number of times it has been reinforced. Tolman
concluded that the rats’ behavior was based on their
knowledge of the situation and what events they
expected. The rats in the 100% group expected
reinforcement for every response, so a few unrein-
forced responses were enough for them to detect the
change in conditions and stop responding. The rats in
the 50% group did not expect reinforcement for
every response, so more unreinforced responses
were required before they stopped.

Tolman (1932) postulated that learning consists of
acquiring information about the relationships among
stimuli and events. This information constitutes
‘knowledge’ and is represented as a series of inter-
locking relationships among stimuli known as
stimulus-stimulus (S-S) associations (Figure 1). S-S
associations can represent spatial relationships, lead-
ing to the concept of the spatial map (see section
3.3.4), and temporal relationships, leading to expec-
tancy (knowing what comes next in a sequence of
events).

3.2.2.3 Stimulus-reinforcer (S-Rf)

associations

The third type of information was described by
Pavlov (1927). Pavlov was studying the internal
secretions produced by food in hungry dogs. When
the dogs were repeatedly exposed to the experimen-
tal situation, the secretions began to occur in the
absence of food. Accordingly, Pavlov postulated that
an association was formed between the food (the
unconditioned stimulus, or US) and stimuli in the
experimental situation (the conditioned stimulus, or
CS). This made the CS capable of eliciting condi-
tioned responses (CR) similar to those produced by
the US.

USs are events that elicit responses without pre-
vious experience. These include food, water, sexual
partners, and certain aversive events. The elicited
unconditioned responses (URs) include approach or
withdrawal and responses of the autonomic nervous
system and certain brain structures and neurotrans-
mitters. Neutral stimuli acquire CS properties when
a US occurs in their presence. The issue of whether
Pavlovian learning is the result of a CS-US or a CS-
UR association is controversial (e.g., Donahoe and

Vegas, 2004). Reflecting this controversy, the process
is often described as a CS-US/UR learning. In the
multiple memory systems context, this form of learn-
ing is called stimulus-reinforcer (S-Rf) learning
(Figure 1), because it is restricted to responses that
are elicited by reinforcers.

3.2.3 Reinforcers

The events called USs in Pavlovian theory are the
same ones that Thorndike labeled reinforcers. The
three theories include three different functions of the
responses elicited by reinforcers:

1. Reinforcers elicit internal, unobservable
responses that strengthen, or modulate, S-R and S-S
(Packard and Teather, 1998; Packard and Cahill,
2001) and S-Rf (White and Carr, 1985; Holahan
et al., 2006) associations when their occurrence is
temporally contiguous with the acquisition of the
association (Thorndike, 1933; Landauer, 1969;
McGaugh and Herz, 1972; White, 1989b; White and
Milner, 1992) (shown as Rfm in Figure 1).

2. Reinforcers elicit internal, unobservable
responses that are perceived as positive or negative
affect (Young and Christensen, 1962; Cabanac, 1971;
White, 1989b; White and Milner, 1992; Burgdorf and
Panksepp, 2006) (shown as Rfa in Figure 1). Humans
and animals can learn about these affective states and
how to obtain or avoid them in, a process called
instrumental learning.

3. Reinforcers elicit observable orienting and
approach or withdrawal responses. Normally, stimuli
that elicit approach also elicit positive affect and are
sometimes called rewards. Stimuli that elicit with-
drawal and also elicit negative affect are described as
aversive, or as punishments. Both rewarding and
aversive events strengthen or modulate memory
(Huston et al., 1977; White, 1989b; Holahan et al.,
2006).

Because the learning theorists used rats in their
experiments, they also had to use biologically rele-
vant reinforcers to control behavior and the
information being processed and stored during the
experimental trials. Although it is not necessary to
use such reinforcers with humans, who can follow
instructions, feedback about correct and incorrect
responses is also used and has many of the same
functions as biological reinforcers in rats (see
Thorndike, 1933). Both instructions and feedback
control human behavior and information processing
in experimental trials.
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3.2.4 Information Types: Relationships
among Elements

Each learning theory made different inferences from

observed behavior about the kinds of information

processed and stored during learning, but, as illus-

trated in Figure 1, in each case the information

consists of different combinations of the same three

elements: stimuli, responses, and reinforcers. The

information types differ in the relationships among

these elements. S-S, S-R, and S-Rf associations can

all be thought of as different types of information

created by experience, stored in the brain, and

recalled to influence behavior. Large parts of this

chapter describe evidence that these types of infor-

mation are processed and stored in different parts of

the brain.

3.3 Localization of Information
Processing

3.3.1 Early Localization Attempts

S. I. Franz (1902) was among the first to apply sys-

tematic behavioral methodology to the study of brain

areas involved in memory. He reported that cats

could learn a series of complex responses to escape

from a box and that large lesions of various parts

of the cortex had only temporary effects on this

learned behavior. He concluded that there was no

evidence for localization of memory functions in the

brain.
Franz’s student, Karl Lashley, pursued these stud-

ies, testing rats on a variety of memory tasks with

similar results (Beach et al., 1960). No part of the

cortex seemed more important than any other –

temporary deficits in learned behavior were usually

quickly reversed with additional training. Only very

large lesions including most of the cortex produced

permanent, although generally still partial, deficits.

Lashley concluded that the memory functions of any

part of the cortex could substitute for any other part,

a principle he called equipotentiality. Lashley’s frus-

tration at his inability to localize and understand

memory is revealed by his summary statement in a

1950 article describing a lifetime of work on the

problem:

I sometimes feel, in reviewing the evidence on the

memory trace, that the necessary conclusion is that

learning is just not possible. (Lashley, 1950, p. 477)

Notwithstanding their methods, Franz’s and
Lashley’s experiments failed to localize memory
functions because they assumed that a single brain
structure (the cerebral cortex) processed and stored
all memories. It followed from this assumption that
damaging the critical structure should eliminate all
forms of memory. Although the idea that different
parts of the brain process different kinds of memory
had been suggested, Franz and Lashley did not make
use of this idea, possibly because of behaviorist stric-
tures on the use of such unobservable entities as
information types.

3.3.2 HM and the Function of the
Hippocampus

In the early 1950s new clinical evidence for the
localization of different types of memory in the
brain emerged. A patient with intractable epilepsy,
known by his initials (HM), underwent a bilateral
excision of a major portion of his temporal lobes
(including much of the hippocampus) as a last-
chance treatment, making him perhaps the most
famous patient in modern neurology (Scoville and
Milner, 1957). He was given a full psychological assess-
ment by Brenda Milner, who reported (Milner and
Penfield, 1955; Milner, 1958, 1959) that he was unable
to recall personal experiences or other events from the
previous 20 or so years (retrograde amnesia), and that
he was also unable to remember any current experience
for more than a few minutes (anterograde amnesia).
HM also had difficulty finding his way around, even
in familiar environments.

However, HM retained other forms of memory.
He was able to learn a simple maze that required him
to move a stylus through a series of left and right
turns on a board (Corkin, 1968; Milner et al., 1968).
He performed this task accurately, while at the same
time claiming he had never seen it before. This
showed that the memory deficit produced by tem-
poral lobe resection was limited to information about
HM’s previous experiences. The deficit did not
include the information that allowed him to learn
the maze, which must have been dependent on
some other part of the brain.

Although Milner and her coauthors carefully
described their observation that the effects of bilat-
eral hippocampal ablation are limited specifically to
memory for new ongoing experience and spatial
orientation, and that other kinds of memory, includ-
ing verbal abilities, emotion, and skills and habits
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remained normal, these distinctions were largely

ignored at first.

3.3.2.1 Attempts to replicate HM’s

syndrome with animals

3.3.2.1.(i) Monkeys Orbach et al. (1960) pro-
posed that a strong test of the temporal lobe

memory hypothesis would be met only if temporal

lobe damage impaired performance regardless of

what behavioral task their monkeys were required

to learn. These workers did find deficits on some

memory tasks, but only with very large temporal

lobe lesions.
The reasons for this (and other) failures to repli-

cate HM’s syndrome were revealed by Mahut and

coworkers, who reported that monkeys with hippo-

campal (Mahut, 1971), fimbria-fornix, or entorhinal

cortex (Mahut, 1972; Zola and Mahut, 1973) lesions

were impaired on spatial tasks when no local stimuli

were available to guide their behavior. In the same

monkeys, nonspatial tasks were unaffected, and when

small cue objects were added to spatial discrimina-

tion tasks, performance actually improved relative to

that of normal controls (Killiany et al., 2005). These

experiments showed that memory deficits are pro-

duced by hippocampal damage in monkeys, provided

tasks requiring the use of the kind of information

processed in the hippocampus are used (Mahut

et al., 1981).

3.3.2.1.(ii) Rats A number of workers also tried
to demonstrate the effects of hippocampal lesions on

memory in rats. These studies had such limited suc-

cess that several theories suggesting alternate

functions for the rat hippocampus were proposed

(Kimble and Kimble, 1965; Douglas and Pribram,

1966; Kimble, 1968; Isaacson and Kimble, 1972)

and refuted (Nadel et al., 1975). These hypotheses

did not completely reject memory-related functions

but were primarily concerned with explaining

the highly inconsistent effects of hippocampal

lesions on the performance of various memory

tasks. The inconsistency was the result of a failure

to appreciate the specific type of information pro-

cessed in the hippocampus and the consequent use of

tasks that could be performed on the basis of some

other kind of information processed in other parts of

the brain.

3.3.3 Contextual Retrieval

In what is now considered a major conceptual break-
through, Hirsh (1974) provided an explanation for the
inconsistent effects of hippocampal lesions on memory
tasks in rats. Hirsh pointed out that hippocampal
lesions did not affect learning tasks that could be
performed on the basis of a single S-R association,
but they impaired performance of tasks that could
not be correctly performed using this kind of informa-
tion. He suggested that tasks impaired by hippocampal
lesions involved acquisition of two or more S-R asso-
ciations, and that the hippocampus mediated a process
by which one of these was selected by the context. An
example of a behavioral observation that led to the
inference of this contextual retrieval process is illus-
trated in Figure 2. Rats were trained in a T-maze to
turn left for food when hungry and right for water
when thirsty (Hsiao and Isaacson, 1971). The choice
point in the maze became a stimulus associated with
two responses: the left and right turns. The deprivation
state was the context that selected the appropriate S-R
association. Normal rats learned to make the correct
turn depending on their deprivation state. Rats with
various impairments of the hippocampal system
(Hirsh and Segal, 1971; Hsiao and Isaacson, 1971;
Hirsh et al., 1978a,b) made one turn or the other,
regardless of their deprivation state. They were unable
to use the motivational context to select the correct
response.

Another example is reversal learning. As shown in
Figure 3, normal rats and rats with hippocampal
lesions learned to turn left for food at similar rates.
When the food was switched to the right arm of the
maze, normal rats adjusted their behavior much more
quickly than rats with hippocampus lesions. The
normal rats were able to change the direction of
their turn on the basis of new information about the
location of the food obtained on the first few trials
after the switch. According to Hirsh, the switch
altered the context that selected the appropriate
response. Hippocampectomized rats were unable to
use this type of information. They had to extinguish
the old S-R association and acquire a new one when
the reinforcer was switched.

Hirsh’s main contribution to the idea of localized
memory functions based on the content of the mem-
ory was to explain it in terms of the existing animal
learning literature, an area of research that was very
well developed and had up to that time generally
rejected or ignored this possibility. Although it took
some time, ‘‘The hippocampus and contextual
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retrieval of information from memory: A theory’’
(Hirsh, 1974) has come to be regarded as a major
turning point in research on memory.

3.3.4 Spatial Learning

In The Hippocampus as a Cognitive Map, O’Keefe and
Nadel (1978) presented evidence that the hippocam-
pus is the primary structure for representing and
possibly storing spatial information. The two main
lines of evidence for this idea were impairments in
spatial learning produced by hippocampal lesions and
the observation that the activity levels of certain hip-
pocampal neurons increased whenever a rat was in a
specific spatial location (O’Keefe and Dostrovsky,
1971; O’Keefe, 1976). This suggestion that the hippo-
campus contains information about the animal’s
position in space led O’Keefe and Nadel to postulate

the spatial map, a neural representation of the rela-

tionships among constant features of an environment.

The information in these representations can be

described as consisting of a series of S-S associations.

This relational information is purely descriptive, with

no specific implications for behavior. O’Keefe and

Nadel distinguished hippocampus-based spatial

learning (also called allocentric) from taxon (or ego-

centric) learning, in which each environmental

feature can evoke one specific response, as in the

case of S-R learning. O’Keefe and Nadel did not

speculate about the neural substrate for taxon

learning.
The idea that the hippocampus processes informa-

tion consisting of relationships among features of an

environment has been extended and incorporated into

the theory that the structure processes relational infor-

mation of all kinds (Hirsh, 1980; Cohen and
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Figure 2 Motivational control of maze behavior (contextual retrieval). The figure illustrates an experiment in which rats

were trained on a T-maze with food in one arm and water in the other. The rats were food or water deprived on alternate days.

The graph on the left shows the behavior of a normal rat that learned to turn right for water on days when it was thirsty first (trial

blocks 1–5). Between blocks 5 and 8 the rat also learned to turn left for food when hungry, while maintaining the correct
response for water. This shows that the rat had learned to use its motivational state to perform the correct response at the

choice point in the maze. The graph on the right shows the behavior of a hippocampectomized rat that began by learning to

turn right for water. As the rat’s performance on the days when it was hungry improved, its performance on thirsty days
declined. After a few more trial blocks, the rat’s performance when thirsty improved, whereas its performance when hungry

declined. Several more such reversals were observed, suggesting that this rat was able to learn one of two simple S-R

associations but was unable to use its motivational state to select between the two. Adapted from Hirsh R (1980) The

hippocampus, conditional operations and cognition. Physiol. Psychol. 8: 175–182.
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Eichenbaum, 1991; Eichenbaum and Cohen, 2001).
This information, stored as S-S representations,
can be used flexibly to produce behaviors appropriate
to different circumstances. The theory that the infor-
mation processed in the hippocampus is purely spatial,
and the idea that it represents relationships of a
more general nature including spatial have been
debated (Wiener et al., 1989; Cohen and Eichenbaum,
1991; Nadel, 1991; Eichenbaum et al., 1992).

3.3.5 Memory and Habit

Mishkin et al. (1984) described an experiment in
which monkeys were shown pairs of objects.
Displacing one of them revealed a morsel of food.
When shown the same two objects a short time later,
displacing the other object revealed food. The mon-
keys were given a large number of trials over several
days, with different pairs of objects on every trial.
Normal monkeys learned this ‘delayed nonmatching
to sample’ rule, but monkeys with hippocampal
lesions were unable to do so – a deficit that is con-
sistent with a general loss of memory for recent
events. In contrast, when a large number of object

pairs were presented repeatedly, normal and hippo-
campal monkeys learned to respond to the correct
member of each pair equally well. Thus, hippocam-
pal lesions impaired memory for novel objects seen
for the first time but did not affect learning to make a
consistent response to each pair of objects after
repeated reinforced trials. Mishkin et al. described
the latter behavior as a habit and speculated that
the memory for this type of behavior might be
mediated in the caudate nucleus.

3.3.6 Declarative versus Procedural
Memory

Cohen and Squire (1980) trained human participants
to read words in a mirror. Both normal participants
and patients with amnesia resulting from medial
temporal lobe dysfunction learned the mirror reading
skill; they improved with practice and improved
more for words that were repeated in each session
than for words that were new. However, when tested
shortly after a training trial, normal participants were
able to remember most of the words they had just
read; the amnesic patients were severely impaired.
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Cohen and Squire concluded that memory for the
words (declarative memory) requires a functional
hippocampus (See Chapter 10), but that the mirror
reading skill (procedural memory) must be dependent
on some other part of the brain.

Declarative and procedural memory describe
different kinds of remembered information, corre-
sponding to S-S and S-R learning as described by
Tolman and Thorndike, respectively, as well as to
Mishkin et al.’s distinction between memory and
habit, to Hirsh’s descriptions of contextual memory
versus S-R memory, and to O’Keefe and Nadel’s
concepts of the spatial map and taxon learning.
These distinctions were all made by showing that
hippocampal damage impairs performance on tasks
requiring S-S information but has no effect on tasks
that can be performed using S-R information. None
of these distinctions includes evidence concerning
the neural substrate of S-R information processing.

3.3.7 Double Dissociation of S-S and S-R
Learning in Humans

Butters and coworkers (Martone et al., 1984; Butters
et al., 1986; Heindel et al., 1989) found that patients
with Korsakoff’s syndrome, who are amnesic as a
result of hemorrhagic lesions of medial thalamus
and mammillary bodies, learned the mirror reading
skill normally but were unable to recognize words
they had recently read. In contrast, patients with
Huntington’s disease, in which neurons in the basal
ganglia (including the caudate nucleus) degenerate,
had the opposite pattern of disabilities: They were
unable to acquire the mirror reading skill but recog-
nized previously seen words normally.

This pattern of effects constitutes a double disso-
ciation, in which subjects with impairments of one of
two brain areas were compared on two memory tasks.
Impaired function of each brain area affected only
one of the two tasks, leaving performance on the
other task intact. This led to the conclusion that
each brain area was involved in processing the type
of information required for the impaired task, but not
the information required for the unimpaired task. As
described in the previous section, recall of recently
seen words requires declarative, or S-S, information;
mirror reading is a skill that may require a complex of
S-R associations.

Although there was no direct confirmation of the
brain damage in these studies, they are significant
because they provide evidence for the neural sub-
strate that processes information that may include

S-R information and dissociate it from S-S informa-
tion processing. The studies point to the basal
ganglia, specifically the caudate nucleus, as the loca-
tion of S-R information processing. A number of
experiments with rats are consistent with this con-
clusion about the caudate nucleus (Divac et al., 1967;
Divac, 1968; Thompson et al., 1980; Chozick, 1983;
Mitchell and Hall, 1987, 1988; Cook and Kesner,
1988; Packard and Knowlton, 2002). Phillips and
Carr (1987) specifically proposed that S-R learning
is mediated in the basal ganglia.

3.3.8 Dissociation of Three Information
Types in Rats

Packard et al. (1989) used a double dissociation to
compare the impairments in information processing
capacity produced by lesions to the fimbria-fornix (a
major input-output pathway of the hippocampus)
and the caudate nucleus. This was extended by
McDonald andWhite (1993) to include the amygdala
in a triple dissociation of memory tasks. All three
tasks were performed on an eight-arm radial maze
(Figure 4) consisting of a center platform with eight
arms radiating from it in a sunburst pattern about 1 m
from the floor. Each task required the use of a differ-
ent type of information.

3.3.8.1 Win-shift task – hippocampus-

based S-S memory

The win-shift radial maze task (Olton and Samuelson,
1976; Olton and Papas, 1979) was used to examine S-S
information processing. The maze was situated in a
room with various extra-maze stimuli (or cues) that
constituted a spatial environment. A small food pellet
was placed at the end of each arm. Hungry rats were
placed on the center platform and allowed to forage
for food. Pellets consumed were not replaced, so to
obtain the eight available pellets most efficiently the
rat had to enter each arm once only. Second or more
entries to arms were considered to be errors. Normal
rats attained an average of less than one error per trial
after five to seven daily trials.

To enter each arm once only, a rat must remem-
ber which arms it has entered as the trial proceeds
(working memory). To do this, it must be able to
discriminate the arms from each other. There is
evidence that rats perform this discrimination by
associating each arm with the environmental cues
that are visible from it (O’Keefe and Nadel, 1978;
Suzuki et al., 1980). Since all the individual cues are
visible from several of the arms, no individual cue can
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identify any single arm. However, the arms can be

identified by their unique locations within a spatial

map of the environment. This requires relational or

S-S information.
Good performance on this task requires continu-

ally updated information about the status of each arm

as a trial proceeds. At the start of a trial all arm-

identifying cue arrays indicate the location of a food

pellet, but once an arm has been entered and the

pellet consumed, the same array must indicate the

absence of food. In this way information about the

spatial environment is used flexibly to guide behavior

according to changing conditions.

3.3.8.2 Win-stay task – caudate-based

S-R memory

The win-stay task was used to study S-R information

processing. The same maze was used, but the location

of the food was indicated by a small light mounted at

the entrance to each arm. When a hungry rat was

placed on the center platform at the start of a trial,

four of the arms were lit, and only those four arms

contained a food pellet. The other arms were empty.

Efficient performance required the rats to enter lit

arms and avoid dark arms. The information required

to produce this behavior is simple: When a rat

approaches a lit arm (S), enters it (R), and consumes
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Figure 4 The triple dissociation. Three different tasks on the eight-arm radial maze are illustrated at the top. The type of

information processing thought to be required to perform each task is indicated, corresponding to the information types
described in Figure 1. As explained in the text, correct performance of the win-shift task requires rats to obtain the food pellet

at the end of each arm without reentering arms. This requires spatial (or S-S) information processing. Performance of this task

was impaired by lesions of fimbria-fornix (FF), but not by caudate nucleus (CN) or amygdala (AM) lesions. The win-stay task
requires a simple association between a cue light and the arm entry response, reinforced by eating the food at the end of the

lit arms. A different set of four arms is lit and baited on each daily trial. This is an instance of S-R information processing.

Performance on this task was impaired by lesions of the caudate nucleus but not by lesions of fimbria-fornix or amygdala. The

improved performance on this task produced by fimbria-fornix lesions is explained in Figure 5. In the conditioned cue
preference (CCP) task, the rats acquire an S-Rf association between the light and the food reinforcer, causing the light to

acquire conditioned stimulus properties. This results in a preference for the food-paired arm even when no food is present on

the test trial. Performance on this task was impaired by lesions of the amygdala, but not by lesions of fimbria-fornix or caudate

nucleus. Adapted fromMcDonald RJ andWhite NM (1993) A triple dissociation of memory systems: Hippocampus, amygdala
and dorsal striatum. Behav. Neurosci. 107: 3–22.

36 Multiple Memory Systems in the Brain: Cooperation and Competition



the reinforcer, the S-R association is strengthened,
increasing the probability that the stimulus will elicit
the response again. No spatial information or work-
ing memory is required for the win-stay task.

3.3.8.3 Conditioned cue preference task –

amygdala-based S-Rf memory
The conditioned cue preference (CCP) task was used
to study S-Rf information processing. The radial maze
was surrounded by curtains. Hungry rats were con-
fined on an arm with a light and a supply of food and
on alternate days were confined on a different, dark
arm with no food. After several days of such trials the
rats were placed on the center platform of the maze
and given a choice between the two arms, neither of
which contained food. Normal rats spent more time on
the food-paired than on the unpaired arm.

Since the rats were exposed to the food while
confined on a maze arm they could not have acquired
any S-R associations or instrumental responses
leading to their preference for the food-paired arm.
The curtains surrounding the maze and confinement
in one arm at a time severely limited the rats’
ability to acquire a spatial map of the environment
(Sutherland and Linggard, 1982; Sutherland and
Dyck, 1984; Sutherland, 1985; White and Ouellet,
1997). Therefore, the preference was probably not a
result of learned information about the spatial loca-
tion of food (i.e., S-S learning). The alternative is that
consuming the food (US) during the training trials
elicited an internal rewarding response (UR). This
caused the arm cues (light or dark) in the food-paired
arm to acquire CS properties. On the test trial, the CS
elicited a conditioned reward response, causing the
rat to remain in the food-paired arm longer than in
the no-food arm. This analysis explains the prefer-
ence for the food-paired arm as the product of S-Rf
information processing.

3.3.8.4 Dissociation by damaging brain

structures

As shown in Figure 4, performance on each of the
three tasks was impaired by only one of the three
lesions. (Performance of the win-stay task was actu-
ally improved by fimbria-fornix lesions. This
phenomenon is explained in Figure 5.) Since the
three tasks had identical sensory and motor require-
ments, and the same reinforcer was used for all three,
the differences in the effects of the lesions were
attributed to differences in the kinds of information
required to perform the tasks. The effects of the
lesions imply that each lesioned structure was

involved in processing only one of the three kinds
of information.

None of these attributions was original to the triple
dissociation experiments. It was already well known
that lesions of the hippocampus and related structures
impair spatial learning (Hirsh and Segal, 1971; O’Keefe
et al., 1975; Olton et al., 1978; Olton, 1978; Morris et al.,
1982), and that Pavlovian conditioning involving S-Rf
information processing is impaired by amygdala lesions
(Weiskrantz, 1956; Bagshaw and Benzies, 1968; Jones
and Mishkin, 1972; Nachman and Ashe, 1974;
Peinado-Manzano, 1988; Everitt et al., 1989, 1991;
Hatfield and Gallagher, 1995; Davis, 1997; Fanselow
and Gale, 2003). There were also numerous reports of
learning impairments produced by caudate nucleus
lesions, but the evidence that these involved S-R learn-
ing was not clear (e.g., Gross et al., 1965; Divac et al.,
1967; Divac, 1968; Kirkby, 1969; Winocur and Mills,
1969; Mitchell and Hall, 1987, 1988). The contribution
of the triple dissociation experiment was to define
these various tasks in terms of the kinds of information
required to perform them and to show that the proces-
sing of each type of information was dependent on a
different part of the brain.

3.3.8.5 Dissociation by reinforcer
devaluation

Reinforcer devaluation is a procedure in which a
rewarding reinforcer is paired with an aversive
event, reducing the positive affective value of the
reinforcer (Young and Christensen, 1962; Dickinson
et al., 1983). The prototype is the conditioned
taste aversion (Garcia and Koelling, 1966; Nachman
and Ashe, 1974; Yamamoto and Fujimoto, 1991),
in which pairing consumption of a rewarding sub-
stance such as a sugar solution with injections of
lithium chloride (LiCl) (which produces gastric ill-
ness) decreases or eliminates consumption of the
solution.

Yin and Knowlton (2002) used the devaluation pro-
cedure in conjunction with the CCP task on the radial
maze. After CCP training the rats ate some of the same
food pellets in their home cages, followed by LiCl or
saline (control) injections. When tested in their home
cages the rats that received LiCl ate much less than the
rats that received saline, demonstrating the reduced net
reward value of the food. When given a preference test
on the radial maze with no food present the rats that
received saline preferred their food-paired arms, but
the rats that received LiCl exhibited an aversion to
their food-paired arms (see Figure 6). This finding
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suggests that the preference for the food-paired arm

was the result of a memory that involved the affective

property of the reinforcer. This memory was positive in

the saline-injected rats, leading to a preference for the

food-paired arm. It was much less positive, even nega-

tive, in the LiCl-injected rats, leading to avoidance of
the food-paired arm. This is consistent with the idea

that the CCP is based on information comprising an

S-Rf association.
In contrast to these findings, Sage and Knowlton

(2000) found that the same devaluation procedure

did not affect the performance of well-trained rats

on the win-stay task, even though they stopped eat-
ing the food at the ends of the lit arms (Figure 6).

This observation is consistent with the idea that

performance on this task is unrelated to the affective

value of the reinforcer, which acts simply to

strengthen the caudate-based S-R association that

produces the win-stay behavior.
Sage and Knowlton (2000) also found that rats

trained on the win-shift task performed normally

after devaluation (Figure 6). These rats did not com-

pletely reject the food while running the maze. Most
of them ate the pellets in the first few arms entered and
then stopped eating while continuing to perform cor-

rectly. This suggests that they did not spontaneously
transfer the aversion from the home cage to the new

situation but recalled it only after tasting the food in
the new context. That this rejection of the food

had little effect on the accuracy of their win-shift
performance is consistent with the hypothesis that
information involving the affective value of the food

is not required for win-shift performance, which
depends on information about the presence and

absence of food in each arm as the trial progresses.
Although the devaluation data do not dissociate the

neural substrates of information processing in the three

tasks, they constitute evidence that S-S and S-R infor-
mation can control behavior independently of the

affective value of reinforcers in the situation. This con-
trasts with the evidence for the representation of these
affective properties in S-Rf information processing.
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Figure 5 Fimbria-fornix lesions improve performance on the win-stay task. The graph shows the effects of lesions on

performance of the win-stay task (see Figure 4). Compared with normal control rats, rats with caudate lesions performed

poorly, suggesting that this structure is involved in processing the S-R information required for performing the task. In
contrast, lesions of fimbria-fornix (part of the hippocampal system) improved win-stay performance compared with controls.

The maze diagrams on the right explain this improved performance. They show two consecutive trials on the win-stay task. In

both cases the arms containing food are indicated by lights at their entrances, but the food is located in different arms on the

two trials. Caudate-based processing of information comprising the consistently reinforced S-R association between the
lights and the arm entry response results in correct behavior on both trials. However, on Trial 1 the hippocampus system

acquires information about the fixed cues in the spatial environment and about the location of food in relation to those cues.

As shown in the figure, this information is incorrect on Trial 2, because a different set of four arms contains food. Therefore,
any tendency to enter arms that previously contained food promoted by the hippocampal system would result in errors.

Fimbria-fornix lesions eliminate this S-S information and the erroneous responses it promotes, resulting in improved

performance of the S-R task. Because the information processing capacities of the two systems cause them to promote

different behaviors in the same situation, the effect of fimbria-fornix lesions on win-stay performance reveals a competitive
interaction between the behavioral effects of the two kinds of information processing. Adapted from Packard MG, Hirsh R,

andWhite NM (1989) Differential effects of fornix and caudate nucleus lesions on two radial maze tasks: Evidence for multiple

memory systems. J. Neurosci. 9: 1465–1472.
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3.4 Information Processing
Systems

This section describes a series of theoretical ideas
that constitute a theory of multiple parallel memory
systems in the brain. The ideas are suggested by the
findings already described and will be useful for
organizing and interpreting the literature describing

dissociations among brain structures and processing
of information types.

3.4.1 Systems Concept

Although the idea that different kinds of informa-
tion are processed in different parts of the brain is
suggested by the effects of damage to individual
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Figure 6 Effects of reinforcer devaluation on three radial maze tasks. CCP: The graph on the top left shows the amounts of
time spent by rats in their food-paired and unpaired radial maze arms in a CCP test (see section 3.3.8.3). Rats that experienced

reinforcer devaluation (explained in the text) exhibited an aversion to their food-paired arms. Rats that did not experience

devaluation exhibited a normal conditioned preference for their food-paired arms. The effect of devaluation on the preference is

evidence that the rats’ behavior is controlled by information that includes a representation of the affective value of the reinforcer.
Win-stay: The graph on the top right shows the percent correct responses and the percent of total food pellets available that

were consumed before and after reinforcer devaluation. Before devaluation the rats ate all pellets available; after devaluation

they ate very few. However, this did not affect the accuracy of their win-stay performance. This constitutes evidence that the

affective value of the reinforcer is irrelevant to win-stay behavior and is consistent with the idea that the reinforcer acts to
strengthen the S-R association that controls behavior in this situation. Win-shift: The graph on the bottom shows the percent

correct responses and percent of total pellets consumed on the win-shift task before and after reinforcer devaluation.

Performance was maintained after devaluation, whereas pellet consumption decreased. The pellets were not completely
rejected, suggesting that a representation of the affective value of the reinforcer may have contributed to win-shift performance.

However, the maintenance of accuracy shows that positive affect was not required for performance of this task, which can be

produced by information about the presence and absence of food in the arms. Adapted from Sage JR and Knowlton BJ (2000)

Effects of US devaluation onwin-stay andwin-shift radial maze performance in rats.Behav. Neurosci. 114: 295–306; Yin HH and
Knowlton BJ (2002) Reinforcer devaluation abolishes conditioned cue preference: Evidence for stimulus-stimulus associations.

Behav. Neurosci. 116: 174–177.
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brain areas, the fact that no individual brain area can

perform any function on its own leads naturally to

the idea that information is processed in neural

systems or pathways that can, in principle, be

defined anatomically. The two visual systems

described by Ungerleider and Mishkin (1982;

Mishkin et al., 1983) are an example of anatomically

defined neural systems that process different kinds

of information. Both systems originate in the striate

and prestriate visual cortex, making these structures

parts of both pathways. A ventral path connects to

inferior temporal areas; damage to structures in this

pathway impairs object recognition. The dorsal path

connects to inferior parietal areas; damage to this

pathway impairs learning the visual location of

objects. Visual information originating in striate

cortex is integrated with other information at stages

along each pathway. In this way the visual informa-

tion comes to represent spatial relationships in one
system and object properties in the other.

A similar concept can be applied to the evi-
dence for independent processing of different

types of information that is the subject of this

chapter (see Figure 7). Information originating in

the external and internal sense organs is processed

and represented in the thalamus and cerebral cor-

tex. This information is distributed to several

different neural pathways or systems. It flows

through the systems as neural activity, undergoing

processing and modification at stages along the

way. This results in the differentiation of the infor-

mation into a unique representation in each system.

The outputs of the systems converge to influence

behavior and thought.

3.4.1.1 Systems process incompatible

information

Sherry and Shachter (1987) suggested that indepen-

dent neural systems evolved to process fundamentally
incompatible information. According to this idea, flex-

ible memory for facts and unique situations and

memory for stereotyped skills and habits are incom-

patible. This concept corresponds to the mutually

exclusive involvement of the hippocampus and cau-

date nucleus in these types of memory. Although

Sherry and Shachter did not discuss the amygdala,

evidence from the triple dissociation experiment

suggests that similar considerations may apply to

the unique kind of information processed in that

structure.

3.4.1.2 Systems are internally
specialized

The information processing specialization of each

system is determined at the level of its neuronal

and synaptic microcircuitry. Although neural activity

representing all of the elements reaches all systems,

their internal specializations lead to differences in the

ways they represent the relationships among the ele-

ments (Figure 1). There have been several attempts

to describe how the internal structures of the hippo-

campus (Muller et al., 1996; Knierim et al., 1998;

Taube, 1998; Mizumori and Leutgeb, 2001; Lever

et al., 2002; Leutgeb et al., 2005; Sargolini et al.,

2006), caudate nucleus (Centonze et al., 2001;

Graybiel, 2001, 2004; Gurney et al., 2004), and amyg-

dala (Pitkänen et al., 1997; Fendt and Fanselow, 1999;

1
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Multiple parallel memory systems

Receptors

Thalamus
and Cortex

S-R
Caudate nucleus

S-Rf
Amygdala

S-S
Hippocampus

Behavior Thought

Figure 7 The multiple memory systems concept.

1. Patterns of neural activity originate in exteroceptors

and interoceptors. 2. These patterns converge on

thalamic and cortical areas, where they are processed
and combined into activity patterns that represent the

current external and internal environments. 3. These

processed activity patterns are transmitted to subcortical

areas, each of which is specialized to extract and
represent a different kind of information contained in the

activity patterns: the caudate nucleus represents

reinforced stimulus-response (S-R) associations, the

amygdala represents stimulus-reinforcer (S-Rf)
relationships, and the hippocampus represents stimulus-

stimulus (S-S) relationships. 4. The outputs of the systems

converge on brain areas that mediate behavior and
thought. See text for more information about

the information types, how they are represented

in the systems, and how the outputs of the systems

interact.
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Maren and Quirk, 2004; Maren, 2005; Schafe et al.,
2005; Kim and Jung, 2006) process and store the
information mediated in these structures.

3.4.1.3 Coherence: Some representations

are better than others

Coherence is a hypothetical property of the repre-
sentation of a learning situation in a neural system.
The coherence of a representation reflects the degree
to which all parts of the system are activated in a
similar way when processing information that repre-
sents a particular situation. This is determined by the
correspondence between the information content of
the learning situation and the representational
specialization of the system. The better the corre-
spondence, the more coherent the representation.
The coherence of the representation of a learning
situation in a system is assumed to determine the
degree to which the system influences behavior
and/or thought when the representation is activated
during recall.

The development of hippocampal place cells,
which occurs during the first 10–30min of exposure
to a novel environment (O’Keefe and Dostrovsky,
1971; O’Keefe, 1976; Ferbinteanu and Shapiro,
2003; Kentros et al., 2003; Kennedy and Shapiro,
2004), may be an example of the creation of a coher-
ent representation of a spatial map (S-S information)
of the environment. Conversely, the same system is
very slow to form a coherent representation of the
S-R information content of a learning situation such
as the win-stay task. This is suggested by the failure
of rats with caudate lesions but an intact hippocam-
pus to learn the win-stay task (see Figure 4). This
and other evidence (see section 3.5) suggest that the
caudate system acquires a coherent representation of
S-R information more easily (in fewer trials) than the
hippocampus system.

3.4.1.4 The learning-rate parameter

The coherence of the representation of a situation in
a system usually improves with repeated exposure to
the situation. One system may represent a situation
coherently after only a single trial; another system
may simultaneously form a representation of the
same situation, but this may require many more trials
to attain coherence. The amount of exposure
required to form a coherent representation in a sys-
tem is a learning-rate parameter. Differences in this
parameter are important determinants of the interac-
tions among the systems.

3.4.1.5 Cooperation and competition

among systems

At any given point during training in any learning
situation, each system has acquired a representation
of the situation with some degree of coherence that
determines the amplitude of its output. The fact that
the systems all influence the behavior of the same
animal (or person) means that these outputs must
converge (Figure 7). The nature of the interactions
among these outputs depends on the behavioral ten-
dency promoted by the representation in each system
and on the relative amplitudes of their outputs.

In some situations the outputs of the systems may
promote the same behavior or different parts of a
complex behavior required to perform a task. These
are cooperative interactions. In other situations the
outputs of the systems may promote different beha-
viors. This results in competitive interactions. The
improvement in win-stay performance produced by
fimbria-fornix lesions, explained in Figure 5, is
thought to reflect such an interaction.

3.4.2 Information Processing and
Memory

As we have seen, observation of learned behavior is
a tool for studying the neural basis of information
processing. The existence of a learned behavior
also implies the existence of a memory for the infor-
mation processed by each system. The definition of
a system means that the information processed by
the system must be stored somewhere within the
system.

The neuroplastic processes that store representa-
tions of information processed by each system could
be located in a discrete part or parts of each system,
or they could be distributed throughout the systems.
A single storage location (e.g., the cerebral cortex)
could store and provide information to all systems.
All of these possibilities may apply in various combi-
nations at different stages of the learning process.

The idea that different kinds of information are
processed in differently specialized parts of the brain
means that, before the relationship between neuro-
plastic processes and the storage of information can
be studied, it is critical to identify the type of
information stored in each system. In the absence
of this information, evidence for synaptic or
neurophysiological changes correlated with the
development of learned behavior cannot be inter-
preted. Accordingly, the evidence reviewed in this
chapter does not pertain to memory storage
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mechanisms. It addresses the prior issue of localizing
the processing and storage of different kinds of
information.

3.4.3 Dissociations of Memory Systems

The remaining sections of this chapter focus on
evidence that dissociates the information processing
properties of the three proposed memory systems. As
in the review of the historical development of the
idea of independent memory systems, the nature
of the information being processed is inferred from
the ability to perform a memory task of some kind,
and the anatomical focus is on the hippocampus
and fimbria-fornix, the caudate nucleus, and the
amygdala. Evidence for independent information
processing in the three structures, taken two at a
time, is described. Evidence for competition among
the systems is a major feature of the review.

The review is limited to studies in which parts of
the brain are functionally disabled in various ways and
to studies that measure relative levels of activation in
brain areas (primarily imaging studies in humans).
Space limitations do not permit a consideration of
neurophysiological evidence for localized processing
of information types (Mizumori et al., 2004; Davis
et al., 2005; Gill and Mizumori, 2006), evidence
obtained by manipulations of memory consolidation
(Packard and White, 1991; Packard and McGaugh,
1992; Packard et al., 1994; Packard and Teather,
1997, 1998; Packard and Cahill, 2001), or evidence
that each of the three systems appear to include sub-
systems that probably process subtypes of information.

3.5 S-S versus S-R Information
Processing

3.5.1 Studies with Rats

3.5.1.1 Competition on the radial maze

As we have already seen, lesions of the fimbria-fornix
impair win-shift (S-S) but not win-stay (S-R) learn-
ing, and lesions of the caudate nucleus impair
win-stay but not win-shift learning (Packard et al.,
1989; McDonald and White, 1993), a double disso-
ciation. Furthermore, as described in Figure 5,
fimbria-fornix lesions did not just impair win-stay
learning, they actually improved it so that the per-
formance of the lesioned rats was better than that of
normal controls. This observation can be explained
as the result of competition between the tendency
to enter lit arms, represented as S-R information in

the caudate system, with a tendency to forage for
food in places where it had previously been available,
represented as S-S information in the hippocampus
system. Disabling the hippocampus-system with
fimbria-fornix lesions eliminated these errors, result-
ing in improved win-stay performance.

Competition between caudate-based S-R learning
and spatial learning has also been demonstrated with
caudate lesions (Mitchell and Hall, 1988). Rats were
trained to find food in a constant arm of a radial maze.
To start each trial the rat was placed in the arm
immediately to the right or the arm immediately to
the left of the food arm. The food remained in the
same spatial location, but either a right or a left turn
was required to reach it. Rats with caudate lesions
made fewer erroneous turns than normal rats, sug-
gesting that in normal rats S-R associations between
local maze cues and either the left or right turn
response interfered with behavior based on informa-
tion about the spatial location of the food. Caudate
lesions eliminated S-R learning and the erroneous
responses it produced.

3.5.1.2 Cross maze

The cross maze paradigm (Tolman et al., 1946;
Blodgett and McCutchan, 1947), illustrated and
explained in Figure 8, is a simple and elegant
method for distinguishing between behavior pro-
duced by processing S-S and S-R information.
Although the task was originally introduced as a
demonstration of learned behavior that is not depen-
dent on S-R information, it was soon shown that both
spatial (S-S) and S-R information are acquired dur-
ing training (Restle, 1957). Increasing the number of
training trials favors behavior controlled by S-R
information; increasing the availability of spatial
stimuli favors behavior controlled by S-S information

3.5.1.2.(i) Competition on the cross

maze Packard and McGaugh (1996) exploited the
training trial effect on this task to dissociate the
caudate and hippocampal memory systems. As
shown in Figure 9, when tested after 8 days of train-
ing, most normal rats ran to the correct spatial
location of the food, indicating spatial learning, but
when tested again after 8 more days of training the
same rats made the turn that had been reinforced
during training, which led away from the food, indi-
cating S-R based learning.

In other groups of rats either the hippocampus or
the caudate nucleus was temporarily inactivated with
lidocaine during the test trials. After 8 days of
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training, the normal tendency to make the spatial
response was eliminated by hippocampal inactiva-
tion, but caudate nucleus inactivation had no effect
(Figure 9). This is consistent with other findings
showing that processing spatial information requires
a functional hippocampus but not a functional cau-
date nucleus.

After 16 days of training, the normal tendency to
make the S-R response was eliminated by caudate
nucleus inactivation, but hippocampal inactivation
had no effect (Figure 9). These observations are
consistent with others showing that processing S-R
information requires a functional caudate nucleus but
not a functional hippocampus. Taken together with
the findings for 8 training days, they constitute a
double dissociation of S-S and S-R information pro-
cessing with respect to the hippocampus and caudate
nucleus, respectively.

Perhaps the most interesting observation in this
study focuses on what the rats did when an inactiva-
tion treatment impaired their normal behavior. After
8 days hippocampal inactivation resulted in a random
choice of arms. This shows that no other information

capable of influencing behavior had been acquired at
that time.

After 16 days rats that underwent caudate inacti-
vation made the spatial response. This shows that the
hippocampus-based spatial information was not
eliminated by the additional training that resulted
in acquisition of caudate-based S-R information.
The spatial information was still present and able to
influence behavior when the caudate was inactivated.

The hippocampus system apparently acquired a
coherent spatial representation of the location of the
food in fewer trials than the caudate system required
to acquire a coherent representation of the S-R asso-
ciation. Therefore, behavior was controlled by the
hippocampal system after 8 days of training. When
additional trials had strengthened the S-R represen-
tation sufficiently, the behavioral output of the
caudate system assumed control of the rats’ behavior.
Inactivation of the caudate system allowed the output
of the hippocampus system to reassume control. This
shows that the behavioral outputs of the systems were
in competition with each other.

These findings illustrate several important points.
First, they show that S-R memory is inflexible, pro-
ducing the same response to a stimulus regardless of
conditions. In contrast, the S-S system is flexible,
using sensory information at the choice point to
produce an appropriate response. Second, they reveal
a difference in the learning rate parameter: A coher-
ent hippocampus-based representation of the spatial
environment was acquired in fewer trials than are
required for the formation of a coherent caudate-
based representation of a reinforced S-R association.
Finally, the pattern of effects shows that the outputs
of the systems compete with each other for the con-
trol of behavior.

3.5.1.2.(ii) Dissociations in measures of

neural function Using cross-maze training param-
eters that produced approximately equal numbers of
rats that made the spatial and S-R responses on the
test trial, Columbo et al. (2003) measured phosphor-
ylated response element binding protein (pCREB) in
the hippocampus and caudate nucleus 1 h after test-
ing (as explained elsewhere, CREB has been linked
to the formation of long-term memories). Increased
levels of pCREB expression were found in the hip-
pocampus but not the caudate nucleus of the rats that
made the spatial response, and in the caudate but not
the hippocampus of rats that made the S-R response.
This double dissociation is consistent with the find-
ings in the inactivation experiment.

 

 

Cross maze paradigm

Training trials Test trials

startstart

startstart

Barrier S-R
Information

Spatial (S-S)
Information

correct turn 
on all trials

food
former location of food

Figure 8 Use of the cross maze to distinguish between
responding based on S-S and S-R information. The

apparatus is a maze built in the shape of a cross. It is used

with a barrier that makes it function as a T-maze. As

illustrated on the left, during the training trials rats are placed
into the start arm and allowed to explore until they find the

food, which is available on every trial. This requires a right

turn. After a number of training trials a test trial is given. As
shown on the right, the barrier is moved and the rat is placed

into the maze at the opposite end of the start arm. The

direction of the turn the rat chooses to make on this trial

indicates what kind of information was acquired during the
training trials. A right turn (the response made during

training), which leads away from the food location, indicates

behavior controlled by an S-R association – a specific

response to the choice point stimulus. A left turn, which
leads toward the food location, indicates behavior

controlled by an S-S association – spatial information about

the location of the food.
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Increased release of acetylcholine (ACh) is
observed in certain brain structures while learning
occurs (Ragozzino et al., 1996). Chang and Gold
(2003) measured ACh release in the hippocampus
and caudate nucleus while rats were being trained

and tested on the cross maze. ACh release in the
hippocampus increased early in training and
remained high throughout, even after the rats had
switched from spatial to S-R behavior. This is con-
sistent with the finding in the inactivation
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Figure 9 Dissociation and competition on the cross maze. Top row: normal rats. The graph shows the number of rats that

turned in the direction of the food, indicating the use of spatial information, or away from the food, indicating use of S-R

information on the test trials given after 8 or 16 days of training. After 8 days most rats turned toward the food as a result of

hippocampus-based processing of spatial information (light green). At this time insufficient caudate-based S-R learning had
occurred to influence the response (white). After 16 training days, S-R learning had become strong enough for the output of

the caudate system (dark green) to compete with the hippocampus-based response and take control over the rats’ behavior,

causing them to make the response acquired during training, leading away from the food. Middle row: inactivation of the
hippocampus during the test trials. After 8 days, hippocampal inactivation (grey) produced random responding, as predicted

by the hypothesis that turning toward the food was the result of hippocampus-based spatial information processing. After 16

days, hippocampal inactivation (grey) did not affect the tendency to turn away from the food, consistent with the hypothesis

that the hippocampus was not involved in this S-R type behavior. Bottom row: inactivation of the caudate nucleus during the
test trials. After 8 days, caudate inactivation (grey) had no effect, as predicted by the idea that this structure was not involved

in processing the spatial information that produced the turn toward the food. After 16 days, caudate inactivation (grey)

resulted in turning toward the food, reversing the behavior of normal rats, which turned away from the food at this point (top

row). This is predicted by the hypothesis that the caudate nucleus mediated the S-R information that produced the turn away
from the food in the normal rats. It also shows that the hippocampus-based spatial information was still present and able to

influence behavior, but that it was prevented from doing so in normal rats by competition from the output of the caudate

system. Eliminating the caudate output allowed the spatial information to resume its influence, allowing the rats to turn toward
the food. Data from Packard MG and McGaugh JL (1996) Inactivation of hippocampus or caudate nucleus with lidocaine

differentially affects expression of place and response learning. Neurobiol. Learn. Mem. 65: 66–72.

44 Multiple Memory Systems in the Brain: Cooperation and Competition



experiment that the hippocampal system continues
to process information even when it is no longer
reflected in behavior. ACh release in the caudoputa-
men remained low at first, increasing with repeated
trials and reaching its peak in individual rats at the
same time as they switched from spatial to S-R be-
havior. These observations are consistent with those
from the inactivation experiment showing that
the hippocampal system acquires a coherent spatial
representation quickly, but that its influence on
behavior is eliminated by competitive behaviors
originating from the caudate system that acquires a
coherent S-R representation more slowly.

3.5.1.3 Water maze

In this task (Morris, 1981) rats are placed into a large
pool of opaque water and allowed to swim in search
of a small platform submerged just below the surface
so that no local cues, including visual cues, identify
its location. The rats can escape from the water by
climbing onto the platform. Rats learn to swim
directly to the platform location regardless of their
starting position in the pool, showing that their be-
havior does not depend on any specific response or
sequence of responses, but on S-S information about
its spatial location. If the platform is moved the rats
have to relearn its location. This task is usually con-
trasted with learning to swim to a platform that
protrudes just above the surface of the water so that
it is visible to the rats. They also learn to swim
directly to this platform, but this behavior is not
affected when the platform is moved, showing that
the rats are responding to a local cue, which could be
a result of S-R memory. Morris and coworkers (1982)
reported that lesions of the hippocampus impaired
learning to swim to a hidden, but not to a visible,
platform.

Using a slightly different version of this task
Packard and McGaugh (1992) found that learning
to discriminate between two identical stimuli on the
basis of their spatial locations in a pool was impaired
by fimbria-fornix but not by caudate nucleus lesions.
Learning to discriminate between two different stim-
uli that were moved to new locations on each trial
was impaired by caudate nucleus but not by fimbria-
fornix lesions. This double dissociation between a
task requiring spatial information and one that
could be performed on the basis of an S-R association
is further evidence for the differences in the kinds of
information processed in the neural systems that
include the hippocampus and the caudate nucleus.

3.5.1.3.(i) Competition in the water maze

McDonald and White (1994) trained rats to find a
platform that remained in a constant location in the
pool. It was visible on some trials and hidden on
others (see Figure 10). Normal rats learned to swim
to the platform in both conditions. As previously
shown, rats with fimbria-fornix lesions swam to the
platform normally when it was visible but were
severely impaired at finding it when it was hidden
because of their inability to process spatial informa-
tion. Rats with caudate nucleus lesions learned to
swim to the hidden platform normally, suggesting
normal spatial information processing. Although S-
R information processing may have been impaired in
these rats, no deficit in their ability to locate the
visible platform would be expected because the plat-
form was in the same location on all trials. The
spatial information that allowed the caudate-lesioned
rats to locate the platform when it was hidden could
serve the same purpose when the platform was
visible.

To examine the possibility that S-R information
processing was impaired in the caudate-lesioned
rats, a final test trial was given. The platform was
moved to a new location, where it was visible (see
Figure 10). As shown in Figure 11, most of the
rats with caudate lesions swam directly to the for-
mer location of the platform. When they failed to
find it, they swam to the new location, where the
platform was visible. This behavior suggests that
these rats were impaired at processing S-R infor-
mation, allowing the competing spatial information
to control behavior. In contrast, all of the rats with
fimbria-fornix lesions swam directly to the visible
platform. This is consistent with an impairment in
spatial (S-S) information processing, which allowed
acquired S-R information to control behavior. The
fact that these shifts in behavior were produced by
lesions of fimbria-fornix and caudate nucleus is
consistent with the hypothesis that these structures
are critical for S-S and S-R information processing,
respectively.

Figure 11 also shows that half of the rats in the
normal control group swam directly to the visible
platform, while the other half swam to its former
location first. The behavior of these two subgroups
of control rats on the hidden platform trials during
training is shown in Figure 10. The rats whose
behavior was controlled by spatial information
on the final trial initially learned the location of
the hidden platform much faster than the rats
whose behavior was controlled by S-R information
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on the final trial. This difference suggests the pos-
sibility of constitutional individual differences in

the relative learning rates of the hippocampus and

caudate systems (see also Colombo and Gallagher,
1998).

3.5.1.3.(ii) Involvement of synaptic functions

Packard and Teather (1997) found that injections

of AP5, an N-methyl-D-aspartate (NMDA) receptor

antagonist (as described elsewhere, NMDA recep-

tors have been implicated in the synaptic events
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involved in memory storage), into the hippocampus
impaired learning to find a hidden but not a visible
platform, whereas injections into the caudate
nucleus impaired learning to swim to a visible, but
not a hidden, platform. These findings suggest
the possibility that synaptic changes involved in
the storage of S-S and S-R information may occur
in the hippocampus and caudate nucleus,
respectively.

In another demonstration Teather et al. (2005)
counted cells expressing c-Fos and c-Jun

(immediate early genes thought to be expressed
in the presence of neural activity and synaptic
changes involved in memory) after water maze
training. In the hippocampus more cells expressing
these products were counted following hidden plat-
form training than visible platform training; in the
caudate nucleus more expressive cells were found
following visible than hidden platform training.
These increases were also observed relative to
control rats not trained on either task. A similar
dissociation has recently been made using
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Data from McDonald RJ and White NM (1994) Parallel information processing in the water maze: Evidence for independent

memory systems involving dorsal striatum and hippocampus. Behav. Neural Biol. 61: 260–270.
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cytochrome oxydase as a measure of metabolic
activity in the hippocampus and caudate nucleus
while rats learned to locate a platform using
spatial or local cues (Miranda et al., 2006). Aside
from replicating the dissociation between the be-
havioral tasks and the brain areas with different
measures of brain function, these observations
again suggest the possibility of synaptic activity
related to memory storage in the appropriate
brain areas when either S-S or S-R information is
being processed.

3.5.1.4 Medial versus lateral caudate

nucleus

The caudate nucleus has been described as part of the
system that processes S-R information, but evidence
shows that in rats, where the structure is often called
the caudoputamen, this function is actually confined
to its dorsolateral part (White, 1989a; Yin et al., 2004;
Featherstone and McDonald, 2004a,b, 2005a,b). This
portion of the caudoputamen in the rat may be
homologous with the caudate nucleus in primates
(Heimer et al., 1985).

There is also evidence that the dorsomedial part
of the caudoputamen in the rat processes S-S infor-
mation (possibly as it interacts with the dorsolateral
caudoputamen in the selection of responses – see
section 3.3.3). One set of experiments suggesting
this possibility shows that fimbria-fornix and dor-
somedial caudoputamen lesions have similar effects
in the water maze (Devan et al., 1996, 1999). Holahan
et al. (2005) found that blocking NMDA receptors in
the dorsal hippocampus and dorsomedial caudoputa-
men had similar effects on the long-term retention of
spatial information. Yin and Knowlton (2004) showed
that lesions of the posterior dorsomedial caudoputa-
men, but not of the anterior or dorsolateral parts of
the structure, facilitated reinforced S-R responding
on the cross maze, an elimination of the competition
effect similar to that produced by inactivation or
lesions of the hippocampus system. These findings
suggest that the dorsomedial caudoputamen in the rat
might be considered part of the S-S information
processing hippocampal system.

3.5.2 Studies with Humans

Evidence from studies with humans on the dissocia-
tion of hippocampus-based declarative (S-S) learning
from caudate nucleus-based procedural (or S-R)
learning parallel the rat findings quite closely
(See Chapter 17; Poldrack and Packard, 2003;

Hartley and Burgess, 2005). A selection of this evi-
dence is reviewed here.

3.5.2.1 Spatial learning

Iaria et al. (2003) created a virtual eight-arm radial
maze on a computer screen and tested normal par-
ticipants on the win-shift task originally developed
for rats. A trial started with the participants at the
center of the maze, from where they could look down
each of the eight arms and see a virtual landscape of
mountains, trees, rocks, and the sun surrounding the
maze. They could freely control their movements
through the maze with the computer keyboard.
Goal objects were not visible from the platform but
could be obtained by descending a virtual flight of
stairs at the end of each arm. Participants were
instructed to obtain all of these objects by entering
as few arms as possible. Reentries were scored as
errors. Some of the experiments were conducted
with the subjects in an fMRI scanner, which is
thought to provide indirect information about the
relative levels of neural activity in different parts of
the brain.

The performance of all participants improved
over a series of trials. When asked how they had
solved the task, they spontaneously sorted them-
selves into three groups. One group reported they
had used extramaze landmarks, such as proximity to
the sun and a tree for one arm and to the sun and a
rock for the adjacent arm, to identify and avoid
reentering arms. This constitutes a spatial strategy
requiring the processing of relational S-S informa-
tion. Participants using this strategy showed
significantly increased activation in the hippocam-
pus. Another group reported using a nonspatial
strategy: counting arms in a constant direction from
the first arm they saw or from a single landmark.
Analysis of this behavior showed that it involved a
consistent series of turns to enter each of the correct
arms in order around the maze. As the participant
returned to the platform from each arm (stimulus),
the correct turn (response) was elicited, leading to
the retrieval of a goal object (reinforcement).
Accordingly, Iaria et al. (2003) concluded that
this behavior was produced by processing S-R
information. Participants using this strategy showed
significantly increased activation in the caudate
nucleus.

A third group of participants said they started with
the spatial strategy but switched to a nonspatial strat-
egy at some point during the session. Each of these
participants started by exhibiting significantly more
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activation in the hippocampus than in the caudate
nucleus, but this relationship was reversed as train-
ing progressed and the strategy switch occurred.
Throughout the experiment, participants who used
the spatial strategy made more errors than those who
used a nonspatial strategy. Errors for the group that
switched strategies decreased as soon as they switched.

These findings show that two different kinds of
information are processed in this task: hippocampus-
based spatial (S-S) information and caudate-based
nonspatial (S-R) information. This dissociation is
similar to the one observed in rats. The findings for
the group that switched strategies also corresponds to
rat evidence showing that increased training pro-
duces a shift from behavior controlled by S-S to
behavior controlled by S-R information, processed
in the hippocampus and the caudate nucleus, respec-
tively. The basis of the shift may be a difference in
the rates at which the two systems acquire coherent
representations of the information they process.

Findings similar to those of Iaria et al. (2003) about
the relationship between hippocampal and caudate
nucleus activation in humans measured in more nat-
uralistic virtual environments have also been reported
by Maguire and coworkers (Maguire et al., 1998;
Hartley et al., 2003; Hartley and Burgess, 2005).

3.5.2.2 Probabilistic classification

In the probabilistic classification task, also known as
the weather forecasting task (Knowlton et al., 1994,
1996), participants are presented with a set of distinct
cues selected from a large group and asked whether
the set predicts rain or shine. After they respond by
pressing one of two keys on a keyboard, they are told
that their response was either correct or incorrect
(feedback). The feedback provided for a given
response to each cue or combination of cues within
a set is probabilistic. This means that consistent feed-
back is given on most trials, but on some trials the
opposite feedback is given. Furthermore, the specific
mapping between the cues and the feedback is quite
complex. Although it is possible to perform the task
using declarative information about the feedback
given most often, this requires a large number of
trials because of the probabilistic feedback and the
complexity of the mapping. However, when the
probability of consistent feedback for a given
response to a set of cues is sufficiently high, and
when the stimulus and the reinforced response have
been repeated sufficiently often, acquisition of an
S-R association that produces the correct response
can occur.

Knowlton et al. (1994) found that a group of
normal participants and a group of amnesic patients
(with impaired hippocampal function) learned this
task at the same rate until both groups attained a
moderate level of performance (70% correct). This
suggests that within this range, performance is not
based on information processed by the hippocampal
system. However, the amnesic patients did not
improve beyond the 70% level, whereas the normal
participants continued to improve, possibly because
they acquired some declarative knowledge of the
mapping between the cues and outcomes (See
Chapter 2). This finding was subsequently replicated
in a study that also reported that Parkinson’s patients
(with impaired caudate nucleus function) were
unable to learn the weather forecasting task at all
(Knowlton et al., 1996). When given a series of
questions about the conditions of the experiment
(declarative memory), the amnesiacs were unable
to answer most of the questions, whereas the
Parkinson’s patients performed normally. These
findings constitute a double dissociation between
hippocampus and caudate nucleus function with
respect to declarative memory for the experimental
situation and probabilistic classification (S-R) learn-
ing, respectively.

Poldrack and coworkers (1999) studied the brain
areas involved in probabilistic classification in nor-
mal participants using fMRI. During the early trials,
increased activation was seen in the right caudate
nucleus (and in the frontal and occipital cortex).
Activity in the left hippocampus was suppressed.
However, the hippocampus became more active as
performance continued to improve and reached
levels unattainable by amnesic patients in the
Knowlton et al. (1994) study. These findings coincide
with the neuropsychological data on the probabilistic
classification task (see also Shohamy et al., 2004) and
with the general distinction between the processing
of procedural or S-R information by a neural system
that includes the caudate nucleus, and the processing
of declarative, or S-S, information by a hippocampus
system.

These findings were replicated and extended by
comparing two different versions of the weather fore-
casting task (Poldrack et al., 2001). One was the
standard probabilistic classification task, in which
participants are shown the stimulus, make a response,
and receive feedback. As already shown, initial acqui-
sition of this task appears to depend on information
processed by the caudate system. In a new task the
participants were shown the same sets of cues
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together with the correct response for each set. In this
paired associates version of the task, the participants
did not make responses or receive feedback. Instead,
they acquired information about the relationships
among the stimuli and the weather they predicted.
This type of task is known to depend on medial
temporal lobe function (Warrington and Weiskrantz,
1982; Marchand et al., 2004). By the end of the
training trials, the weather prediction performance
of both groups was similar.

fMRI scanning showed that the reinforced S-R
version of the task activated the caudate nucleus
more than the hippocampus, whereas the paired associ-
ates version activated the hippocampus more than the
caudate nucleus. Accordingly, these findings constitute
a double dissociation of caudate-based processing of
reinforced S-R information and hippocampus-based
processing of S-S information consistent with other
animal and human data described.

3.5.3 Summary: Competition and
Coherence

As reviewed here and elsewhere (Poldrack and
Packard, 2003), data from both animal and human
studies strongly suggest that hippocampal function is
implicated when the information required to solve a
task can be characterized as consisting of S-S associa-
tions, and that caudate nucleus function is implicated
when the task can be performed using information
consisting of S-R associations. The evidence impli-
cating these brain structures includes the effects of
impaired function produced by trauma (including
lesions made in the laboratory), disease processes,
or chemical inactivation, and indices of increased
functionality, including activation detected by
fMRI, ACh release, and c-Fos expression.

Several instances of competition for control of
behavior between the two systems in which these
structures reside have been described. These findings
are strong evidence for independent, parallel infor-
mation processing functions in the systems.

The data from studies with normal animals and
humans suggest that the kinds of information avail-
able in each learning situation – the task demands
(Poldrack and Rodriguez, 2004) – determine which
neural system controls behavior. This is consistent
with the idea that the information processing special-
ization of each system determines the coherence of
the representation it forms of a learning situation (see
section 3.4.1.3). The system with the most coherent

representation is the one that has the dominant effect

on behavior. In the fMRI studies, increased hippo-

campal activation occurs when S-S information is

being processed, and increased activation in the cau-

date nucleus occurs when S-R information is being

processed. These relationships lead to the hypothesis

that the level of activation revealed by the fMRI may

be a reflection of the coherence of the representations

of these information types in the systems.
In some studies an inverse relationship between

activation of the hippocampus and caudate nucleus

was observed, with depressed activation in the non-

dominant structure (Poldrack and Rodriguez, 2004).

This may be a result of the relationships between the

processing capacities of the structures and the infor-

mation that activates them. Applying Sherry and

Shachter’s (1987) suggestion that these systems pro-

cess incompatible information (see section 3.4.1)

suggests the possibility that, when one of the two

systems develops a coherent representation of a

situation, the information available in that situation

is incompatible with the specialized representational

capacity of the other system. This may lead to an

incoherent representation, reflected in decreased

activation in the fMRI.
While not ruling out the possible existence of

direct or indirect functional interactions, inhibitory

or otherwise, between the hippocampus and caudate

systems (Poldrack and Rodriguez, 2004), this sugges-

tion shows that it is not necessary to postulate such

direct influences to explain the data, which can

be understood simply in terms of independent paral-

lel systems that process incompatible information.

According to this view, differences in the coherence

of the representations formed in the systems deter-

mine which one wins the competition to control

behavior.

3.6 S-S versus S-Rf Information
Processing

The triple dissociation experiment (Figure 4) included

a double dissociation between performance on the

win-shift (impaired by fimbria-fornix lesions) and

CCP (impaired by amygala lesions) tasks. This

was interpreted as a double dissociation between the

neural systems that process S-S and S-Rf information.

Other studies with rats and humans support this

interpretation.
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3.6.1 Studies with Rats

3.6.1.1 CCP with spatial cues

During the CCP training trials in the triple dissocia-
tion experiment, the radial maze was surrounded by
curtains, and the arms were differentiated by a light
in one of them. Similar preferences are learned when
the maze is open to the surrounding extramaze cues
and the food-paired and no-food arms are on oppo-
site sides of the maze (the separated arms CCP
[sCCP]; see Figure 12). This preference is elimi-
nated by amygdala but not by fimbria-fornix lesions
(White and McDonald, 1993). When the two arms
are adjacent to each other (the adjacent arms CCP
[aCCP]) the preference is eliminated by hippocam-
pal lesions, but not by amygdala lesions (Chai and

White, 2004). This double dissociation is explained

by differences in the nature of the extramaze cues

visible from separated and adjacent maze arms.
In the sCCP situation, completely different sets

of extramaze cues are visible from the ends of the

two separated arms (Figure 12). The rats acquire a

conditioned response to the environmental cues

visible from the food-paired arm when they eat

while confined on that arm during the training

trials. They do not acquire a response to the cues

visible from the unpaired arm while confined there,

because no food is available. On the test day, the

conditioned response causes the rats to approach

and spend more time in the presence of the food-

paired cues, resulting in a preference for that arm.

Figure 12 Conditioned cue preference with separate and adjacent radial maze arms. The three phases of the conditioned cue
preference (CCP) paradigm (preexposure, training, and test) are shown at the top. The lower part of the figure shows the maze

configurations for each phase in the separated and adjacent arms conditions. ABCandDEF are sets of environmental cues visible

from the maze arms. In the separated arms CCP situation, completely different sets of cues are visible from the food-paired and

no-food arms. During the training trials, a conditioned rewarding response is acquired, with ABC as the conditioned stimulus
(CS). No response to DEF is learned. On the test trial, conditioned reward elicited by the CS causes the rat to enter and spend

more time in the food-paired than in the unpaired arm. In the adjacent arms CCP situation, the same cues (ABC) are visible from

both the food-paired and the unpaired arms. Discrimination between the two arms using these cues requires spatial learning.
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This arm discrimination is produced by amygdala-
based processing of S-Rf information.

In the aCCP situation, most of the same extramaze
cues are visible from the ends of both arms (Figure 12).
Discriminating between them requires learning
about differences in the relationships of their locations
to those cues. This is spatial learning, requiring
hippocampus-based processing of S-S information.
Therefore, the double dissociation between the effects
of amygdala and hippocampus system lesions on the
aCCP and sCCP tasks constitutes a dissociation
between the processing of S-S and S-Rf information,
respectively.

3.6.1.2 Cooperation and competition in

adjacent arms CCP learning

Although the aCCP and sCCP paradigms differ in
the relationship of the arms to be discriminated, all
other aspects of the two procedures are identical. If a
conditioned response to cues visible from the food-
paired arm is acquired in the sCCP procedure, the
same response should also be acquired in the aCCP
procedure. However, since most of the same cues are
visible from both arms in the aCCP procedure, this
response should produce an equal tendency to enter
both arms. This prediction has been confirmed (Chai
and White, 2004).

The parallel occurrence of hippocampus-based
spatial learning and amygdala-based S-Rf learning
in the aCCP paradigm results in competition
between the behavioral outputs of the two systems.
Although a conditioned response to the food-paired
cues is acquired during the training trials, spatial
information about the layout of the maze cannot
be acquired during these trials, because spatial learn-
ing in rats is severely attenuated when they are
prevented from moving around in an environment
(Sutherland, 1985; White and Ouellet, 1997; Terrazas
et al., 2005). For this reason, rats do not learn the
aCCP unless they are preexposed to the maze before
the training trials (see Figure 13). During these ses-
sions, the rats are allowed to move around freely on
the maze with no food present. It has been known for
some time that rats acquire spatial information dur-
ing unreinforced exploration of a novel environment,
a phenomenon called latent learning (Blodgett, 1929;
Tolman and Honzik, 1930). As shown in Figure 13,
normal rats require a minimum of three preexposure
sessions to express the aCCP.

Interference with expression of this spatial infor-
mation by the amygdala-based conditioned response
is revealed by the finding that rats with amygdala

lesions require only one preexposure session to learn
the aCCP (Figure 13) (Chai and White, 2004). In
normal rats, the amygdala-based tendency to enter
both arms competes with the hippocampus-based
tendency to discriminate between the arms. A mini-
mum of three freely moving preexposures to the
maze environment is required for the hippocampus
system to acquire a sufficiently coherent representa-
tion of the spatial environment for its output to win
the competition with the output from the amygdala
system for control of behavior. When the competition
is eliminated by amygdala lesions, a less coherent
hippocampal representation (with, hence, less preex-
posure) is required to produce output that results in
expression of the aCCP.

The competitive interaction between the amyg-
dala and hippocampus systems in the aCCP task has
been investigated in more detail (White and Gaskin,
2006). Both amygdala-based S-Rf learning and
hippocampus-based S-S learning promote a tendency
to enter the food-paired arm, a cooperative interac-
tion. At the same time, the S-Rf learning promotes a
tendency to enter the no-food arm, but this tendency
is blocked by an interfering tendency resulting from
S-S information about the lack of food in the arm, a
competitive interaction. These cooperative and
competing tendencies are illustrated in Figure 13.

3.6.1.3 Path integration versus visual cue

conditioning

In addition to using visible spatial cues to navigate in
space, rats also use internal cues based on proprio-
ceptive stimuli generated by their movements for this
purpose (Etienne et al., 1996; McNaughton et al.,
1996). This form of information processing, called
path integration, is hippocampus dependent (Smith,
1997; Whishaw et al., 1997, 2001; Whishaw, 1998).
Ito et al. (2006) trained rats in an apparatus consisting
of a triangular central platform with compartments
attached to each of the three sides. Prior to each trial,
the rats were exposed to a polarizing cue in the
experimental room. The cue was removed before
the trial started, so subsequent use of the orienting
information it provided was a result of path integra-
tion. During the first phase, a flashing light together
with a sucrose solution were presented in any of the
three compartments, establishing the light as a con-
ditioned cue. The rats acquired a tendency to
approach the flashing light; rats with amygdala
lesions required more trials than controls, but rats
with hippocampal lesions required fewer trials than
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controls to acquire this behavior. This suggests that
the cue preference was a result of amygdala-based
processing of S-Rf information and that information
processed in the hippocampus of the normal rats
interfered with the expression of this behavior. The
interference could have been caused by the simulta-
neous acquisition of information about the location of
the sucrose solution based on the polarizing cue.
Because this information was irrelevant, its effect on
behavior may have interfered with expression of
the amygdala-based cue preference in the same way
spatial information can interfere with win-stay per-
formance, as described in Figure 5.

The rats were then given a series of trials in which
flashing lights appeared in any of the three compart-
ments, but sucrose delivery accompanied this cue
only when it appeared in one of the compartments.
The compartment in which sucrose was available
remained constant on all trials. The rats were then
given a compartment preference test in the absence
of flashing lights and sucrose. The sham-operated
rats and the rats with amygdala lesions showed a
preference for the compartment in which they had
received sucrose, but the rats with hippocampus
lesions did not exhibit this preference. Because
neither the conditioned cues nor visual spatial cues
were available during this test, Ito et al. (2006) attrib-
uted the preference to information about the spatial
location of the sucrose based on the polarizing cue,
processed in the hippocampus system. This informa-
tion would have been incidentally acquired during
the cue-training procedure.

The results of the two tests taken together double
dissociate the use of path integration based on the
processing of spatial information derived from move-
ment by the hippocampus and the processing of S-Rf
information by the amygdala. The demonstration of
interference with the expression of the amygdala-
based information by hippocampus-based path inte-
gration is evidence for independent functioning of
the two systems.

3.6.1.4 Fear conditioning

In these experiments, rats are placed into a test
cage and given one or more foot shocks as the US.
The shock evokes a constellation of URs including
an aversive internal state (usually called fear) and
skeletal responses, primarily consisting of jumping
and running. Neutral stimuli become CSs with the
capacity to elicit the internal state of fear without
the skeletal responses. This conditioned internal

state is thought to be reflected by freezing, a with-

drawal response (LeDoux, 1993; Fanselow and

Gale, 2003).
Two kinds of stimuli can serve as the CS. In

context conditioning, the CS is the test cage itself

(as well as the room in which it is located and every

other feature of the situation). In cue conditioning, a

discrete cue such as a tone or light immediately

precedes the shock. The cue becomes a CS, but the

context also becomes a CS in this situation (Phillips

and LeDoux, 1992). Context conditioning requires a

minimum amount of unreinforced preexposure to

the context (Fanselow, 1990). This appears to be

another instance of latent learning, as in the case of

unreinforced preexposure in the appetitive aCCP

situation.
Both lesions of the hippocampus (Kim and

Fanselow, 1992; Phillips and LeDoux, 1992;

Frankland et al., 1998) and lesions of the amygdala

(Phillips and LeDoux, 1992; Gale et al., 2004)

impair contextual fear conditioning, but only amyg-

dala lesions impair conditioning to a discrete cue

CS (Phillips and LeDoux, 1992; Gale et al., 2004).

In multiple memory systems terms, the involvement

of the amygdala but not the hippocampus when the

CS is a discrete cue suggests that this form of fear

conditioning is a result of amygdala-based proces-

sing of S-Rf information. When the CS is a context

requiring preexposure for conditioning to occur,

the involvement of the hippocampus suggests

that conditioning requires hippocampus-based pro-

cessing of S-S information. However, context

conditioning also requires an intact amygdala, sug-

gesting that S-Rf information is also required for

context conditioning. These findings constitute a

partial dissociation of S-S and S-Rf information

processing by the hippocampus and amygdala in

fear conditioning.
This pattern of effects differs from that for the

relationship between hippocampus-based spatial learn-

ing with appetitive reinforcers and amygdala-based

appetitive conditioned responding. However, the fear

conditioning studies do not explicitly test multiple

memory systems hypotheses, and the numerous differ-

ences in the experimental apparatus and procedures

used in the two sets of studies make it difficult to

conclude that the systems have different functions in

appetitive and aversive learning. Examination of this

issue requires experiments that directly compare appe-

titive and aversive learning in the same experimental

conditions.
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3.6.1.5 Skeletal conditioning

The Pavlovian conditioning paradigm has also been
used to study at least two overt discrete skeletal

responses directly elicited by a US: eye blink
(Thompson and Krupa, 1994; Thompson, 2005) and

leg flexion (Maschke et al., 2002; Dimitrova et al.,
2003, 2004). Only the former will be discussed here.

In eye-blink conditioning, a puff of air to the eye or a
mild orbital shock (US) elicits a blink (UR). This

response is similar to other URs because it is elicited
by a reinforcer without previous experience.

In the delay conditioning procedure, the CS is
presented first, the US follows after a brief delay,

and the two stimuli terminate simultaneously. Using
this procedure, eye-blink conditioning in rabbits and

cats is impaired by lesions of specific parts of
the cerebellum – cortex or nucleus interpositus

(Skelton, 1988; Thompson and Krupa, 1994) – but
not by lesions of the hippocampus (Christian and

Thompson, 2003; Thompson, 2005). These findings
suggest that S-Rf information involving a skeletal

response (eye blink) is processed in the cerebellum.
In a slightly different procedure, the CS is pre-

sented and terminates. After an interval of 0.5–1.0 s,

the US is presented. This is called trace conditioning
because it is thought that a trace (or representation)

of the CS is maintained during the CS-US interval,
resulting in the formation of an S-S association

between the trace and the US. Trace conditioning is
impaired by lesions of the nucleus interpositus of the

cerebellum in rabbits (Woodruff-Pak et al., 1985) and
by lesions of the hippocampus in rats (Moyer et al.,

1990; Thompson and Kim, 1996; Clark et al., 2002).
These findings suggest that, in this paradigm, the
cerebellum processes S-Rf information only,

and the hippocampus processes both S-Rf and S-S
information, a partial dissociation. This pattern cor-

responds to that for aversive fear conditioning
with a contextual CS, but not to appetitive CCP

learning.

3.6.2 Experiments with Humans

3.6.2.1 Conditioned preference

In an adaptation of the rat CCP task for humans
( Johnsrude et al., 1999), normal participants were

told that one of three black boxes on a computer
screen contained a red ball. Touching a box caused
it to open. If the box contained the red ball, the

participant received a reward (a raisin or small
candy). If the box contained a black ball, a mildly

aversive tone sounded. The participants were in-
structed to count the number of times the red ball
appeared in each of the three black boxes. In addition

to a ball, each opened box also revealed one of six
abstract designs in the background. All designs were

presented an equal number of times. Two of them
were paired with reward on 90% of the trials on
which they appeared, two were paired on 50% of

Figure 13 Competition in the adjacent arms conditioned cue preference (aCCP) task. (a) Learning the aCCP. The top part of

the figure shows the effects of preexposure on the separated arms CCP (sCCP) learning. The bars show the mean amounts of

time the rats chose to spend in the maze arms during the 20-min test trial with no food present. Rats that received fewer than

three sessions of unreinforced preexposure to the maze (see text for explanation) failed to learn the aCCP, but rats that
received three sessions of unreinforced preexposure to the maze spent more time in their food-paired than in their unpaired

arm, a conditioned cue preference. This suggests that in normal rats, three preexposure sessions permit the acquisition of

sufficient spatial information to express an aCCP when combined with information about the locations of food and the

absence of food acquired during the training trials. These hippocampus-based behaviors are shown as green arrows on the
maze illustrating the test trial in (b). (b) Amygdala-based competition. As shown in (a), rats with amygdala lesions expressed a

CCP after only one session of unreinforced preexposure to the maze (compared to a minimum of three for a normal rat),

suggesting that amygdala-processed information competed with the hippocampus-based arm discrimination. As explained
in the text, an amygdala-based conditioned response to ambiguous cues visible from both arms, acquired during the training

trials, results in an equal tendency to enter both arms (red arrows). This results in cooperation between the two systems on the

food-paired arm. Amygdala lesions eliminate the amygala-based tendency to enter the food-paired arm, but this does not

eliminate the preference, because the hippocampus produces the same tendency. The amygdala-based tendency to enter
the no-food arm competes with the hippocampus-based tendency to enter the food-paired arm instead of the no-food arm.

Amygdala lesions eliminate the competition, allowing hippocampus-based spatial information to produce the CCP after only

a single preexposure session. This is a case of amygdala-based processing of S-Rf information competing with a spatial

discrimination resulting from hippocampus-based processing of S-S (spatial) information. Adapted from Chai S-C and White
NM (2004) Effects of fimbria-fornix, hippocampus and amygdala lesions on discrimination between proximal locations.

Behav. Neurosci. 118: 770–784; Gaskin S and White NM (2006) Cooperation and competition between the dorsal

hippocampus and lateral amygdala in spatial discrimination learning. Hippocampus 16: 577–585.
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the trials, and two on 10% of the trials. These designs
were not mentioned in the instructions.

After the training trials participants were asked to
say how many times the red ball had appeared in
each box. All did very well on this task. They were
then shown the abstract designs in randomly selected
pairs with no balls present and asked to indicate
which one they preferred. The 90% patterns were
chosen significantly more often than the 10% pat-
terns, a conditioned preference. In the final phase of
the experiment the participants were shown their
preferred patterns and asked why they preferred
them. All participants attributed their preferences to
properties of the patterns themselves; none men-
tioned any relationship between the patterns and
reward. This was interpreted to mean that they had
acquired a conditioned preference for the reward-
paired patterns that did not depend on cognitive or
declarative information.

Two groups of surgical patients were tested on this
task ( Johnsrude et al., 2000). Patients with unilateral
resections of the amygdala did not acquire the pref-
erence for the reward-paired patterns, but performed
accurately on the ball counting task. In contrast,
patients with frontal lobe resections acquired normal
pattern preferences but were severely impaired on
ball counting. This double dissociation between
amygdala-based processing of S-Rf information
and S-S information requiring an intact frontal cor-
tex corresponds to the dissociations between the
processing of these same two kinds of information
involving amygdala and the hippocampal systems in
the rat.

3.6.2.2 Conditioned fear

Bechara and coworkers (1995) compared three
patients, one with bilateral damage restricted to
amygdala as a result of Urbach-Weithe disease,
one with hippocampal lesions caused by anoxia
secondary to cardiac arrests, and one with damage
to both structures resulting from herpes simplex
encephalitis. The patients were tested on a
Pavlovian conditioning task in which the US was
a loud horn and the UR was the electrodermal
response produced by the startling noise. A series
of color slides was shown during conditioning; one
color coincided with the presentation of the US,
making this discrete cue the CS. Shortly after
testing on this task, the subjects were asked a series
of questions about the experimental situation as a
test of their declarative memory.

The patient with impaired amygdala function
failed to acquire a conditioned electrodermal
response but had excellent recall of the experimental
situation. The patient with impaired hippocampal
function acquired the conditioned electrodermal
response but had poor memory for details of the
experimental situation. The patient with damage to
both areas performed poorly on both tasks. These
findings dissociate amygdala-mediated processing of
S-Rf information from hippocampus-mediated pro-
cessing of S-S information in humans. This double
dissociation corresponds to the dissociation found for
appetitive spatial learning in rats and to the data for
aversive conditioning in rats with a discrete cue CS.

3.6.2.3 Skeletal responses

As is the case for rats, in humans, eye-blink condi-
tioning with the delay paradigm is impaired by
lesions of the cerebellum (Daum et al., 1993), but
not by lesions of the hippocampus (Daum et al.,
1991; Gabrieli et al., 1995), and trace conditioning is
impaired by lesions of the cerebellum (Gerwig et al.,
2006) and the hippocampus (Thompson and Kim,
1996; Clark et al., 2002). This partial dissociation
coincides with the data from studies of eye-blink
conditioning in the rat.

A study measuring the magnetic flux of specific
brain areas as an index of neural activity (magne-
toencephalography) in humans (Kirsch et al., 2003)
found that delay conditioning evoked only activation
in the cerebellum, and that trace conditioning evoked
only activation in the hippocampus. This suggests
a more complete dissociation of processing the
information types involved in trace and delay condi-
tioning than the lesion data.

3.6.3 Summary

Several studies, in both rats and humans, consistent
with the dissociation of hippocampus-based S-S and
amygdala-based S-Rf information processing have
been reviewed. These are fewer in number and are
usually more difficult to demonstrate than dissocia-
tions between S-S and S-R processing. Furthermore,
the available data on aversive conditioning in rats are
not consistent with the notion of independent paral-
lel processing of the information types required for
contextual fear conditioning or for trace conditioning
of the eye-blink response. Further experiments are
required to determine whether these apparent differ-
ences in the relationships among the systems during
appetitive and aversive conditioning are real.
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3.7 S-Rf versus S-R Information
Processing

In the triple dissociation experiment, the CCP task
was impaired by lesions of the amygdala but not by
lesions of the caudate nucleus; the win-stay task was
impaired by lesions of the caudate nucleus but not by
lesions of the amygdala. This double dissociation of
S-Rf and S-R information processing has been repli-
cated and extended.

Although S-Rf and S-R information both consist
of stimulus-response relationships, these differ in
important ways. Caudate-mediated S-R information
comprises associations between representations of
any response an individual can make and representa-
tions of contemporaneous stimuli. If the creation of
these two representations is temporally contiguous
with the occurrence of a reinforcer, the association
between them is strengthened, but the reinforcer is
not part of the information that constitutes the mem-
ory. Amygdala-mediated S-Rf information is limited
to associations between responses (URs) that are
elicited by reinforcers (USs), which become asso-
ciated with contemporaneous stimuli (CSs). The
responses are unrelated to any spontaneous behavior
that may occur in the learning situation and, as
already described, are largely unobservable internal
changes in autonomic and hormonal function. The
behavioral influence of these conditioned responses
is often indirect. Observing their existence often
requires some form of additional instrumental learn-
ing (Dickinson and Dawson, 1989; Dickinson, 1994;
Dickinson and Balleine, 1994; Everitt et al., 2001).

In this section, only a single experiment dissociat-
ing amygdala-based S-Rf and caudate-based S-R
information processing is described. The author is
unaware of any other direct dissociations between
these two systems with animals or of any parallel
experiments with humans.

3.7.1 Win-Stay and CCP Learning

The S-R and S-Rf systems have been dissociated with
a simultaneous comparison of the win-stay and CCP
radial maze tasks. McDonald and Hong (2004) trained
rats with lesions of the dorsolateral caudate nucleus or
amygdala on the win-stay task (see Figure 14). After
reaching a performance criterion, all rats were tested
for CCP learning in the same apparatus. The rats were
placed on the maze for 20min with all arms open and
no food present. The light used for win-stay training

was on in four randomly selected arms; the other four
arms were dark. Normal rats spent more time in the lit
than in the dark arms, a CCP. Rats with caudate
lesions were impaired on win-stay performance but
exhibited a preference for the lit arms. Rats with
amygdala lesions were normal on win-stay but failed
to exhibit a CCP.

These findings dissociate the neural system that
processes the S-R information required for win-stay
performance (caudate nucleus) from the system that
processes the S-Rf information required for the CCP
(amygdala). The acquisition of a CCP by rats that
were never explicitly trained in that task is a demon-
stration of the fact that the caudate and amygdala
memory systems function simultaneously to acquire
different kinds of information in the same learning
situation. Since lesions of either structure affected
performance of only one of the two tasks and did
not improve performance of the other task, there is
no evidence of a competitive interaction between the
systems in this situation.

3.8 Summary and Some Outstanding
Issues

The historical evidence, the triple dissociation on the
radial maze, and the double dissociations in both rats
and humans all point to the idea that different
parts of the brain are involved in learning that requires
memory for different kinds of information. The obser-
vations of cooperative, and especially competitive,
interactions between systems are strong evidence
that these parts of the brain, called systems, function
independently and in parallel. This is the multiple
parallel memory systems hypothesis, as summarized
in Figure 7. The analysis in this chapter concludes
that the hippocampus and related structures process
S-S information, the caudate nucleus and connecting
structures process S-R information, and a neural sys-
tem that includes the amygdala processes S-Rf
information. These information-processing specializa-
tions may result from differences in the internal
microstructure of the systems.

The systems are not completely divergent. All of
them receive input from the cortex, so the cortex
could be considered a shared part of all systems.
Points at which the outputs of the systems converge
could also be shared parts. However, the evidence
shows that there is clearly divergence among the
systems, at least at the level of the hippocampus,
caudate nucleus, and amygdala.
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As information flows through the systems (Figure 7)
it may produce temporary or permanent alterations
resulting from the neuroplasticity of their internal
structures. These alterations influence the processing
of information that flows through the system on future
occasions, altering the output of the system and the
effect it has on thought and behavior. This is how
experience alters behavior. The alterations themselves
are memories (note that these neuroplastic changes
influence neural activity representing information, but
this does not mean the changes actually represent the
information). The memories are therefore located in
the systems. Although several parts of each system are
known to have neuroplastic properties, there is little or

no definitive evidence localizing specific memories to
specific structures within a system.

Although all information flows through all sys-
tems, the specialization of each system means that
each can represent only one type of information. For
any given situation at any point in time, the repre-
sentations in each structure will probably differ in
coherence. Coherence is a function of two factors.
First, the coherence of a representation is determined
by the degree to which the information content of a
learning situation coincides with the information-
processing specialization of a system. When the
degree of coincidence is high, most neural elements
or microcircuits within the system will be activated
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Figure 14 Dissociation of stimulus-response (S-R) and stimulus-reinforcer (S-Rf) information processing in the caudate

nucleus and amygdala, respectively. The left side of the figure shows performance of three groups of rats trained on the win-

stay radial maze task. Rats with amygdala lesions performed normally, but the performance of rats with caudate nucleus

lesions was impaired. The graph shows the mean percent correct responses over the last 3 days of training for each group. In
the second part of the experiment, shown on the right, the same rats were given a win-stay test. Four randomly selected arms

were lit, and four arms remained dark. The rats were placed on the maze with no food available and allowed to move around

freely. The graph shows that the normal rats and the rats with caudate lesions spent more time in the lit arms than in the dark

arms, a conditioned cue preference (CCP). The rats with amygdala lesions did not exhibit this preference. This pattern of
effects shows that rats can process and store amygdala-based S-Rf information (a conditioned approach response to the

light CS) during win-stay training, even if their win-stay performance is very poor because of caudate lesions. The findings

dissociate caudate-based processing of S-R information from amygdala-based processing of S-Rf information and are

consistent with the hypothesis that the two systems function independently of each other. Adapted from McDonald RJ and
Hong NS (2004) A dissociation of dorso-lateral striatum and amygdala function on the same stimulus-response habit task.

Neuroscience 124: 507–513.
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in the same way, forming an accurate representation
of the situation. This kind of coherent representation
produces output with a powerful influence on behav-
ior. When there is a mismatch between the
information content of a learning situation and the
specialization of a system, it will form a less coherent,
or even incoherent, representation of the informa-
tion. Fewer of its neural elements may be activated,
and not all may be activated in the same way. Less
coherent representations produce output with weak
or no influence on behavior.

The second factor influencing coherence is prac-
tice. Increased exposure to a situation (by increasing
the number of training trials) increases the coherence
of a representation, increasing its influence on behav-
ior. Practice can increase the coherence of even a
poor representation sufficiently for the output of
the system to influence behavior. This may become
apparent when a lesion impairs performance on a task
that recovers after additional training.

The data also suggest that the systems have dif-
ferent learning rates. Specifically, the hippocampal
system can apparently acquire information about a
situation with very little experience (sometimes with
a single exposure), but the caudate system requires
numerous repeated exposures even to represent
situations that correspond to its S-R specialization.

Because all systems receive all information, they all
form some kind of coherent or incoherent representa-
tion of all situations. A given situation might produce
coherent representations in two systems. Even though
the representations consist of different information,
the outputs of both systems might produce the same
behavior. This would be cooperation between the
systems. In this case, impairing the function of either
system would have no apparent effect. Eliminating the
behavior would require impairments of both systems.

The outputs of two systems with coherent repre-
sentations of a situation might produce different
behaviors. This would be a competitive interaction
between the systems. Because the outputs may pro-
duce different behaviors, they interfere with each
other. Impairing the function of either system would
eliminate the interference and improve performance
of the behavior produced by the intact system.

3.8.1 Some Outstanding Issues

Numerous issues requiring further investigation are
suggested by the multiple parallel memory systems
theory. This list is necessarily limited to a few of the
most general ones.

1. A major question is the degree of genuine func-
tional independence of the proposed systems within

which memories are stored. The present summary has

emphasized evidence for their independent coopera-

tive or competitive influence on behavior, but

possibilities for direct facilitatory or inhibitory actions

of one system on another also require further consid-

eration and investigation.
2. The idea that each proposed system is special-

ized to represent a different type of information,

tentatively defined by the triple dissociation expe-

riment, requires further investigation on two levels.

First, it should be tested in more different be-

havioral learning situations that can be parsed into

their elements: stimuli, responses, and reinforcers.

As more situations are tested, the effects of

disabling one or more systems should become

increasingly predictable.
3. The idea that systems represent information can

also be investigated at the level of the neural micro-

structure of each system. The theory suggests that

experience alters neural systems, which in turn changes

how they process the information that flows through

them. The implications of this idea for understanding

the functional contributions to memory of synaptic and

other changes between and within neurons require

further examination and definition. Within each sys-

tem the study of these neuroplastic processes should be

done in parallel with an examination of behavioral

changes known to be produced by that system.

Ultimately, it should be possible to specify how situa-

tional information reaches and flows through each

system and exactly how this information changes the

synaptic relationships in the system so that its proces-

sing of similar information on future occasions

produces different output.
4. The postulated cooperative and competitive

interactions among the outputs of the systems require

further investigation on both the anatomical and func-

tional levels of analysis. Specifically, where and how do

the outputs of the systems interact?
5. Finally, several criticisms of the multiple

memory system concept have been published

(Gaffan, 1996, 2001, 2002; Wise, 1996). These com-

plaints largely focus on behavioral evidence from

experiments with nonhuman primates and point out

that support for the hypothesis is lacking in these

species. Experiments directly investigating the

multiple memory systems hypothesis in monkeys

would either support the theory or reveal its

deficiencies.
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4.1 Introduction

Priming refers to an improvement or change in the
identification, production, or classification of a stim-
ulus as a result of a prior encounter with the same or
a related stimulus (Tulving and Schacter, 1990).
Cognitive and neuropsychological evidence indi-
cates that priming reflects the operation of implicit
or nonconscious processes that can be dissociated
from those that support explicit or conscious re-
collection of past experiences. More recently,
neuroimaging studies have revealed that priming is
often accompanied by decreased activity in a variety
of brain regions (for review, see Schacter and
Buckner, 1998; Wiggs and Martin, 1998; Henson,
2003), although conditions exist in which priming-
related increases are also observed (e.g., Schacter
et al., 1995; Henson et al., 2000; Fiebach et al.,
2005). Various terms have been used to describe
these neural changes, including adaptation, mnemon-
ic filtering, repetition suppression, and repetition
enhancement. These terms often refer to subtly dis-
tinct, though related, phenomena, and in some cases
belie a theoretical bias as to the nature of such neural
changes. Thus, throughout the present review, the
term neural priming will be used to refer to changes
in neural activity associated with the processing of a

stimulus that result from a previous encounter with
the same or a related stimulus.

When considering the link between behavioral
and neural priming, it is important to acknowledge
that functional neuroimaging relies on a number of
underlying assumptions. First, changes in informa-
tion processing result in changes in neural activity
within brain regions subserving these processing
operations. A second assumption underlying positron
emission tomography (PET) and functional magnetic
resonance imaging (fMRI) is that these changes in
neural activity are accompanied by changes in blood
flow, such that the energy expenditure that accom-
panies increased neuronal processing elicits the
delivery of metabolites and removal of by-products
to and from active regions, respectively. It is these
local vascular changes that are measured: PET mea-
sures changes in cerebral blood flow and oxygen or
glucose utilization, while fMRI measures the ratio of
oxygenated to deoxygenated hemoglobin (i.e., the
blood-oxygen-level dependent, or BOLD, signal).
Related techniques such as event-related potentials
(ERP) and magnetoencephalography (MEG), by
contrast, measure the electrophysiological responses
of neural populations more directly, although at a
cost of decreased spatial resolution. While this chap-
ter will focus on fMRI and to a lesser extent PET
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studies of priming, ERP and MEG studies will be
discussed when they are of special interest to the
discussion of a particular topic.

Neuroimaging studies have provided new means
of addressing cognitive theories that have tradition-
ally been evaluated through behavioral studies. The
primary goal of the present chapter is to examine
how neuroimaging evidence has informed, influ-
enced, and reshaped cognitive theories about the
nature of priming. We focus on five research areas
where such interaction has occurred: influences of
explicit versus implicit memory, top-down atten-
tional effects, specificity of priming, the nature of
priming-related activation increases, and correlations
between brain activity and behavior.

4.2 Influences of Explicit Versus
Implicit Memory

Priming is typically defined as a nonconscious or
implicit form of memory. This characterization is sup-
ported by numerous observations of spared priming in
amnesic patients with severe disorders of explicit
memory. However, starting with the earliest cognitive
studies of priming in healthy volunteers, researchers
have been concerned with the possibility that subjects
may use some type of explicit retrieval to perform a
nominally implicit task. This concern has led to the
development of various cognitive procedures for esti-
mating and removing the influences of explicit
retrieval (e.g., Schacter et al., 1989; Jacoby, 1991).
Two forms of such explicit ‘contamination’ have
received attention in cognitive studies: (1) subjects
realize that their memory is being tested, and inten-
tionally retrieve study list words while performing a
priming task to augment performance; (2) subjects
follow task instructions, and therefore do not engage
in intentional retrieval, but nonetheless unintentionally
recollect that they had studied target items on the
previous study list. With respect to the latter type of
contamination, it has been noted that explicit memory
often takes the form of unintentional or involuntary
recollections of previous experiences in which there is
no deliberate, effortful attempt to think back to the
past; one is spontaneously ‘reminded’ of a past event
that is accompanied by conscious recollection (e.g.,
Schacter, 1987; Schacter et al., 1989; Richardson-
Klavehn et al., 1994; Richardson-Klavehn and
Gardiner, 1998; Bernsten and Hall, 2004). We now
consider findings from neuroimaging studies that

provide insights into the nature of and relation
between implicit and explicit influences on priming.

The explicit contamination issue arose in the first
neuroimaging study of priming (Squire et al., 1992).
In this experiment, subjects semantically encoded a
list of familiar words prior to PET scanning and were
then scanned during a stem completion task in which
they provided the first word that came to mind in
response to visual three-letter word stems. During
one scan, subjects could complete stems with study
list words (priming), and during another, they could
complete stems only with new words that had not
been presented on the study list (baseline). In a sepa-
rate scan, subjects were provided with three-letter
stems of study-list words, and were asked to think
back to the study list (explicit cued recall).

Priming was associated with decreased activity in
the right extrastriate occipital cortex compared
with baseline, but there was also increased activity
in the right hippocampal formation during priming
compared with the baseline condition. In light of
previous results from amnesic patients indicating
that normal stem-completion priming can occur
even when the hippocampal formation is damaged,
it seemed likely that the observed activation of the
hippocampal region reflects one of the two pre-
viously mentioned forms of ‘contamination’: subjects
intentionally retrieved words from the study list or,
alternatively, they provided the first word that comes
to mind and involuntarily recollected its prior
occurrence.

Schacter et al. (1996) attempted to reduce or elim-
inate explicit influences by using a nonsemantic
study task (counting the number of t-junctions in
each of target words), which in previous behavioral
studies had supported robust stem-completion prim-
ing together with poor explicit memory for the target
items (e.g., Graf and Mandler, 1984; Bowers and
Schacter, 1990). Consistent with the idea that the
priming-related hippocampal activation previously
observed by Squire et al. reflects contamination
from explicit memory that is not essential to obser-
ving priming, following the t-junction encoding task
there was no evidence of priming-related increases in
the vicinity of the hippocampal formation during
stem completion performance relative to the baseline
task, but there were priming-related decreases in
bilateral extrastriate occipital cortex and several
other regions.

Using PET, Rugg et al. (1997) found greater left
hippocampal activity after deep encoding than after
shallow encoding during both intentional (old/new
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recognition) and unintentional (animate/inanimate
decision) retrieval tasks. They also observed greater
right anterior prefrontal activity during intentional
retrieval than during unintentional retrieval after
both deep and shallow encoding. These results sug-
gest that increases in hippocampal activity during
explicit retrieval, unaccompanied by corresponding
increases in anterior prefrontal activity, reflect the
presence of involuntary explicit memory.

A more recent event-related fMRI study by
Schott et al. (2005) extends the findings of these
early studies. During the study phase, subjects made
nonsemantic encoding judgments in which they
counted the number of syllables in each word.
During the test phase, Schott et al. used a stem
completion task and directly compared performance
during intentional retrieval (i.e., try to remember
a word from the list beginning with these three let-
ters) and incidental retrieval (i.e., complete the stem
with the first word that comes to mind). Importantly,
they used a behavioral procedure developed by
Richardson-Klavehn and Gardiner (1996, 1998) in
which participants indicate whether or not they
remember that the item they produced on the com-
pletion task had appeared earlier during the study
task. This procedure could be applied to both
the incidental and intentional tests, because on the
intentional test subjects were told to complete stems
even when they could not recall a study-list item.
In the scanner, subjects used a button press to
indicate whether they had covertly completed a
stem; between these test trials, they provided their
completions orally and indicated whether or not they
remembered having seen the item during the study
task. Stems completed with study-list words that
were judged as nonstudied were classified as primed
items, whereas stems completed with study-list
words judged as studied were classified as remem-
bered items. Both primed and remembered items
were compared with baseline items that subjects
judged correctly as nonstudied.

Similar to previous studies, Schott et al. (2005)
documented activation reductions for primed items
compared with baseline items in a number of regions,
including extrastriate visual cortex. However,
because the primed items in this study were, by
definition, ones that subjects did not consciously
remember having encountered previously, these
data show more convincingly than earlier studies
that priming-related activation decreases can reflect
strictly nonconscious or implicit memory. Moreover,
the authors also reported that their findings

concerning priming-related reductions during the
incidental tests were largely replicated during the
intentional test. Thus, the results support the idea
that priming effects can occur during both intentional
and unintentional retrieval. Several other regions,
including the right prefrontal cortex, showed greater
activity during the intentional than the incidental
task. In contrast to prior studies, the hippocampus
showed greater activity during baseline than during
priming, which the authors attributed to novelty
encoding. Overall, these neuroimaging results sup-
port earlier behavioral distinctions between strategic
controlled retrieval (i.e., intentional vs. incidental)
and conscious recollection of the occurrence of pre-
viously studied items and show clearly that priming-
accompanied activation reductions can occur without
conscious recollection.

While the foregoing studies attempted to distin-
guish implicit and explicit aspects of priming by
focusing on retrieval, other studies have done so by
examining brain activity during encoding. Schott
et al. (2006) examined subsequent memory effects,
where neural activity during encoding is sorted
according to whether items are subsequently remem-
bered or forgotten (e.g., Brewer et al., 1998; Wagner
et al., 1998). This study reported fMRI data from the
encoding phase of the aforementioned stem comple-
tion experiment reported by Schott et al. (2005),
where participants counted the number of syllables
in each word. Consistent with results from earlier
subsequent memory studies that examined explicit
retrieval, Schott et al. found greater activation during
encoding for subsequently remembered than for for-
gotten items in left inferior prefrontal cortex and
bilateral medial temporal lobe. By contrast, encoding
activity in these areas was not associated with subse-
quently primed items. Instead, subsequent priming
was associated with activation decreases during
encoding in bilateral extrastriate cortex, left fusiform
gyrus, and bilateral inferior frontal gyrus. These
regions were distinct from those that showed prim-
ing-related decreases during the stem completion
test. Schott et al. suggest that their data indicate that
priming, in contrast to explicit memory, is associated
with sharpening of perceptual representations during
encoding, an idea that is consistent with previous
theories emphasizing the differential role of a per-
ceptual representation system in priming and explicit
memory (Schacter, 1990, 1994; Tulving and Schacter,
1990).

While the combined results from Schott et al.’s
(2005, 2006) encoding and retrieval phases highlight
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clear differences between priming and explicit mem-
ory, a related study by Turk-Browne et al. (2006),
also using a subsequent memory paradigm, uncov-
ered conditions under which the two forms of
memory are associated with one another. Subjects
made indoor/outdoor decisions about a series of
novel scenes. Each scene was repeated once, at lags
ranging from 2 to 11 items. Fifteen minutes after
presentation of the final scene, subjects were given a
surprise old/new recognition test. Turk-Browne
et al. focused on a region of interest in the parahip-
pocampal place area (PPA) that responds maximally
to visual scenes (e.g., Epstein and Kanwisher, 1998).
The critical outcome was that repeated scenes pro-
duced behavioral priming and reduced activation in
the PPA, but only for those scenes that were subse-
quently remembered. Forgotten items did not
produce either behavioral or neural priming. A
whole-brain analysis revealed similar effects – neural
priming for remembered items only – in bilateral
PPA as well as in left inferior temporal gyrus and
bilateral angular gyrus. However, forgotten items
were associated with neural priming in the anterior
cingulate.

Given the general trend that behavioral and
neural priming both depended on subsequent explicit
memory, Turk-Browne et al. suggested that their
data reveal a link between implicit and explicit mem-
ory that involves some aspect of shared encoding
processes – most likely that selective attention during
encoding is required for both subsequent priming and
explicit memory.

The neuroimaging evidence considered thus far
reveals some conditions under which priming can
occur independently of explicit memory and others
where dependence exists. An experiment by Wagner
et al. (2000) showed that priming can sometimes
hinder explicit memory. They made use of the
well-known spacing or lag effect, where reencoding
an item after a short lag following its initial presenta-
tion typically produces lower levels of subsequent
explicit memory than reencoding an item after a
long lag (though in both cases, explicit memory is
higher than with no repetition). Using an incidental
encoding task (abstract/concrete judgment) and old/
new recognition task, Wagner et al. documented
greater explicit memory following a long- than a
short-lag condition, consistent with previous behav-
ioral findings. By contrast, they showed greater
behavioral priming, indexed by reduced reaction
time, and greater neural priming, indexed by reduced
activity in the left inferior frontal lobe, following a

short lag than a long lag. Moreover, there was a
negative correlation between the magnitude of
neural priming in the left inferior frontal region and
the level of subsequent explicit memory. Thus, the
short-lag condition that maximized priming also
reduced explicit memory. Although the exact mech-
anism underlying the effect is still not known,
Wagner et al. suggested that priming may impair
new episodic encoding and later explicit memory
by reducing encoding variability, that is, encoding
different attributes of repeated items on different
trials. To the extent that encoding variability nor-
mally enhances subsequent memory by providing
multiple retrieval routes to an item (e.g., Martin,
1968), priming might reduce explicit memory
because it biases encoding toward sampling the
same item features on multiple trials. Whatever the
ultimate explanation, these results highlight the role
of a previously unsuspected interaction between
priming and explicit memory in producing a well-
known behavioral effect.

4.3 Top-Down Attentional Effects on
Priming

Priming is often considered to be an automatic pro-
cess (e.g., Jacoby and Dallas, 1981; Tulving and
Schacter, 1990; Wiggs and Martin, 1998). However,
recent neuroimaging evidence has revealed that, to
some extent, behavioral and neural priming may be
affected by top-down cognitive processes such as
attention or task orientation.

4.3.1 Priming: Automatic/Independent of
Attention?

Early evidence supported the notion that perceptual
priming effects occur independent of manipulations
of attention (for review see Mulligan and Hartman,
1996). However, subsequent findings from behavioral
studies began to reveal that some perceptual priming
effects do depend to some degree on attention at
study (e.g., Mulligan and Hornstein, 2000).

In a seminal review that linked behavioral priming
with the phenomenon of repetition suppression,
Wiggs and Martin (1998) stated that this process ‘‘hap-
pens automatically in the cortex’’ and ‘‘is an intrinsic
property of cortical neurons,’’ and that ‘‘perceptual
priming is impervious to � � � attentional manipula-
tions’’ (Wiggs and Martin, 1998: 231). Indeed, there is
some compelling evidence from studies with monkeys
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to suggest that repetition-related neural priming can
occur independent of attention (e.g., Miller et al., 1991;
Miller and Desimone, 1993; Vogels et al., 1995), but
these findings do not speak directly to neural priming
in humans. Some neuroimaging evidence shows
that conditions exist under which both behavioral
and neural priming are unaffected by manipulations
of attention. A PET study by Badgaiyan et al. (2001)
investigated the effects of an attentional manipulation
during the study phase of a cross-modal priming
task. Target words were aurally presented among
distracter words at study under either full attention
or under a divided-attention task. At test, visual
word stems were presented in separate blocks for
both target word types. Behavioral priming (faster
reaction times) and neural priming (reduced regional
cerebral blood flow in superior temporal gyrus) were
of similar magnitude for words presented under full
and divided attention conditions (see also Voss and
Paller, 2006).

An fMRI study that we reviewed earlier (Schott
et al., 2005) further demonstrated that changing the
nature of the task to be performed during the test
phase did not affect the level of behavioral or neural
priming. Following shallow encoding of words at
study, word stems were presented in separate blocks
of either an implicit or an explicit memory task at
test. Although the explicit task elicited a higher rate
of explicit recollection of previously studied words,
there were no differences in behavioral priming
effects between the two conditions – i.e., subjects
produced an equivalent number of previously stud-
ied words when cued with word stems in both test
conditions. Moreover, an equivalent degree of neural
priming was documented in left fusiform, bilateral
frontal, and occipital brain regions in both implicit
and explicit conditions. Thus, this experiment
demonstrated that changing the task orientation at
test had no effect on behavioral or neural priming.

Hasson et al. (2006) demonstrated comparable
neural priming in some brain regions despite a
change of task orientation across separate sessions
(i.e., separate experiments with different tasks). In
the first of two experiments, subjects listened to spo-
ken sentences, some grammatically sensible, some
nonsensible, and decided whether each sentence
was sensible or not. In the second experiment, sub-
jects passively listened to spoken sensible sentences
only, making no judgments or responses. A direct
contrast between the two tasks indicated that neural
priming in temporal regions was equivalent across
conditions. However, neural priming was also

observed in inferior frontal regions, but only in the
active condition in which subjects made sensible/
nonsensible judgments. This finding suggests that
attentional manipulations have variable effects on
different brain regions.

The foregoing studies have demonstrated that be-
havioral and/or neural priming can occur
independent of shifts in attentional demands or task
orientation at study (Badgaiyan et al., 2001; Voss and
Paller, 2006), at test (Schott et al., 2005), or between
different tasks (Hasson et al., 2006). However, consis-
tent with the latter finding by Hasson et al. of
concurrent attenuation of priming in prefrontal
regions associated with changing task demands,
these null results do not rule out the possibility that
under different task conditions, and in different brain
regions, top-down attentional effects may play an
important role in priming. We consider now (and
also later in the chapter) recent evidence that sup-
ports this claim.

4.3.2 Priming: Modulated by Attention

Henson et al. (2002) reported one of the first neu-
roimaging studies to demonstrate that neural priming
is modulated by top-down cognitive factors. Subjects
viewed pictures of famous and nonfamous faces, each
presented twice at random intervals within one of
two separate, consecutive task sessions. During the
implicit task session, subjects performed a continuous
famous/nonfamous face discrimination task; during
the explicit task session, subjects performed a contin-
uous new/old face recognition task. Neural priming
was observed in a face-responsive region in the right
fusiform gyrus for repeated famous faces only, con-
sistent with previous findings (Henson et al., 2000), as
well as for both famous and nonfamous faces in a left
inferior occipital region. Neural priming in these
regions occurred only in the implicit task. As stimuli
were identical across the different task conditions, the
modulation of neural priming was attributed to top-
down effects of task orientation.

Although there were effects of attention on neural
priming, behavioral priming seemed to be unaffected
by top-down factors. Rather, behavioral priming, as
indexed by reduced reaction time to respond to
repeated presentations of famous faces relative to
initial presentations, was equivalent in the implicit
and explicit tasks. This result implies a dissociation
between behavioral priming and neural priming
observed in these brain regions. Further, attentional
modulation varied only between sessions, i.e., the
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same task was performed on each stimulus during the
initial and repeated presentations, leaving open the
question of whether attentional factors exert an influ-
ence at study, at test, or on both occasions.

A subsequent fMRI study tested the hypothesis
that attentional factors, specifically at study, have
an impact on neural priming (Eger et al., 2004).
During fMRI scanning, subjects performed a task
at study in which two objects were simultaneously
presented, one to the left and one to the right of a
central fixation point. Importantly, subjects were
cued to attend to either the left or right of center by
a visual cue presented onscreen 100ms prior to pre-
sentation of the ‘prime’ stimuli. A single ‘probe’
stimulus was subsequently presented in the center
of the screen that matched the previously attended
stimulus, matched the previously unattended stim-
ulus, was the mirror image of one of these two
stimuli, or was novel. Analyses of repetition-related
behavioral facilitation (faster reaction times) and
neural response reductions (fMRI BOLD signal
decreases in fusiform and lateral occipital regions)
revealed that behavioral and neural priming occurred
only for probes that matched (or mirrored) the
attended prime. Conversely, no behavioral or neural
priming was documented when the probe stimulus
matched (or mirrored) the unattended prime. Thus,
this study showed that modulation of spatial atten-
tion affects behavioral as well as neural priming in
object selective perceptual processing regions, and
that these top-down attentional effects exert an influ-
ence specifically at the time of study.

In a face-repetition priming study, Ishai et al.
(2004) reported that neural priming occurred only
for repeated faces that were task relevant. Subjects
were presented with a target face and then were
shown a series of faces, including three repetitions
of the target face, three repetitions of a nontarget
face, and seven distracter faces. Participants were
required to push a button each time the target face
appeared, and thus were required to attend to all
faces, although only the target face was task relevant.
Significant neural priming (reduced BOLD response
for the third relative to the first repetition) was
observed in face-responsive regions, including infer-
ior occipital gyri, lateral fusiform gyri, superior
temporal sulci, and amygdala, but only for the target
face repetitions; no neural priming was associated
with repetition of nontarget faces.

Yi and colleagues (Yi and Chun, 2005; Yi et al.,
2006) used overlapping scene and face images to also
demonstrate that task-relevant attention has an effect

even for simultaneously viewed stimuli. In one
experiment, participants were presented with over-
lapping face and scene images and instructed to
attend only to the face or the scene on a given trial
(Yi et al., 2006). Neural priming in a face-responsive
fusiform region was documented only for repeated
faces that were attended, and not for scenes or unat-
tended faces. Similarly, neural priming in a scene-
responsive parahippocampal region occurred only
for repeated scenes that were attended, and not for
faces or unattended scenes. Surprisingly, even after
sixteen repetitions of a stimulus every 2 s within a
block, no trace of neural priming was observed for
unattended stimuli in these respective regions (Yi
et al., 2006).

Thus, while a number of neuroimaging studies
have shown that both behavioral and neural priming
can remain constant across study and test manipula-
tions of attention or between different tasks with
common stimuli, several studies reviewed here indi-
cate that top-down effects of attention can have an
impact on behavioral and/or neural priming, both at
the time of study (Henson et al., 2002) and at test
(Ishai et al., 2004), and have been shown to involve
both spatial attention (Eger et al., 2004) and task-
relevant selective attention (Ishai et al., 2004; Yi and
Chun, 2005; Yi et al., 2006). To reconcile these
ostensibly incongruent conclusions requires a more
detailed consideration of the nature of subtle differ-
ences in various manipulations of attention, and
importantly, of the particular brain regions involved.

Accordingly, recent studies (e.g., Hassan et al.,
2006) have begun to dissociate various brain regions
that are differentially sensitive to various attentional
manipulations. In a study by Vuilleumier et al.
(2005), participants viewed overlapping objects
drawn in two different colors at study and were
instructed to attend only to objects of a specified
color. At test, these objects were presented singly
among novel real and nonsense objects, and subjects
indicated whether each object was a real or nonsense
object. Behavioral priming was documented both for
previously attended and ignored objects, with a rela-
tive boost in performance for objects that were
attended. However, different brain regions showed
differential sensitivity to the effects of attention on
neural priming. A group of regions that comprised
right posterior fusiform, lateral occipital, and left
inferior frontal regions demonstrated neural priming
only for attended objects presented in the original
view. By contrast, bilateral anterior fusiform regions
were insensitive to changes of viewpoint (original vs.
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mirrored), but showed neural priming for unattended
objects in addition to more robust neural priming for
attended objects. Finally, neural priming in the striate
cortex was view specific and more robust for
attended than ignored objects.

In keeping with the latter findings, O’Kane et al.
(2005) reported a similar dissociation between brain
regions differentially sensitive to manipulation of
top-down processes. Subjects were presented with
words at study and performed a judgment of either
size, shape, or composition in separate task blocks.
At test, subjects performed a size judgment for
all studied words presented among novel words.
Behavioral facilitation, as measured by faster reaction
times for size judgments at test, was observed for
repeated relative to novel words, with an additional
benefit when the judgment was the same at study and
test (size/size) relative to when the judgment was
switched (shape/size or composition/size). Neural
priming in left parahippocampal cortex tracked the
behavioral trend, showing reduced BOLD responses
for repeated relative to novel words, with an addi-
tional trend toward increased priming when the
task was the same across repetition. In left perirhinal
cortex, however, neural priming occurred for
repeated words only when the judgment was the
same at study and test. The finding that perirhinal
cortex is sensitive to semantic but not perceptual
repetition provides evidence that this region is
involved in conceptual processing.

Considered together, the neuroimaging studies
reviewed here suggest that behavioral and neural
priming are indeed modulated by top-down cogni-
tive factors of attention or task orientation, but that
this modulation exerts differential effects across dif-
ferent brain regions depending on the nature of the
task. Neural priming within a given brain region may
occur only to the extent that the processing of a
stimulus reengages this region in a qualitatively simi-
lar manner across repetitions.

4.3.3 Neural Mechanisms of Top-Down
Attentional Modulation

Although the effects of attention on priming have
now been well documented, little is known about
the neural mechanisms that underlie these top-
down effects. Efforts to understand these mechanisms
have been at the forefront of recently emerging neu-
roimaging research.

Increased attention at the time of study has
been suggested as an important factor in priming.

Turk-Browne et al. (2006), as previously reviewed
in this chapter, reported that neural priming occurred
only for repeated scenes that were later remembered,
but not for those scenes that were later forgotten.
They found that tonic activation, a general measure
of regional neural activity, was elevated for scenes
that were later remembered and that also elicited
neural priming upon repeated presentation. While
previous evidence indicates that increased attention
results in increased neural firing rates within process-
relevant brain regions, a recent fMRI study suggests
that attention may also increase selectivity of the
neural population representing an attended stimulus
(Murray and Wojciulik, 2004).

Other neuroimaging approaches, including MEG
and EEG, have been used to further characterize
the nature of attentional modulations of neural prim-
ing as well. Evidence supporting the hypothesis
that attention serves to increase specificity of percep-
tual representations was reported by Duzel and
colleagues (2005) in a study using MEG. By investi-
gating neural activity at study, they compared words
that showed subsequent behavioral priming (faster
reaction times) to those that did not show subsequent
priming. They reported relatively decreased ampli-
tude, but increased phase alignment, of beta and
gamma oscillations for words that showed later prim-
ing, indicating increased specificity of the neural
response for these words at the time of study.
Further, they reported increased coordination of ac-
tivity between perceptual and higher brain regions
for words that showed subsequent priming, as mea-
sured by increased interareal phase synchrony of
alpha oscillations. Importantly, this increased syn-
chrony between perceptual and higher brain regions
was detected immediately prior to the initial presen-
tation of the subsequently primed stimuli, indicating
an anticipatory effect. These results suggest that top-
down processes, through anticipatory coordination
with perceptual brain regions, increase specificity of
perceptual representations at study. Such a process
may also be necessary at test for successful priming.
Gruber et al. (2006) reported that ‘sharpening’ of the
neural response in cell assemblies (as measured by
suppression of induced gamma band responses in
ERPs) occurred for repeated visual stimuli only
when the task was the same at both study and test,
but not when the task was switched.

Therefore, through a combination of various
neuroimaging techniques, researchers have begun
to characterize the neural mechanisms that under-
lie attentional modulation of priming. These
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mechanisms may constitute a link between the
cognitive functions that are accessible to our con-
scious awareness and under our volitional control
and the unconscious systems that facilitate fluency
of mental processing.

4.4 Specificity of Priming

Priming effects vary in their specificity, that is, the
degree to which priming is disrupted by changes
between the encoding and test phases of an experi-
ment. When study/test changes along a particular
dimension produce a reduction in priming, the
inference is that the observed priming effect is
based to some extent on retention of the specific
information that was changed; when level of priming
is unaffected by a study/test change, the inference
is that priming reflects the influence of an abstract
representation, at least with respect to the changed
attribute. Questions concerning the specificity of
priming have been prominent since the early
days of priming research in cognitive psychology,
when evidence emerged that some priming effects
are reduced when study/test sensory modality is
changed (e.g., Jacoby and Dallas, 1981; Clarke and
Morton, 1983) and can also exhibit within-modality
perceptual specificity, shown by the effects of changing
typeface or case for visual words (e.g., Roediger and
Blaxton, 1987; Graf and Ryan, 1990), or speaker’s voice
for auditory words (e.g., Schacter and Church, 1992).
Considerable theoretical debate has focused on the key
issue raised by studies of specificity effects, namely
whether priming reflects the influence of nonspecific,
abstract preexisting representations or specific repre-
sentations that reflect perceptual details of an encoding
episode (for review and discussion of cognitive
studies, see Roediger, 1990; Schacter, 1990, 1994;
Roediger and McDermott, 1993; Tenpenny, 1995;
Bowers, 2000).

Considering the early cognitive research together
with more recent neuropsychological and neuro-
imaging studies, Schacter et al. (2004) recently
proposed a distinction among three types of specificity
effects: stimulus, associative, and response. Stimulus
specificity occurs when priming is reduced by chang-
ing physical properties of a stimulus between study
and test; associative specificity occurs when priming is
reduced because associations between target items
are changed between study and test; and response
specificity occurs when priming is reduced because
subjects make different responses to the same stimulus

item at study and test. We will review here evidence
from neuroimaging studies concerning each of the
three types of priming specificity and consider how
the imaging data bear on the kinds of theoretical
questions that have been of interest to cognitive
psychologists.

4.4.1 Stimulus Specificity

Most neuroimaging research has focused on stimulus
specificity, which is observed by changing physical
features of a stimulus between study and test. As
mentioned earlier, cognitive studies have shown
that priming effects are sometimes modality specific,
that is, reduced when study and test sensory modal-
ities are different compared with when they are the
same. Such effects are most commonly observed on
tasks such as word or object identification, stem com-
pletion, or fragment completion, which require
perceptual or data-driven processing (Roediger and
Blaxton, 1987). Amnesic patients have shown a nor-
mal modality-specific effect in stem completion
priming (e.g., Carlesimo, 1994; Graf et al., 1985),
suggesting that this effect is not dependent on the
medial temporal lobe structures that are typically
damaged in amnesics.

Early neuroimaging studies of within-modality
visual priming that compared brain activity during
primed and unprimed stem completion showed that
priming is associated with decreased activity in var-
ious posterior and prefrontal cortical regions, but the
decreases were observed most consistently in the right
occipitotemporal extrastriate cortex (e.g., Squire et al.,
1992; Buckner et al., 1995; Schacter et al., 1996). These
and related findings raised the possibility that prim-
ing-related reductions in extrastriate activity are based
on a modality-specific visual representation, perhaps
reflecting tuning or sharpening of primed visual word
representations (Wiggs and Martin, 1998). Consistent
with this possibility, Schacter et al. (1999) directly
compared within-modality visual priming to a cross-
modality priming condition in which subjects heard
words before receiving a visual stem completion
task. They found priming-related reductions in extra-
striate activity during within- but not cross-modality
priming. Surprisingly, however, other neuroimaging
studies of within-modality auditory stem completion
priming also revealed priming-related activity reduc-
tions near the extrastriate region that was previously
implicated in visual priming (Badgaiyan et al., 1999;
Buckner et al., 2000; Carlesimo et al., 2004). These
results remain poorly understood, but it has been
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suggested that one part of the extrastriate region (V3A,
within BA 19) is involved in multimodal functions,
perhaps converting perceptual information from one
modality to another (Badgaiyan et al., 1999).

Although the results of imaging studies comparing
within- and cross-modality priming are not entirely
conclusive, studies of within-modality changes in
physical properties of target stimuli have provided
clear evidence for stimulus-specific neural priming,
which in turn implicates perceptual brain mecha-
nisms in the observed priming effects. Studies
focusing on early visual areas have provided one
source of such evidence. Grill-Spector et al. (1999)
found that activation reductions in early visual areas
such as posterior lateral occipital complex (LOC)
exhibit a high degree of stimulus specificity for
changes in viewpoint, illumination, size, and position.
By contrast, later and more anterior aspects of LOC
exhibit greater invariance across changes in size and
position relative to illumination and viewpoint.
Evidence from a study by Vuilleumier et al. (2005)
considered in the previous section likewise indicates
a high degree of stimulus specificity in early visual
areas, as indicated by viewpoint-specific neural prim-
ing in these regions.

Later visual regions can also show stimulus-spe-
cific neural priming, but several studies indicate that
this specificity effect is lateralized. In a study by
Koutstaal et al. (2001), subjects judged whether pic-
tures of common objects were larger than a 13-inch-
square box, and later made the same judgments for
identical objects, different exemplars of objects with
the same name, and new objects. Behavioral priming,
indicated by faster response times, occurred for both
identical objects and different exemplars, with sig-
nificantly greater priming for identical objects.
Reductions in activation were also greater for same
than for different exemplars in the bilateral middle
occipital, parahippocampal, and fusiform cortices.
These stimulus-specific activation reductions for
object priming were greater in the right than in the
left fusiform cortex. Simons et al. (2003) replicated
these results and further demonstrated that left fusi-
form cortex shows more neural priming for different
exemplars compared with novel items relative to
right fusiform cortex, indicating more nonspecific
neural priming in the left fusiform. Also, left but not
right fusiform neural priming was influenced by a
lexical-semantic manipulation (objects were accom-
panied by presentation of their names or by nonsense
syllables), consistent with a lateralized effect in which
right fusiform is modulated by specific physical

features of target stimuli and left fusiform is influ-
enced more strongly by semantic features. In a
related study by Vuilleumier et al. (2002), subjects
decided whether pictorial images depicted real or
nonsense objects, and subsequently repeated stimuli
were identical, differed in size or viewpoint, or were
different exemplars with the same name. Neural
priming in the right fusiform cortex was sensitive to
changes in both exemplar and viewpoint.

A similar pattern has also been reported for orien-
tation-specific object priming by Vuillemer et al.
(2005) in the overlapping shape paradigm described
earlier, and Eger et al. (2005) reported a stimulus-
specific laterality effect using faces. In the latter
experiment, subjects made male/female judgments
about famous or unfamiliar faces that were preceded
by the identical face, a different view of the same
face, or an entirely different face. Behavioral priming,
indexed by decreased response times, was greater
for same than different viewpoints for both famous
and unfamiliar faces. Collapsed across famous
and unfamiliar faces, neural priming was more view-
point dependent in right fusiform gyrus than in
left fusiform gyrus. In addition, for famous faces,
priming was more nonspecific in anterior than more
posterior fusiform cortex. Similarly, Vuillemer et al.
(2005) report some evidence for greater stimulus-
specific neural priming in posterior compared with
anterior fusiform gyrus. Other studies indicate
that later perceptual regions can exhibit largely
nonspecific priming, both for visual stimuli such as
scenes (Blondin and Lepage, 2005) and auditory words
(Orfanidou et al., 2006; see also Badgaiyan et al.,
2001). However, evidence provided by Bunzeck et al.
(2005) suggests that effects in later perceptual regions
are characterized by category specificity. In their
study, subjects made male/female judgments about
faces and indoor/outdoor judgments about scenes.
Subjects responded more quickly to repeated faces
and scenes compared with initial presentations, thus
demonstrating behavioral priming. Face-responsive
regions in fusiform and related areas showed selective
activation reductions for repeated faces, whereas
place-responsive regions in parahippocampal cortex
showed decreases for repeated scenes.

By contrast, regions of inferior frontal gyrus and
left inferior temporal cortex appear to respond invar-
iantly to an item’s perceptual features and are instead
sensitive to its abstract or conceptual properties – even
when the degree of perceptual overlap between initial
and subsequent presentations of a stimulus is minimal
to nonexistent. Neural priming has been observed in
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these regions during reading of mirror-reversed words
initially presented in a normal orientation (Ryan
and Schnyer, 2006) and also when silently reading
semantically related word pairs, but not for pairs
that are semantically unrelated (Wheatley et al.,
2005). Consistent with this observation, neural prim-
ing in these regions is independent of stimulus
modality (Buckner et al., 2000) and has even been
observed when the modality differs between the
first and second presentations of a stimulus (e.g.,
visual to auditory; Badgaiyan et al., 2001; Carlesimo
et al., 2003).

Overall, then, the foregoing studies reveal a fairly
consistent pattern in which neural priming in early
visual regions exhibits strong stimulus specificity,
whereas in later visual regions, right-lateralized stim-
ulus specificity is consistently observed (for a similar
pattern in a study of subliminal word priming, see
Dehaene et al., 2001). These effects dovetail nicely
with previous behavioral studies using divided-
visual-field techniques that indicate that visually spe-
cific priming effects occur to a greater extent in the
left visual field (right hemisphere) than in the right
visual field (left hemisphere) (e.g., Marsolek et al.,
1992, 1996).

The overall pattern of results from neuroimaging
studies of stimulus specificity suggests that, consis-
tent with a number of earlier cognitive theories (e.g.,
Roediger, 1990; Schacter, 1990, 1994; Tulving and
Schacter, 1990), perceptual brain mechanisms do
indeed play a role in certain kinds of priming effects.

4.4.2 Associative Specificity

Research concerning the cognitive neuroscience
of associative specificity began with studies exam-
ining whether amnesic patients can show priming
of newly acquired associations between unrelated
words. For example, amnesic patients and controls
studied pairs of unrelated words (such as window–
reason or officer–garden) and then completed stems
paired with study list words (window–rea___) or
different unrelated words from the study list (offi-
cer–rea___). Mildly amnesic patients and control
subjects showed more priming when stems were pre-
sented with the same words from the study task than
with different words, indicating that specific informa-
tion about the association between the two words had
been acquired and influenced priming, but severely
amnesic patients failed to show associative priming
(Graf and Schacter, 1985; Schacter and Graf, 1986). A
number of neuropsychological studies have since

examined associative specificity in amnesics with
mixed results (for review, see Schacter et al., 2004),
and it has been suggested that medial temporal
lobe (MTL) structures play a role in such effects.
Some relevant evidence has been provided by a
PET study that used a blocked design version of
the associative stem completion task (Badgaiyan
et al., 2002). Badgaiyan et al. found that, as in pre-
vious behavioral studies, priming was greater when
stems were paired with the same words as during the
study task than when they were paired with different
words. The same pairing condition produced greater
activation in the right MTL than did the different
pairing condition, suggesting that associative speci-
ficity on the stem completion task may indeed be
associated with aspects of explicit memory. Given the
paucity of imaging evidence concerning associative
specificity, additional studies will be needed before
any strong conclusions can be reached.

4.4.3 Response Specificity

While numerous behavioral studies had explored
stimulus specificity and associative specificity prior
to the advent of neuroimaging studies, the situation is
quite different when considering response specificity,
where changing the response or decision made by the
subject about a particular item influences the magni-
tude of priming (note that we use the terms ‘response
specificity’ and ‘decision specificity’ interchangeably,
since behavioral data indicate that the effect is likely
not occurring at the level of a motor response; see
Schnyer et al., in press). Recent interest in response
specificity has developed primarily as a result of
findings from neuroimaging research. Dobbins et al.
(2004) used an object decision priming task that had
been used in studies considered earlier (Koutstaal
et al., 2001; Simons et al., 2003), but modified the
task so that responses either remained the same or
changed across repeated trials. In the first scanning
phase, pictures of common objects were either shown
once or repeated three times, and subjects indicated
whether each stimulus was bigger than a shoebox
(using a ‘yes’ or ‘no’ response). Next, the cue was
inverted so that subjects now indicated whether each
item was ‘smaller than a shoebox’; they made this
judgment about new items and a subset of those
that had been shown earlier. Finally, the cue was
restored to ‘bigger than a shoebox,’ and subjects
were tested on new items and the remaining items
from the initial phase.
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If priming-related reductions in neural activity
that are typically produced by this task represent
facilitated size processing, attributable to ‘tuning’ of
relevant aspects of neural representations, then cue
reversal should have little effect on priming (though
it could disrupt overall task performance by affecting
both new and primed items). According to the neural
tuning account, the same representations of object
size should be accessed whether the question focuses
on ‘bigger’ or ‘smaller’ than a shoebox. By contrast, if
subjects perform this task by rapidly recovering prior
responses, and this response learning mechanism
bypasses the need to recover size representations,
then the cue reversal should disrupt priming-related
reductions. When the cue is changed, subjects would
have to abandon the learned responses and instead
reengage the target objects in a controlled manner in
order to recover size information.

During the first scanning phase, standard priming-
related activation reductions were observed in both
anterior and posterior regions previously linked with
priming: left prefrontal, fusiform, and extrastriate
regions. But when the cue was reversed, these reduc-
tions were eliminated in the left fusiform cortex and
disrupted in prefrontal cortex; there was a parallel
effect on behavioral response times. When the cue
was restored to the original format, priming-related
reductions returned (again there was a parallel effect
on behavioral response times), suggesting that the
reductions depended on the ability of subjects to
use prior responses during trials. Accordingly, the
effect was seen most clearly for items repeated
three times before cue reversal.

Although this evidence establishes the existence
of response-specific neural and behavioral priming,
there must be limitations on the effect, since a variety
of priming effects occur when participants make
different responses during study and test. For
instance, priming effects on the stem completion
task, where subjects respond with the first word that
comes to mind when cued with a three-letter word
beginning, are typically observed after semantic or
perceptual encoding tasks that require a different
response (see earlier discussion on top-down atten-
tional influences). Nonetheless, the existence of
response specificity challenges the view that all acti-
vation reductions during priming are attributable to
tuning or sharpening of perceptual representations,
since such effects should survive a response change.
Moreover, these findings also appear to pose prob-
lems for theories that explain behavioral priming
effects on object decision and related tasks in terms

of changes in perceptual representation systems that
are thought to underlie object representation (e.g.,
Schacter, 1990, 1994; Tulving and Schacter, 1990),
since these views make no provisions for response
specificity effects. By contrast, the transfer appropri-
ate processing view (e.g., Roediger et al., 1989, 1999)
inherently accommodates such effects. According to
this perspective, priming effects are maximized when
the same processing operations are performed at
study and at test. Although this view has emphasized
the role of overlapping perceptual operations at
study and at test to explain priming effects on tasks
such as object decision, to the extent that the subject’s
decision or response is an integral part of encoding
operations, it makes sense that reinstating such
operations at test would maximize priming effects.

However, there is one further feature of the
experimental paradigm that Dobbins et al. (2004)
used to produce response specificity that complicates
any simple interpretation. Priming in cognitive stud-
ies is usually based on a single study exposure to a
target item, but neuroimaging studies of priming
have typically used several study exposures in order
to maximize the signal strength. As noted earlier,
Dobbins et al. found that response specificity effects
were most robust for items presented three times
during the initial phase of the experiment (high-
primed items), compared with items presented just
once (low-primed items).

A more recent neuropsychological investigation of
response specificity in amnesic patients highlights the
potential theoretical importance of this issue (Schnyer
et al., 2006). Schnyer et al. compared amnesics and
controls on a variant of the object decision task
used by Dobbins et al. (2004). Objects were presented
either once (low primed) or thrice (high primed), and
then responses either remained the same (‘bigger than
a shoebox?’) or were switched (‘smaller than a shoe-
box?’). Consistent with Dobbins et al. (2004), controls
showed greater response specificity for high-primed
objects compared with low-primed objects. Amnesic
patients showed no evidence of response specificity,
demonstrating normal priming for low-primed items
and impaired priming for high-primed items. That is,
healthy controls showed greater priming for high-
than for low-primed objects in the same response
condition, but amnesics failed to show this additional
decrease in response latencies.

These results raise the possibility that different
mechanisms are involved in priming for objects pre-
sented once versus those presented multiple times.
Perhaps single-exposure priming effects on the object
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decision task depend primarily on perceptual systems

that operate independently of the MTL and thus are

preserved in amnesic patients. In neuroimaging

experiments, such effects might reflect tuning or

sharpening of perceptual systems, independent of

the specific responses or decisions that subjects

make regarding the object. But for items presented

several times, subjects may learn to associate the

object with a particular response, perhaps requiring

participation of medial temporal and prefrontal

regions. These considerations also suggest that

response or decision specificity in the object decision

paradigm used by Dobbins et al. (2004) is better

described in terms of stimulus-response or stimulus-

decision specificity – that is, the formation of a new

link between a particular stimulus and the response

or decision. This idea is supported by recent behav-

ioral data showing that response-specific priming

occurs only for the exact object that was studied,
and not for a different exemplar with the same

name (Schnyer et al., in press). In any event, the

overall pattern of results suggests that a single-pro-

cess model is unlikely to explain all aspects of these

neural or behavioral priming effects, a point to which

we return later in the chapter.

4.5 Priming-Related Increases
in Neural Activation

Our review so far has focused on behavioral facilita-

tion and corresponding repetition-related reductions

of neural activity associated with priming. However,

under some conditions, priming has been associated

with decrements in stimulus processing, such as slower

responses to previously ignored stimuli relative to

novel stimuli (i.e., the ‘negative priming’ effect – a

term coined by Tipper, 1985) and poorer episodic

encoding for highly primed items (Wagner et al.,
2000). Further, while repetition-related increases in

neural activity have long been associated with explicit

memory processes, neural increases associated with

priming have also been documented, although less

frequently. Neuroimaging studies have begun to

investigate the nature of such neural increases and

the conditions that elicit them. This research suggests

a link between performance decrements and increased

neural responses associated with priming and provides

new evidence that speaks to competing cognitive

theories of implicit memory.

4.5.1 Negative Priming

Negative priming (NP) occurs when a stimulus is
initially ignored, and subsequent processing of the
stimulus is impaired relative to that of novel stimuli.
An early example of identity NP was demonstrated
by Tipper (1985); overlapping drawings of objects
drawn in two different colors were presented, and
subjects were instructed to attend to and identify
objects of only one specified color. At test, identifica-
tion of previously presented objects that were
ignored was significantly slower than identification
of novel objects. The NP effect has since been docu-
mented across a diverse range of experimental tasks
and stimuli (for review, see Fox, 1995; May et al.,
1995). Efforts to characterize the nature of this pro-
cessing have sparked a number of theoretical debates
within the cognitive psychology literature. One of
these debates has centered on the cause of NP (e.g.,
whether it relies on processes during encoding or
later retrieval), while another has focused on deter-
mining the level of processing that ignored items
undergo in order to elicit NP (e.g., perceptual vs.
semantic processing).

Competing accounts of the cause of NP are
offered by two theories. The selective inhibition
model (Houghton and Tipper, 1994) proposes that
representations of ignored stimuli are initially acti-
vated but are immediately inhibited thereafter by
selective attention. Thus, upon subsequent presenta-
tion of a previously ignored stimulus, this inhibition
must be overcome, resulting in slowed processing
relative to novel stimuli. The episodic retrieval
model (Neill and Valdes, 1992; Neill et al., 1992)
proposes that ignored stimuli are fully encoded into
an episodic representation, as are attended stimuli.
Upon repeated presentation of a stimulus, episodic
information from the initial presentation can provide
a ‘shortcut’ to the previous response associated with
that stimulus. Whereas this would facilitate proces-
sing of previously attended stimuli that were
associated with a particular response, it is detrimental
to processing of ignored stimuli with which no
response was associated at study. Behavioral experi-
ments have failed to produce unambiguous support
for either of these models (Fox, 1995; May et al.,
1995; Egner and Hirsch, 2005).

Neuroimaging can provide a useful way to
test these theories, because they predict the involve-
ment of different brain regions supporting either
inhibitory or episodic processes. Egner and Hirsch
(2005) reported data from an fMRI experiment using
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a color-naming Stroop task that provide support for
the episodic retrieval model. A region in the right
dorsolateral prefrontal cortex (DLPFC) demon-
strated increased activation for probe trials that
were subject to NP relative to probe trials that had
not been primed. The authors noted that this right
DLPFC region has been associated with processes
related to episodic retrieval (for review, see Stevens
and Grady, 2007). Importantly, across individual sub-
jects, activity in right DLPFC was positively
correlated with response times during NP trials, but
not nonprimed trials. These data support the theory
that ignored stimuli, rather than being actively inhib-
ited, are fully encoded at study, and that episodic
retrieval at test contributes to the NP effect.

Another recent fMRI study investigated the level
at which ignored stimuli are processed (i.e., percep-
tual vs. semantic/abstract) (Zubicaray et al., 2006).
The authors reasoned that, if ignored stimuli elicit
automatic activation of semantic representations at
study, then brain regions that have been implicated in
the storage and/or processing of these repre-
sentations, such as the anterior temporal cortex (for
review, see McClelland and Rogers, 2003) should be
active during study of ignored stimuli. Overlapping
drawings of different-colored objects elicited NP
(slower reaction time for object identification at
test) for previously ignored objects relative to novel
objects. Analysis of fMRI data from the study session
revealed a positive relationship between the magni-
tude of BOLD activity in the left anterolateral
temporal cortex, including the temporal pole, and
the magnitude of the subsequent NP effect. In agree-
ment with Egner and Hirsch (2005), these data
suggest that ignored stimuli are actively processed
at study, and further indicate that this processing
occurs at the level of abstract/semantic representa-
tions in higher conceptual brain regions.

4.5.2 Familiar Versus Unfamiliar Stimuli

There has been a long-standing debate in the cognitive
psychology literature concerning priming of familiar
versus unfamiliar stimuli (for review, see Tenpenny,
1995). According to modification/abstractionist the-
ories (Morton, 1969; Bruce and Valentine, 1985),
preexisting representations are required in order for
priming to occur; these abstract representations are
modified in some way upon presentation of familiar
stimuli. According to acquisition/episodic theories
( Jacoby, 1983; Roediger and Blaxton, 1987; Schacter
et al., 1990), priming does not rely on a preexisting

representation; rather, both familiar and unfamiliar
stimuli can leave some form of a trace that can facilitate
subsequent priming (although there may be limits; see
Schacter et al., 1990; Schacter and Cooper, 1995).
Neuroimaging studies have produced data relevant to
this debate.

In a PET study, Schacter et al. (1995) reported
behavioral priming for repeated unfamiliar objects, as
shown by increased accuracy of possible/impossible
judgments for structurally possible three-dimen-
sional objects. However, in contrast to the more
common finding of concomitant reduction in neural
activity associated with behavioral priming reviewed
earlier in the chapter, the authors reported increased
activation in a left inferior fusiform region that was
associated with priming of the possible objects.

In a more recent event-related fMRI study,
Henson et al. (2000) reported data from four experi-
ments using familiar and unfamiliar faces and
symbols that directly tested the hypothesis that repe-
tition-related neural priming entails reduced neural
activity for familiar stimuli, but increased neural
activity for unfamiliar stimuli. Behavioral priming
(faster reaction times for familiarity judgments) was
documented for repetition of both familiar and
unfamiliar faces and symbols (although priming
was greater for familiar than for unfamiliar stimuli).
However, in a right fusiform region, repetition
resulted in decreased activation for familiar faces
and symbols, but increased activation for unfamiliar
faces and symbols.

Henson et al. (2000) offered an account of their
findings in terms of both modification and acquisition:
while priming of familiar stimuli involves modification
of preexisting representations, resulting in repetition
suppression, priming also occurs for unfamiliar stimuli
as a new representation is formed, resulting in repetition
enhancement (for a generalized theory, see Henson,
2003). This suggestion is supported by evidence from
a study by Fiebach et al. (2005), who concluded that
neural decreases accompanying repeated words, in
contrast to neural increases accompanying repeated
pseudowords, reflect the sharpening of familiar
object representations and the formation of novel
representations for unfamiliar objects, respectively.
Further, data from a previously reviewed study
by Ishai et al. (2004) support this hypothesis as
well; for unfamiliar faces, neural activation increased
for the first repetition, but decreased in a linear
trend thereafter, possibly reflecting the initial
acquisition of an unfamiliar face representation,
followed by subsequent modification of this newly
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formed representation. Henson et al. (2000) further
hypothesized that the repetition enhancement
effect for unfamiliar stimuli would only occur in
‘‘higher visual areas, such as the fusiform cortex,
where the additional processes such as recognition
occur’’ (Henson et al., 2000: 1272). However, in a
recent study using event-related fMRI, Slotnick
and Schacter (2004) reported increased activation
in early visual processing regions (BA 17/18) for
repeated, relative to novel, unfamiliar abstract
shapes. This finding suggests that earlier perceptual
regions may also demonstrate activation attributable
to processes involved in acquisition of new repre-
sentations of unfamiliar stimuli.

4.5.3 Sensitivity Versus Bias

In number of studies by Schacter and colleagues
(Schacter et al., 1990, 1991a; Cooper et al., 1992;
Schacter and Cooper, 1993) participants studied line
drawings of structurally possible and impossible objects
and thenmade possible/impossible judgments at test to
repeated presentations of the objects. Behavioral prim-
ing is measured as increased accuracy (and/or faster
reaction time) for identifying an object as possible or
impossible upon repeated presentations; significant
priming is consistently observed for possible, but not
impossible, objects. As mentioned earlier, a PET study
of priming on the possible/impossible decision task
revealed that increased activation in a left inferior/
fusiform regionwas associated with priming of possible
objects only (Schacter et al., 1995).

Schacter and Cooper proposed that such priming
depends on the structural description system (SDS), a
subsystem of the more general perceptual represen-
tation system (Tulving and Schacter, 1990). The
proposal of an SDS was based on evidence of disso-
ciations between priming (for possible, but not
impossible, objects) and explicit tests of memory,
across study-to-test object transformations (Cooper,
et al., 1992; Schacter et al., 1993b), manipulations at
encoding (Schacter and Cooper, 1993; Schacter et al.,
1990), and in studies with elderly populations and
amnesic patients (Schacter et al., 1991b, 1992, 1993b;
and for review, see Soldan et al., 2006). In this view,
priming of repeated objects reflects increased sensi-
tivity (i.e., accuracy) on the part of the SDS, which is
only capable of representing structurally possible
objects.

An alternative theory is the bias account of prim-
ing in the possible/impossible object-decision task
proposed by Ratcliff and McKoon (McKoon and

Ratcliff, 1995, 2001; Ratcliff and McKoon, 1995,
1996, 1997, 2000). In this view, an encounter with an
object, regardless of whether it is structurally possible
or impossible, results in a subsequent bias to classify
that object as ‘possible,’ leading to increased accuracy
(i.e., positive priming) for repeated possible objects
but decreased accuracy (i.e., negative priming) for
impossible objects. However, this account also posits
that explicit processes play a role in object-decisions,
such that explicit memory of the study episode cues
subjects as to whether the object is possible or impos-
sible. It is argued, then, that this combination of bias
and episodic information leads to robust positive
priming for possible objects. By contrast, for impossi-
ble objects, the two factors cancel each other out,
resulting in zero priming. Ratcliff and McKoon
(1995) reported data from seven experiments that
supported their hypothesis (for criticism of their con-
clusions, see Schacter and Cooper, 1995; for response,
see McKoon and Ratcliff, 1995). Other bias accounts
of object-decision priming have been proposed as
well, such as the structure-extraction bias (Williams
and Tarr, 1997).

Behavioral studies relevant to this debate continue
to emerge, supporting either the sensitivity account
of priming (e.g., Zeelenberg et al., 2002) or the bias
account (e.g., Thapar and Rouder, 2001), but behav-
ioral investigations alone have been inconclusive
(Soldan et al., 2006). However, neuroimaging studies
have recently produced evidence that speaks to the
ongoing debate.

In a recent event-related fMRI study (Habeck
et al., 2006), subjects performed a continuous possi-
ble/impossible object-decision task on structurally
possible and impossible objects repeated four times
each. Although the behavioral results did not corre-
spond to sensitivity or bias models, or to previous
findings (priming, as measured by faster reactions
times, was documented for both possible and impos-
sible objects), neural priming was documented for
possible objects only. A multivariate analysis of the
fMRI data revealed a pattern of brain regions in
which activation covaried in a linear fashion (areas
showing both repetition suppression and repetition
enhancement) with repetition of possible objects
only. No such pattern was observed for repetition of
impossible objects. Further, there was a correlation
between behavioral (faster reaction times) and neural
priming for possible objects only.

Similarly, a recent ERP study by Soldan et al.
(2006) reported data from two possible/impossible
object-decision priming experiments using unfamiliar
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objects that provide compelling evidence that the
visual system differentially encodes globally possible
versus globally impossible structures. In the first
experiment, subjects made structural decisions
(right/left orientation-decision task) about possible
and impossible objects at study. In the second experi-
ment, a functional decision (tool/support function-
decision task) was performed at study. The behavioral
results of the experiments were inconclusive with
respect to sensitivity versus bias theories. However,
the ERP data clearly failed to support bias theories,
which hold that possible and impossible objects are
processed similarly in the visual processing system.
Rather, two early ERP components (the N1 and
N2 responses) showed repetition enhancement for
possible objects, but no neural effect for repetition
of impossible objects, in both the structural and
functional encoding experiments. Moreover, the mag-
nitude of repetition enhancement in the N1 ERP
component was correlated with behavioral priming
for possible objects. These data support the theory
that priming is supported by an SDS that encodes
structurally possible objects only.

4.6 Correlations between Behavioral
and Neural Priming

While neuroimaging studies have provided consider-
able evidence bearing on the neural correlates of
priming, caution is warranted when interpreting the
causal nature of such effects. Although a number of
studies have documented the close overlap between
neuronal activity and BOLD activity in the primate
(Logothetis et al., 2001; Shmuel et al., 2006; for a
human analogue see Mukamel et al., 2005), it is
critical to determine whether functional neuroim-
aging data reflect the neural underpinnings of
cognitive processes or index spurious activations
that are epiphenomenal to the process of interest.

Initial studies used methodologies where blocks
during which participants viewed repeated items
were contrasted with blocks during which partici-
pants viewed novel items (e.g., Squire et al., 1992;
Raichle et al., 1994; Buckner et al., 1995; Schacter
et al., 1996; Wagner et al., 1997). The introduction of
event-related fMRI (Dale and Buckner, 1997) later
allowed researchers to intermix old and new items
and delineate activity associated with individual
trial-types, providing evidence that the neural prim-
ing that accompanies repeated items is not simply
due to a blunting of attention or vigilance that may

permeate extended periods of cognitive processing
(e.g., Buckner et al., 1998). Together, studies of this
sort have consistently documented the co-occurrence
of behavioral priming and neural priming in a subset
of the brain regions that are engaged during task
performance with novel material (see Figure 1).

In order to establish a link between neural priming
and behavioral priming, neuroimaging studies have
attempted to demonstrate a relationship between
the magnitude of both effects. That is, if neural prim-
ing is indeed related to behavioral priming, then the
two should not only co-occur but should be directly
correlated. A number of studies have reported a
positive correlation between the magnitudes of be-
havioral priming and neural priming in frontal
regions during tasks of a semantic or conceptual
nature. Maccotta and Buckner (2004) showed that
behavioral priming for repeated words in a living/
nonliving classification task was significantly corre-
lated with the magnitude of neural priming in
regions of the left inferior frontal gyrus and pre-
supplementary motor areas. Using the same task,
Lustig and Buckner (2004) documented significant
correlations between behavioral and neural priming
in the left inferior frontal gyrus for young adults,
healthy older adults, and patients with Alzheimer’s
disease (also see Golby et al., 2005). A similar pattern
has been documented in the auditory domain:
Orfanidou et al. (2006) found that the degree of
auditory word priming on a lexical decision task
was predicted by the extent of neural priming in
left inferior frontal gyrus and supplementary motor
areas. Others have found that the correlation between
behavioral priming and prefrontal neural priming can
be category specific. Using a classification task,
Bunzeck et al. (2006) provided evidence that the
correlations between neural and behavioral priming
were specific for scenes in left inferior prefrontal
cortex, but for faces in left middle frontal gyrus.

Consistent with the foregoing findings, in the
aforementioned study by Dobbins et al. (2004), multi-
ple regression analysis revealed that left prefrontal
activity predicted the disruptive effects of response
switching on behavioral priming for individual sub-
jects: greater initial reductions in prefrontal activity
were associated with greater subsequent disruptions
of behavioral response times when the response was
changed. To the extent that activation reductions in
prefrontal cortex indicate less reliance on controlled
processing and greater reliance on automatic proces-
sing, these data suggest that performance disruptions
attributable to response switching reflect a need to
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reengage slower controlled processes in order to

make object decisions. This idea is consistent with

the further finding that reductions in fusiform activ-

ity did not predict behavioral costs of switching cues,

suggesting that these reductions may be incidental to

behavioral priming during conceptual tasks.
Other evidence indicates that behavioral priming

can correlate with neural priming in regions outside

the prefrontal cortex as well. Bergerbest et al. (2004)

found that behavioral priming for environmental

sound stimuli correlated with neural priming in

right inferior prefrontal cortex and also in two sec-

ondary auditory regions: bilateral superior temporal

sulci and right superior temporal gyrus. Using a stem

completion task, Carlesimo et al. (2003) found that

the magnitude of behavioral cross-modality priming

(auditory-to-visual) was correlated with the extent of

activation reduction at the junction of the left fusi-

form and inferior temporal gyrus.
Turk-Browne et al.’s (2006) study of the relation

between priming and subsequent memory effects,

(where, as discussed earlier, neural activity during

encoding is sorted according to whether items are

subsequently remembered or forgotten) provided a

different perspective on the correlation issue.

Repeated scenes produced behavioral and neural
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Figure 1 Correlations between behavioral and neural priming. (a) Semantic classification of visual objects using event-

related fMRI reveals that the decrease in response time (behavioral priming) that accompanies classification of repeated
items co-occurs with decreased activity (neural priming) in regions of the left inferior frontal gyrus (LIFG) and extrastriate

cortex. (b) During semantic classification of words, the magnitude of behavioral priming is directly correlated with the

magnitude of neural priming in the LIFG, but not the extrastriate cortex. (c) Transcranial magnetic stimulation (TMS) applied to
a region of the LIFG (but not of a control location) during semantic classification of visual objects disrupts subsequent
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priming, but only for those scenes that were subse-
quently remembered. For these scenes only, there
was also a correlation between the magnitude of
behavioral and neural priming in the fusiform
gyrus; this relationship approached significance in
right inferior prefrontal cortex. As discussed earlier,
the finding that the degree of behavioral and neural
priming depended on subsequent memory points
toward a link between implicit and explicit memory,
perhaps involving shared attentional processes.

Together, these studies provide evidence for a
relationship between behavioral priming and neural
priming (also see Zago et al., 2005; Habeck et al.,
2006). Correlations between the two variables
generalize across paradigms (e.g., semantic classifica-
tion, stem-completion) and are restricted to regions
thought to mediate the cognitive operations engaged
during the task. Although these correlations have
been consistently reported with respect to neural
priming in frontal cortices and to a lesser extent
temporal cortex, few studies thus far have provided
evidence for a correlation between behavioral
priming and neural priming in earlier perceptual
cortices – even though neural priming in the latter
regions frequently accompanies item repetition.

The relationship between behavioral priming
and neural priming in early visual regions was ex-
plicitly explored by Sayres and Grill-Spector (2006).
Participants were scanned using fMRI in an adapta-
tion paradigm during a semantic classification task on
objects. Repetition of objects was accompanied by
reductions in activity in regions of the LOC and
posterior fusiform gyrus. However, in contrast to
the correlations that have been observed between
neural and behavioral priming in frontal and tem-
poral regions, neural priming in earlier visual regions
was unrelated to the facilitation in response time that
accompanied repeated classification, thus providing
more evidence that these two phenomena may be less
tightly associated in these regions.

Although these correlations suggest that neural
priming effects in prefrontal and temporal regions
may support behavioral priming on a number of
tasks, they do not allow conclusions regarding a caus-
al role. It is possible that neural priming in these
regions is necessary for behavioral priming.
Alternatively, neural priming in other areas of the
brain (e.g., regions of perceptual cortex) may sub-
serve behavioral priming, and the neural priming
observed in prefrontal and temporal cortex may sim-
ply reflect a feedforward propagation of the changes
occurring in these other regions. In order to establish

a causal relationship between behavioral priming and
neural priming in frontal and temporal cortex, one
would have to provide evidence of a disruption of
behavioral and neural priming in these regions,
accompanied by intact neural priming in perceptual
cortices.

Wig et al. (2005) provided such evidence by com-
bining fMRI with transcranial magnetic stimulation
(TMS). TMS allows for noninvasive disruption of
underlying cortical activity to a circumscribed region,
thus inducing a reversible temporary virtual lesion
(Pascual-Leone et al., 2000). In the study by Wig
and colleagues, for each participant, regions of the
left prefrontal cortex (along the inferior frontal
gyrus) that demonstrated neural priming were first
identified during semantic classification (living/
nonliving) of repeated objects using fMRI. Each par-
ticipant was then brought back for a TMS session
where they classified a new set of objects using the
same task. Short trains of TMS were applied to the
previously identified prefrontal region during classi-
fication of half of these objects; classification of the
remaining half of objects was accompanied by TMS
applied to a control region (left motor cortex).
Immediately following the TMS session, subjects
were rescanned with fMRI while performing the
semantic classification task on objects that were
previously accompanied by prefrontal stimulation,
objects previously accompanied by control-site
stimulation, and novel objects. Results revealed that
classification of objects that had been previously
accompanied by left frontal TMS failed to demon-
strate subsequent behavioral priming and neural
priming in the left inferior frontal gyrus and lateral
temporal cortex. By contrast, neural priming in early
visual regions remained intact. Critically, these effects
were not due to generalized cortical disruption that
accompanied TMS; control-site stimulation had no
disruptive effects on either behavioral or neural
markers of priming. Consistent with this finding,
Thiel et al. (2005) provided evidence for a disruptive
effect of left-frontal TMS on behavioral priming dur-
ing a lexical decision task. Together, these results
provide evidence that behavioral and neural markers
of priming in frontal and temporal regions are
causally related, not just correlated.

In summary, correlations between behavioral and
neural priming are observed consistently in prefron-
tal, and to some extent temporal, regions on priming
tasks that include a conceptual component, such
as semantic classification and stem completion.
Although studies using such tasks have failed to
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demonstrate a relationship between behavioral
priming and neural priming in perceptual regions,
behavioral demonstrations of perceptual priming
are well documented (e.g., Tulving and Schacter,
1990; Schacter et al., 1993a). A key hypothesis to be
evaluated in future investigations is that neural
priming in perceptual cortices subserves perceptual
priming. Establishing a causal relationship between
the two necessitates careful consideration of the be-
havioral tasks used to demonstrate such effects.
Further, it is likely that the behavioral advantage
for repeated processing of an item is mediated by
multiple processes and components of priming –
both conceptual and perceptual – that contribute in
an aggregate fashion to facilitate task performance
(e.g., Roediger et al., 1999). Neuroimaging research
can be helpful in attempting to tease apart the com-
ponents of such effects and link them with the
activity of specific brain regions.

4.7 Summary and Conclusions

Our review demonstrates that neuroimaging research
has shed new light on cognitive theories of priming
that were originally formulated and investigated
through behavioral approaches within the field of
cognitive psychology. The contributions of this
research include advances with respect to long-
standing theoretical debates about the nature of
priming, as well as new lines of investigation not
previously addressed by cognitive studies.

As alluded to earlier, evidence across several
domains of neuroimaging research on priming is
inconsistent with a single process account of the
phenomenon, and instead supports the idea that
multiple processes are involved in different types of
behavioral priming and corresponding neural priming.
Schacter et al. (2007) recently proposed a multiple-
component view of priming, as depicted in Figure 2.

Prefrontal regions demonstrate sensitivity
to both conceptual and stimulus-decision
mapping components of repetition priming.
Robust correlations have been observed
between the magnitude of behavioral
priming and neural priming in this region,
and TMS applied to the left prefrontal
cortex during semantic classification tasks
disrupts subsequent behavioral priming.

Regions of the lateral temporal
cortex demonstrate sensitivity to
conceptual components of repetition
priming, and similar to prefrontal
regions, respond amodally.

Least

R L

A

D

A

Stimulus
specificity

Most

Perceptual cortices (here, regions responsive to
visual stimuli) demonstrate sensitivity to perceptual
components of priming and tend not to be correlated
with behavior during tasks that encourage conceptual
or semantic processing. Neural priming in these
regions demonstrates a gradient of stimulus
specificity such that the degree of stimulus-specific
priming decreases as one proceeds from early
(posterior) to late (anterior) regions within the
perceptual stream, and shows a laterality effect (i.e.,
less specific in the left hemisphere than the right)
across later visual regions.
 

Figure 2 Schematic of proposed components of priming. Figure depicts partially inflated lateral view of the left hemisphere
and ventral view of the left and right hemispheres. Lateral view is tilted in the dorsal-ventral plane to expose the ventral surface

(‘A’ denotes anterior direction, ‘D’ denotes dorsal direction, ‘L’ and ‘R’ denote left and right hemispheres, respectively). Color-

coding of anatomical regions is meant to serve as a heuristic for the proposed components. The color gradient within the

ventral visual stream (blue) is meant to represent approximately the gradient of stimulus specificity that has been observed
within these regions. TMS, transcranial magnetic stimulation. Adapted from Schacter DL, Wig GS, and Stevens WD (2007)

Reductions in cortical activity during priming. Curr. Opin. Neurobiol. 17: 171–176, with permission from Elsevier.
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This view suggests that there are at least two
distinct mechanisms involved in neural priming.
One corresponds roughly to what Wiggs and
Martin (1998) called sharpening or tuning, which
occurs when exposure to a stimulus results in a
sharper, more precise neural representation of that
stimulus (See Grill-Spector et al. (2006) for more
detailed consideration of sharpening and related
ideas). Such tuning effects are likely to predominate
in posterior regions that code for the perceptual
representations of items, and perhaps in anterior
regions that underlie conceptual properties of these
items. Tuning effects, however, are unable to account
for response-specific priming effects (e.g., Dobbins
et al., 2004) and appear to be less correlated with
behavioral priming observed during tasks that are
semantic or conceptual in nature. The second pro-
posed mechanism primarily reflects changes in
prefrontal cortex that drive behavioral priming
effects in a top-down manner, as initially controlled
processes become more automatic (Logan, 1990;
Dobbins et al., 2004).

While the view proposed by Schacter et al. (2007)
suggests two possible components of priming, this is a
preliminary model that needs to be extended, elabo-
rated, and related more fully to distinctions among
types of priming (e.g., perceptual, conceptual, associa-
tive) that have been long discussed in the cognitive
literature. Traditional theories of priming laid the
groundwork for understanding these components, and
neuroimaging research will likely play a crucial role in
resolving the questions that remain, in suggesting new
lines of inquiry not previously conceived of, and in
expanding our understanding of the nature of priming
and implicit memory more generally.

References

Badgaiyan RD, Schacter DL, and Alpert NM (1999) Auditory
priming within and across modalities: Evidence from
positron emission tomography. J. Cogn. Neurosci. 11:
337–348.

Badgaiyan RD, Schacter DL, and Alpert NM (2001) Priming
within and across modalities: Exploring the nature of rCBF
increases and decreases. Neuroimage 13: 272–282.

Badgaiyan RD, Schacter DL, and Alpert NM (2002) Retrieval of
relational information: A role for left inferior prefrontal cortex.
Neuroimage 17: 393–400.

Bergerbest D, Ghahremani DG, and Gabrieli JD (2004) Neural
correlates of auditory repetition priming: Reduced fMRI
activation in the auditory cortex. J. Cogn. Neurosci. 16:
966–977.

Berntsen D and Hall NM (2004) The episodic nature of
involuntary autobiographical memories. Mem. Cognit. 32:
789–803.

Blondin F and Lepage M (2005) Decrease and increase in brain
activity during visual perceptual priming: An fMRI study on
similar but perceptually different complex visual scenes.
Neuropsychologia 43: 1887–1900.

Bowers BJ (2000) The modality-specific and -nonspecific
components of long-term priming are frequency sensitive.
Mem. Cognit. 28: 406–414.

Bowers JS and Schacter DL (1990) Implicit memory and test
awareness. J. Exp. Psychol. Learn. Mem. Cogn. 16:
404–416.

Brewer JB, Zhao Z, Glover GH, and Gabrieli JD (1998) Making
memories: Brain activity that predicts whether visual
experiences will be remembered or forgotten. Science 281:
1185–1187.

Bruce V and Valentine T (1985) Identity priming in the
recognition of familiar faces. Br. J. Psychol. 76: 373–383.

Buckner RL, Goodman J, Burock M, et al. (1998) Functional-
anatomic correlates of object priming in humans revealed by
rapid presentation event-related fMRI. Neuron 20: 285–296.

Buckner RL, Koutstaal W, Schacter DL, and Rosen BR (2000)
Functional MRI evidence for a role of frontal and inferior
temporal cortex in amodal components of priming. Brain
123: 620–640.

Buckner RL, Petersen SE, Ojemann JG, Miezin FM, Squire LR,
and Raichle ME (1995) Functional anatomical studies of
explicit and implicit memory retrieval tasks. J. Neurosci. 15:
12–29.

Bunzeck N, Schutze H, and Duzel E (2006) Category-specific
organization of prefrontal response-facilitation during
priming. Neuropsychologia 44: 1765–1776.

Bunzeck N, Wuestenberg T, Lutz K, Heinze HJ, and Jancke L
(2005) Scanning silence: Mental imagery of complex sounds.
Neuroimage 26: 1119–1127.

Carlesimo GA (1994) Perceptual and conceptual priming in
amnesic and alcoholic patients. Neuropsychologia 32:
903–921.

Carlesimo GA, Bonanni R, and Caltagirone C (2003) Memory for
the perceptual and semantic attributes of information in pure
amnesic and severe closed-head injured patients. J. Clin.
Exp. Neuropsychol. 25: 391–406.

Carlesimo GA, Turriziani P, Paulesu E, et al. (2004) Brain activity
during intra- and cross-modal priming: New empirical data
and review of the literature. Neuropsychologia 42: 14–24.

Clarke R and Morton J (1983) Cross modality facilitation in
tachistoscopic word recognition. Q. J. Exp. Psychol. 35A:
79–96.

Cooper LA, Schacter DL, Ballesteros S, and Moore C (1992)
Priming and recognition of transformed three-dimensional
objects: Effects of size and reflection. J. Exp. Psychol. Learn.
Mem. Cogn. 18: 43–57.

Dale AM and Buckner RL (1997) Selective averaging of rapidly
presented individual trials using fMRI. Hum. Brain Mapp. 5:
329–340.

Dehaene S, Naccache L, Cohen L, et al. (2001) Cerebral
mechanisms of word masking and unconscious repetition
priming. Nat. Neurosc. 4: 752–758.

Dobbins IG, Schnyer DM, Verfaellie M, and Schacter DL (2004)
Cortical activity reductions during repetition priming can
result from rapid response learning. Nature 428: 316–319.

Duzel E, Richardson-Klavehn A, Neufang M, Schott BH, Scholz
M, and Heinze HJ (2005) Early, partly anticipatory, neural
oscillations during identification set the stage for priming.
Neuroimage 25: 690–700.

Eger E, Henson RN, Driver J, and Dolan RJ (2004) Bold
repetition decreases in object-responsive ventral visual
areas depend on spatial attention. J. Neurophysiol. 92:
1241–1247.

Eger E, Schweinberger SR, Dolan RJ, and Henson RN (2005)
Familiarity enhances invariance of face representations in

Implicit Memory and Priming 83



human ventral visual cortex: fMRI evidence. Neuroimage 26:
1128–1139.

Egner T and Hirsch J (2005) Where memory meets attention:
Neural substrates of negative priming. J. Cogn. Neurosci. 17:
1774–1784.

Epstein R and Kanwisher N (1998) A cortical representation of
the local visual environment. Nature 392: 598–601.

Fiebach CJ, Gruber T, and Supp GG (2005) Neuronal
mechanisms of repetition priming in occipitotemporal
cortex: Spatiotemporal evidence from functional magnetic
resonance imaging and electroencephalography.
J. Neurosci. 25: 3414–3422.

Fox E (1995) Negative priming from ignored distractors in visual
selection: A review. Psychon. Bull. Rev. 2: 145–173.

Golby A, Silverberg G, Race E, et al. (2005) Memory encoding in
Alzheimer’s disease: An fMRI study of explicit and implicit
memory. Brain 128: 773–787.

Graf P and Mandler G (1984) Activation makes words more
accessible, but not necessarily more retrievable. J. Verbal
Learn. Verbal Behav. 23: 553–568.

Graf P and Ryan L (1990) Transfer-appropriate processing for
implicit and explicit memory. J. Exp. Psychol. Learn. Mem.
Cogn. 16: 978–992.

Graf P and Schacter DL (1985) Implicit and explicit memory for
new associations in normal subjects and amnesic patients.
J. Exp. Psychol. Learn. Mem. Cogn. 11: 501–518.

Graf P, Shimamura AP, and Squire LR (1985) Priming across
modalities and priming across category levels: Extending the
domain of preserved functioning in amnesia. J. Exp. Psychol.
Learn. Mem. Cogn. 11: 385–395.

Grill-Spector K, Henson R, and Martin A (2006) Repetition and
the brain: Neural models of stimulus-specific effects. Trends
Cogn. Sci. 10: 14–23.

Grill-Spector K, Kushnir T, Edelman S, Avidan G, Itzchak Y, and
Malach R (1999) Differential processing of objects under
various viewing conditions in the human lateral occipital
complex. Neuron 24: 187–203.

Gruber T, Giabbiconi CM, Trujillo-Barreto NJ, and Muller MM
(2006) Repetition suppression of induced gamma band
responses is eliminated by task switching. Eur. J. Neurosci.
24: 2654–2660.

Habeck C, Hilton HJ, Zarahn E, Brown T, and Stern Y (2006) An
event-related fMRI study of the neural networks underlying
repetition suppression and reaction time priming in implicit
visual memory. Brain Res. 1075: 133–141.

Hasson U, Nusbaum HC, and Small SL (2006) Repetition
suppression for spoken sentences and the effect of task
demands. J. Cogn. Neurosci. 18: 2013–2029.

Henson RN (2003) Neuroimaging studies of priming. Prog.
Neurobiol. 70: 53–81.

Henson RN, Shallice T, and Dolan R (2000) Neuroimaging
evidence for dissociable forms of repetition priming. Science
287: 1269–1272.

Henson RN, Shallice T, Gorno-Tempini ML, and Dolan RJ (2002)
Face repetition effects in implicit and explicit memory tests
as measured by fMRI. Cereb. Cortex 12: 178–186.

Houghton G and Tipper SP (1994) A model of inhibitory
mechanisms in selective attention. In: Dagenbach D and
Carr T (eds.) Inhibitory Mechanisms in Attention, Memory,
and Language, pp. 53–112. San Diego, CA: Academic Press.

Ishai A, Pessoa L, Bikle PC, and Ungerleider LG (2004)
Repetition suppression of faces is modulated by emotion.
Proc. Natl. Acad. Sci. USA 101: 9827–9832.

Jacoby LL (1983) Perceptual enhancement: Persistent effects
of an experience. J. Exp. Psychol. Learn. Mem. Cogn. 9:
21–38.

Jacoby LL (1991) A process dissociation framework: Separating
automatic from intentional uses of memory. J. Mem. Lang.
30: 513–541.

Jacoby LL and Dallas M (1981) On the relationship between
autobiographical memory and perceptual learning. J. Exp.
Psychol. Gen. 110: 306–340.

Koutstaal W, Verfaellie M, and Schacter DL (2001) Recognizing
identical vs. similar categorically related common objects:
Further evidence for degraded gist representations in
amnesia. Neuropsychology 15: 268–289.

Logan GD (1990) Repetition priming and automaticity: Common
underlying mechanisms? Cognit. Psychol. 22: 1–35.

Logothetis NK, Pauls J, Augath M, Trinath T, and Oeltermann A
(2001) Neurophysiological investigation of the basis of the
fMRI signal. Nature 412: 150–157.

Lustig C and Buckner RL (2004) Preserved neural correlates of
priming in old age and dementia. Neuron 42: 865–875.

Maccotta L and Buckner RL (2004) Evidence for neural effects
of repetition that directly correlate with behavioral priming. J.
Cogn. Neurosci. 16: 1625–1632.

Marsolek CJ, Kosslyn SM, and Squire LR (1992) Form specific
visual priming in the right cerebral hemisphere. J. Exp.
Psychol. Learn. Mem. Cogn. 18: 492–508.

Marsolek CJ, Schacter DL, and Nicholas CD (1996) Form-
specific visual priming for new associations in the right
cerebral hemisphere. Mem. Cognit. 24: 539–556.

Martin E (1968) Stimulus meaningfulness and paired-associate
transfer: An encoding variability hypothesis. Psychol. Rev.
75: 421–441.

May CP, Kane MJ, and Hasher L (1995) Determinants of
negative priming. Psychol. Bull. 118: 35–54.

McClelland JL and Rogers TT (2003) The parallel distributed
processing approach to semantic cognition. Nat. Rev.
Neurosci. 4: 310–322.

McKoon G and Ratcliff R (1995) How should implicit memory
phenomena be modeled? J. Exp. Psychol. Learn. Mem.
Cogn. 21: 777–784.

McKoon G and Ratcliff R (2001) Counter model for word
identification: Reply to Bowers (1999). Psychol. Rev. 108:
674–681.

Miller EK and Desimone R (1993) Scopolamine affects short-
term memory but not inferior temporal neurons. Neuroreport
4: 81–84.

Miller EK, Gochin PM, and Gross CG (1991) Habituation-like
decrease in the responses of neurons in inferior temporal
cortex of the macaque. Vis. Neurosci. 7: 357–362.

Morton J (1969) Interaction of information in word recognition.
Psychol. Rev. 76: 165–178.

Mukamel R, Gelbard H, Arieli A, Hasson U, Fried I, and Malach R
(2005) Coupling between neuronal firing, field potentials, and
fMRI in human auditory cortex. Science 309: 951–954.

Mulligan NW and Hartman M (1996) Divided attention and
indirect memory tests. Mem. Cognit. 24: 453–465.

Mulligan NW and Hornstein SL (2000) Attention and perceptual
priming in the perceptual identification task. J. Exp. Psychol.
Learn. Mem. Cogn. 26: 626–637.

Murray SO and Wojciulik E (2004) Attention increases neural
selectivity in the human lateral occipital complex. Nat.
Neurosci. 7: 70–74.

Neill WT and Valdes LA (1992) Persistence of negative priming:
Steady state of decay? J. Exp. Psychol. Learn. Mem. Cogn.
18: 565–576.

Neill WT, Valdes LA, Terry KM, andGorfein DS (1992) Persistence
of negative priming: II. Evidence for episodic trace retrieval. J.
Exp. Psychol. Learn. Mem. Cogn. 18: 993–1000.

O’Kane G, Insler RZ, and Wagner AD (2005) Conceptual and
perceptual novelty effects in human medial temporal cortex.
Hippocampus 15: 326–332.

Orfanidou E, Marslen-Wilson WD, and Davis MH (2006)
Neural response suppression predicts repetition priming of
spoken words and pseudowords. J. Cogn. Neurosci. 18:
1237–1252.

84 Implicit Memory and Priming



Pascual-Leone A, Walsh V, and Rothwell J (2000) Transcranial
magnetic stimulation in cognitive neuroscience – virtual
lesion, chronometry, and functional connectivity. Curr. Opin.
Neurobiol. 10: 232–237.

Raichle ME, Fiez JA, Videen TO, et al. (1994) Practice-related
changes in human brain functional anatomy during nonmotor
learning. Cereb. Cortex 4: 8–26.

Ratcliff R and McKoon G (1995) Bias in the priming of object
decisions. J. Exp. Psychol. Learn. Mem. Cogn. 21: 754–767.

Ratcliff R and McKoon G (1996) Bias effects in implicit memory
tasks. J. Exp. Psychol. Gen. 125: 403–421.

Ratcliff R and McKoon G (1997) A counter model for implicit
priming in perceptual word identification. Psychol. Rev. 104:
319–343.

Ratcliff R and McKoon G (2000) Modeling the effects of
repetition and word frequency in perceptual identification.
Psychon. Bull. Rev. 7: 713–717.

Richardson-Klavehn A and Gardiner JM (1996) Cross-modality
priming in stem completion reflects conscious memory, but
not voluntary memory. Psychon. Bull. Rev. 3: 238–244.

Richardson-Klavehn A and Gardiner JM (1998) Depth-of-
processing effects on priming in stem completion: Tests of
the voluntary-contamination, conceptual-processing, and
lexical-processing hypotheses. J. Exp. Psychol. Learn. Mem.
Cogn. 24: 593–609.

Richardson-Klavehn A, Gardiner JM, and Java RI (1994)
Involuntary conscious memory and the method of
opposition. Memory 2: 1–29.

Roediger HL III (1990) Implicit memory: A commentary. Bull.
Psychon. Soc. 28: 373–380.

Roediger HL III and Blaxton TA (1987) Effects of varying
modality, surface features, and retention interval on priming
in word fragment completion. Mem. Cognit. 15: 379–388.

Roediger HL, Buckner RL III, and McDermott KB (1999)
Components of processing. In: Foster JK and Jelicic M (eds.)
Memory: Systems, Process, or Function? pp. 31–65. Oxford:
Oxford University Press.

Roediger HL III and McDermott KB (1993) Implicit memory in
normal human subjects. In: Spinnler H and Boller F (eds.)
Handbook of Neuropsychology, pp. 63–131. Amsterdam:
Elsevier.

Roediger HL III, Weldon MS, and Challis BH (1989)
Explaining dissociations between implicit and explicit
measures of retention: A processing account. In: Roediger
HLI and Craik FIM (eds.) Varieties of Memory and
Consciousness: Essays in Honor of Endel Tulving, pp. 3–41.
Hillsdale, NJ: Erlbaum.

RuggMD, Fletcher PC, Frith CD, Frackowiak RSJ, and Dolan RJ
(1997) Brain regions supporting intentional and incidental
memory: A PET study. Neuroreport 8: 1283–1287.

Ryan L and Schnyer D (2006) Regional specificity of format-
specific priming effects in mirror word reading using
functional magnetic resonance imaging. Cereb. Cortex 17:
982–992.

Sayres R and Grill-Spector K (2006) Object-selective cortex
exhibits performance-independent repetition suppression.
J. Neurophysiol. 95: 995–1007.

Schacter DL (1987) Implicit memory: History and current status.
J. Exp. Psychol. Learn. Mem. Cogn. 13: 501–518.

Schacter DL (1990) Perceptual representation systems and
implicit memory: Toward a resolution of the multiple memory
systems debate. Ann. N.Y. Acad. Sci. 608: 543–571.

Schacter DL (1994) Priming and multiple memory systems:
Perceptual mechanisms of implict memory. In: Schacter DL
and Tulving E (eds.) Memory Systems, pp. 233–268.
Cambridge: MIT Press.

Schacter DL, Badgaiyan RD, and Alpert NM (1999) Visual word
stem completion priming within and across modalities:
A PET study. Neuroreport 10: 2061–2065.

Schacter DL, Bowers J, and Booker J (1989) Intention,
awareness, and implicit memory: The retrieval intentionality
criterion. In: Lewandowsky S, Dunn JC, and Kirsner K (eds.)
Implicit Memory: Theoretical Issues, pp. 47–69. Hillsdale, NJ:
Erlbaum.

Schacter DL and Buckner RL (1998) Priming and the brain.
Neuron 20: 185–95.

Schacter DL, Chiu CYP, and Ochsner KN (1993a) Implicit
memory: A selective review. Annu. Rev. Neurosci. 16:
159–182.

Schacter DL and Church B (1992) Auditory priming: Implicit and
explicit memory for words and voices. J. Exp. Psychol.
Learn. Mem. Cogn. 18: 915–930.

Schacter DL and Cooper LA (1993) Implicit and explicit memory
for novel visual objects: Structure and function. J. Exp.
Psychol. Learn. Mem. Cogn. 19: 995–1009.

Schacter DL and Cooper LA (1995) Bias in the priming of object
decisions: Logic, assumption, and data. J. Exp. Psychol.
Learn. Mem. Cogn. 21: 768–776.

Schacter DL, Cooper LA, and Delaney SM (1990) Implicit
memory for unfamiliar objects depends on access to
structural descriptions. J. Exp. Psychol. Gen. 119: 5–24.

Schacter DL, Cooper LA, Delaney SM, Peterson MA, and
Tharan M (1991a) Implicit memory for possible and
impossible objects: Constraints on the construction of
structural descriptions. J. Exp. Psychol. Learn. Mem. Cogn.
17: 3–19.

Schacter DL, Cooper LA, Tharan M, and Rubens AB (1991b)
Preserved priming of novel objects in patients with memory
disorders. J. Cogn. Neurosci. 3: 117–130.

Schacter DL, Cooper LA, and Treadwell J (1993b) Preserved
priming of novel objects across size transformation in
amnesic patients. Psych. Sci. 4: 331–335.

Schacter DL, Cooper LA, and Valdiserri M (1992) Implicit and
explicit memory for novel visual objects in older and younger
adults. Psychol. Aging 7: 299–308.

Schacter DL, Dobbins IG, and Schnyer DM (2004) Specificity of
priming: A cognitive neuroscience perspective. Nat. Rev.
Neurosci. 5: 853–862.

Schacter DL and Graf P (1986) Preserved learning in amnesic
patients: Perspectives on research from direct priming. J.
Clin. Exp. Neuropsychol. 8: 727–743.

Schacter DL, Reiman E, Uecker A, Polster MR, Yun LS, and
Cooper LA (1995) Brain regions associated with retrieval of
structurally coherent visual information. Nature 376: 587–590.

Schacter DL, Savage CR, Alpert NM, Rauch SL, and Albert MS
(1996) The role of hippocampus and frontal cortex in age-
related memory changes: A PET study. Neuroreport 7:
1165–1169.

Schacter DL, Wig GS, and Stevens WD (2007) Reductions in
cortical activity during priming. Curr. Opin. Neurobiol. 17:
171–176.

Schnyer DM, Dobbins IG, Nicholls L, Davis S, Verfaellie M, and
Schacter DL (in press) Item to decision mapping in rapid
response learning. Mem Cognit.

Schnyer DM, Dobbins IG, Nicholls L, Schacter DL, and
Verfaellie M (2006) Rapid response learning in amnesia:
Delineating associative learning components in repetition
priming. Neuropsychologia 44: 140–149.

Schott BJ, Henson RN, Richardson-Klavehn A, et al. (2005)
Redefining implicit and explicit memory: The functional
neuroanatomy of priming, remembering, and control of
retrieval. Proc. Natl. Acad. Sci. USA 102: 1257–1262.

Schott BJ, Richardson-Klavehn A, Henson RN, Becker C,
Heinze HJ, and Duzel E (2006) Neuroanatomical dissociation
of encoding processes related to priming and explicit
memory. J. Neurosci. 26: 792–800.

Shmuel A, Augath M, Oeltermann A, and Logothetis NK (2006)
Negative functional MRI response correlates with decreases

Implicit Memory and Priming 85



in neuronal activity in monkey visual area V1. Nat. Neurosci.
9: 569–577.

Simons JS, Koutstaal W, Prince S, Wagner AD, and Schacter
DL (2003) Neural mechanisms of visual object priming:
Evidence for perceptual and semantic distinctions in
fusiform cortex. Neuroimage 19: 613–626.

Slotnick SD and Schacter DL (2004) A sensory signature that
distinguishes true from false memories. Nat. Neurosci. 7:
664–672.

Squire LR, Ojemann JG, Miezin FM, Petersen SE, Videen TO,
and Raichle ME (1992) Activation of the hippocampus in
normal humans: A functional anatomical study of memory.
Proc. Natl. Acad. Sci. USA 89: 1837–1841.

Soldan A, Mangels JA, and Cooper LA (2006) Evaluating models
of object-decision priming: Evidence from event-related
potential repetition effects. J. Exp. Psychol. Learn. Mem.
Cogn. 32: 230–248.

Stevens WD and Grady CL (2007) Insight into frontal lobe
function from functional neuroimaging studies of episodic
memory. In: Miller BL and Cummings JL (eds.) The Human
Frontal Lobes: Functions and Disorders, 2nd edn.,
pp. 207–226. New York: Guildford.

Tenpenny PL (1995) Abstractionist versus episodic theories of
repetition priming and word identification. Psychon. Bull.
Rev. 2: 339–363.

Thapar A and Rouder JN (2001) Bias in conceptual priming.
Psychon. Bull. Rev. 8: 791–797.

Thiel A, Haupt WF, Habedank B, et al. (2005) Neuroimaging-
guided rTMS of the left inferior frontal gyrus interferes with
repetition priming. Neuroimage 25: 815–823.

Tipper SP (1985) The negative priming effect: Inhibitory priming
by ignored objects. Q. J. Exp. Psychol. A 37: 571–590.

Tulving E and Schacter DL (1990) Priming and human memory
systems. Science 247: 301–306.

Turk-Browne NB, Yi DJ, and Chun MM (2006) Linking implicit
and explicit memory: Common encoding factors and shared
representations. Neuron 49: 917–927.

Vogels R, Sary G, and Orban GA (1995) How task-related are
the responses of inferior temporal neurons? Vis. Neurosci.
12: 207–214.

Voss JL and Paller KA (2006) Fluent conceptual processing and
explicit memory for faces are electrophysiologically distinct.
J. Neurosci. 26: 926–933.

Vuilleumier P, Henson RN, Driver J, and Dolan RJ (2002)
Multiple levels of visual object constancy revealed by event-
related fMRI of repetition priming. Nat. Neurosci. 5: 491–499.

Vuilleumier P, Schwartz S, Duhoux S, Dolan RJ, and Driver J
(2005) Selective attention modulates neural substrates of
repetition priming and ‘‘implicit’’ visual memory:
Suppressions and enhancements revealed by fMRI. J. Cogn.
Neurosci. 17: 1245–1260.

Wagner AD, Desmond JE, Demb JB, Glover GH, and Gabrieli
JDE (1997) Semantic repetition priming for verbal and
pictorial knowledge: A functional MRI study of left inferior
prefrontal cortex. J. Cogn. Neurosci. 9: 714–726.

Wagner AD, Maril A, and Schacter DL (2000) Interactions
between forms of memory: When priming hinders new
learning. J. Cogn. Neurosci. 12: 52–60.

Wagner AD, Schacter DL, Rotte M, et al. (1998) Building
memories: Remembering and forgetting of verbal
experiences as predicted by brain activity. Science 281:
1188–1191.

Wheatley T, Weisberg J, Beauchamp MS, and Martin A (2005)
Automatic priming of semantically related words reduces
activity in the fusiform gyrus. J. Cogn. Neurosci. 17:
1871–1885.

Williams P and Tarr MJ (1997) Structural processing and implicit
memory for possible and impossible figures. J. Exp. Psychol.
Learn. Mem. Cogn. 23: 1344–1361.

Wig GS, Grafton ST, Demos KE, and Kelley WM (2005)
Reductions in neural activity underlie behavioral
components of repetition priming. Nat. Neurosci. 8:
1228–1233.

Wiggs CL and Martin A (1998) Properties and mechanisms of
perceptual priming. Curr. Opin. Neurobiol. 8: 227–233.

Yi DJ and Chun MM (2005) Attentional modulation of learning-
related repetition attenuation effects in human
parahippocampal cortex. J. Neurosci. 25: 3593–3600.

Yi DJ, Kelley TA, Marois R, and Chun MM (2006) Attentional
modulation of repetition attenuation is anatomically
dissociable for scenes and faces. Brain Res. 1080: 53–62.

Zago L, Fenske MJ, Aminoff E, and Bar M (2005) The rise and
fall of priming: How visual exposure shapes cortical
representations of objects. Cereb. Cortex 15: 1655–1665.

Zeelenberg R, Wagenmakers EJ, and Raaijmakers JG (2002)
Priming in implicit memory tasks: Prior study causes
enhanced discriminability, not only bias. J. Exp. Psychol.
Gen. 131: 38–47.

Zubicaray G, McMahon K, Eastburn M, Pringle A, and Lorenz L
(2006) Classic identity negative priming involves accessing
semantic representations in the left anterior temporal cortex.
Neuroimage 33: 383–390.

86 Implicit Memory and Priming



5 Semantic Memory
D. A. Balota and J. H. Coane, Washington University, St. Louis, MO, USA

ª 2008 Elsevier Ltd. All rights reserved.

5.1 Nature of the Representation 88

5.2 Network Approaches 88

5.3 Feature Analytic Approaches 91

5.4 Concept Learning and Categorization 94

5.5 Grounding Semantics 96

5.5.1 Grounding Semantics in Analyses of Large-Scale Databases 96

5.5.2 Grounding Semantics in Perceptual Motor Systems 97

5.6 Measuring Semantic Representations and Processes: Insights from Semantic

Priming Studies 98

5.7 The Interplay Between Semantics and Episodic Memory 101

5.8 Representation and Distinctions: Evidence from Neuropsychology 102

5.8.1 Category-Specific Deficits 102

5.8.2 Semantic Dementia 104

5.9 Neuroimaging 105

5.10 Development and Bilingualism 106

5.11 Closing Comments 107

References 107

Semantic memory entails the enormous storehouse
of knowledge that all humans have available. To
begin with, simply consider the information stored
about the words of one’s native language. Each of us
has approximately 50 000 words stored in our mental
dictionary. With each entry, we also have many
different dimensions available. For example, with
the word ‘dog’ we have stored information about
how to spell it, how to pronounce it, its grammatical
category, and the fact that the object the word refers
to typically has four legs, is furry, is a common pet,
and likes to chase cats (sometimes cars, squirrels, and
other rodents), along with additional sensory infor-
mation about how it feels when petted, the sound
produced when it barks, the visual appearance of
different types of dogs, emotional responses from
past experiences, and much, much more. Of course,
our knowledge about words is only the tip of the
iceberg of the knowledge we have available. For
example, people (both private and public) are a par-
ticularly rich source of knowledge. Consider how
easy it is to quickly and efficiently retrieve detailed
characteristics about John F. Kennedy, Marilyn
Monroe, Bill Clinton, a sibling, parent, child, and so
on. Indeed, our semantic, encyclopedic knowledge
about the world appears limitless.

One concern reflected by the examples above is that
semantic memory seems to be all inclusive. In this
light, it is useful to contrast it with other forms of
memory, and this is precisely what Tulving (1972)
did in his classic paper distinguishing semantic and
episodic memory. According to Tulving, semantic
memory ‘‘is a mental thesaurus, organized knowledge
a person possesses about words and other verbal sym-
bols, their meaning and referents, about relations
among them, and about rules, formulas, and algorithms
for the manipulation of these symbols, concepts and
relations’’ (1972, p. 386). In contrast, episodic memory
refers to a person’s memory for specific events that
were personally experienced and remembered. So,
the memory for the experience of having breakfast
yesterday (e.g., where one was seated, how one felt,
the taste of the food, who one was with) would fall
under the umbrella of episodic memory, but the fact
that eggs, cereal, and toast are typical breakfast foods
reflects semantic knowledge. However, as we shall see,
there is some controversy regarding where episodic
memory ends and semantic memory begins. Indeed,
we would argue that semantic memory penetrates all
forms of memory, even sensory and working memory
(Sperling, 1960; Tulving and Pearlstone, 1966;
Baddeley, 2000), because tasks that are assumed to
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tap into these other types of memory often are influ-
enced by semantic memory.

So, what is indeed unique about semantic mem-
ory, and how has this area of research contributed to
our understanding of learning and memory in gen-
eral? One issue that researchers in this area have
seriously tackled is the nature of representation,
which touches on issues that have long plagued the
philosophy of knowledge or epistemology.
Specifically, what does it mean to know something?
What does it mean to represent the meaning of a
word, such as DOG? Is it simply some central ten-
dency of past experiences with DOGS that one has
been exposed to (i.e., a prototype DOG), or is there a
limited list of primitive semantic features that
humans use to capture the meaning of DOG, along
with many other concepts and objects? Is the knowl-
edge stored in an abstracted, amodal form that is
accessible via different routes or systems, or is all
knowledge grounded in specific modalities? For
example, the meaning of DOG might be represented
by traces laid down by the perceptual motor systems
that were engaged when we have interacted with
DOGs in the past.

In this chapter, we attempt to provide an overview
of the major areas of research addressing the nature of
semantic memory, emphasizing the major themes
that have historically been at the center of research.
Clearly, given the space limitations, the goal here is
to introduce the reader to these issues and provide
references to more detailed reviews. The vast major-
ity of this work emphasizes behavioral approaches to
the study of semantics, but we also touch upon con-
tributions from neuropsychology, neuroimaging, and
computational linguistics that have been quite infor-
mative recently. We focus on the following major
historical developments: (1) the nature of the repre-
sentation, (2) conceptual development and learning,
(3) insights from and limitations of semantic priming
studies, (4) interplay between semantic and episodic
memory tasks, and (5) cognitive neuroscience con-
straints afforded by comparisons of different patient
populations and recent evidence from neuroimaging
studies.

5.1 Nature of the Representation

Although the question of how one represents knowl-
edge has been around since the time of Aristotle, it
is clear that cognitive scientists are still actively
pursuing this issue. One approach to representation

is that we abstract from experience a prototypical
meaning of a concept, and these ideal representations
are interconnected to other related representations
within a rich network of semantic knowledge. This is
the network approach. Another approach is that there
is a set of primitive features that we use to define the
meaning of words. The meanings of different words
and concepts reflect different combinations of these
primitive features. This is a feature-based approach.
Historically, the distinction between these two
approaches has been central to research addressing
the nature of semantic memory.

5.2 Network Approaches

One of the first landmark studies of knowledge rep-
resentation came from computer science and was
based on the important dissertation of A. M.
Quillian. Quillian (1968) developed a model of
knowledge representation called the Teachable
Language Comprehender. A goal of this model was
to formulate a working program that allowed effi-
cient access to an enormous amount of information
while minimizing redundancy of information in the
network. Quillian adopted a hierarchically organized
network, a portion of which is displayed in Figure 1.
As shown, there are two important aspects to the
network: nodes and pathways. The nodes in this net-
work are intended to directly represent a concept in
semantic memory, so for example, the word BIRD
has a node that represents BIRDNESS. These nodes
are interconnected in this network via labeled path-
ways, which are either ‘isa’ directional pathways or
property pathways. Specifically, one can verify that
BIRDS are indeed ANIMALS by finding an isa
pathway between BIRDS and ANIMALS. Likewise,
one could verify that ‘A ROBIN BREATHES’ by
finding the isa pathway between robin and bird, and
between bird and animal, and then accessing the
property pathway leading to BREATHES from
ANIMALS. In this sense, the model was quite eco-
nomical, because most properties were stored only at
the highest level in the network in which most of the
lower exemplars included that property. For exam-
ple, BREATHES would only be stored at the
ANIMAL level, and not at the BIRD or CANARY
level, thereby minimizing redundancy (and memory
storage) in the network. Quillian also recognized that
some features may not apply to all exemplars below
that level in the network (e.g., ostriches are birds, and
birds fly), so in these cases, one needed to include a
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special property for these concepts (such as CAN’T
FLY attached to OSTRICHES).

The economy of the network displayed in
Figure 1 does not come without some cost.
Specifically, why would one search so deeply in a
network to verify a property of a given concept, that
is, why would one have to go all the way to the
ANIMAL concept to verify that ‘CANARIES
BREATHE’? It seems more plausible that we would
have the property BREATHES directly stored with
the CANARY node. Of course, Quillian was not
initially interested in how well his network might
capture performance in humans, because his goal
was to develop a computer model that would be
able to verify a multitude of questions about natural
categories, within the constraints of precious compu-
ter memory available at the time.

Fortunately for cognitive psychologists, Quillian
began a collaborative effort with A. Collins to test
whether the network model developed by Quillian
could indeed predict human performance on a sen-
tence verification task, that is, the speed to verify
such sentences as ‘A CANARY IS A BIRD’.
Remarkably, the Collins and Quillian (1969) study
provided evidence that appeared to be highly sup-
portive of the hierarchically organized network
structure that Quillian independently developed in
artificial intelligence. Specifically, human perfor-
mance was nicely predicted by how many ‘isa’ and

‘property’ pathways one needed to traverse to verify
a sentence. The notion is that there was a spreading
activation retrieval mechanism that spread across
links within the network, and the more links tra-
versed the slower the retrieval time. So, the original
evidence appeared to support the counterintuitive
prediction that subjects indeed needed to go through
the ‘CANARY IS A BIRD’ link and then the ‘BIRD
IS AN ANIMAL’ link to verify that ‘CANARIES
BREATHE’, because this is where BREATHES is
located in the network.

The power of network theory to economically
represent the relations among a large amount of infor-
mation and the confirmation of the counterintuitive
predictions via the sentence verification studies by
Collins and Quillian (1969) clearly encouraged
researchers to investigate the potential of these net-
works. However, it soon became clear that the initial
hierarchically arranged network structure had some
limitations. For example, the model encountered
some difficulties handling the systematic differences
in false reaction times, that is, the finding that correct
‘false’ responses to ‘BUTTERFLIES ARE BIRDS’ are
slower than responses to ‘SPIDERS ARE BIRDS.’
Importantly, there was also clear evidence of typical-
ity effects within categories. Specifically, categories
have graded structure, that is, some examples of
BIRD, such as ROBINS, appear to be better examples
than other BIRDS, such as OSTRICHES.
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Can sing 

Is yellow 
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Has long
thin legs 

Has feathers 
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Can move around 
Eats 
Breathes 
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Figure 1 Hierarchically arranged network. Taken from Collins A and Quillian MR (1969) Retrieval time from semantic

memory. J. Verb. Learn. Verb. Behav. 8: 240–247.
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There were numerous attempts to preserve the
basic network structure of Collins and Quillian
(1969), and indeed, some general models of cognitive

performance still include aspects of such network
structure. Collins and Loftus (1975) took a major

step forward when they developed a network that
was not forced into a hierarchical framework. This is

displayed in Figure 2. As shown, these networks are
basically unstructured, with pathways between con-

cepts that are related and the strength of the
relationship being reflected by the length of the path-

ways. Collins and Loftus further proposed that the
links between nodes could be dependent on semantic
similarity (e.g., items from the same category, such as

DOG and CAT, would be linked), or the links could
emerge from lexical level factors, such as cooccur-

rence in the language. Thus, DOG and CAT would
be linked because these two items often occur in

similar contexts. Because the strength of spreading
activation is a function of the distance the activation

traversed, typicality effects can be nicely captured in
this framework by the length of the pathways. Of

course, one might be concerned that such networks
are not sufficiently constrained by independent evi-

dence (i.e., if one is slow the pathway must be long).
Nevertheless, such networks have been implemented

to capture knowledge representation in both seman-
tic and episodic domains (see Anderson, 2000).

More recently, there has been a resurgent interest
in a type of network theory. Interestingly, these
developments are again driven from fields outside
of psychology such as physics (see Albert and
Barabasi, 2002) and biology (Jeong et al., 2000).
This approach is very principled in nature in that it
uses large existing databases to establish the connec-
tions across nodes within a network and then uses
graph analytic approaches to provide quantitative
estimates that capture the nature of the networks. In
this light, researchers are not arbitrarily constructing
the networks but are allowing the known relations
among items within the network to specify the struc-
ture of the network. This approach has been used to
quantify such diverse networks as the power grid of
the Western United States and the neural network of
the worm, C. elegans (Watts and Strogatz, 1998). Once
one has the network established for a given domain
(i.e., providing connections between nodes), one can
then quantify various characteristics of the network,
such as the number of nodes, the number of path-
ways, the average number of pathways from a node,
and the average distance between two nodes.
Moreover, there are more sophisticated measures
available such as the clustering coefficient, which
reflects the probability that two neighbors of a ran-
domly selected node will be neighbors of each other.
In this sense, these parameters quantify the charac-
teristics of the targeted network. For example, when
looking at such parameters, Watts and Strogatz
(1998) found that naturally occurring networks have
a substantially higher clustering coefficient and
relatively short average distances between nodes
compared with randomly generated networks that
have the same number of nodes and average connec-
tivity between nodes. This general characteristic of
networks is called ‘small world’ structure. These high
clustering coefficients may reflect ‘hubs’ of connec-
tivity and allow one to access vast amounts of
information by retrieving information along the
hubs. In popular parlance, such hubs may allow one
to capture the six degrees of separation between any
two individuals that Milgram (1967) proposed and
that has been popularized by the game ‘‘six degrees of
separation with Kevin Bacon.’’

What do worms, power grids, and parlor games
have to do with semantic memory? Steyvers and
Tenenbaum (2005) used three large databases reflect-
ing the meaning of words to construct networks of
semantic memory. These included free-association
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Figure 2 Semantic network. From Collins AM and Loftus
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norms (Nelson et al., 1998), WordNet (Miller, 1990),

and Roget’s Thesaurus (1911). For example, if sub-
jects are likely to produce a word in response to

another word in the Nelson et al. free-association

norms, then a connection between the two nodes
was established in the network. Interestingly,

Steyvers and Tenenbaum found that these semantic

networks exhibited the same small world structure as
other naturally occurring networks; specifically, high-

clustering coefficients and a relatively small average

path distance between two nodes. As shown in
Figure 3, if one moves along the hub of highly inter-

connected nodes, an enormous amount of information

becomes readily available via traversing a small num-
ber of links.

Of course, it is not a coincidence that naturally
occurring networks have small world structure. The

seductive conclusion here is that knowledge repre-

sentation has some systematic similarities across
domains. Indeed, Steyvers and Tenenbaum (2005)

and others have suggested that such structure reflects

central principles in development and representation
of knowledge. Specifically, Steyvers and Tenenbaum

argue that as the network grows, new nodes are

predisposed to attach to existing nodes in a probabil-
istic manner. It is indeed quite rare that a new

meaning of a word is acquired without it being

some variation of a preexisting meaning (see Carey,

1978). Hence, across time, nodes that are added to the

network will be preferentially attached to existing
nodes. This will give rise to a high degree of local

clustering, which is a signature of small world net-

work structure. We return to the issue of how
concepts develop in a later section.

It is noteworthy that Steyvers and Tenenbaum
(2005) have also provided empirical support from

their network analyses. For example, they have
found that word frequency, or the degree to which a

word is encountered in language, and age of acquisi-

tion, defined as the average age at which a child learns
a given word, effects in naming and lexical decision

performance naturally fall from this perspective.

Naming and lexical decision are two of the most
commonly used word recognition tasks used in

research investigating the nature and structure of

semantic memory. In naming (or speeded pronuncia-

tion), a participant is asked to read a presented
stimulus aloud as quickly as possible, whereas in

lexical decision, he or she is asked to indicate whether

a letter string is a real word or a pseudoword (i.e., a
string of letters that does not correspond to the spel-

ling of a real word). In both tasks, the primary

dependent measure is response latency. The general
assumption is that the speed required to access the

pronunciation of a word or to recognize a string of

letters reflects processes involved in accessing stored
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knowledge about that word. Interestingly, Steyvers
and Tenenbaum found a reliable negative correlation
between number of connections to a node (semantic
centrality) in these networks and response latency,
precisely as one might predict, after correlated vari-
ables such as word frequency and age of acquisition
have been partialed out (also see Balota et al., 2004).
Clearly, further work is needed to empirically con-
firm the utility of these descriptions of semantic
structure and the mechanisms by which such net-
works develop over time. However, the recent graph
analytic procedures have taken a significant step
toward capturing semantic memory within an empiri-
cally verified network.

5.3 Feature Analytic Approaches

An alternative to concepts being embedded within a
rich network structure is an approach wherein mean-
ing is represented as a set of primitive features that
are used in various combinations to represent differ-
ent concepts. Of course, this issue (distributed
representation of knowledge, by way of features, vs.
a localist representation, via a node to concept rela-
tionship) is central to attempts to represent and
quantify learning and memory in general. We now
turn to a review of the feature-based approaches in
semantic memory.

The original Collins and Quillian (1969) research
generated a great deal of attention, and soon research-
ers realized that categories reflected more graded
structures than was originally assumed. Specifically,
some members of categories are good members
(ROBIN for BIRD), whereas other members appear
to be relatively poor members (VULTURE for
BIRD) but are still definitely members of the category
(see Battig and Montague, 1969; Rosch, 1973). In
addition, there was a clear influence of goodness of
an exemplar on response latencies in the sentence
verification task described above. Specifically, good
exemplars were faster to verify than poor exemplars,
referred to as the typicality effect. The Collins and
Quillian hierarchical network model did not have any
obvious way of accommodating such degrees of cate-
gory membership.

Smith et al. (1974) took a quite different approach
to accommodate the results from the sentence ver-
ification task. They rejected the strong assumptions
of network theory and proposed a model that empha-
sized the notion of critical semantic features in
representing the meaning of a word. So, for example,

the word BIRD might be represented as animal, two
legged, has wings, sings, is small, flies, and so on.
There is no hierarchical organization within this
model, but concepts reflect lists of critical features.
They also distinguished between two classes of fea-
tures, defining features and characteristic features.
Defining features are the necessary features that an
exemplar must have to be a member of a category. So,
for example, all birds must eat, move, lay eggs, and so
forth. On the other hand, characteristic features are
features that most, but not all, exemplars have, such
as small, flies, sings.

The second important aspect of the Smith et al.
(1974) perspective is the emphasis on the decision
processes engaged in the classic sentence verifica-
tion task (see Atkinson and Juola, 1974; Balota and
Chumbley, 1984, for similar decision models applied
to short-term memory search and lexical decision,
respectively). In verifying a sentence such as ‘A
ROBIN IS A BIRD,’ subjects first access all (both
defining and characteristic) features associated with
ROBIN and all features associated with BIRD. If
there is a high degree of overlap in the features,
that is, above some criterion, the subject can make a
fast ‘yes’ response. This would be the case in ‘A
ROBIN IS A BIRD,’ since both defining and char-
acteristic features provide a high degree of overlap.
On the other hand, some exemplars of a given cate-
gory may overlap less in characteristic features such
as in ‘AN OSTRICH IS A BIRD’. Although ostriches
are clearly birds, they are not small and do not fly,
which are characteristic features of birds. Hence, in
such cases, the subject needs to engage in an addi-
tional analytic checking process in which only the
defining features are compared. This additional
check process takes time and so slows response laten-
cies. Hence, the model can naturally capture the
typicality effects mentioned above, that is, robins
are better exemplars of birds than ostriches, because
robins can be verified based on global overlap in
features, whereas ostriches must engage the second,
more analytic comparison of only the defining fea-
tures, thereby slowing response latency.

In addition to accounting for typicality effects, the
feature analytic model also captured interesting dif-
ferences in latencies to respond ‘no’ in the sentence
verification task. Specifically, subjects are relatively
fast to reject ‘A CARP IS A BIRD’ compared with ‘A
BUTTERFLY IS A BIRD.’ Carps do not have many
overlapping features with birds, and so the subject
can quickly reject this item, that is, there is virtually
no overlap in features. However, both butterflies and
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birds typically have wings, are small, and fly. Hence,
the subject must engage the additional check of the
defining features for ‘BUTTERFLY IS A BIRD,’
which ultimately leads to slower response latencies,
compared with the sentence ‘A CARP IS A BIRD.’

Although there were clear successes of the Smith
et al. (1974) feature analytic approach, there were
also some problems. For example, the model was
criticized for the strong distinction between charac-
teristic and defining features. In fact, McCloskey and
Glucksberg (1979) provided a single process random
walk model that accommodated many of the same
results of the original Smith et al. model without
postulating a distinction between characteristic and
defining features. According to the random walk
framework, individuals sample information across
time that supports either a yes or no decision. If the
features from the subject and predicate match, then
movement toward the yes criterion takes place; if the
features do not match, then movement toward the no
criterion takes place. This model simply assumed
that the likelihood of sampling matching feature
information for the subject and predicate is greater
for typical members than nontypical members, and
therefore the response criterion is reached more
quickly for typical than nontypical members, thus
producing the influence on response latencies. The
distinction between single- and dual-process models
is a central issue that pervades much of cognitive
science.

A second concern about the Smith et al. (1974)
model is that they did not directly measure features
but, rather, inferred overlap in features based on
multidimensional scaling techniques, in which an
independent group of subjects simply rated the simi-
larity of words used in the sentence verification
experiment. In this way, one could look at the simi-
larity of the words along an N-dimensional space.
Interestingly, Osgood et al. (1957) used a similar
procedure to tackle the meaning of words in their
classic work on the semantic differential. Osgood
et al. found that when subjects rated the similarity
across words, and these similarity ratings were sub-
mitted to multidimensional scaling procedures, there
were three major factors that emerged: Evaluative
(good–bad), potency (strong–weak), and activity
(active–passive). Although clearly this work is pro-
vocative, such similarity ratings do not provide a
direct measure of the features available for a concept.
So, if there are indeed primitive features, it seems
necessary to attempt to more directly quantify these
features.

McRae and colleagues have been recently
attempting to provide such constraints on feature
analytic models (McRae et al., 1997; Cree et al.,
1999; Cree and McRae, 2003; McRae, 2004; McRae
et al., 2005). The goal here is to develop a feature-
based computational model implemented in an
attractor network capable of capturing the statistical
regularities present in semantic domains. The gen-
eral notion underlying attractor network models is
that knowledge is distributed across units (which
might be thought of as features) and that the network
settles into a steady pattern of activity that reflects
the representation of a concept. The conceptual
representations that form the basis of semantic
knowledge in the model are derived from feature
norming data. To collect norms, groups of partici-
pants are asked to list features for a number of
concepts (e.g., for DOG, participants might list
BARKS, FURRY, CHASES CATS, etc.). McRae and
colleagues propose that when participants are asked to
list features of various basic-level category exemplars
(e.g., DOG and APPLE are basic-level concepts from
the superordinate category of MAMMALS and
FRUIT, respectively), the resulting lists of features
reflect the explicit knowledge people have of these
concepts. Importantly, McRae does not claim that the
nature of the representation consists of a feature list;
rather, he argues, the features are derived from
repeated multisensory interactions with exemplars of
the concept, and in a feature listing task, subjects
temporarily create an abstraction for the purpose
of listing features that can be verbally described.
Currently, feature norming data are available for 541
concrete objects, representing a wide variety of basic-
level concepts. Importantly, the model can account for
many empirical observations in semantic tasks, as dis-
cussed below.

The major assumption implemented by McRae
and colleagues’ model is that semantic knowledge,
as represented by feature lists, involves the statistical
averaging of feature correlations among members of
similar categories. Features are correlated if they co-
occur in basic-level concepts. For example, HAS
FUR is highly correlated with HAS FOUR LEGS,
as these two features cooccur in numerous exemplars
of the mammal category. However, HAS FUR and
HAS WINGS have a low (almost nonexistent) cor-
relation, as these two features do not co-occur
frequently. The argument is that individuals are
highly sensitive to the regularity of the correlations,
which are tapped by semantic tasks. As demonstrated
by McRae et al. (1999), the strength of the feature
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correlations predicted feature verification latencies in
both human subjects and model simulations, with
stronger correlations yielding faster response latencies
than weaker correlations when the concept name was
presented before the feature name (e.g., DOG-FUR).
In addition, the correlation strength interacted with
stimulus onset asynchrony (the time between the
onset of the concept name and the onset of the feature
name, SOA). Specifically, the effect of feature correla-
tions was larger at shorter SOAs, with only high
correlations predicting response latencies. However,
at longer SOAs, even weakly correlated features influ-
enced response times, indicating that, as more time
was allowed for the effects of correlated features to
emerge, even the more weakly correlated feature-
concept pairs benefited from the shared representa-
tion. In another series of studies, McRae et al. (1997)
reported that the strength of feature correlations pre-
dicted priming for exemplars from the living things
domain but not for exemplars from nonliving things
domains, for which priming was instead predicted by
individual features. This finding is consistent with
evidence that, compared to living things, nonliving
things tend to have a lower degree of correlated
features (also see section 5.8.1).

Several interesting extensions of McRae and col-
leagues’ work on the role of features in organizing
semantic knowledge have been recently reported.
Pexman et al. (2002) examined the role of the number
of features associated with a concept and found that
items with more features were responded to faster in
both naming and lexical decision tasks after a number
of other variables known to influence visual word
recognition latencies had been factored out. Pexman
et al. (2003) reported similar results in a semantic
categorization task and in a reading task. These find-
ings were interpreted as supporting the distributed
nature of semantic representations in which features
are assumed to reflect access to conceptual knowl-
edge, and this information quickly comes on line in
isolated word recognition tasks.

In a related vein, there is recent evidence from the
categorization literature that categories with richer
dimensionalities (i.e., more features and more corre-
lations among features) are easier to learn than
categories with fewer dimensions (Hoffman and
Murphy, 2006). Thus, rather than resulting in com-
binatorial explosions that make learning impossible,
rich categories with many features lend themselves
well to learning – a finding that is nicely mirrored in
how people, even very young children, quickly and
reliably learn to recognize and classify objects in the

world. Indeed, it seems that learning to categorize
complex objects, which might be quite similar in
terms of features, is something most individuals can
do reliably and easily. One concern that arises when
one examines the richness of the stimuli in the envi-
ronment, is the potentially infinite number of
features that are available to identify a given concept.
In fact, critics of feature-based models have argued
that the number of possible feature combinations
would result in combinatorial explosion, as knowing
even a few features of a category could easily result in
an enormous number of ways in which the features
could be correlated and integrated (see Murphy,
2002, for a discussion). However, as McRae (2004)
notes, two points are relevant in addressing this issue.
The first is that the feature correlations tend to
influence performance largely in implicit tasks –
thus reducing the necessity of explaining how an
individual can explicitly use the vast amount of
information available. The second point is that the
feature vectors that underlie semantic representa-
tions are generally sparse. In other words, the
absence of a specific feature is uninformative, so, for
example, knowing that a dog does not have feathers is
relatively uninformative. Thus, although feature-
based models might not fully capture the richness
of the knowledge that individuals have about con-
cepts, they have been useful in advancing research in
the field of semantics.

5.4 Concept Learning and
Categorization

Since semantic memory deals with the nature of
representation of meaning, and categories are cen-
tral to meaning, it is important to at least touch on
the area of categorization and how concepts
develop. In their classic book, Bruner et al. (1956)
emphasized the importance of categorization in
organizing what appears to be a limitless database
that drives complex human learning and thought.
Categorization has been viewed as a fundamental
aspect of learning and indeed has been observed
early in childhood (Gelman and Markman, 1986)
and in other species such as pigeons (Herrnstein
et al., 1976).

One intriguing question that arises when one con-
siders the content of semantic memory concerns the
grain size and structure of the representations. In
other words, is there a level at which objects in the
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real world are more or less easy to learn and categor-
ize? One possibility is that the world is initially
perceived as a continuum in which there are not
separate ‘things.’ Through repeated interactions
with verbal labels or other forms of learning, an
individual learns how to discriminate separate objects
(e.g., Leach, 1964). This approach places the burden
on an extensive and demanding learning process. An
alternative approach is that the human cognitive
system is ideally suited to detect and recognize
objects at a specific grain or level. The assumption
that the system is biased toward recognizing specific
patterns implies that the process of learning the
appropriate verbal labels that refer to specific items
in the environment is significantly easier. This prob-
lem – how very young children learn that when their
mother points to a dog and says ‘dog’ the referent of
the phonological pattern in question refers to an
entire object, and not to furry things, things of a
certain color, or loosely attached dog parts – has
been extensively discussed by Quine (1960).

In an elegant series of experiments, Rosch and
colleagues (e.g., Rosch et al., 1976) provided empirical
evidence that there is indeed a specific level at which
categories of objects are represented that contains the
most useful amount of information. For example,
identifying a given object as a DOG implies that one
recognizes that the specific exemplar is a dog,
although it may differ from other dogs one has
encountered. Simply knowing something is a dog
allows one to draw upon a pool of stored knowledge
and experiences to infer appropriate behaviors and
interactions with the categorized object. However,
knowing the object is an animal is not as informative,
given the wide variability among animals. For exam-
ple, interactions with an elephant are likely to be quite
different from those one might have with a spider.
Conversely, classifying the exemplar as a Collie or as
a German Shepherd does not add a significant amount
of inferential power for most purposes.

Rosch et al. (1976) argued that at the basic level,
categories are highly informative and can be reliably
and easily discriminated from other categories.
Exemplars of basic-level categories (e.g., DOGS,
BIRDS, CARS, etc.) have many attributes in com-
mon, tend to be similar in shape and in how one
interacts with them, and allow easy extraction of a
prototype or summary representation. The prototype
can be accessed and serves as a benchmark against
which novel exemplars can be compared: Those that
are highly similar to the prototype will be quickly
and easily classified as members of the category.

Exemplars that differ from the prototype will be
recognized as less typical members of a category
(e.g., penguins are quite different from many other
birds). Hence, typicality effects fall quite nicely from
this perspective.

Historically, there has again been some tension
between abstract prototype representation and more
feature-based approaches. Consider the classic work
by Posner and Keele (1968). Although cautious in
their interpretation, these researchers reported evi-
dence suggesting that prototypes (in this case a
central tendency of dot patterns) were naturally
abstracted from stored distortions of that prototype,
even though the prototype was never presented for
study. They also found that variability across a suffi-
cient number of distortions was critical for abstracting
the prototype. These results would appear to support
the notion that there is a natural tendency to abstract
some representation that is a central tendency of
exemplars that share some common elements. So,
‘dogness’ may be abstracted from the examples of
dogs that one encounters. This could suggest that
there is indeed a unified representation for dogness.

An alternative approach is that there is nothing
unique about these central tendencies but, rather,
such representations reflect the similarity of the epi-
sodically stored representations in memory. This is a
particularly important observation because it sug-
gests that there is a blending of different types of
memories, that is, categorical information is simply
decontextualized episodic memories. Consider, for
example, the classic MINERVA model developed
by Hintzman (1986, 1988). In this computational
model, each episodic experience lays down a unique
trace in memory, which is reflected by a vector of
theoretical features. There is no special status of
category representations or hierarchical structure.
Rather, categorization occurs during retrieval when
a probe (the test item) is presented to the system, and
the feature vector in the probe stimulus is correlated
with all the episodically stored traces. The familiarity
of a test probe is a reflection of the strength of the
correlations among elements in memory. Because the
schema overlaps more with multiple stored represen-
tations, that is, it is the central tendency, it will
produce a relatively high familiarity signal or
strength in a cued recall situation. The importance
of the Hintzman approach is that there is no need to
directly store central tendencies, as they naturally
arise out of the correlation among similar stored
traces in the feature vectors. Moreover, as
Hintzman argues, there is no need to propose a
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qualitative distinction between episodic and semantic
memories, because both rely on the same memory
system, that is, a vast storehouse of individual fea-
ture-based episodic traces.

The notion that categories are a reflection of
similarity structure across memory traces and can
be generated during retrieval clearly has some
appeal. Indeed, Barsalou (1985) demonstrated the
importance of ad hoc categories that seem to be easily
generated from traces that do not inherently have
natural category structure; for example, what do
photographs, money, children, and pets have in com-
mon? On the surface, these items do not appear to be
similar – they do not belong to the same taxonomic
category, nor do they share many features. However,
when given the category label ‘‘things to take out of
the house in the case of a fire,’’ these items seem to fit
quite naturally together because our knowledge base
can be easily searched for items that are in the house
and are important to us. As Medin (1989) has argued,
similarity depends on the theoretical frame that a
participant uses to guide a search of memory struc-
tures. There appears to be an unlimited number of
ways in which similarity can be defined, and hence
similarity discovered. For example, lichen and squir-
rels are similar if one is interested in specifying things
in a forest. This brings us to the remarkable context
dependency of meaning, and the possibility that
meaning is not defined by the stimulus per se but is
a larger unit involving both the stimulus and the
surrounding context. The word DOG in the context
of thinking about house pets compared with the word
DOG in the context of guard dogs or drug-sniffing
dogs probably access quite different interpretations,
one in which the focus is on companionship, furri-
ness, and wagging tails, the other in which the more
threatening aspects of dogness, such as sharp teeth,
are accessed. One might argue that the context acti-
vates the relevant set of features, but even this is
difficult until one has sufficient constraint on what
those features actually are.

5.5 Grounding Semantics

In part because of the difficulties in defining the
critical features used to represent meaning and
potential problems with the tractability of prototypes
of meaning, several researchers attempted to take
novel approaches to the nature of the representations.
There are two general approaches that we review in
this section. First, because of the increase in

computational power, there has been an increased
reliance on analyses of large-scale databases to extract
similarities across the contexts of words used in var-
ious situations. This perspective has some similarity to
the exemplar-based approach proposed by Hintzman
(1986, 1988) and others described earlier. In this sense,
meaning is grounded in the context in which words
and objects appear. The second approach is to con-
sider the perceptual motor constraints afforded by
humans to help ground semantics, that is, the embo-
died cognition approach. We review each of these
in turn.

5.5.1 Grounding Semantics in Analyses of
Large-Scale Databases

This approach attempts to directly tackle the poverty
of the stimulus problem when considering the knowl-
edge that humans have acquired. Indeed, since the
days of Plato, philosophers (and more recently psy-
chologists and linguists) have attempted to resolve
the paradox of how humans can acquire so much
information based on so little input. Specifically,
how is it that children learn so much about the
referents of words, when to use them, what their
syntactic class is, what the relations among referents
are, and so on, without explicit instruction? Some
have argued (e.g., Pinker, 1994) that the poverty of
the stimulus is indeed the reason one needs to build
in genetically predisposed language acquisition
devices. However, recent approaches to this issue
(e.g., Latent Semantic Analysis, or LSA, Landauer
and Dumais, 1997; Hyperspace Analogue to
Language, or HAL, Burgess and Lund, 1997) have
suggested that the stimulus input is not so impover-
ished as originally assumed. One simply needs more
powerful statistical tools to uncover the underlying
meaning and the appropriate database.

In an attempt to better understand how rich the
stimulus is when embedded in context, Landauer and
Dumais (1997) analyzed large corpora of text that
included over 4.6 million words taken from an
English encyclopedia, a work intended for young
students. This encyclopedia included about 30 000
paragraphs reflecting distinct topics. From this, the
authors constructed a data matrix that basically
included the 60 000 words across the 30 000 para-
graphs. Each cell within the matrix reflected the
frequency that a given word appeared in a given
paragraph. The data matrix was then submitted to a
singular value decomposition, which has strong sim-
ilarities to factor analysis to reduce the data matrix to
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a limited set of dimensions. Essentially, singular
value decomposition extracts a parsimonious repre-
sentation of the intercorrelations of variables, but,
unlike factor analysis, it can be used with matrices
of arbitrary shape in which rows and columns repre-
sent the words and the contexts in which the words
appear. In this case, the authors reduced the matrix to
300 dimensions. These dimensions reflect the inter-
correlations that arise across the words from the
different texts. So, in some sense the 300 dimensions
of a given word will provide information about the
similarity to all other words along these 300 dimen-
sions, that is, the degree to which words co-occur in
different contexts. The exciting aspect from this data
reduction technique is that by using similarity esti-
mates, the model actually performs quite well in
capturing the performance of children acquiring lan-
guage and adults’ performance on tests based on
introductory textbooks. In this way, the meaning of
a word is being captured by all the past experiences
with the word, the contexts with which that word
(neighbors) occurs, the contexts that the neighbors
occur in, and so on.

The remarkable success of LSA, and other similar
approaches such as HAL (Burgess and Lund, 1997),
provides a possible answer to the poverty of the
stimulus problem, that is, when considering the con-
text, the stimulus is indeed very rich. In the past, we
simply have not been able to analyze it appropriately.
Moreover, the model nicely captures the apparent
contextual specificity of meaning in that meaning is
defined by all the contexts that words have appeared
in and hence will also be constantly changing ever so
slightly across subsequent encounters. Finally, the
model is indeed quite important because it does not
rely on a strong distinction between semantic and
episodic memory since it simply reflects past accu-
mulated exposure to language. In this sense, it has
some similarity to the Hintzman (1986) model
described above.

5.5.2 Grounding Semantics in Perceptual
Motor Systems

An alternative approach that has been receiving con-
siderable recent attention is that meaning can be
grounded in perceptual-motor systems (e.g.,
Barsalou, 1999). Briefly, this perspective is part of the
embodied cognition approach that posits that the cog-
nitive system of any organism is constrained by the
body in which it is embedded (Wilson, 2002). Thus,
cognition (in this case meaning) is not viewed as being

separable from perceptual, motor, and proprioceptive
systems; rather, it is through the interactions of these
systems with the environment that cognition emerges.
Furthermore, the type of representations that an
organism will develop depends on the structure of
the organism itself and how it exists in the world.
This approach has its roots in Gibson’s (1979) ecolo-
gical psychology, as it is assumed that structures in the
environment afford different interactions to different
organisms. It is through repeated interactions with
the world that concepts and knowledge emerge.
Importantly, the very nature of this knowledge retains
its connections to the manner in which it was acquired:
Rather than assuming that semantic memory consists
of amodal, abstract representations, proponents of
embodied approaches argue that representations are
grounded in the same systems that permitted their
acquisition in the first place (Barsalou et al., 2003).

According to the modality-specific approaches to
knowledge, a given concept is stored in adjacent mem-
ory systems rather than being abstracted. For example,
in Barsolou’s (1999) account, knowledge is stored in
perceptual symbol systems that emerge through
repeated experience interacting with an object or an
event. Briefly, Barsalou assumed that when a percept
is encountered, selective attention focuses on context-
relevant aspects of the percept and allows modal
representations to be stored in memory. Repeated
interactions with similar events or members of the
same category result in the formation of a complex,
multimodal representation, and a simulator emerges
from these common representations. Simulators are
the basic unit of the conceptual system and consist of
a frame (which is somewhat similar to a schema), the
purpose of which is to integrate the perceptual repre-
sentations. Simulators provide continuity in the
system. Importantly, the representations that are
stored include not only modal, perceptual information
(e.g., sounds, images, physical characteristics) but also
emotional responses, introspective states, and proprio-
ceptive information. Retrieving an exemplar or
remembering an event is accomplished by engaging
in top-down processing and activating the targeted
simulator. Importantly, a given simulator can yield
multiple simulations, depending on the organism’s
goal, the context, and the relevant task demands. For
example, different simulations for DOG are possible,
such that a different pattern of activity will occur if the
warm and furry aspect of dog is relevant or whether
the aspect of being a guard or police dog is relevant.
Of course, this nicely captures the context sensitivity
of meaning. Barsalou (1999) argues that perceptual
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symbol systems are as powerful and flexible as amodal
models, as they are able to implement a complete
conceptual system (see also Glenberg and Robertson,
2000).

Evidence in support of modal approaches to
semantics can be found in both behavioral and cog-
nitive neuroscience studies. We briefly review some
of this evidence here, although a full review of the
neuroscience literature is beyond the scope of this
chapter (See Chapter 6 for further discussion of this
area). For example, there is evidence from lesion
studies that damage to the pathways supporting a
specific modality results in impaired performance in
categorization and conceptual tasks that rely on that
same modality. Specifically, damage to visual path-
ways generally results in greater impairment in the
domain of living things, which tend to rely heavily on
visual processes for recognition. Conversely, damage
to motor pathways tends to impair knowledge of
artifacts and tools, as the primary mode of interaction
with these items is through manipulation (see Martin,
2005). Consistent with the lesion data, neuroimaging
studies indicate that different regions of the cortex
become active when people process different cate-
gories. Regions adjacent to primary visual areas
become active when categories such as animals are
processed (even if the presentation of the stimulus
itself is not in the visual modality), whereas regions
close to motor areas become active when categories
such as tools are processed. These findings have been
interpreted as consistent with the hypothesis that
people run perceptual-motor simulations when pro-
cessing conceptual information (Barsalou, 2003).

Pecher et al. (2003) reported evidence from a
property verification task indicating that participants
were faster in verifying properties in a given modality
(e.g., BLENDER-loud) after verifying a different
property for a different concept in the same modality
(e.g., LEAVES-rustling) than when a modality switch
was required (e.g., CRANBERRIES-tart). Pecher
et al. argued that the switch cost observed was con-
sistent with the hypothesis that participants ran
perceptual simulations to verify the properties (in
this case sounds) rather than accessing an amodal
semantic system. In a subsequent study, Pecher et al.
(2004) observed that when the same concept in a
property verification task was paired with two prop-
erties from different modalities, errors and latencies
increased when verifying the second property. Pecher
et al. interpreted this finding as indicating that recent
experiences with a concept influence the simulation
of the concept. Importantly, researchers have argued

that such results are not simply a result of associative
strength (i.e., priming) nor of participants engaging in
intentional imagery instructions (Barsalou, 2003;
Solomon and Barsalou, 2004).

Although the results summarized above are com-
pelling and are supportive of the hypothesis that
sensory-motor simulations underlie many semantic
tasks, the majority of these studies have examined
tasks such as property verification and property gen-
eration. The question thus arises of whether the
results are somehow an artifact of the task demands,
and specifically whether these results reflect the
structure of the semantic memory system or whether
subjects are explicitly retrieving information as they
notice the relations embedded within the experimen-
tal context. Glenberg and Kaschak (2002) extended
the evidence for embodiment effects to a novel series
of tasks that do not appear as susceptible to task
demand effects. In these experiments, participants
read a brief sentence and judged whether the sen-
tence made sense or not. The critical sentences
contained statements that implied motion either
toward the participant (e.g., ‘‘Nancy gave you the
book’’) or away from the participant (e.g., ‘‘You gave
the book to Nancy’’). Participants responded by mov-
ing their hand toward themselves or away from
themselves. Glenberg and Kaschak found what they
called the action-sentence compatibility effect: When
the required response was consistent with the move-
ment implied in the sentence, participants were faster
than when the implied motion and the actual physi-
cal response were inconsistent. These data appear
most consistent with the view that when processing
language, people relate the meaning of the linguistic
stimulus to action patterns.

5.6 Measuring Semantic
Representations and Processes:
Insights from Semantic Priming
Studies

As described above, there have been many empirical
tools that have been used to provide insights into the
nature of semantic memory. For example, as noted
earlier, some of the early work by Osgood et al.
(1957) attempted to provide leverage on fundamental
aspects of meaning via untimed ratings of large sets of
words and multidimensional scaling techniques.
With the advent of interest in response latencies,
researchers turned to sentence verification tasks
that dominated much of the early work in the 1970s
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and 1980s. Although this work has clearly been influ-
ential, the explicit demands of such tasks (e.g.,
explicitly asking subjects to verify the meaningful-
ness of subject-predicate relations) led some
researchers in search of alternative ways to measure
both structure and retrieval processes from semantic
memory. There was accumulating interest in auto-
matic processes (LaBerge and Samuels, 1974; Posner
and Snyder, 1975) that presumably captured the
modular architecture of the human processing sys-
tem (Fodor, 1983), and there was an emphasis on
indirect measures of structure and process. Hence,
researchers turned to semantic priming paradigms.

Meyer and Schvaneveldt (1971) are typically
regarded as reporting the first semantic priming
study. In this study, subjects were asked to make lexical
decisions (word-nonword decisions) to pairs of stimuli.
The subjects’ task was to respond yes only if both
strings were words. The interesting finding here was
that subjects were faster to respond yes when the words
were semantically related (DOCTOR NURSE), com-
pared with when they were unrelated (BREAD
NURSE). This pattern was quite intriguing because
subjects did not need to access the semantic relation
between the two words to make the word/nonword
decisions. Hence, this may reflect a relatively pure
measure of the underlying structure and retrieval
processes, uncontaminated by explicit task demands.
Moreover, the development of this paradigm was quite
important because researchers thought it may tap the
spreading activation processes that was so central to
theoretical developments at the time.

The research on semantic priming took a signifi-
cant leap forward with the dissertation work of Neely
(1977), who used a framework developed by Posner
and Snyder (1975) to decouple the attentional strat-
egic use of the prime-target relations from a more
automatic component. In this study, subjects only
made lexical decisions to the target, and subjects
were given explicit instructions of how to use the
prime information. For example, in one condition,
subjects were told that when they received the
prime BODY, they should think of building parts
(Shift condition), whereas in a different condition,
subjects were told that when they received the cate-
gory prime BIRD, they should think of birds
(Nonshift condition). Neely varied the time available
to process the prime before the target was presented
by using SOAs ranging from 250 to 2000ms. The
important finding here is that the instructions of
what to expect had no influence on the priming
effects at the short SOA (i.e., priming occurred if the

prime and target had a semantic relationship, inde-
pendent of expectancies), but they did have a large
effect at the long SOA, when subjects had time to
engage an attentional mechanism (i.e., the priming
effects were totally dependent on what subjects were
told to expect, independent of the preexisting rela-
tionship). Hence, Neely argued that the short SOA
data reflected pure automatic measures of the seman-
tic structure and retrieval processes and could be used
as a paradigm to exploit the nature of such semantic
representations.

A full review of the rich semantic priming litera-
ture is clearly beyond the scope of the present
chapter (see Neely, 1991; Lucas, 2000; Hutchison,
2003, for excellent discussions of the methodological
and theoretical frameworks). However, it is useful to
highlight a few issues that have been particularly
relevant to the current discussion. First, there is
some controversy regarding the types of prime-target
relations that produce priming effects. For example,
returning to the initial observation by Meyer and
Schvaneveldt (1971), one might ask if DOCTOR
and NURSE are related because they share some
primitive semantic features or are simply related
because they are likely to co-occur in the same con-
texts in the language. Of course, this distinction
reflects back on core assumptions regarding the na-
ture of semantic information, since models like LSA
might capture priming between DOCTOR and
NURSE, simply because the two words are likely to
cooccur in common contexts. Researchers have
attempted to address this by selecting items that
vary on only one dimension (see, e.g., Fischler,
1977; Lupker, 1984; Thompson-Schill et al., 1998).
Here, semantics is most typically defined by category
membership (e.g., DOG and CAT are both semanti-
cally related and associatively related, whereas
MOUSE and CHEESE are only associatively
related). Hines et al. (1986), De Mornay Davies
(1998), and Thompson-Schill et al. (1998) have all
argued that priming is caused by semantic feature
overlap because of results indicating priming only for
words that shared semantic overlap versus those did
not, when associative strength was controlled.
However, Hutchison (2003) has recently argued
that the studies that have provided evidence for
pure semantic effects (i.e., while equating for associa-
tive strength), actually have not adequately
controlled for associative strength based on the
Nelson et al. (1998) free-association norms. Clearly,
equating items on one dimension (associative
strength or semantic overlap) while manipulating
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the other dimension is more difficult than initially

assumed. In this light, it is interesting to note that

two recent review papers have come to different con-

clusions regarding the role of semantics in semantic

priming based on such item selection studies. Lucas

(2000) argued that there was clear evidence of pure

semantic effects, as opposed to associative effects,

whereas Hutchison (2003) was relatively more skep-

tical about the conclusions from the available

literature.
Balota and Paul (1996) took a different approach to

the meaning versus associative influence in priming

via a study of multiple primes, instantiating the con-

ditions displayed in Table 1. As one can see, the

primes were either both related, first related, second

related, or both unrelated to the targets, and the targets

could either be homographic words with distinct

meanings (e.g., ORGAN) or a nonhomographic words

(e.g., STRIPES). As one can see, the primes were

related to the targets at both the semantic and asso-

ciative level for the nonhomographs (e.g., LION and

STRIPES are both related to TIGER at the associa-

tive and semantic level), but for the homographs the

primes were related to the targets at only the asso-

ciative level (e.g., PIANO and KIDNEY are only

related to ORGAN at the associative level, since

KIDNEY and PIANO are different meanings of

ORGAN). Thus, one could compare priming effects

in conditions in which primes converged on the same

meaning of the target (nonhomographs) and priming

effects where the primes diverged on different
meanings (homographs). The results from four
experiments indicated that the primes produced clear
additive effects, that is, priming effects from the single
related prime conditions nicely summated to predict
the priming effects from the double related prime
conditions for both homographs and nonhomographs,
suggesting that the effects were most likely a result of
associative level information. Only when subjects
directed attention to the meaning of the word, via
speeded semantic decisions, was there any evidence
of the predicted difference between the two conditions.
Hence, these results seem to be supportive of the
notion that standard semantic priming effects are likely
to be the result of associative-level connections instead
of meaning-based semantic information. Of course, the
interesting theoretical question is how much of our
semantic knowledge typically used is caused by over-
lap in the contexts in which items are stored as opposed
to abstracted rich semantic representations.

Hutchison (2003) notes two further findings that
would appear to be supportive of associative influ-
ences underlying semantic priming effects. First, one
can find evidence of episodic priming in lexical deci-
sion and speeded word naming tasks. In these studies,
subjects study unrelated words such as (CITY-
GRASS) and are later presented prime-target pairs
in a standard lexical decision study. The interesting
finding here is that one can obtain priming effects in
such studies, compared to an unrelated/unstudied
pair of words (see McKoon and Ratcliff, 1979).
Thus, the semantic priming effects obtained in
word recognition tasks can also be produced via
purely associative information that develops within
a single study exposure. However, it should be noted
here that there is some question regarding the locus
of such priming effects and that one needs to be
especially cautious in making inferences from the
episodic priming paradigm and the role of task-
specific strategic operations (see, e.g., Neely and
Durgunoglu, 1985; Durgunoglu and Neely, 1987;
Spieler and Balota, 1996; Pecher and Raajmakers,
1999; Faust et al., 2001).

The second pattern of results that Hutchison
(2003) notes as being critical to the associative
account of semantic priming effects is mediated
priming. In these situations, the prime (LION) is
related to the target (STRIPES) only through a non-
presented mediator (TIGER). So, the question is
whether one can obtain priming from LION to
STRIPES, even though these two words appear to
be semantically unrelated. Although de Groot (1983)

Table 1 Prime-target conditions from the Balota and
Paul (1996) multiprime study

Nonhomographs

Condition Prime 1 Prime 2 Target

Related–related LION TIGER STRIPES

Unrelated–related FUEL TIGER STRIPES

Related–unrelated LION SHUTTER STRIPES

Unrelated–unrelated FUEL SHUTTER STRIPES

Homographs

Condition Prime 1 Prime 2 Target

Related–related KIDNEY PIANO ORGAN

Unrelated–related WAGON PIANO ORGAN

Related–unrelated KIDNEY SODA ORGAN
Unrelated–unrelated WAGON SODA ORGAN

Balota DA and Paul ST (1996) Summation of activation: Evidence
from multiple primes that converge and diverge within semantic
memory. J. Exp. Psychol. Learn. Mem. Cogn. 22: 827–845.
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failed to obtain mediated priming effects in the lex-
ical decision task, Balota and Lorch (1986) argued
that this may have resulted from the task-specific
characteristics of this task. Hence, Balota and Lorch
used a speeded pronunciation task and found
clear evidence of mediated priming. Evidence for
mediated priming has also now been found in versions
of the lexical decision task designed to minimize task-
specific operations (e.g., McNamara and Altarriba,
1988; McKoon and Ratcliff, 1992; Sayette et al.,
1996; Livesay and Burgess, 1998). Of course, it is
unclear what semantic features overlap between
LION and STRIPES, and so these results would
appear to be more consistent with an associative net-
work model, in which there is a relationship between
LION and TIGER and between TIGER and
STRIPES, along with a spreading activation retrieval
mechanism (see McKoon and Ratcliff, 1992; Chwilla
and Kolk, 2002, for alternative accounts of the retriev-
al mechanism).

In sum, although the semantic priming paradigm
has been critical in measuring retrieval mechanisms
from memory, the argument that these effects reflect
amodal semantic representations that are distinct
from associative information has some difficulty
accommodating the results from multiprime studies,
episodic priming studies, and mediated priming stud-
ies. As noted earlier, there are available models of
semantic memory (e.g., Burgess and Lund, 1997,
HAL; Landauer and Dumais, 1997, LSA) and cate-
gorization (e.g., Hintzman, 1996, MINERVA) that
would strongly support the associative contributions
to performance in such tasks and, indeed, question
the strong distinction between semantic and episodic
memory systems. Hence, this perspective predicts a
strong interplay between the systems. We now turn
to a brief discussion of the evidence that directly
addresses such an interplay.

5.7 The Interplay Between Semantics
and Episodic Memory

Memory researchers have long understood the influ-
ence of preexisting meaning on learning and memory
performance (see Crowder, 1976, for a review). Indeed,
in his original memory manifesto, Ebbinghaus (1885)
was quite worried about this influence and so purpose-
fully stripped away meaning from the to-be-learned
materials by presenting meaningless trigrams (KOL)
for acquisition. Of course, semantics has penetrated
episodic memory research in measures of category

clustering (see Bousfield, 1953; Cofer et al., 1966;
Bruce and Fagan, 1970), retrieval-induced inhibition
(see Anderson et al., 1994), and release from proactive
interference (see Wickens, 1973), among many other
paradigms. Indeed, the interplay between preexisting
knowledge and recall performance was the centerpiece
of the classic work by Bartlett (1932). Researchers
realized that even consonant–vowel–consonant tri-
grams were not meaningless (see Hoffman et al.,
1987). At this level, one might even question what it
would mean to episodically store in memory totally
meaningless information.

One place where researchers have attempted to
look at the interplay between semantic and episodic
structures is within the episodic priming paradigm
described earlier. In these studies, participants
receive pairs of unrelated words for study and then
are later given prime-target pairs that have either
been paired together or not during the earlier acqui-
sition phase. For example, Neely and Durgunoglu
(1985) investigated the influence of studying previous
pairs of words and word–nonword combinations on
both lexical decision performance and episodic recog-
nition performance (also see Durgunoglu and Neely,
1987). Although there were clear differences between
the tasks in the pattern of priming effects (suggesting
dissociable effects across the two systems), there were
also some intriguing similarities. For example, there
was evidence of inhibition at a short prime-target
SOA (150ms) in both the episodic recognition task
and the lexical decision task from semantically related
primes that were in the initial studied list but were not
paired with the target. It appeared as if this additional
semantic association had to be suppressed in order for
subjects to make both the episodic recognition deci-
sion and the lexical decision. The finding that this
effect occurred at the short SOA also suggests that it
may have been outside the attentional control of the
participant.

The power of preexisting semantic represen-
tations on episodic tasks has recently taken a
substantial leap forward with the publication of an
important paper by Roediger and McDermott (1995),
which revisited an earlier paper published by Deese
(1959). This has now become know as the DRM
(after Deese, Roediger, and McDermott) paradigm.
The procedure typically used in such studies
involves presenting a list of 10–15 words for study
(REST, AWAKE, DREAM, PILLOW, BED, etc.)
that are highly related to a critical nonpresented
item (SLEEP). The powerful memory illusion here
is that subjects are just as likely to recall (or
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recognize) the critical nonpresented item (SLEEP) as
items that were actually presented. Moreover, when
given remember/know judgments (Tulving, 1985),
participants often give the critical nonpresented
item remember judgments that presumably tapped
detailed episodic recollective experience. It is as if
the strong preexisting semantic memory structure is
so powerful that it overwhelms the episodic study
experience.

It should not be surprising that many of the same
issues that have played out in the semantic memory
research have also played out in the false memory
research. Indeed, one model in this area is the activa-
tion monitoring (AM) framework (e.g., Roediger
et al., 2001a), which suggests that subjects sometimes
confuse the activation that is produced by spreading
activation that converges on the critical nonpre-
sented item (much akin to the Collins and Loftus,
1975) with the activation resulting from the study
event. This framework attempts to keep separate
the episodic and semantic systems but also shows
how such systems can interact. In contrast, Arndt
and Hirshman (1998) have used the Hintzman
(1986) MINERVA framework to accommodate the
DRM effect by relying on the similarity of the vec-
tors of the individually stored words and the critical
nonpresented items. As noted above, the MINERVA
framework does not make a strong distinction
between episodic and semantic systems. Moreover,
the MINERVAmodel is more a feature-based model,
whereas the AM framework a priori would appear
more akin to a prototype model, but no strong claims
have been made along this dimension. A further dis-
tinction between the AM framework and the
MINERVA approach concerns the relative contribu-
tions of backward associative strength (BAS, or the
probability that a list item will elicit the target, or
critical lure, on a free-association task) and forward
associative strength (FAS, or the probability the crit-
ical lure will elicit a list item in such a task).
According to AM accounts, the critical variable is
expected to be BAS, as the activation flows from the
list items to the critical lure. However, according to
MINERVA, FAS should be more important, as the
similarity between the probe (i.e., the critical lure)
and the stored episodes (i.e., the list items) should be
a more powerful determinant of memory perfor-
mance. Results from a multiple regression analysis
reported by Roediger et al. (2001b) indicated that, in
the DRM paradigm, BAS was the better predictor,
thus supporting the AM framework. (We thank
Roddy Roediger for pointing this out.)

The question of the nature of the representation
(i.e., associative vs semantic) underlying these
powerful memory illusions has also been studied.
For example, Hutchison and Balota (2005) recently
utilized the summation paradigm developed by
Balota and Paul (1996), described earlier, to examine
whether the DRM effect reflects meaning-based
semantic information or could also be accommo-
dated by primarily assuming an associative level
information. Hence, in this study, subjects studied
lists of words that were related to one meaning or
related to two different meanings of a critical non-
presented homograph (e.g., the season meaning of
FALL or the accident meaning of FALL). In addi-
tion, there were standard DRM lists that only
included words that were related to the same mean-
ing of a critical nonpresented word (e.g., such as
SLEEP). Consistent with the Balota and Paul
results, the results from both recall and recognition
tests indicated that there was no difference in the
pattern of false memory for study lists that con-
verged on the same meaning (standard DRM lists)
of the critical nonpresented items and lists that
diverged on different meanings (homograph lists)
of the critical nonpresented items. However, when
subjects were required to explicitly make gist-based
responses and directly access the meaning of the list,
that is, is this word related to the studied list, there
was clear (and expected) difference between homo-
graph and nonhomograph lists. Hutchison and
Balota argued that although rich networks develop
through strategic use of meaning during encoding
and retrieval, the activation processes resulting from
the studied information seem to primarily reflect
implicit associative information and do not demand
rich meaning-based analysis.

There is little doubt that what we store in memory
is a reflection of the knowledge base that we already
have in memory, which molds the engram. Hence, as
noted earlier, semantic memories may be episodic
memories that have lost the contextual information
across time because of repeated exposures. It is un-
likely that a 50-year-old remembers the details of
hearing the Rolling Stones’ ‘‘Satisfaction’’ for the
first time, but it is likely that, soon after that original
experience, one would indeed have vivid episodic
details, such as where one was, who one was with,
and so on. Although this unitary memory system
approach clearly has some value (e.g., McKoon
et al., 1986), it is also the case that there is some
powerful evidence from cognitive neuroscience that
supports a stronger distinction.
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5.8 Representation and
Distinctions: Evidence from
Neuropsychology

Evidence for the distinction of multiple memory
systems has come from studies of patients with loca-
lized lesions that produce strong dissociations in
behavior. For example, the classic case of HM (see
Scoville and Milner, 1957) indicated that damage to
the hippocampus resulted in impairment of the stor-
age of new episodic memories, whereas semantic
knowledge appeared to be relatively intact (but see
MacKay et al., 1998). Hence, one might be overly
concerned about the controversy from the behavioral
studies regarding the distinct nature of semantic and
episodic memory systems. However, there are addi-
tional neuropsychological cases that are indeed quite
informative about the actual nature of semantic
representations.

5.8.1 Category-Specific Deficits

There have now been numerous cases of individuals
who have a specific lesion to the brain and appear to
have localized category-specific deficits. For exam-
ple, there have been individuals who have difficulty
identifying items from natural categories (e.g., ani-
mals, birds, fruits, etc.) but have a relatively
preserved ability to identify items from artificial
categories (e.g., clothing, tools, furniture). At first
glance, such results would appear to suggest that
certain categories are represented in distinct neural
tissue that have or have not been disrupted by the
lesion. Such a pattern may also be consistent with a
localized representation of meaning instead of a dis-
tributed feature-based representation in which all
concepts share vectors of the same set of primitive
features.

Unfortunately, however, the interpretation of
impaired performance on natural categories and
intact performance on artificial categories has been
controversial. For example, such deficits could occur
at various stages in the information flow from dis-
criminating visually similar items (e.g., Riddoch and
Humphreys, 1987) to problems retrieving the appro-
priate name of an object (e.g., Hart et al., 1985). Such
accounts do not rely on the meaning of the categories
but suggest that such deficits may reflect correlated
dimensions (e.g., difficulty of the visual discrimina-
tion) that differ between natural and artificial
categories. In this light, it is particularly important

that there have been cases that have shown the oppo-
site pattern. For example, Sacchett and Humphreys
(1992) reported an intriguing case that shows disrup-
tion of the performance on artificial categories and
body parts but relatively preserved performance on
natural categories. They argued that one possible
reason for this pattern is that this individual had a
deficit in representing functional features, which are
more relevant to artifactual representations and body
parts than natural categories such as fruits and vege-
tables. Whatever the ultimate explanation of these
category-specific deficits, this work has been infor-
mative in providing a better understanding of how
members within categories may differ on distinct
dimensions.

In a similar vein, one hypothesis that has
been suggested to explain domain differences in
category-specific deficits is the sensory/functional
hypothesis (Warrington and McCarthy, 1987; Farah
and McClelland, 1991; Caramazza and Shelton,
1998). According to this proposal, natural categories
such as animals depend heavily on perceptual infor-
mation (especially on visual discriminations) for
identification and discrimination. Conversely, func-
tional information is more important for recognition
of artifacts, such as tools. Thus, damage to regions of
sensory cortex is expected to result in selective
impairment of natural kinds, whereas damage to
regions in or adjacent to motor cortex would result
in impairment in artifacts. Although compelling, this
view is not endorsed by all researchers. Caramazza
and colleagues, in particular, have argued that the
sensory/functional hypothesis fails to account for
some of the patterns of deficits observed and some
of the finer-grain distinctions. In particular, it is dif-
ficult for this model to account for the selective
sparing or impairment of fruits and vegetables, body
parts, and musical instruments that have been
reported (see Capitani et al., 2003, for a recent
review). Thus, the question of whether and how the
type of knowledge that is most critical for supporting
the representation of a particular domain is involved
in category-specific deficits remains open.

To address this controversy, Cree and McRae
(2003) extended the sensory/functional hypothesis to
include a broader range of types of knowledge. They
developed a brain region taxonomy that included nine
different forms of knowledge, including sensory/
perceptual in all modalities (vision, taste, audition,
etc.), functional, and encyclopedic. Encyclopedic fea-
tures included information about items such as LIVES
IN AFRICA for ELEPHANT – in other words,
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information that likely was learned and not experi-
enced directly. Cree and McRae then developed a
nine-dimensional representation for the 541 concepts
for which they had norming data and estimated the
salience of each type of knowledge for each object and
each category. In a series of cluster analyses, Cree and
McRae found that the knowledge types nicely pre-
dicted the tripartite distinction between living things,
artifacts, and fruits and vegetables reported in several
neuropsychological case studies. In addition, Cree and
McRae examined several distributional statistics,
including the number of distinguishing and distinctive
features and similarity to obtain a measure of confu-
sability (i.e., the extent to which a given concept might
be confused with another concept from the same cate-
gory). The categories they examined did appear to be
differentially sensitive to these measures, and the
implemented model reflected patterns of impairment
observed in patients. They concluded that knowledge
type does underlie the organization of conceptual
representations and that selective impairment in a
particular brain region involved in maintaining such
knowledge can result in the observed patterns of
impairment in patients with category-specific deficits.
Although many questions remain, it is clear that evi-
dence from individuals with category-specific deficits
has provided considerable insight into both the nature
of category representation and the underlying neural
representations.

5.8.2 Semantic Dementia

The most common form of dementing illness is
dementia of the Alzheimer type (DAT). However,
there is also a relatively rare and distinct dementia,
referred to as semantic dementia (SD), which over-
laps with DAT in features such as insidious onset and
gradual deterioration of comprehension and word-
finding ability. SD is a variant of frontal temporal
dementia and typically involves one or both of the
anterior portions of the temporal lobes. The consen-
sus criteria for SD (Hodges et al., 1992) include
impairment in semantic memory causing anomia,
deficits in both spoken and written word comprehen-
sion, a reading pattern consistent with surface
dyslexia (i.e., impairment in reading exception
words such as PINT but preserved reading of regular
words and nonwords that follow standard spelling to
sound rules, such as NUST), impoverished knowl-
edge about objects and/or people with relative
sparing of phonological and syntactic components
of speech output, and perceptual and nonverbal

problem solving skills. These individuals are often
quite fluent, but their speech is relatively limited in
conveying meaning. They are particularly poor at
picture naming and understanding the relations
among objects. For example, the Pyramids and
Palm Trees test developed by Howard and
Patterson (1992) involves selecting which of two
items (e.g., a palm tree or a fir tree) is most similar
to a third item (e.g., a pyramid). Individuals with SD
are particularly poor at this task and so would appear
to have a breakdown in the representations of the
knowledge structures.

An interesting dissociation has been made
between SD individuals and DAT individuals. In
particular, Simons et al. (2002) recently found a dou-
ble dissociation, wherein individuals with SD
produced poorer picture naming than individuals
with DAT; however, individuals with SD produced
better performance than individuals with DAT on a
later episodic recognition test of these very same
pictures (also see Gold et al., 2005). Clearly, the
selective impairment across these two groups of
participants is consistent with distinct types of infor-
mation driving these tasks. Of course, one must be
cautious about the implications even from this study,
because it is unlikely that either task is a process-pure
measure of episodic and semantic memory (see
Jacoby, 1991), but clearly these results are very
intriguing.

Recently, Rogers et al. (2004) proposed a model of
semantic memory that maintains strong connections
to modality-specific systems in terms of both inputs
and outputs and has been particularly useful in
accommodating the deficits observed in SD. This
model has some interesting parallels to Barsalou’s
(1999) proposal, in that it assumes that semantic
memory is grounded in perception and action net-
works. In addition, like the model proposed by
McRae et al. (1997), Rogers et al. suggest that the
system is sensitive to statistical regularities, and these
regularities are what underlie the development of
semantics. The particular contribution of Rogers
et al.’s model, however, is that although semantic
representations are grounded in perception–action
modality-specific systems, the statistical learning
mechanism allows the emergence of abstract seman-
tic representations. Importantly, inputs to semantics
are mediated by perceptual representations that are
modality specific, and as a result, the content of
semantic memory relies on the same neural tissue
that supports encoding. However, different from
Barsalou and colleagues’ account, Rogers et al. do
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suggest that there is a domain-general, abstracted
representation that emerges from cross-modal map-
pings. Thus, although the system relies on perceptual
inputs, the abstract representations can capture cross-
modality similarities and structures to give rise to
semantic memory.

Rogers et al. (2004) implemented a simple version
of their model using a parallel distributed-processing
approach in which visual features provided the percep-
tual input and are allowed to interact in training with
verbal descriptors through a mediating semantic level.
Importantly, the semantic representations emerge
through the course of training as the network learns
the mappings between units at the visual and verbal
levels. The units the model was trained on consisted of
verbal and visual features generated in separate norm-
ing sessions. Once training was complete, several
simulations were reported in which the model was
progressively damaged in a way that was thought to
mimic varying levels of impairment observed in indi-
viduals with SD. Overall, the model nicely captured
the patterns of performance of the patients.
Specifically, one pattern often observed in SD is a
tendency to overregularize conceptual knowledge.
For example, individuals might refer to all exemplars
of a category using the superordinate label or a single
label that is high in frequency (e.g., calling a DOG an
ANIMAL or a ZEBRA a HORSE). This is possibly a
result of the progressive failure in retrieving idiosyn-
cratic information that serves to distinguish exemplars,
such that only the central tendency (e.g., a prototype or
most typical exemplar) remains accessible. Thus, less
common items might take on the attributes of higher-
frequency exemplars. The model displayed similar
patterns of generalization as the SD individuals, a
finding explained in terms of changes in attractor
dynamics that resulted in the relative sparing of fea-
tures and attributes shared by many exemplars but a
loss of more distinctive features. This model provides
an interesting account of semantic memory and the
deficits observed in individuals with SD, one in which
both perceptually based information and abstracted
representations interact to give rise to knowledge of
the world.

5.9 Neuroimaging

Investigations into the nature of semantic memory
have benefited from recent advances in technology
that allow investigators to examine online processing
of information in the human brain. For example,

positron emission technology (PET) and functional
magnetic resonance imaging (fMRI) allow one to mea-
sure correlates of neural activity in vivo as individuals
are engaged in semantic tasks (see Logothetis and
Wandell, 2004). Although a full review of the substan-
tial contributions of neuroimaging data to the questions
pertaining to semantics is beyond the scope of this
chapter (See Chapter 6 for a review), we briefly exam-
ine some of the major findings that have helped
constrain recent theorizing about the nature and
locus of semantic representations. Two major brain
regions have been identified through neuroimaging
studies: left prefrontal cortex (LPC) and areas within
the temporal lobes, particularly in the left hemisphere.

The first study to report neuroimaging data rele-
vant to semantic memory was conducted by Petersen
et al. (1988), who used PET techniques to localize
activation patterns specific to semantic tasks. Subjects
were asked to generate action verbs upon presenta-
tion of a concrete object noun, and activity during
this task was compared with the activity occurring
during silent reading of the words. Petersen et al.
reported significant patterns of activity in LPC, a
finding that has since been replicated and extended
to other types of attributes. Martin et al. (1995)
extended this work to show that the specific attribute
to be retrieved yielded different patterns of activa-
tion. Specifically, the locus of activation involved in
attribute retrieval tends to be in close proximity to
the neural regions that are involved in perception of
the specific attributes. Thus, retrieval of visual infor-
mation, such as color, tends to activate regions
adjacent to the regions involved in color perception,
whereas retrieval of functional information results in
activation of areas adjacent to motor cortex. These
findings mesh nicely with the perceptual/motor
notions of representation in semantic memory
reviewed above (e.g., Barsalou, 1999; Rogers et al.,
2004). In addition, Roskies et al. (2001) reported that
not only were regions in lateral inferior prefrontal
cortex (LIPC) preferentially active during tasks that
required semantic processing, but specific regions
were also sensitive to task difficulty. Thus, it appears
that frontal regions are involved both in the active
retrieval from semantic memory and in processing
specific semantic information.

Many researchers have suggested, however, that
although frontal regions are involved in semantic re-
trieval, the storage of semantic information is primarily
in the temporal regions (see Hodges et al., 1992).
Indeed, another area that has been implicated in
semantic processing is in the ventral region of the
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temporal lobes, centered on the fusiform gyrus, and

especially in the left hemisphere. This area shows

significant activation during word reading and object

naming tasks, indicating it is not sensitive to the stim-

ulus form but to the semantic content therein (see

Martin, 2005, for a review). Furthermore, within this

area, different subregions become more or less acti-

vated when subjects view faces, houses, and chairs (e.g.,

Chao et al., 1999), suggesting that different domains

rely on different regions of neural tissue. This, of

course, could be viewed as consistent with the cate-

gory-specific deficits reviewed above. However, as

noted by Martin and Chao (2001), although peak acti-

vation levels in response to objects from different

domains reflect a certain degree of localization, the

predominant finding is a pattern of broadly distributed

activation throughout the ventral temporal and occip-

ital regions, which is consistent with the idea that

representations are distributed over large cortical

regions.
Recently, Wheatley et al. (2005) reported data

from a semantic priming study using fMRI that also

converges on the notion of perceptual motor repre-

sentations of meaning. Subjects silently read related,

unrelated, or identical word pairs at a 250-ms SOA

while being scanned. The related pairs consisted of

category members that were not strongly associa-

tively related (e.g., DOG-GOAT, but see the

discussion above regarding the difficulty of selecting

such items). Given the relatively fast SOA and that no

overt response was required, Wheatley et al. argued

that any evidence for priming should be a reflection of

automatic processes. Consistent with other evidence

that indicates there are reliable neural correlates of

behavioral priming that were evidenced by reduced

hemodynamic activity (Wiggs and Martin, 1998;

Mummery et al., 1999; Rissman et al., 2003;

Maccotta and Buckner, 2004), Wheatley et al. found

decreased activity for identity pairs and a slightly

smaller, but still significant, decrease for related

pairs relative to the unrelated pairs condition.

Importantly, Wheatley et al. were able to compare

patterns of activation as a function of domain.

Consistent with proposals by Barsalou (1999), they

found that objects from animate objects yielded more

activity in regions adjacent to sensory cortex, whereas

manipulable artifacts resulted in greater activity in

regions adjacent to motor cortex. These findings

were taken as evidence that conceptual information

about objects is stored, at least in part, in neural

regions that are involved in perception and action.

Although the Wheatley et al. (2005) study used a
task that was likely to minimize strategic processing,

one question that remains to be addressed is whether

the automatic and strategic processes involved in

semantic priming tasks (see earlier discussion) can

also be dissociated in neural tissue. In a recent

study, Gold et al. (2006) reported that several of the

brain regions previously implicated in processing

during semantic tasks are differentially sensitive to

the automatic and strategic processes involved in

lexical decision tasks. In three experiments, Gold

et al. manipulated prime target relatedness, SOA,

and whether primes and targets were orthographi-

cally or semantically related. Long and short SOAs

were intermixed in scanning runs to assess the rela-

tive contributions of strategic and automatic

processes (see Neely, 1991). A comparison of ortho-

graphic and semantic priming conditions was

included to determine whether any areas were par-

ticularly sensitive to the two sources of priming or

whether priming effects are more general mecha-

nisms. The results clearly indicated that different

regions responded selectively to different conditions.

Specifically, midfusiform gyrus was more sensitive to

automatic than strategic priming, but only for seman-

tically related primes, as this region did not show

reduced activity for orthographic primes. Four

regions were more sensitive to strategic than auto-

matic priming, two in left anterior prefrontal cortex

and bilateral anterior cingulate. Even more intrigu-

ing, the two regions in LIPC were further dissociated:

The anterior region showed strategic semantic facil-

itation, as evidenced by decreased activity, relative to

a neutral baseline, whereas the posterior region

showed strategic semantic inhibition, or increased

activity, relative to the neutral baseline. In addition,

the medial temporal gyrus showed decreased activa-

tion concurrently with the anterior LIPC, supporting

previous claims that these regions show greater acti-

vation in tasks that are more demanding of strategic

processes but reduced activation when the strategic

processes are less demanding (Wagner et al., 2000;

Gold et al., 2005). In sum, it appears that the behav-

ioral dissociations between automatic and strategic

processes in priming tasks are also found in the neu-

roimaging data. The complexity of the patterns of

activation involved in semantic tasks appears to indi-

cate that the retrieval and storage of semantic

information is indeed a distributed phenomenon

that requires the coordination of a wide array of

neural tissue.
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5.10 Development and
Bilingualism

Although we have attempted to provide a review of

the major issues addressed in semantic memory

research, there are clearly other important areas that

we have not considered in detail because of length

limitations. For example, there is a very rich area of

developmental research addressing the acquisition of

meaning in children (see Bloom, 2000, for a compre-

hensive review), along with work that attempts to

capture the nature of semantic memory in older

adulthood (see, e.g., Balota and Duchek, 1989). Of

course, we touched upon these issues earlier when

discussing how the small world networks of Steyvers

and Tenenbaum (2005) develop over time, along with

the work by Rosch (1975) on the development of

categorization. Given that meaning is extracted from

interactions with the environment, the developmental

literature is particularly important to understand how

additional years of experience mold the semantic

system, especially in very early life. There are many

interesting connections of this work to topics covered

earlier in this chapter. For example, regarding the

influence of preexisting structures on false memory,

it is noteworthy that young children (5-year-olds) are

more likely to produce phonological than semantic

false memories, whereas older children (around 11

years and older) are more likely to produce the oppo-

site pattern (see Dewhurst and Robinson, 2004).

Possibly, this is a natural consequence of the devel-

opment of a rich semantic network in early childhood

that lags behind a more restricted phonological

system.
Another very active area of research involves the

nature of semantic representations in bilinguals (see

Francis, 1999, 2005, for excellent reviews). For exam-

ple, researchers have attempted to determine whether

there is a common semantic substrate that is amodal,

with each language having specific lexical level repre-

sentations (e.g., phonology, orthography, syntax, etc.)

that map onto this system. This contrasts with the

view that each language engages distinct semantic

level representations. Although there is still some

controversy, the experimental results seem more con-

sistent with the assumption that the semantic level is

shared across languages, at least for skilled bilinguals.

Evidence in support of this claim comes from a

diverse range of tasks. For example, in a mixed lan-

guage list, memory for the language of input is

generally worse than memory for the concepts

(e.g., Dalrymple-Alford and Aamiry, 1969). In addi-
tion, one finds robust semantic priming effects by
translation equivalents (words in different languages
with the same meaning, e.g., DOG in English and
HUND in German), which is consistent with at least
a partially shared semantic representation (e.g., de
Groot and Nas, 1991; Gollan et al., 1997).

5.11 Closing Comments

The nature of how humans develop, represent, and
efficiently retrieve information from their vast repo-
sitory of knowledge has for centuries perplexed
investigators of the mind. Although there is clearly
considerable work to be done, recent advances in
analyses of large-scale databases, new theoretical
perspectives from embodied cognition and small
world networks, and new technological develop-
ments allowing researchers to measure, in vivo,
brain activity, are making considerable progress
toward understanding this fundamental aspect of
cognition.
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6.1 Introduction

Semantic memory refers to a major division of long-
term memory that includes knowledge of facts,
events, ideas, and concepts. Thus, semantic memory
covers a vast cognitive terrain, ranging from informa-
tion about historical and scientific facts, to details of
public events and mathematical equations, to the
information that allows us to identify objects and
understand the meaning of words. This chapter
focuses on our current understanding of how se-
mantic memories, especially object concepts, are
represented in the brain. As we discuss later, ideas
about the neural systems underpinning conceptual
knowledge have a long history in behavioral neurol-
ogy and neuropsychology dating back at least to the
late nineteenth century. In recent times, however, the
idea of semantic memory as a distinct memory

system began in 1972 with Endel Tulving’s distinc-
tion between semantic and episodic memory
(Tulving, 1972). Although the notion of episodic
memory has undergone considerable evolution
since that original formulation (for a brief history
see Tulving, 2002), it remains helpful to describe
the properties of semantic memory in relation to
episodic memory. In current formulations, episodic
memory can be thought of as synonymous with au-
tobiographical memory. Episodic memory is the
system that allows us to remember (consciously
recollect) past experiences (Tulving, 2002) and per-
haps may also be critical for imagining and/or
simulating future events (Hassabis et al., 2007;
Schacter and Addis, 2007). Semantic memories, in
contrast, are devoid of information about personal
experience. Unlike episodic memories, semantic
memories lack information about the context of
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learning, including situational properties like time
and place, and personal dimensions like how we felt
at the time the event was experienced. Remembering
that you had cereal and toast for breakfast, that you
read the newspaper, and that you had a slight head-
ache is dependent on episodic memory. Knowing
and, indeed, being able to visually recognize objects
like cereal, toast, and newspaper, as well as under-
standing the words you are now reading, is
dependent on semantic memory. In relation to epi-
sodic memory, semantic memory is considered to be
both a phylogenically and an ontologically older
system. In fact, rather than arising as an independent
evolutionary development, it is commonly assumed
that episodic memory emerged as an add-on or
embellishment to semantic memory (Tulving,
2002). Although many animals, especially mammals
and birds, acquire information about the world, they
are assumed to lack the neural machinery to con-
sciously recollect detailed episodes of their past.
Finally, although retrieval of semantic memory
often requires explicit, conscious mediation, the
organization of semantic memory can also be
revealed via implicit tasks such as semantic priming
(e.g., Neely, 1991).

The idea that our semantic and episodic memories
were dependent on a distinct neural substrate was
perhaps first proposed by the American neurologist
J.M. Nielsen (1958). As Nielsen noted, amnesia came
in two types. One type, which he termed temporal
amnesia, was defined by a loss of memory for perso-
nal experiences. The other type, which he termed
categorical amnesia, was defined by a loss of acquired
facts. Nielsen further noted that there were different
varieties of categorical amnesias, including amnesias
for animate objects and amnesias for inanimate
objects (Nielsen, 1946, 1958), presaging a distinction
that is prominently highlighted later in this chapter.
Nielsen also maintained that the temporal (episodic)
and categorical (semantic) amnesias could occur in
isolation, thereby noting that their respective neural
substrates might be at least partially independent
(Nielsen, 1958). Indeed, studies of patients with con-
ceptual deficits have provided some support for
Nielsen’s claim (Hodges and Graham, 2001; Simons
et al., 2002). However, before discussing those
patients, we first discuss studies of semantic memory
in patients with profound amnesias resulting from
damage to the medial temporal lobes. These studies
have provided evidence that medial temporal lobe
structures play a critical role in acquiring and retriev-
ing both semantic and episodic memories.

6.2 Semantic Memory and the Medial
Temporal Lobe Memory System

Studies of patients with impaired episodic memory

resulting from damage to the medial temporal lobes

have established three broadly agreed-on facts about

the functional neuroanatomy of semantic memory.

First, like episodic memory, acquisition of semantic

memories is dependent on medial temporal lobe

structures, including the hippocampal region (CA

fields, dentate gyrus, and subiculum) and surround-

ing neocortex (parahippocampal, entorhinal, and

perirhinal cortices). Damage to these structures

results in deficient acquisition of new information

about vocabulary and famous individuals (e.g.,

Gabrieli et al., 1988; Hamann and Squire, 1995;

Verfaellie et al., 2000, patient SS) and public events

(Manns et al., 2003), and the extent of this deficit is

roughly equivalent to the deficit for acquiring perso-

nal information about day-to-day occurrences.
However, despite broad agreement that acquiring

semantic memories requires medial temporal lobe

structures, there is disagreement concerning the

role of the hippocampal region. One position holds

that the hippocampus is necessary for acquiring

semantic information (for discussion, see Squire and

Zola, 1998). In contrast, others have argued that

acquisition of semantic memories can be accom-

plished by the surrounding neocortical structures

alone; participation of the hippocampus is not neces-

sary (for discussion, see Mishkin et al., 1998). Recent

studies seem to favor the hippocampal position by

showing that carefully selected patients with damage

limited to the hippocampus are impaired in learning

semantic information about public events (Manns

et al., 2003). One potentially important caveat to

this claim comes from studies of individuals who

have sustained damage to the hippocampus at birth

or during early childhood (Vargha-Khadem et al.,

1997). These cases of developmental amnesia have

disproportionately better semantic than episodic

memories, suggesting that the hippocampus may

not be necessary for acquiring semantic information.

For example, cases of developmental delay resulting

from hippocampal damage, although failing to pro-

vide accurate descriptions of their daily activities

(episodic memory), were able to acquire normal lan-

guage and social skills, keep up with their

schoolwork, and perform in the average range on

standard measures of vocabulary and general knowl-

edge (Vargha-Khadem et al., 1997). These findings
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pose a clear challenge to the standard hippocampal

model of declarative memory. Although discussion of

this important issue is outside the purview of this

chapter, it is certain that a reconciliation of this

issue will depend on detailed and direct comparison

of adult onset and developmental amnesias with

regard to the extent of medial temporal lobe damage

and its behavioral consequences.
The second major finding established by studies of

amnesic patients is that the medial temporal lobe

structures have a time-limited role in the retrieval

of semantic memories, which is, in turn, presumably

related to a prolonged consolidation process (Squire

and Alvarez,1995; but see Moscovitch et al., 2005, for

a critique of prolonged consolidation and a reapprai-

sal of the role of the hippocampus in memory

retrieval). Evidence in favor of the claim of a time-

limited role for the hippocampal region in retrieving

semantic memories comes from studies assessing the

status of information acquired prior versus after the

amnesia onset. Such studies have revealed that, for

example, public event knowledge is temporally

graded, with increasing accuracy for events further

in time from the onset of the amnesia (Kapur and

Brooks, 1999; Manns et al., 2003). The length of this

temporally graded amnesia, however, can be surpris-

ingly long and probably varies as a function of type of

information tested and testing method. For example,

in the Manns et al. study, the temporal gradient for

news events lasted from 10 to 15 years when evalu-

ated by a test of recall but less than 5 years when

evaluated by a recognition test (Manns et al., 2003).
Studies of object and word knowledge are also

consistent with the claim that the hippocampus has a

time-limited role in retrieving semantic memories.

Conceptual information about the meaning of objects

and words known to be acquired decades prior to

amnesia onset remains intact as assessed by both

explicit and implicit tasks. Patients with damage to

the hippocampal region are unimpaired on tests of

object naming, object property verification, and object

category sorting (e.g., Schmolck et al., 2002) and show

normal semantic priming (Cave and Squire, 1992).
The third major finding established by studies of

amnesic patients is that semantic memories of all

types are stored in the cerebral cortex. Most impor-

tantly for our present concerns, impaired knowledge

about objects and their associated properties acquired

prior to amnesia onset is not related to medial tem-

poral lobe damage but rather to the extent of damage

to cortex outside this region (e.g., Levy et al., 2004).

6.3 Cortical Lesions and the
Breakdown of Semantic Memory

Studies of semantic memory in amnesia have con-
centrated largely on measures of public event
knowledge. The reason for this is that these tasks
allow memory performance to be assessed for events
known to have occurred either prior to or after
amnesia onset. These measures also allow perfor-
mance to be evaluated for events that occurred at
different times prior to amnesia onset to determine
whether the memory impairment shows a temporal
gradient – a critical issue for evaluating theories of
memory consolidation (Moscovitch et al., 2005).
However, because these patients have either no or,
more commonly, limited damage to regions outside
the medial temporal lobes, they are not informative
about how semantic information is organized in the
cerebral cortex. To address this issue, investigators
have turned to patients with relatively focal lesions
compromising different cortical areas. In contrast to
the studies of amnesic patients, these studies have
focused predominantly on measures designed to probe
knowledge of object concepts.

6.3.1 Object Concepts

An object concept refers to the representation (i.e.,
information stored in memory) of an object category
(a class of objects in the external world) (Murphy,
2002). The primary function of a concept is to allow
us to quickly draw inferences about an object’s prop-
erties. That is, identifying an object as, for example, a
‘hammer’ means that we know that this is an object
that is used to pound nails, so we do not have to
rediscover this property each time the object is
encountered (see Murphy, 2002, for an extensive
review of cognitive studies of concepts).

A major feature of object concepts is that they are
hierarchically organized, with the broadest knowl-
edge represented at the superordinate level, more
specific knowledge at an intermediary level com-
monly referred to as the ‘basic level,’ and the most
specific information at the subordinate level (Rosch,
1978). For example, ‘dog’ is a basic-level category
that belongs to the superordinate categories ‘animal’
and ‘living things’ and has subordinate categories
such as ‘poodle’ and ‘collie.’ As established by
Eleanor Rosch and colleagues in the 1970s, the
basic level has a privileged status (Rosch et al.,
1976; Rosch, 1978). It is the level used nearly
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exclusively to name objects (e.g., ‘dog’ rather than
‘poodle’). It is also the level at which we are fastest
to verify category membership (i.e., we are faster to
verify that a picture is a dog than that it is an animal
or a poodle). It is also the level at which subordinate
category members share the most properties (e.g.,
collies and poodles have similar shapes and patterns
of movement). Finally, the basic level is the easiest
level at which to form a mental image (you can easily
imagine an elephant but not an animal). As discussed
next, studies of patients with cortical damage have
documented the neurobiological reality of this hier-
archical scheme and the central role of the basic level
for representing objects in the human brain.

6.3.2 Semantic Dementia and the General
Disorders of Semantic Memory

Several neurological conditions can result in a rela-
tively global or general disorder of conceptual
knowledge. These disorders are considered general
in the sense that they cut across multiple category
boundaries; they are not category specific. Many of
these patients suffer from a progressive neurological
disorder of unknown etiology referred to as semantic
dementia (SD) (Snowden et al., 1989; Hodges et al.,
1992). General disorders of semantic memory are
also prominent in patients with Alzheimer’s disease
(who typically have a greater episodic memory
impairment than SD patients) (Martin and Fedio,
1983) and can also occur following left hemisphere
stroke, prominently involving the left temporal lobe
(e.g., Hart and Gordon, 1990).

The defining characteristics of semantic dementia,
initially described by Elizabeth Warrington in the
mid-1970s, are relatively isolated deficits on measures
designed to probe knowledge of objects and their
associated properties (Warrington, 1975). These def-
icits include impaired object naming (with errors
typically consisting of semantic errors – retrieving
the name of another basic level object from the
same category, or retrieving a superordinate category
name), impaired generation of the names of objects
within a superordinate category (i.e., semantic cate-
gory fluency), and an inability to retrieve information
about object properties – including sensory-based
information (shape, color) and functional information
(motor-based properties related to the object’s custom-
ary use – but may include other kinds of information
not directly related to sensory or motor properties)
(Warrington, 1975; Martin and Fedio, 1983; Patterson
and Hodges, 1995). In contrast to modality-specific

agnosias, the impairment is not limited to stimuli pre-
sented in a single modality like vision but, rather,
extends to all tasks probing object knowledge regard-
less of stimulus presentation modality (visual, auditory,
tactile) or format (words, pictures). In agreement with
studies of the psychological nature of concepts, the
semantic deficit reveals a hierarchical structure.
Broad levels of knowledge are often preserved,
whereas specific information is impaired. Thus, these
patients can sort objects into superordinate categories,
having, for example, no difficulty indicating which are
animals, which are tools, which are foods, and the like
(Warrington, 1975; Martin and Fedio, 1983). Their
primary difficulty manifests as a problem distinguish-
ing among the basic level objects as revealed by
impaired performance on measures of naming and
object property knowledge. For example, when con-
fronted with a picture of a specific basic level object
like ‘camel,’ these patients often produce the name of
another object from the same conceptual category (e.g.,
‘goat’) or a superordinate term (‘animal’) (Warrington,
1975; Martin and Fedio, 1983).

Recent studies have expanded our understanding
of SD in two important ways: one related to location of
neuropathology, the other to functional characteristics
of the disorder. The initial neuropathological and
imaging studies of SD indicated prominent atrophy
of the temporal lobes, especially to the anterolateral
sector of the left temporal lobe, including the temporal
polar cortex, the inferior and middle temporal gyri,
and the most anterior extent of the fusiform gyrus
(Hodges and Patterson, 1996). However, recent
advances in neuroimaging that allow for direct and
detailed comparison of brain morphology in SD
patients relative to healthy control subjects have
shown that the atrophy extends more posteriorally
along the temporal lobe than previously appreciated
(Mummery et al., 2000; Gorno-Tempini et al., 2004;
Williams et al., 2005). In fact, the amount of atrophy in
ventral occipitotemporal cortex, including the poster-
ior portion of the fusiform gyrus, has been reported to
be as strongly related to the semantic impairment in
SD as is atrophy in the most anterior regions of the
temporal lobes (Williams et al., 2005).

The other major advance in our understanding
of SD is that it is not as global a conceptual disorder
as initially thought. Rather, certain domains of
knowledge may be preserved, and the pattern of
impaired and preserved knowledge appears to be
related to the locus of pathology. Specifically, left-
sided atrophy seems to impair information about all
object categories except person-specific knowledge
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(i.e., information about famous people), which in
turn is associated with involvement of the right ante-
rior temporal lobes (Thompson et al., 2004). Also
relatively spared is knowledge of number and math-
ematical concepts (Cappelletti et al., 2005), a domain
strongly associated with left posterior parietal cortex
(Dehaene et al., 2003).

6.3.3 Category-Specific Disorders
of Semantic Memory

Although case reports of relatively circumscribed
knowledge disorders date back over 100 years, the
modern era of the study of category-specific disorders
began in the early 1980s with the seminal reports of
Warrington and colleagues (Warrington and Shallice,
1984; Warrington and McCarthy, 1987). Category-
specific disorders have the same functional character-
istics as SD, except that the impairment is largely
limited to members of a single superordinate object
category. For example, a patient with a category-
specific disorder for ‘animals’ will have greater diffi-
culty naming and retrieving information about
members of this superordinate category relative to
members of other superordinate categories (e.g.,
tools, furniture, flowers). Similar to patients with SD,
patients with category-specific disorders have diffi-
culty distinguishing among basic level objects (e.g.,
between dog, cat, horse), thereby suggesting a loss or
degradation of information that uniquely distinguishes
members of the superordinate category (e.g., four-
legged animals) (for recent collection of papers on
these patients see Martin and Caramazza, 2003).

A variety of category-specific disorders have been
reported such as relatively circumscribed deficits for
knowing about fruits and vegetables (Hart et al., 1985;
Crutch and Warrington, 2003). However, consistent
with Nielsen’s clinical observations (Nielsen 1946,
1958), most common have been reports of patients
with relatively greater knowledge deficits for ani-
mate entities – especially animals, than for a variety
of inanimate object categories. Although less com-
mon, other patients show the opposite dissociation: a
greater impairment for inanimate manmade objects –
including common tools – than for animals and other
living things (for extensive review of the clinical
literature, see Capitani et al., 2003).

6.3.3.1 Models of category-specific

disorders

Two major theoretical positions have been advanced
to explain these disorders. Following the explanation

posited by Warrington for her initial cases, most
current investigators assume that category-specific
deficits are a direct consequence of an object
property-based organization of conceptual knowl-
edge, an idea that was prominent in the writings of
Karl Wernicke, Sigmund Freud, and other behavioral
neurologists during the late nineteenth and early
twentieth centuries. The central idea is that object
knowledge is organized in the brain by sensory (e.g.,
form, motion, color, smell, taste) and motor proper-
ties associated with the object’s use (Martin et al.,
2000), and in some models other functional/verbally
mediated properties such as where an object is typi-
cally found (for discussion of sensory/functional
models, see Forde and Humphreys, 1999). In this
property-based view, category-specific semantic dis-
orders occur when a lesion disrupts information
about a particular property or set of properties crit-
ical for defining and for distinguishing among
category members. Thus, damage to regions that
store information about object form, and form-
related properties like color and texture, will produce
a disorder for animals. This is because visual appear-
ance is assumed to be a critical property for defining
animals and because the distinction between different
animals is assumed to be heavily dependent on know-
ing about subtle differences in their visual forms. A
critical prediction of sensory-/motor-based models is
that the lesion should affect knowledge of all object
categories with this characteristic, not only animals.
In a similar fashion, damage to regions that store
information about how an object is used should pro-
duce a category-specific disorder for tools and all
other categories of objects defined by how they are
manipulated. Cognitive studies with normal individ-
uals on the relationship between and among object
features and attributes show broad consistency with
the known patterns of category-specific disorders,
thus providing additional evidence in support of
property-based models (Cree and McRae, 2003).

The alternative to these property-based theories is
the domain-specific view championed most recently
by Alfonso Caramazza and colleagues (Caramazza and
Shelton, 1998; Caramazza and Mahon, 2003). On this
account, our evolutionary history provides the major
constraint on the organization of conceptual knowl-
edge in the brain. Specifically, the theory proposes
that selection pressures have resulted in dedicated
neural machinery for solving, quickly and efficiently,
computationally complex survival problems. Likely
candidate domains offered are animals, conspecifics,
plant life, and possibly tools (for a detailed discussion
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of these models, see Caramazza, 1998). Property-based
and category-based accounts are not mutually exclu-
sive. For example, it is certainly possible that concepts
are organized by domains of knowledge, implemented
in the brain by large-scale property-based systems
(Mahon and Caramazza, 2003). Much of the functional
neuroimaging evidence to be discussed later is consis-
tent with this view.

6.3.3.2 Functional neuroanatomy of

category-specific disorders

There is considerable variability in the location of
lesions associated with category-specific disorders for
animate and inanimate entities. Nevertheless, some
general tendencies can be observed. In particular,
category-specific knowledge disorders for animals
are disproportionately associated with damage to the
temporal lobes (Gainotti, 2000). The most common
etiology is herpes simplex encephalitis, a viral condi-
tion with a predilection for attacking anteromedial and
inferior (ventral) temporal cortices (Adams et al.,
1997). Category-specific knowledge disorders for
animals also have been reported following focal,
ischemic lesions to the more posterior regions of ven-
tral temporal cortex, including the fusiform gyrus
(Vandenbulcke et al., 2006). In contrast, category-
specific knowledge disorders for tools and their asso-
ciated actions have been most commonly associated
with focal damage to lateral frontal and parietal cor-
tices of the left hemisphere (Tranel et al., 1997;
Gainotti, 2000). However, it is important to stress
that the lesions in patients presenting with category-
specific knowledge disorders are often large and show
considerable variability in their location from one
patient to another (Capitani et al., 2003). As a result,
these cases have been relatively uninformative for
questions concerning the organization of object mem-
ories in cerebral cortex. In contrast, recent functional
neuroimaging studies of the intact human brain have
begun to shed some light on this thorny issue.

6.4 The Organization of Conceptual
Knowledge: Neuroimaging Evidence

6.4.1 Neuroimaging of Semantic Memory

For nearly two decades cognitive neuroscientists
have used positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI) to
explore the functional neuroanatomy of semantic
memory. Although the particular methods, experi-
mental paradigms, and stimuli vary widely, the

general tack taken in most studies has been to com-

pare brain activity when subjects engage in tasks

requiring the encoding or retrieval of conceptual

information (e.g., Is this object a man-made artifact?)

versus the activity associated with equally difficult

nonconceptual processing (e.g., Does this object’s

name contain the letter b?), using the same stimuli.

The neuroanatomical claims made by these studies

are further strengthened when subsequent research

observes activity in the same brain regions using

stimuli that are conceptually related (e.g., judging

whether objects are artifacts) but physically different

(e.g., seeing photographs vs. hearing sounds vs. read-

ing names of artifacts). Such findings demonstrate

that the regions are responding to the stimuli’s con-

ceptual content rather than their physical

characteristics. As we will see, however, this does

not mean that objects’ physical properties are unim-

portant to their neural representations. On the

contrary, using a variety of concepts and object cate-

gories, it has been well documented that object

concepts are represented in the brain as distributed

property circuits, whereby the information most rele-

vant to real-world interactions with an object is

stored in the same sensorimotor regions active

when that information was acquired.
Studies comparing conceptual to nonconceptual

processing consistently identify three brain regions –

the left ventrolateral prefrontal cortex (VLPFC) and

the ventral and lateral regions of the temporal lobes. A

large functional neuroimaging literature demonstrates

that the VLPFC serves as a control center for semantic

memory, guiding retrieval and postretrieval selection

of concept property information stored in other brain

regions (Bookheimer, 2002; Martin, 2001; Thompson-

Schill, 2003). These functional neuroimaging findings

are consistent with neuropsychological findings with

patients who, subsequent to left inferior frontal lesions,

exhibit word retrieval difficulties while retaining con-

ceptual knowledge for those same words (Baldo and

Shimamura, 1998; Thompson-Schill et al., 1998).

Information about this region’s role in semantic

memory has been augmented by recent functional

neuroimaging studies that find distinct mechanisms

within the VLPFC for information retrieval and selec-

tion among competing alternatives (Badre et al., 2005).

Although claims for dissociable retrieval and selection

subregions in VLPFC remain controversial, there is

wide agreement that this region’s primary role is to

control and manipulate information stored elsewhere

(Gold et al., 2005, 2006).
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6.4.2 Object Concepts as Sensorimotor
Property Circuits

In addition to the VLPFC, a significant body of
research demonstrates that various property regions
located in or near perceptual cortex store information
about object concepts. In particular, these studies find
that the posterior ventral and lateral temporal lobes
are particularly important for storing information
about object concepts (Martin and Chao, 2001;
Thompson-Schill, 2003; Martin, 2007). We will see
that important clues about how knowledge is repre-
sented in the human brain come from how
information is organized within these regions.

As described earlier, cases of category-specific
deficits point toward a central role for property infor-
mation in the organization of semantic memory.
Early functional neuroimaging research using PET
imaging supported these lesion study findings. Using
a property production task in which subjects were
required to generate a word describing a specific
property of a visually presented object, Martin and
colleagues (Martin et al., 1995; also see Chao and
Martin, 1999; Wiggs et al., 1999) demonstrated that
producing color-associate words (e.g., saying ‘yellow’
in response to an achromatic picture of a pencil or to
its written name) elicited activity in the fusiform
gyrus just anterior to regions activated when subjects
passively viewed color stimuli. In contrast, producing
action word associates (e.g., saying ‘write’ in response
to a pencil) elicited activity in premotor cortex as
well as a region of the left posterior middle temporal
gyrus (pMTG) just anterior to primary visual
motion-selective cortex MT/V5. Similar effects
have now been observed for other property modal-
ities as well, with sound, touch, and taste properties
activating the corresponding auditory, somatosen-
sory, and gustatory cortical regions (Kellenbach
et al., 2001; Goldberg et al., 2006).

Functional neuroimaging findings demonstrating
that retrieving object property information activated
regions near perceptual and motor cortex are highly
suggestive of the sensorimotor hypotheses generated
in the literature on category-specific disorders. More
recently, however, strong evidence for these accounts
has come from fMRI studies demonstrating direct
overlaps in the neural bases of knowledge, perception,
and action. For example, Simmons et al. (in press)
demonstrated a direct overlap in the neural bases of
color perception and color knowledge retrieval. Using
an attention-demanding task requiring fine-grain dis-
criminations among color hues, they first mapped the

brain regions underlying color perception. Next, in

separate scanning runs, they presented subjects with

a verbal property verification task in which they indi-

cated whether color or motor property words could be

true of a concept word. Using the color perception task

as a functional localizer, they observed that the most

color-responsive region in the perception task, located

in the left fusiform gyrus, was also activated for color

knowledge retrieval relative to retrieving motor

knowledge (Figure 1). Evidence for direct overlaps

between knowledge retrieval and sensorimotor
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Figure 1 Overlap in perceptual and conceptual color

processing. On top, the figure depicts sagittal and coronal

sections from the N27 template brain warped to Talairach
space (template available in AFNI). The functional overlays

represent Talairach-normalized group data from the random

effects analysis. Green patches indicate regions where activity

was greater for processing color than grayscale wheels in the
color perception task (p<0.0001). Blue patches indicate

regions where activity was greater for verifying color properties

than motor properties in the knowledge retrieval task (p<0.01

with a cluster size of at least 108mm3). The red patch in the left
fusiform gyrus indicates the region of overlap between the two

tasks. The inset bar graph demonstrates that within the left

fusiform ROI, where color perception produced a greater
response than grayscale perception (in other words, within the

combined green and red patches), the average BOLD

response to color property words in the property verification

task was greater than the response for motor property words
(p¼0.006). The y-axis indicates percent signal change relative

to signal baseline, with error bars representing � 1 standard

error of the subject means. Adapted from Simmons WK,

Ramjee V, BeauchampMS, McRae K, Martin K, Martin A, and
Barsalou LW (in press) A common neural substrate for

perceiving and knowing about color. Neuropsycholgia.
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property systems are not limited to color properties.

For example, Pulvermuller and colleagues have

demonstrated that simply reading words referring to

actions performed with a particular body part (e.g.,

lick, kick, pick) activated the corresponding motor

cortex (e.g., face, foot, and hand representations,

respectively) (Hauk et al., 2004).
Together, these findings support claims that knowl-

edge about a particular object property, such as its

color or the actions associated with it, resides in the

same sensorimotor regions that are active when that

information is experienced in the external world. If this

is correct, then object categories should have predict-

able neural representations based on their multimodal

property profiles. This appears to be the case. For

example, the most salient properties of appetizing

foods are how they look, how they taste, and how

rewarding they are to eat. Using fMRI, Simmons

et al. (2005) demonstrated that viewing images of

appetizing foods (e.g., cookies, pizza) while performing

a low-level picture repetition detection task was

enough to elicit bilateral activity in ventral occipito-

temporal regions tuned to represent object form

information (e.g., how objects look). Consistent with

the sensorimotor account of knowledge representation,

the researchers also observed activity in regions of the

right insula/operculum (primary gustatory cortex) and

left orbitofrontal cortex (OFC) (secondary gustatory

cortex) activated in prior fMRI studies when subjects

received tastants orally in the scanner (Figure 2).

Z = 20

Z = –30

(a)

(b)

Z = –24 Z = –20 Z = –18 Z = –10 Z = –6

Z = 13 Z = 10 Z = 9 Z = 5 Z = –9

Figure 2 (a) Locations of peak right hemisphere insula/operculum activations reported in taste perception studies. (b) Locations
of peak left orbitofrontal cortex (OFC) activations across various tasks. The green squares in the insula/operculum at Z¼ 20 and

Z¼�9 represent peak activations observed when participants taste sucrose, whereas the green square in the lateral OFC at

Z¼�10 is the peak activation in the area observed to respond to the combination of gustatory and olfactory stimuli, and thus it is a

likely candidate for being the center of flavor representation (de Araujo et al., 2003b). The blue diamond in the insula/operculum at
Z¼ 13 indicates an area of common activation when participants tasted either glucose or salt (O’Doherty et al., 2001b). The pink

squares in the insula/operculum at Z¼ 10 and in the OFC at Z¼�6 indicate the peak activations observedwhen participants taste

umami (de Araujo et al., 2003a). The aqua squares in the insula/operculum at Z¼5 and in the OFC at Z¼�18 represent peak

activations when participants tasted glucose (Francis et al., 1999). Yellow diamonds in the inferior medial OFC represent peak
activations observed when participants receive abstract rewards (O’Doherty et al., 2001a). The blue circle in the OFC at Z¼�10

represents peak activation observed when participants verify the taste properties of concepts using strictly linguistic stimuli

(Simmons, Pecher, Hamann, Zeelenberg, and Barsalou, Poster presented at the Annual Meeting of the Cognitive Neuroscience

Society, New York, NY, April 2003). Finally, the red circles in the insula/operculum at Z¼9 and in the OFC at Z¼�18 and Z¼�6
indicate the activation peaks observed in the present study when participants viewed food pictures.When necessary, coordinates

reported in other studies were converted from Talairach to MNI space. Adapted from Simmons WK, Martin A, and Barsalou LW

(2005) Pictures of appetizing foods activate gustatory cortices for taste and reward. Cereb. Cortex 15: 1602–1608.
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These findings demonstrate that information about
object-associated properties is stored and represented
across numerous property regions in the brain, rather
than in a single unitary semantic memory storehouse.
In addition, the property regions that compose a
concept’s neural representation overlap with the
brain regions mediating that property’s perception.
Findings to this effect provide strong evidence that
at least some aspect of object knowledge is maintained
in a modality-specific, perceptual format (Barsalou,
1999). This stands in stark contrast to accounts
describing human knowledge solely in terms of amo-
dal, propositional, and linguistic formats that bear
arbitrary relationships to the perceptual experiences
through which the information was acquired (Fodor,
1975; Pylyshyn, 1984; Kintsch, 1998).

6.4.3 Object Categories in the Brain

The vast majority of studies examining the neural
bases of object concept knowledge have presented
subjects with photographs of exemplars from various
object classes. Given that a large body of monkey
neurophysiology and human neuroimaging evidence
indicates that the occipitotemporal cortex plays a
central role in object perception (Grill-Spector,
2003; Grill-Spector and Malach, 2004), it is unsur-
prising that in these studies the different object
categories invariably activate this region. This does
not imply, however, that the ventral occipitotem-
poral cortex is an undifferentiated object-processing
system. Rather, comparisons between classes of
objects demonstrate that local regions within the
ventral occipitotemporal cortex are particularly
responsive to some categories relative to others.
Perhaps the most well-known category-responsive
brain region is the fusiform face area (FFA), which
responds reliably and selectively to face stimuli
(Kanwisher et al., 1997; see Kanwisher and Yovel,
2006, for review). Other frequently studied object
categories include environmental scenes (places),
which reliably activate a region in parahippocampal
cortex (Aguirre et al., 1998; Epstein and Kanwisher,
1998), as well as animals and tools, each activating
lateral and medial fusiform cortex, respectively
(Chao et al., 1999; see Martin and Chao, 2001, and
Martin, 2007 for reviews).

The topographic relations among these category-
responsive ventral temporal regions are a topic of
much research interest. Clearly, distinct categories
are associated with activation peaks in particular
regions. fMRI pattern analysis techniques, however,

have demonstrated that they are also associated with
distinct neural signatures across large swaths of ven-
tral occipitotemporal cortex (Haxby et al., 2001;
Spiridon and Kanwisher, 2002; Cox and Savoy,
2003). For now, it remains an open question as to
how central these nonpeak areas are in the cognitive
representation of concepts from any particular cate-
gory (Haxby et al., 2001; Spiridon and Kanwisher,
2002; Reddy and Kanwisher, 2006). In contrast, how-
ever, to this debate about the distributedness of
concept representation within a single brain region,
human functional neuroimaging evidence leaves lit-
tle room for debate as to whether conceptual
information is distributed across brain regions.
Conceptual knowledge is unequivocally distributed
throughout the brain, and some of the best evidence
to this effect comes from the study of two broad
classes of knowledge: animate entities and tools.

6.4.4 Two Case Studies in Category
Representation: Animate Entities and Tools

Motivated by category-specific deficits for animals
and tools reported in the neuropsychological litera-
ture, many functional neuroimaging studies have
focused on defining the neural substrate underlying
knowledge of animate entities and small, manipul-
able artifacts such as tools. As we will see, these
studies have shown that tasks involving animate
objects (i.e., people and animals) are associated with
activity in the distributed neural circuit engaged
while perceiving animate entities’ most salient prop-
erties, namely, what they look like and how they
move. For example, Chao et al. (1999) demonstrated
that naming pictures or reading words denoting ani-
mal concepts activated lateral regions in the fusiform
gyrus (located along the ventral surface of the tem-
poral lobes and including the FFA), as well as the
posterior extent of the superior temporal sulcus
(pSTS), located laterally along the temporal lobe
(Figure 3). In contrast, these authors demonstrated
that performing these tasks with manipulable artifacts
(e.g., tools) activates a distributed neural circuit
underlying not only what these objects look like
and how they move but also their function-associated
motor properties, including medial regions in the
fusiform gyrus, the pMTG, and in a later study,
posterior parietal and ventral premotor regions
(Chao and Martin, 2000).

The fusiform region activated by animal and tool
stimuli is part of a larger object-form processing
stream stretching along the ventral surfaces of the
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occipital and temporal lobes (Ungerleider and
Mishkin, 1982). Within this so-called ventral visual
stream the form features of visual inputs are processed
in a hierarchically organized manner, with more ante-
rior regions representing higher-order information
about what objects look like (Riesenhuber and
Poggio, 1999; Grill-Spector and Malach, 2004). In
contrast, the lateral temporal regions activated by
animal and tool stimuli are located immediately ante-
rior to the much-studied visual motion area V5/MT
(Watson et al., 1993).

Although the location of these category-responsive
regions relative to form and motion processing areas
was suggestive as to their functional significance, the
clearest evidence for the specific functions played by
these two regions in conceptual processing per se

comes from the work of Beauchamp and colleagues.
In a series of studies, subjects were shown static and
moving stimuli of humans (photographs and video
clips of people performing actions such as jumping,
walking, and sitting) and manipulable objects (e.g.,
photographs and video clips of tools such as hammers,
saws, and scissors, moving in characteristic ways)
(Beauchamp et al., 2002, 2003). As expected, the two
classes of stimuli activated distinct regions in the

ventral and lateral temporal lobes (Figure 4).
Beauchamp et al. (2002) observed that in the fusiform
gyrus, lateral regions responded more strongly to
depictions of humans, and medial regions responded
more to manipulable objects. Importantly, however,
both regions responded equally to their preferred
stimuli, regardless of whether those stimuli were static
or dynamic. In a subsequent study, Beauchamp et al.
(2003) observed that the lateral and medial fusiform
responded much more to videos of humans and tools,
respectively, than they did to point-light displays of
humans and tools that lacked the form and color
features of the video stimuli, but which maintained
their motion vectors. Taking these two sets of findings
together, we can infer that the lateral and medial
fusiform regions are not modulated by motion but,
rather, respond to the form features characterizing
object concepts from their preferred categories –
form features that are present in both static and
dynamic depictions of an object.

Unlike the ventral temporal cortex, lateral tem-
poral regions were more responsive to dynamic than
static stimuli, with the pSTS and pMTG exhibiting
strong category selectivity. The pSTS responded
more strongly to dynamic depictions of human actions
than to tool motion. This finding is consistent with
monkey neurophysiology and human fMRI studies
demonstrating that this region is particularly tuned
to flexible, fully articulated motion vectors that char-
acterize biological motion (Oram and Perrett, 1994;
Puce et al., 1998; Grossman and Blake, 2001; Pelphrey
et al., 2005). In contrast, relative to human actions, the
pMTG responded more strongly to the rigid, unarti-
culated motion vectors characterizing dynamic
depictions of tool motions. Thus, in the same way
that activity in ventral temporal cortex differentiates
along category boundaries, presumably due to differ-
ent visual form characteristics for animate objects and
manipulable artifacts, so activity in lateral temporal
cortex similarly differentiates the distinctive motion
properties of the two categories.

As reviewed earlier, behavioral (Cree and McRae,
2003) and imaging (seeMartin, 2007) evidence demon-
strate that an object concept’s property profile (e.g., its
form, motion, taste, sound) predicts the conglomera-
tion of sensorimotor regions underlying that object
concept’s storage and representation in the brain. In
light of this, it should come as no surprise that in
addition to the temporal regions representing their
form and motion properties, tasks involving manipul-
able artifacts also recruit posterior parietal and ventral
premotor regions supporting the representation of

Figure 3 Schematic illustration of regions exhibiting

category-related activity for animate entities such as animals

and people (red) and manipulable artifacts such as tools
(blue). (a) Ventral view of the right hemisphere showing relative

location of regions assumed to represent visual form and

form-related properties like color and texture of animate

entities (1. lateral region of the fusiform gyrus, including, but
not limited to, the fusiform face area) and tools; (2. medial

region of the fusiform gyrus). (b) Lateral view of the left

hemisphere showing relative location of regions assumed to

represent biological motion typical of animate entities (3.
pSTS) and rigidmotion vectors typical of tools (4. pMTG). Also

shown are the relative locations of the posterior parietal (5.

typically centered on the intraparietal sulcus) and ventral
premotor (6.) regions of the left hemisphere assumed to

represent information about the motor movements

associated with using tools.
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object-associated actions (Chao and Martin, 2000).
This finding is consistent with monkey neurophysiol-
ogy evidence demonstrating that neurons in the ventral
premotor and parietal cortices respond when monkeys
grasp objects, as well as when they merely see objects
they have previously manipulated (Jeannerod et al.,
1995; Rizzolatti and Fadiga, 1998).

6.4.5 Category-Related Activations
in Property Regions Are the Bases of
Conceptual Representations of Objects

Processing various object categories elicits activity in

sensorimotor property regions. But how do we know

that the activity in property regions represents
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Figure 4 (a) Lateral view of the left hemisphere showingMTG regions that are more responsive when subjects identify static

and moving images of tools than people (blue), and pSTS regions that are more responsive for identifying people than tools

(yellow). (b) Coronal section illustrating medial fusiform regions that are more responsive when subjects identify static and
moving images of tools than people (blue), and the lateral fusiform region that is more active for identifying people (yellow).

Below each brain are group-averaged bold response functions depicting activity for static and moving images in each region

shown in (a) and (b). The lateral cortical areas in (a) exhibit category and motion effects, where as ventral areas depicted in (b)
exhibit only category effects. Vertical gray bars indicate stimulus presentation periods. Dashed lines indicate �1 SEM.

Adapted from Beauchamp MS, Lee KE, Haxby JV, and Martin A (2002) Parallel visual motion processing streams for

manipulable objects and human movements. Neuron 34: 149–159.
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conceptual information? Three findings in particular
from the literature on animate and manipulable arti-
fact object concepts strengthen the case that property
regions are involved in conceptual-level processing.

6.4.5.1 Reason #1 to think that

property regions are involved in

conceptual-level processing: Activity in

category regions transcends stimulus

features

For both animate and manipulable artifact categories,
substantial evidence demonstrates that activity in the
categories’ property regions is not stimulus specific.
For example, differential responses are observed in
the lateral fusiform to animate entities in response to
pictures and written names of animals (Chao et al.,
1999; Okada et al., 2000; Price et al., 2003; Devlin
et al., 2005; Rogers et al., 2005; Wheatley et al., 2005;
Mechelli et al., 2006), human voices (von Kriegstein
et al., 2005), and when simply imagining faces
(O’Craven and Kanwisher, 2000). In addition, lateral
fusiform activity is also observed in response to
stimuli depicting point-light displays of human
bodies in motion (Grossman and Blake, 2001, 2002;
Beauchamp et al., 2003; Peelen et al., 2006) and
degraded and abstract visual stimuli such as human-
like stick figures (Peelen and Downing, 2005). These
findings are important because they demonstrate that
this region is responsive to representations of animate
entities, even after most form and color information
has been stripped from the stimuli.

Perhaps most significantly, lateral fusiform activ-
ity has even been observed when participants view
abstract representations of social situations depicted
in interactions among simple geometric shapes
(Heider and Simmel, 1944). For example, the lateral
fusiform gyrus responds to animations suggesting
social interactions such as hide-and-seek (Schultz
et al., 2003), mocking and bluffing (Castelli et al.,
2000, 2002), and sharing (Martin and Weisberg,
2003).

Similarly, differential responses in the medial fusi-
form to manipulable objects are observed in response
to both pictures and written names of tools (Chao
et al., 1999, 2002; Whatmough et al., 2002; Devlin
et al., 2005; Mechelli et al., 2006), the spoken names
of tools (Noppeney et al., 2006), and point-light dis-
plays depicting tools in motion (Beauchamp et al.,
2003). Medial fusiform activity has even been
observed when participants view simple geometric
shapes that move and interact in ways that suggest
mechanical interactions such as a bowling ball

knocking down pins or billiards (Martin and
Weisberg, 2003). Clearly, activation in these cate-
gory-related property areas is not due to particular
stimulus features but, rather, appears to be related to
high-level conceptual representations.

6.4.5.2 Reason #2 to think that

property regions are involved in

conceptual-level processing: Activations

in property areas occur as property

inferences
Further evidence that property regions for animate
and manipulable objects are involved in conceptual
processing comes from studies in which property
inferences manifest as activations in property areas;
in other words, when a response occurs within a
property area even though that particular property
is not, in fact, present in the stimulus. For example,
perceiving pictures of animals or people or reading
animal names activates the region of the pSTS sensi-
tive to biological motion, even when the stimuli
presented are static photographs (Chao and Martin,
1999; Beauchamp et al., 2002). Similarly, perceiving
static pictures of tools or reading tool names activates
the region of the pMTG known to represent nonbio-
logical motion (Chao and Martin, 1999; Beauchamp
et al., 2002; Chao et al., 2002; Phillips et al., 2002;
Kellenbach et al., 2003; Creem-Regehr and Lee, 2005;
Devlin et al., 2005; Kable et al., 2005; Tranel et al.,
2005a, b; Mechelli et al., 2006; Noppeney et al., 2006).
In addition to the motion property inferences, how-
ever, motor property inferences are also observed in
response to tool photographs, with subjects exhibiting
activations in premotor cortex, even though they are
not physically manipulating the tools (Chao and
Martin, 2000; Chao et al., 2002; Creem-Regehr and
Lee, 2005; Kan et al., 2006).

These findings are in the same vein as the obser-
vations described earlier when subjects viewed
appetizing foods. Upon viewing pictures of appetiz-
ing foods, activations were observed in insula/
operculum and OFC regions known to represent
the tastes and taste rewards of foods, even though
subjects were not receiving any gustatory stimulation
(Simmons et al., 2005).

The ability to make inferences about an entity’s
properties is at the very core of what most cognitive
scientists call conceptual knowledge. Across various
categories, human subjects frequently exhibit activa-
tions in property regions that correspond to salient
object concept information, often when that informa-
tion is not present in the immediate stimulus. Given
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its great utility, and likely survival value, we might

expect that the ability to infer properties would be

preserved across primate species, and recent evi-

dence demonstrates that it is.
In a study demonstrating evolutionary continuity

in the neural mechanisms for representing concep-

tual information, Gil-da-Costa et al. (2004) presented

both species-specific calls and nonbiological sounds

to awake rhesus macaques undergoing PET imaging.

Although both the species-specific calls and nonbio-

logical sounds were attended by activity in auditory

cortex, the conspecific calls also elicited activation in

area TE/TEO, the presumed monkey homologue of

human fusiform gyrus, and in the STS (Figure 5).

Note that these ventral and lateral temporal activa-

tions in visual form and motion property regions

occurred to auditory stimuli. As with humans, when

monkeys process information about animate entities,

in this case other monkeys, activation occurs across a
distributed network of property regions to represent
those entities’ salient features, namely, what they
look like and how they move, even when those prop-
erties are not immediately present in the stimulus.

6.4.5.3 Reason #3 to think that property

regions are involved in conceptual-level

processing: Retrieving information from
memory depends on reactivating property

regions engaged while learning that

information

A recent finding using fMRI brain state classification
provides yet more evidence that property regions are
involved in conceptual processing per se, rather than
simply responding to features present in experimen-
tal stimuli. Polyn et al. (2005) demonstrated that
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Figure 5 Activation of visual cortical areas in response to species-specific vocalizations in the rhesus macaque. (a) Lateral

view of a rhesus monkey brain demonstrating the approximate locations of the coronal sections in (d) and (e). Both (b) and (c)
show the mean (� SEM) normalized rCBF for the activations in TE/TEO and MT/MST/STS, respectively. In both regions, coos

and screams exhibited reliably greater activation than nonbiological sounds. The coronal slices in (d) and (e) illustrate regions

in each monkey that were more responsive to conspecific vocalizations (coos and screams) than to nonbiological sounds.

Adapted from Gil-da-Costa R, Braun A, Lopes M, et al. (2004) Toward an evolutionary perspective on conceptual
representation: Species-specific calls activate visual and affective processing systems in the macaque. Proc. Natl. Acad. Sci.

USA 101: 17516–17521.
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machine-learning algorithms are capable of detecting
activity across the property regions underlying faces,
places, and manipulable objects immediately prior to
the free recall of information about each of these
categories. During the classifier training phase of
the study, subjects learned associations between
labels and photographs of famous people, places,
and common manipulable objects while undergoing
fMRI. Later, while still undergoing fMRI, subjects
were instructed to recall the items they had learned
during the training phase. Brain state classifiers that
were trained on data collected during encoding were
able to detect distinct patterns of category-related
activity that occurred several seconds prior to recall.
Importantly, lateral fusiform activity served as the
best predictor of famous face recall, left pMTG and
parietal cortex activity best predicted manipulable
object recall, and parahippocampal activity best
predicted recall of places. By demonstrating that
retrieving an item from memory depends on reacti-
vating the pattern of activity in property regions that
occurred during learning, this finding further estab-
lishes the centrality of property-specific information
systems in the memory encoding, storage, and re-
trieval of conceptual information.

6.4.6 Learning about Objects by Building
Property Circuits

The close correspondence between brain regions
underlying perception and action with an object, and
its representation in memory, suggests that conceptual
property circuits develop out of experience with
objects. A small but growing body of literature demon-
strates that this is indeed the case. For example,
Weisberg et al. (2007) asked subjects to perform a
simple visual matching task on photographs of novel
objects while undergoing fMRI. After scanning, the
subjects were then given extensive training interacting
with the objects, each of which was designed to per-
form a specific tool-like function. After training, the
subjects were once again scanned while performing the
visual matching task. Comparing the data from the two
imaging sessions revealed that physical experience
using the objects in a tool-like manner led to signifi-
cant changes in the objects’ neural representation.
Whereas the novel objects elicited only diffuse ventral
temporal activation in the first scan session, ventral
temporal activity after training was largely restricted
to the medial aspect of the fusiform gyrus, the same
region previously implicated in representing the visual
shape or form of tools. Similarly, new activations

emerged after training in other regions observed in
studies of tool knowledge, namely, the left pMTG
(nonbiological motion) and left intraparietal sulcus
and premotor cortex (physical manipulation).

Learning effects have also been observed for ani-
mate entities. As described earlier, viewing point-light
displays of human forms in motion elicits activity in
lateral fusiform and pSTS. Grossman et al. (2004)
trained subjects to perceive human forms in point-
light displays embedded within visual noise. After
training, the subjects were not only better at indicat-
ing when a human form was present in a noisy visual
display, but they also exhibited greater fusiform and
pSTS activity in response to detecting those forms.
Interestingly, the amount of activity in both regions
was positively correlated with a subject’s behavioral
performance.

Yet further evidence for the development of
property circuits with learning comes from James
and Gauthier (2003), who demonstrated that prop-
erty circuits can develop even through verbal
learning. Prior to scanning, subjects learned verbally
presented facts about families of novel animate-like
entities called greebles. For example, subjects were
trained that a particular family of greebles were
associated with an auditory property (e.g., roars or
squeaks), whereas other types of greebles had action
properties (e.g., hops or jumps). After training, sub-
jects underwent fMRI while performing a visual
matching task that did not require retrieval of the
learned associations. James and Gauthier found that
viewing greebles associated with auditory properties
produced activity in auditory cortex (as defined by
an auditory functional localizer) and viewing gree-
bles associated with action properties produced
activity in the biological motion-sensitive region of
the pSTS (as localized by moving point-light
displays).

James and Gauthier’s findings are important for at
least two reasons. First, along with the findings of
Weisberg et al. (2007), they illustrate how experience
with category exemplars leads to the development of
property circuits, which can later activate as property
inferences. In both studies, simply seeing a particular
object from the training set elicited activation in
either premotor (for tools) or auditory and motion-
sensitive cortex (for greebles), even though that
information was unnecessary for successfully per-
forming the task and not present in the stimuli.
Second, it illustrates that this process can occur
even when experience is verbally mediated. This
finding is important precisely because so much of
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our knowledge is acquired verbally, rather than

through direct sensorimotor experience with objects

and their properties.

6.5 Summary

The neuropsychological and functional neuroimag-

ing findings presented here tell us much about the

organization of conceptual knowledge in the brain.

Surveying these studies, it appears that information

about any particular object concept is distributed

across a discrete network of cortical regions, rather

than being represented in a single brain region. In

addition, the particular neural circuit for a given

object concept includes property regions that are

most commonly engaged during perceptual experi-

ence with, or functional use of, the object, as

demonstrated by training studies that documented

the development of property circuits as subjects

gained experience with an object.
One reason for suspecting that these property

regions are not strictly perceptual but, rather, support

conceptual representations is that some property

regions activate automatically when an object is iden-

tified, regardless of whether their respective properties

are immediately present in the stimulus. As such, these

activations constitute property inferences about the

object. At present, the extant findings suggest that for

any given object, properties such as form, motion, and

function-associated motor actions are particularly

likely to be retrieved automatically. As such, these

three property types may form a core set of informa-

tion that is necessary and sufficient for representing

object concepts in memory. There is good reason to

believe, however, that future research using a wider

array of object categories will reveal important roles

for other property types as well (e.g., taste properties

may be particularly important for food concepts).

Finally, a close physical proximity exists between the

neural systems underlying perception and knowledge

representation for objects. Indeed, for color and motor

properties, the neural bases underlying perceptual and

conceptual property representation may partially

overlap. Taken together, these findings strongly sup-

port so-called embodied cognition accounts of

knowledge representation, which claim that concep-

tual property information is stored in the perceptual

and motor systems active when that property informa-

tion is learned.
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7.1 Introduction

Although the term episodic memory did not exist until
about 35 years ago, it captures much of what philoso-
phers, psychologists, and lay people have meant by
memory or remembering. Episodic memory – or the
recollection of events from one’s personal past – is
therefore one of the most fundamentally important
concepts in the study of human memory. It is the
capacity for episodic memory that enables one to
recollect the multitude of details surrounding one’s
most cherished moments.

A challenge inherent in writing a review chapter
on episodic memory is that it is not a static term; the
essence of the term episodic memory has morphed
and broadened considerably over the short time of
the term’s existence. It should be no surprise, then,
that different empirical evidence has been brought to
bear on the different meanings. A further twist is that
a single person, Endel Tulving, both introduced the
term (in 1972) and has modified its meaning many
times in the years since. As a result, his theorizing and
adaptation of the concept has spawned much of the

relevant literature, and this chapter draws very heav-
ily upon his work and emergent ideas.

We have chosen the following approach in orga-
nizing this chapter. We begin by attempting to identify
a few of the historical landmarks or prominent features
proposed in the conceptual development of episodic
memory. We then choose two topics to consider in
some depth. Specifically, we consider evidence sup-
porting the proposition that episodic memory is a
distinct memory system, different from other types
of memory. We then consider research bearing on
the suggestion that episodic memory may represent
only one facet of a more general cognitive capacity
that enables mental time travel into both the subjective
past and future.

7.2 Historical Landmarks

7.2.1 A Taxonomic Distinction: Episodic
and Semantic Memory

The concept of episodic memory was formally intro-
duced in a seminal chapter by Tulving (1972), who
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drew a distinction between memory for specific
events (episodic memory) and memory for general
knowledge and facts (semantic memory). For exam-
ple, remembering that the word elephant had been
present in a list of previously studied words, recount-
ing the events surrounding the day of one’s college
graduation, or reminiscing about the most recent
Christmas dinner with a family member would be
considered instances of episodic memory. Knowing
that elephants live in Africa, the name of the college
one attended, and that a family gathering typically
implies a special occasion would be classified as
examples of semantic memory (See Chapter 5).

In 1972, Tulving explained that laboratory studies
of human memory had long been concerned with
episodic memory. That is, most experiments were
of the same general design: Present events for study
and then measure how well they are remembered at a
later time. At this time, episodic memory was asso-
ciated with a certain type of task: Those that required
recall or recognition of a prior episode.

Although episodic and semantic memory are both
declarative (i.e., may be articulated) and can be dif-
ferentiated from memory that cannot be expressed in
terms of representational information (i.e., proce-
dural memory, or memory of how to perform a
skill, see Squire, 1987), there exists a fundamental
and straightforward distinction between episodic
and semantic memory: Episodic memory involves
remembering an episode from one’s past that is spe-
cific to time and place, whereas semantic memory
involves general knowledge that is not associated
with specific episodes.

Tulving summarized his seminal 1972 chapter as
having made ‘‘a case for the possible heuristic useful-
ness of a taxonomic distinction between episodic and
semantic memory and two parallel and partially over-
lapping information processing systems’’ (Tulving,
1972: p. 401). At the time, the episodic/semantic dis-
tinction was offered as a proposal that the two types of
memory may be separable. As will be seen, the con-
cept of episodic memory quickly grew to denote more
than its originally intended meaning. The taxonomic
distinction between episodic and semantic memory,
however, is a central feature of the original concep-
tualization that has stood the test of time. Indeed, this
distinction has been adopted by the field and is in
widespread use.

Before proceeding further, it is worth considering
the similarities and differences between the term
episodic memory and a few other, related terms.
Autobiographical memory refers to personal memories

of one’s own life. These can be of two types: episodic
or semantic. Consider the following examples:
Remembering the first day of grammar school
would rely upon episodic memory, whereas knowing
the name of one’s grammar school relies upon seman-
tic memory. Both examples, however, represent
autobiographical (self-related) memory. We should
acknowledge, though, that researchers define auto-
biographical memory in different ways, so not all
would agree with this classification scheme. Explicit
memory is another term related to episodic memory.
Explicit memory is a term often used as a heuristic
for the type of memory used on an explicit test of
memory; an explicit test is one in which a person is
asked to willfully attempt to retrieve the past.
Explicit memory can be contrasted with implicit
memory, which is the unintentional manifestation of
memory (e.g., if you were to read this chapter a
second time, it would likely be read faster).

7.2.2 Subjective Awareness

The role of subjective awareness in memory has long
been a topic of interest for the field (e.g., feeling-of-
knowing judgments, tip-of-the-tongue states; for a
historical review see Metcalfe, 2000). In 1983,
Tulving published Elements of Episodic Memory, in
which he explicitly applied such ideas to his own
work. In that volume, Tulving proposed that mem-
ories for personal episodes are characterized by a
strong feeling of re-experiencing the past. In contrast,
Tulving argued that retrieval of general knowledge
from semantic memory lacked this phenomenologi-
cal quality. That is, although someone may know a
fact (e.g., that St. Louis is the site of a famous arch)
and is aware that he or she acquired knowledge of
this fact in the past, one does so in a way that does not
necessitate re-experiencing the instance in which the
fact had been learned.

Tulving further argued that the feeling of re-
experiencing a previously encountered event is the
sine qua non of episodic memory. He outlined a gen-
eral framework (General Abstract Processing System,
or GAPS; Figure 1) by which to understand the act
of remembering from episodic memory (Tulving,
1983). The GAPS framework was intended to high-
light many issues associated with retrieval from
episodic memory. We focus here on how this frame-
work predicts the emergence of subjective awareness
(or recollective experience, as it was referred to in
1983). As can be seen in Figure 1, an encoded event
is converted into a latent memory trace (or engram;
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Semon, 1904). However, it is unlikely that the event
will be remembered exactly as it had originally
occurred. For instance, the latent engram related to
that event is subject to recoding (e.g., by virtue of
related interpolated events). The recoded engram
then interacts with a retrieval cue to produce ecph-
ory: The evocation of information from a latent
engram into an active state (Semon, 1904; Tulving
and Madigan, 1970; Tulving, 1976; Schacter et al.,
1978). That is, the synergistic product of the mem-
ory trace and the retrieval cue determine the nature
of what is remembered (ecphoric information;
Tulving, 1982), which in turn determines recollec-
tive experience. Accordingly, the rememberer will
become aware of the encoded event to the extent
that ecphoric information is representative of the
original episode. At this time, no data were
presented that directly assessed a participant’s recol-
lective experience for the contents of his or her
memory.

On the basis of the notable absence of phenomen-
ological data from the majority of verbal learning
experiments (but see Metcalfe, 2000, who discusses
various exceptions), Tulving (1983) suggested that
students of psychology had not yet begun the study
of episodic memory. Of course, this claim directly
contradicts his previous (Tulving, 1972) assertion,
which he declared in 1983 to have been ‘‘not very
well thought out’’ (Tulving, 1983: p. 9). Prior research
had assumed a correlation between a learner’s behav-
ioral response and subjective awareness. That is, if a
learner was able to recall or recognize having pre-
viously encountered a given stimulus item (e.g., a
word from a previously presented list) it was assumed
that he or she mentally re-experienced the original
event. It is now well-established that there is no
direct correlation between behavior on a memory
test and the cognitive processes underlying that be-
havior (Schacter, 1987; Tulving, 1989a; Jacoby, 1991;
Roediger and McDermott, 1993; Toth, 2000; See

Figure 1 General Abstract Processing System: A conceptual framework for understanding retrieval from episodic memory.

Adapted from Tulving E (1983) Elements of Episodic Memory. New York: Oxford University Press.
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Chapter 4). Tulving (2002b) reflected on this issue by
pointing out that episodic memory is concerned with
what happened where and when. Typical verbal
learning experiments assessed the what aspect but
left when and where unqueried.

With this problem in mind, Tulving (1985b)
devised a research paradigm designed to illustrate
that a learner in a memory experiment does not
necessarily remember the instance in which he or
she experienced an event that he or she knows
occurred in the past. This procedure was a starting
point for exploring the nature of subjective awareness.

7.2.3 The Remember/Know Paradigm

The remember/know paradigm was introduced as a
tool for investigating a learner’s subjective awareness
of a prior study episode (Tulving, 1985b), although
current procedures have been modified somewhat
from the original implementation (see Rajaram,
1993). For the most part, a remember/know experi-
ment takes the form of the typical laboratory memory
experiment. Learners study a set of stimulus materi-
als at time one (e.g., a list of words) and take a
memory test on those materials at time two. The
innovation that Tulving introduced was to ask lear-
ners at the time of the memory test whether they
actually remembered the exact prior occurrence of a
given study item (e.g., the word ocean), or whether
they just knew that the item had been presented, but
could not remember the precise instance of its orig-
inal presentation (Tulving, 1985b; Gardiner, 1988;
Rajaram, 1993; Gardiner and Richardson-Klavehn,
2000).

Tulving (1985b) showed that learners could easily
make these mental distinctions and that both remem-
ber and know responses were present during tasks
that previously had been thought to tap episodic
memory (i.e., recognition, cued recall, and even free
recall). This important finding suggested that lear-
ners had two routes by which to recover the contents
of a past study episode. Remembering was identified
as the hallmark of episodic memory and was further
associated with a unique mental state called autono-
etic (self-knowing) awareness, implying a feeling of
personally re-experiencing the past. Knowing was
associated with semantic memory and noetic (know-
ing) awareness, a mental state lacking the feeling of
personally re-experiencing the past. Further, mem-
ory tasks were found to vary in the degree to which
they relied upon remembering, with free recall
demonstrating the greatest level of remember

responses (i.e., the greatest reliance on episodic mem-
ory). Hence, an important conclusion here is that no
memory test is a pure measure of episodic memory,
and tests designed to assess episodic memory differ in
the degree to which they rely on the construct, with
none achieving a pure assessment of episodic
memory.

It is interesting to note that the subjective (autono-
etic) awareness that Tulving had identified as a central
component of episodic memory was similar to what
pioneers of memory research had in mind when dis-
cussing remembering. For instance, William James
(1890) wrote of remembering as, ‘‘a direct feeling; its
object is suffused with a warmth and intimacy to which
no object of mere conception ever attains’’ (James,
1890: p. 239). Hermann Ebbinghaus, (1885) adopted a
generally understood conceptualization of memory
that had been put forth by John Locke, defining
remembering as the emergence of a sought after men-
tal image that is ‘‘immediately recognized as something
formerly experienced’’ (Ebbinghaus, 1885: p. 1).
According to Locke, memory was the power of the
mind ‘‘to revive perceptions, which it has once had,
with this additional perception annexed to them, that it
has had them before’’ (Locke, 1975: p. 150).

7.2.4 Retrieval Mode

Aside from the subjective awareness (or lack thereof)
thought to accompany memory retrieval, Tulving
(1983) outlined various other features by which he
distinguished episodic from semantic memory (see
also Tulving, 2005). At the time, the listing of differ-
ences was meant as a starting point for discussion,
rather then any acknowledgment of hard-set facts.
Importantly, the features on which episodic and
semantic memory were hypothesized to differ were
divided into three categories, each separately focus-
ing on the information handled by episodic and
semantic memory, their operations, and their appli-
cations. The main point of these subcategories was to
emphasize that the distinction between episodic and
semantic memory was more than just a difference in
the type of information under consideration.

For instance, Tulving (1983) made a distinction
regarding the manner in which access is gained to
episodic and semantic knowledge. According to
Tulving, access to information from episodic memory
is deliberate and requires conscious effort. Conversely,
semantic knowledge may be accessed in a relatively
automatic fashion. For instance, stimuli in the envi-
ronment are immediately interpreted on the basis of
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semantic knowledge. When reading a novel, the

meanings of words come to mind with relative ease.

However, it is only when one is in a particular state of

mind that is focused on their personal past that the

same stimulus may remind one of a particular episode.

For example, single words have been shown to act as

effective cues for the retrieval of personal autobio-

graphical memories (Crovitz and Schiffman, 1974;

Robinson, 1976); this is only the case, however, when

participants are specifically instructed to use those

words as retrieval cues. This state in which one focuses

attention on their past and uses incoming information

as cues for past experiences is referred to as retrieval

mode (Tulving, 1983; Lepage et al., 2000). A potential

exception to this rule involves spontaneous conscious

recollection, wherein personal memories suddenly

come to mind. One common example is the evocation

of an emotional memory (e.g., one’s first kiss) by a

particular piece of music (see Berntsen, 1996, 1998).

Similar examples have been offered in the prospective

memory literature (McDaniel and Einstein, 2000;

Einstein et al., 2005).
Tulving (1983) argued that retrieval mode con-

stituted a necessary condition for retrieval from

episodic memory but admitted, ‘‘we know next to

nothing’’ about it (Tulving, 1983: p. 169). In terms

of the behavioral literature on the topic, the same

statement holds true today. Although subsequent

research on the topic has illuminated the nature in

which the presence/absence of retrieval mode may

be manipulated in the context of a memory experi-

ment (e.g., retrieval intentionality criterion, Schacter

et al., 1989), we have not learned much more about

the state itself.
Recent advances in neuroimaging techniques (see

section titled ‘‘Functional neuroimaging’’) have

revived interest in the study of retrieval mode. For

example, Lepage et al. (2000) suggested that brain

regions showing similar patterns of brain activity

during either successful or failed attempts of episodic

retrieval (relative to a control task that does not

engage episodic retrieval processes) can be taken as

neuroanatomical correlates of retrieval mode.

Reviewing the relevant literature, Lepage et al. iden-

tified six frontal lobe regions (mostly right

lateralized) that appear to become active whenever

participants attempt to retrieve past information,

regardless of whether they are successful or not.

Thus, the underlying nature of retrieval mode has

not yet been delineated, but neuroimaging tech-

niques may prove useful in approaching this issue.

7.2.5 Subjective Awareness, Self,
and Time

As we have mentioned, the concept of episodic mem-
ory has been considerably refined over the years.
According to Tulving’s most recent conceptualiza-
tion, episodic memory is a recently evolved, late-
developing, and early-deteriorating past-oriented
memory system, more vulnerable than other memory
systems to neuronal dysfunction, and probably
unique to humans. It makes possible mental time
travel through subjective time, from the present to
the past, thus allowing one to re-experience, through
autonoetic awareness, one’s own previous experi-
ences (Tulving, 2002b: p. 5).

Thus far we have highlighted subjective (autono-
etic) awareness as the defining feature of retrieval
from episodic memory. Equally important are con-
cepts of self and subjective time (Tulving, 2002a,b).
That is, episodic memory requires the capacity to
represent a psychologically coherent self that persists
through subjective time, whose past experiences are
recognized as belonging to the present self (self-con-
tiguity; Klein, 2001). Klein (2001; see also Klein et al.,
2004) argues that a breakdown of self-contiguity dis-
rupts the ability to represent past and present mental
states as being aspects of the same personal identity,
thus leaving an individual incapable of identifying a
current mental state as one that was previously
experienced. Klein (2001) reviews compelling evi-
dence to support this claim. For example,
individuals with schizophrenia – a population char-
acterized by impairments in self-contiguity – have
profound deficits in episodic memory (McKenna
et al., 1994).

7.2.6 The Episodic Memory System

As can be seen by the 2002 definition (quoted in the
previous section), episodic memory grew to encom-
pass much more than the type of memory that
allowed one to recall or recognize prior events. It
became a hypothetical neurocognitive memory sys-
tem that is characterized, relative to other memory
systems, by its unique function and properties
(Tulving, 1984, 1985a; Sherry and Schacter, 1987;
Schacter and Tulving, 1994). Of course, this basic
idea was foreshadowed somewhat by the earlier
description (even in the 1972 description regarding
partially overlapping processing systems), but the
earlier emphasis had been on the basic taxonomic
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distinction and not on the much more bold claim that
it is a memory system.

What exactly is a memory system, and what might
the criteria be for establishing one? These questions
have spurred a great deal of controversy, much of
which appeared in the context of the emerging lit-
erature on implicit memory in the late 1980s and
early 1990s (Tulving, 1985a; Sherry and Schacter,
1987; Roediger et al., 1990, 1999; Schacter and
Tulving, 1994; Buckner, 2007). Some theorists were
concerned that the lack of stringent criteria would
lead to a proliferation of putative memory systems,
many of which were probably not well justified. We
wish to sidestep that general debate here; our view is
that although the criteria for establishing a memory
system are not well-specified (and are often not met
even when specified), there is nonetheless strong
evidence that episodic memory represents a funda-
mentally different kind of memory than semantic
memory and that the hypothesis that it is indeed a
distinct memory system is certainly viable. Here we
choose to focus on what was meant by this claim that
episodic memory should be considered a memory
system and review some of the evidence bearing on
the claim.

First, the episodic memory system enables its
owner to process (i.e., encode, store, and retrieve)
personally experienced episodes. In this way, it
allows one to accomplish a feat not possible without
the system. Secondly, episodic memory can be differ-
entiated from semantic memory on a variety of
dimensions (Tulving, 1972, 1983). We have already
addressed one of these dimensions at length, namely
the conscious awareness that characterizes episodic
(autonoetic awareness) relative to semantic (noetic
awareness) memory. Hence, episodic memory has a
set of properties that differentiate it from other
systems.

It is important to note that the episodic memory
system is hypothesized to be related to and have
evolved from phylogenetically earlier systems, includ-
ing semantic memory (Tulving, 1985b, 1995). That is,
the ability to consciously re-experience a specific
event from the past may have grown out of a more
general ability to use the past in an informative fash-
ion, albeit one lacking a sense of subjectively reliving
the event (see Figure 2). The episodic memory system
‘‘depends upon but goes beyond the capabilities of the
semantic system. It could not operate in the absence of
the semantic system’’ (Tulving, 1989b: p. 362). Of
course, the evolutionary relation between episodic
memory and semantic memory is not subject to

laboratory investigation. As will be seen, a similar
relation appears to exist in the course of ontogenetic
development, though, whereby episodic memory
emerges in the presence of fully functioning semantic
memory.

In the following section, we present evidence from
neuropsychology, functional brain imaging, and
developmental psychology consistent with the idea
that episodic memory may in fact represent a viable
neurocognitive system or is at least functionally dis-
sociable from semantic memory.

7.3 Converging Evidence for the
Episodic Memory System

The idea that episodic memory might represent a
distinct memory system emerged largely out of the
behavioral psychological literature, where it was
shown that a particular independent variable might
affect performance on one measure or set of measures
(e.g., measures thought to draw largely upon episodic
memory) but not affect performance (or affect perfor-
mance in the opposite direction) on different
measures, thought to draw largely on semantic mem-
ory. For example, level of processing during encoding
affects the likelihood of later remembering but not
knowing (when the remember/know paradigm is
used; see Yonelinas, 2002, for review). Perhaps the
most compelling evidence for the idea comes from
brain-based studies, particularly neuropsychological
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Figure 2 Sketch of the relations between semantic and
episodic memory. Information can be encoded into

semantic memory independent of episodic memory but

must be encoded into episodic memory through semantic

memory. Encoded and stored information is potentially
available for retrieval from one of the two systems or from

both of them. Adapted from Tulving and Markowitsch

(1998).
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studies. Here it can be shown that some patients lose
the ability to use episodic memory while retaining
other classes of memory, including semantic memory.
Following, we review some of this evidence.

7.3.1 Neuropsychology

Neuropsychological observations of brain-damaged
individuals have contributed a great deal to our
understanding of the organization of human memory
in the brain. Perhaps the most famous contribution is
that of Scoville and Milner (1957), who reported the
case of patient HM. HM incurred dense amnesia
following a bilateral resection of the medial temporal
lobes. Since then, a great deal of converging evidence
from neuropsychological observations of human
patients, neurological experimentation using animal
subjects, and more recent advances in functional
brain imaging techniques has corroborated Scoville
and Milner’s original observation: The medial tem-
poral lobes play an important role for memory (for an
early reference, see Bekhterev, 1900).

Of particular interest, Scoville and Milner (1957)
classified the impairment observed in patient HM as
one of declarative memory. That is, no distinction
was made between episodic and semantic memory.
Of course, this is not surprising given that the
distinction was not introduced to the neuropsycho-
logical community for another 30 years (Tulving,
1985b; although see Nielsen, 1958, for a foreshadow-
ing of the distinction). Another potential reason the
distinction was not made is because it was not readily
apparent. HM’s surgical resection encompassed large
portions of the medial temporal lobes, including, but
not limited to, the hippocampal formation. It has
recently been considered that hippocampal damage
is particularly associated with deficits of episodic
memory, whereas semantic memory problems arise
as a result of adjacent cortical damage (Mishkin et al.,
1997; Aggleton and Brown, 1999). Accordingly, both
episodic and semantic memory may have been
damaged in patient HM.

Vargha-Khadem and her colleagues have recently
reported on a set of three amnesic patients, each of
whom sustained bilateral pathology restricted to the
hippocampus following an anoxic episode in early
life (ranging from birth to 9 years; Vargha-Khadem
et al., 1997). Unlike most amnesic patients, their
ability to acquire knowledge remains intact. As a
result, all three patients have been able to progress
through the educational system with little trouble.
However, all three are severely impaired in their

ability to recall events, even those that occurred
minutes previously. These cases represent a clear
dissociation between episodic and semantic memory
function in the presence of brain damage restricted to
the hippocampus.

Although dissociations between episodic and
semantic memory are rarely clear-cut, there do
exist many case reports in which one is relatively
more impaired than the other. Most such cases have
reported greater deficits of episodic memory relative
to semantic memory (e.g., Cermak and O’Connor,
1983; Calabrese et al., 1996; Kitchener et al., 1998;
Levine et al., 1998; Viskontas et al., 2000), although
the reverse pattern also occurs (e.g., Grossi et al.,
1988; De Renzi et al., 1997; Yasuda et al., 1997;
Markowitsch et al., 1999). The reversed pattern (i.e.,
greater impairment of semantic than episodic mem-
ory) is not well accommodated by the idea that
episodic memory requires semantic memory to
operate.

It is important to note that these case studies are
characterized by various etiological factors and
resulting patterns of brain impairment that are not
restricted to the medial temporal lobes. In general,
there is good reason to believe that the operations of
various memory systems (including episodic and
semantic) depend upon highly distributed and inter-
acting regions of the brain (Mesulam, 1990; Nyberg
et al., 2000). For instance, although the role of hippo-
campus is well established, deficits of episodic
memory are also highly correlated with frontal lobe
pathology (e.g., Ackerley and Benton, 1947; Freeman
and Watts, 1950; Stuss and Benson, 1986; Wheeler
et al., 1997).

As an example of relative impairment of episodic
memory, consider patient ML (Levine et al., 1998).
Following a severe closed-head injury, patient ML
became amnesic for pretraumatic events. Although
ML retained the capacity to recount many autobio-
graphical facts, he was unable to re-experience any
specific event associated with them. For instance, ML
could recount the name of a high school teacher
perfectly well but was unable to recollect any experi-
ence associated with that individual. In brief, the
episodic component of patient ML’s autobiographi-
cal memory was missing. His pathology was
restricted to right ventral frontal lobe, including the
unicinate fasciculus, a band of fibers connecting
frontal and temporal cortices. Patient ML is one of
many brain-damaged patients who have lost much
of their episodic and semantic memory, with no
accompanying anterograde (posttrauma) amnesia.
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That is, these patients are able to learn new informa-
tion. With respect to these patients’ retrograde
(pretrauma) memory problems, semantic memory
typically recovers, while episodic memory remains
largely impaired.

As an example of disproportionate impairment of
semantic memory, consider the report by Grossi et al.
(1988) of a student who lost her ability to reproduce
factual knowledge that she had learned prior to her
injury. For instance, she was unable to recount various
facts learned in school, although she could remember
specific meetings with instructors. Summarizing over
many such observations, Kapur (1999) concluded that,
‘‘loss of factual, semantic memories is readily dissoci-
able from loss of memory for personally experienced
events’’ (p. 819).

Perhaps the most well-documented example of a
dissociation between episodic and semantic memory
is a patient known as KC, who has been investigated
by Tulving (1985b) and his colleagues at the
University of Toronto. At the age of 30, patient KC
sustained damage to several regions of his brain
(including the medial temporal lobes) following a
closed-head injury from a motorcycle accident
(Rosenbaum et al., 2000, 2005). As with many amne-
sic patients, neuropsychological testing revealed that
KC had retained many of his cognitive capacities. For
instance, his intelligence and language faculties
remain largely unaffected; he can read and write; he
is able to focus and pay close attention to a conversa-
tion; he is capable of performing a wide variety of
mental tasks, including visual imagery; and his short-
term memory is normal.

KC also knows many details about his personal
past. Among other things, he knows the names of
many of the schools that he attended, the address of
his childhood home, the make and color of his former
car, and the location of his family’s summer home.
That is, KC’s semantic knowledge of information
acquired prior to the brain trauma remains largely
intact. Nonetheless, KC cannot remember a single
personal episode associated with this knowledge. For
instance, although he can readily describe the process
of changing a flat tire, he cannot remember ever
having performed this task. In fact, KC cannot
remember a single episode from his lifetime. This
lack of episodic memory extends to highly emotional
events; KC has no recollection regarding the unti-
mely death of his brother or a bar fight that left him
with a broken arm.

Given the diffuse nature of KC’s brain pathology,
it remains unclear what the precise cause of the clear

dissociation between episodic and semantic memory
might be, although strong arguments can be made
regarding damage to regions of KC’s medial temporal
lobes (e.g., Vargha-Khadem et al., 1997; Klein et al.,
2002) and frontal cortex (see Wheeler et al., 1997).
Regardless, the story of patient KC is a remarkable
one and suggests that there may emerge a biological
dissociation between episodic and semantic memory.

As a whole, these studies show that various forms
of deficits can be found with respect to episodic and
semantic memory. Note, however, that there has not
yet been successful resolution of how the current
concept of episodic memory could accommodate
finding a properly functioning episodic memory sys-
tem occurring in a person with semantic memory
deficits. Nonetheless, the more general finding that
episodic and semantic memory can be dissociated not
just as a function of independent variables but also in
neuropsychological patients is consistent with the
idea that episodic memory should be considered a
memory system.

7.3.2 Functional Neuroimaging

There now exist seemingly countless neuroimaging
studies of episodic memory. Here we identify a few
general patterns that indicate a brain-based dissocia-
tion between episodic and semantic memory. We
have found it necessary to be brief, and we suggest
that the interested reader seek some of the in-depth
reviews that detail the wealth of studies that have
shaped our understanding of episodic memory and
how it is represented in the brain.

Traditional psychological studies and (especially)
lesion studies do not allow the easy separation of
retrieval from storage. In neuroimaging studies, how-
ever, retrieval effects can arguably be better isolated.
Here we focus primarily on retrieval from episodic
memory for a couple reasons. First, the encoding of
information into episodic memory seems to rely lar-
gely upon retrieval of information from semantic
memory (Tulving et al., 1994; see also Prince et al.,
2007). Storage is a phase not well studied with the
methods under consideration here. Finally, retrieval
has been argued to be the foundation for understand-
ing memory; indeed, Roediger (2000) entitled a
chapter ‘‘Why retrieval is the key process in under-
standing human memory.’’

Functional neuroimaging techniques, such as
positron emission tomography (PET) and functional
magnetic resonance imaging (fMRI), allow neurosci-
entists to examine the healthy human brain at work.
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When participants engage in a given cognitive task,

PET or fMRI provide information about the level of

cerebral blood flow (PET) or blood oxygenation

level (fMRI) localized in the brain regions recruited

for the task. Such metabolic changes correlate highly

with underlying neuronal activity and thus provide

important insights into the brain structures that

might underlie specific cognitive tasks.
One challenge in conducting brain-imaging

research lies in experimental design. In the typical

design, metabolic changes associated with two cog-

nitive tasks are contrasted with one another in hopes

of isolating the neural correlates of the cognitive

process of interest. Researchers attempt to contrast

a pair (or in some cases a set) of tasks that are highly

similar to one another but that vary on one key

dimension. Note that such a contrast highlights dif-

ferences between tasks but (in the absence of a third,

low-level baseline task) is unable to address areas of

common activation.
For instance, in order to identify the neural cor-

relates associated with retrieval from episodic

memory, studies have contrasted a task that draws

upon episodic memory with a second retrieval task

that does not involve the reinstatement of specific

spatial-temporal details (e.g., retrieval of general

knowledge, which draws upon semantic memory).

Although one may be certain that one task reasonably

depends more on episodic memory and the other

more on semantic memory, neither task is a direct

window into the type of memory it is designed to

reflect; confidence is gained, however, when results

replicate across studies and tasks. This approach

makes testable the assumption made by Tulving

that retrieval from episodic memory relies upon

semantic memory but adds to it certain other pro-

cesses or brain regions. It is therefore possible to see

whether episodic memory seems to rely upon the

same brain regions as semantic memory with the

addition of others.
With the neuropsychological studies just reviewed

in mind, one could make some predictions with respect

to how episodic and semantic memory might differ.

Relative to some lower-level baseline task, semantic

and episodic memory would be expected to reveal

very similar activity. To the extent that episodic mem-

ory indeed builds upon semantic memory, any

differences seen would be expected to be in the direc-

tion of greater activity for episodic than semantic

memory. Specifically, retrieval from episodic memory

would be expected to rely more upon hippocampus

(and potentially surrounding structures) than would
semantic memory.

In general, neuroimaging studies of episodicmemory
do not line up perfectly with the neuropsychological
studies, and the precise reasons behind this situation are
still unclear (Buckner and Tulving, 1995). One way in
which the data are consistent with the theory is that in
general, activation for retrieval from semantic and epi-
sodic memory tasks is very similar, with many (but
certainly not all) differences tending to go in the direc-
tion of episodic retrieval. One puzzling finding is that
the hippocampus is not reliably seen as particularly
active during retrieval from episodic memory, espe-
cially as typically studied, with verbal materials
(Fletcher et al., 1997; Schacter and Wagner, 1999).
However, neuroimaging studies of episodic memory
using autobiographical memories as the content of re-
trieval, rather than word lists learned in the laboratory,
do overlap nicely with lesion studies (e.g., hippocampal
activity is commonly reported in neuroimaging studies
of autobiographical memory retrieval). Thus, questions
regarding the differences obtained using differingmeth-
odologies may ultimately need to focus on the tasks
being used in conjunction with the method of inquiry.

Direct comparisons of tasks designed to rely on
episodic and semantic memory have not been
reported as often as one might think (but for some
examples see Shallice et al., 1994; Fletcher et al.,
1995; Nyberg et al., 1996; McDermott et al., 1999a,b).
Those who have done so show that regions within
frontal cortex are more active for episodic than
semantic memory. In the early 1990s (when the lit-
erature was based largely on PET methodology),
retrieval-related activation in frontal cortex was
almost always right-lateralized in or near Brodmann
Area (BA) 10 (for a review see Buckner, 1996); more
recent studies using fMRI tend to show bilateral or
left-lateralized activity here. Following this rela-
tively unanticipated finding, much work has been
devoted to attempting to identify the processing
underlying these prefrontal regions involved in epi-
sodic retrieval. Some hypotheses regarding the
processes include retrieval mode (the mental set of
attempting to retrieve the past, LePage et al., 2000),
retrieval success (McDermott et al., 2000), postretrie-
val processing (a set of processes following the initial
recovery of information in the retrieval phase; see
Rugg and Wilding, 2000), or the amount of retrieval
effort extended (Schacter et al., 1996). Different
regions certainly contribute to different processes,
but it is not yet clear which regions are contributing
which processes (or even if the correct processes have
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been identified). A precise understanding of the
situation awaits further work.

Another somewhat surprising finding is the role
parietal cortex appears to play in episodic memory.
Contrasts of episodic memory tasks with semantic
memory tasks tend to activate regions within bilateral
inferior parietal cortex (within BA 40) and within
medial parietal cortex (precuneus and posterior cin-
gulate/retrosplenial cortex, e.g., McDermott et al.,
1999b), and contrasts of episodic retrieval with
other comparison tasks have elicited similar findings,
which have led to recent attempts to identify the role
of parietal cortex in memory (Shannon and Buckner,
2004; Wagner et al., 2005). Although the possible
importance of parietal cortex in episodic retrieval
was at the time unanticipated from the lesion litera-
ture, a closer look at the lesion literature shows that
lesions on medial parietal structures can indeed pro-
duce what has been called retrosplenial amnesia
(Valenstein et al., 1987).

Of historical importance is an early generalization
in functional imaging studies of human memory,
which suggested an apparent asymmetry between ep-
isodic encoding and retrieval processes: Hemispheric
Encoding/Retrieval Asymmetry (HERA; Tulving
et al., 1994). In general, episodic encoding was thought
to be more strongly associated with left frontal lobe
activity (than right), whereas episodic retrieval was
more strongly associated with right frontal lobe activ-
ity (than left). Because episodic encoding is believed to
involve a high degree of semantic elaboration of
incoming information, semantic retrieval has also
been associated with left frontal lobe activity. As
reviewed above, most researchers would probably
argue that the more profitable approach is to attempt
the ascription of processes to specific cortical regions
(rather than making broad generalizations to larger
regions of cortex, e.g., the role of the right frontal
lobe). Nonetheless, the HERA idea was influential in
the late 1990s and served as a guiding framework for a
number of studies.

In this short review, we have necessarily omitted
many relevant issues from consideration. Among
those are fMRI studies of remembering and know-
ing (e.g., Henson et al., 1999; Eldridge et al., 2000;
Wheeler and Buckner, 2004) and studies from the
tradition of autobiographical memory (see Maguire,
2001 for review). Further, event-related potential
(ERP) studies anticipated the importance of parietal
cortex in retrieval (Rugg and Allan, 2000) and some
of the differences seen in remembering and
knowing.

To summarize, initial contrasts of episodic and
semantic memory were expected to elucidate the role
of the hippocampus in episodic memory. Although
some studies showed such activation, many did not.
Attention then turned to the role of frontal cortex in
remembering (with an accompanying new look at the
neuropsychological literature). Most recently, the role
of parietal cortex has become of great interest. The
questions being asked are essentially of the flavor of
which regions contribute which processes. In our view,
this approach is the best one to take at this point (see,
too, Roediger et al., 1999). Neuroimaging studies have
not well adjudicated the question of whether episodic
memory is a memory system but have clarified think-
ing with respect to how (in process terms) episodic and
semantic memory differ and what the neural substrates
of those different processes might be. Note that this
review has focused on studies that are somewhat rele-
vant to the question of whether episodic memory can
be thought of as a memory system dissociable from
semantic memory; other related issues (e.g., a compar-
ison between remembering and knowing or between
successful and unsuccessful retrieval attempts) have
not been addressed, as we see them as less critical to
the question under consideration here (although they
address fundamentally important issues in the topic of
remembering).

7.3.3 Development of Episodic Memory:
The Magic Number 4� 1

Episodic memory is a late-developing memory sys-
tem that emerges in the context of an already existing
ability to draw upon the past in an informative fash-
ion. Beginning at an early age, children are able to
acquire vast amounts of knowledge from their sur-
roundings. For instance, within the first few years of
life, a child will have learned and retained the mean-
ings of thousands of words and detailed knowledge
pertaining to the identities of various objects in their
environment. This early accumulation and utiliza-
tion of knowledge is best characterized in terms of
semantic memory. That is, although children know
about many things that they have learned in the past,
the capacity to reliably remember specific events
does not emerge until approximately 4 years of age.

As with various other developmental milestones,
episodic memory emerges in a gradual manner.
Specifically, although most 3 year olds have great diffi-
culty with tasks that are believed to require episodic
memory, there do appear glimpses that this capacity is
beginning to manifest itself. For instance, by the age of
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3 years, many children are capable of reporting the
content of an event that they had previously witnessed
in the laboratory (Howe and Courage, 1993; Bauer
et al., 1995; Bauer and Werenka, 1995). However, the
descriptions are typically vague, and it is difficult to
know whether these children remember the precise
episodes they describe, or whether they just know
about them.

Johnson and Wellman (1980) have presented data
suggesting that the ability to discriminate between
the mental states of remembering and knowing does
not emerge until the age of 5 years. In their study, few
4 year olds, some 5 year olds, and most first-grade
children demonstrated an understanding of the dis-
tinction. This finding is consistent with the claim that
children under the age of 4 years are likely relying
upon semantic memory when reporting on events
from their past.

A great deal has been learned about the emergence
of episodic memory through the use of source mem-
ory tests (Johnson and Raye, 1981; Johnson et al.,
1993). Not only do such tests require the participant
to remember the content of a prior study episode, but
the participant must also remember the context (e.g.,
when, where, etc.) in which that content was learned.
Source memory tasks are believed to be good tests of
episodic memory in that a correct response requires
the reinstatement of specific spatial–temporal aspects
of the originally encoded event. Studies that have
adapted the source memory paradigm for use with
children are consistent in their findings: The capacity
for episodic memory appears to emerge around the
age of 4 years.

In a particularly clear demonstration, Gopnik and
Graf (1988) had 3-, 4-, and 5-year-old children learn
the contents of a drawer under one of three conditions.
The children were told about the contents of the
drawer, were allowed to see the contents of the drawer
for themselves, or were given hints so they could infer
the contents of the drawer. During a later test, the
researchers were interested in the children’s ability to
answer two questions: What was in the drawer, and
how do you know? With regard to the first question,
retention of the contents of the drawer was comparable
across all age groups. All children knew what they had
seen. This was not the case when the children were
required to discriminate the source of their knowledge.
Although the 5-year-old children made few mistakes
in describing the manner in which they had learned
about the contents of the drawer, the 3 year olds
performed at chance levels (see also Wimmer et al.,
1988; O’Neill and Gopnik, 1991). That is, only the

5-year-old children remembered the circumstances
under which they had seen the contents.

This basic finding has been replicated many times
(e.g., Lindsay et al., 1991; Taylor et al., 1994; see
Wheeler, 2000b; Drummery and Newcombe, 2002,
for a review). In general, 3 year olds show initial
signs of a developing episodic memory system, but
for the most part they have great difficulty when they
are required to report specific details of past occur-
rences. By the age of 5 years, most children appear to
possess fully functioning episodic memory, although
this capacity is likely to continue to develop there-
after (for related discussion, see Nelson, 1984; Gopnik
and Slaughter, 1991; Flavell, 1993; Howe et al., 1994;
Perner and Ruffman, 1995; Wheeler et al., 1997;
Wheeler, 2000a,b; Tulving, 2005; Piolino et al.,
2007). With respect to the purposes of our present
discussion, children of all ages (except those younger
than 8 months; Wheeler, 2000b) possess intact seman-
tic memory, the context in which episodic memory
develops.

7.4 Episodic Memory and Mental
Time Travel

Finally, we consider the most recent conceptual
development regarding episodic memory, namely,
its relation to mental time travel. The idea, initially
delineated by Tulving (1985a), is roughly that
humans (and perhaps only humans) possess the abil-
ity to mentally represent their personal past and
future (see also Suddendorf and Corballis, 1997;
Tulving, 2002a). That is, just as we can vividly recol-
lect our personal past, we can also, with a seemingly
equal level of vividness and efficacy, mentally repre-
sent personal future scenarios (episodic future
thought).

Beginning with the pioneering work of Hermann
Ebbinghaus (see also Nipher, 1876), students of psy-
chology and neuroscience have expended more than
100 years of thought and careful experimentation
toward an understanding of human memory.
However, there has been surprisingly little inquiry
into episodic future thought. According to Tulving
and his colleagues, both capacities represent an im-
portant component of autonoetic consciousness,
which is the ability to ‘‘both mentally represent and
become aware of subjective experiences in the past,
present, and future’’ (Wheeler et al., 1997: p. 331).

Next, we review evidence suggesting that the ca-
pacity for episodic future thought (Atance and
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O’Neill, 2001) is intricately related to the ability to
vividly recollect one’s past. Specifically, it has been
argued that impairments to both capacities co-occur
following brain damage (Tulving, 1985; Klein et al.,
2002), that both share similar neural networks (Okuda
et al., 2003; Addis et al., 2007; Szpunar et al., 2007), and
that both appear rather late in ontogenetic develop-
ment (Busby and Suddendorf, 2005).

7.4.1 Neuropsychology

For an example of selective damage, consider again
patient KC. Along with a selective deficit of episodic
memory, KC is unable to project himself mentally
into the future. When asked to do either, he states
that his mind is ‘‘blank’’; when asked to compare the
kinds of blankness in the two situations, he says it is
the ‘‘same kind of blankness’’ (Tulving, 1985: p. 4).

A similar profile is exhibited by patient DB, stud-
ied by Klein and colleagues (Klein et al., 2002); DB
experienced an anoxic episode following cardiac
arrest and can no longer recollect his past, nor can
he project himself into the future. Interestingly, Klein
et al. revealed that DB was able to think about the
past and future in a nonpersonal (semantic) manner.
That is, while DB could not report any of what he
had personally experienced in the past or any of what
he might experience in the future, he could report
general facts related to the past, along with what
might generally occur in the future (e.g., concerns
about global warming).

Hassabis et al. (2007) replicated and extended
these findings in a more systematic fashion. In that
study, the authors presented a set of five amnesic
patients with brain damage localized to the hippo-
campal formation. Each of these patients is densely
amnesic for personal episodes but retains intact
semantic memory. To test whether the profound
deficit of episodic memory was accompanied by a
deficit in episodic future thought, the authors tested
the patients’ ability to form mental images of novel
future experiences. Specifically, the patients were
presented with a series of 10 cues and asked to
imagine themselves in the context of either novel
(e.g., castle) or familiar (e.g., possible event over
next weekend) settings. Relative to those of control
subjects, the patients’ images were ‘‘fragmentary and
lacking in coherence’’ (Hassabis et al., 2007: p. 1728).

The aforementioned case studies represent only a
few of many reports about amnesic patients. Most
other investigations into the phenomenon of amnesia
have, for the most part, focused on the memory

problems inherent in such patients. For instance,
many others have been interested in investigating
the relative effects of brain damage on episodic ver-
sus semantic memory (Kapur, 1999; Wheeler and
McMillan, 2001). Thus, it remains uncertain whether
comparable impairments in backward- and forward-
going aspects of mental time travel are common in all
such patients.

Nevertheless, there do exist prior reports describ-
ing amnesic patients as living in the permanent
present (Barbizet, 1970; see also Lidz, 1942), and
cases similar to the ones mentioned above have been
reported (Stuss, 1991; Dalla Barba et al., 1997; Levine
et al., 1998). In addition, there exist extensive reviews
of case study reports on patients with frontal lobe
damage (e.g., Luria and Homskya, 1964; Luria, 1969).
One common characterization of these patients is that
they seem to be detached from the past and uncon-
cerned about matters related to their personal future
(Ackerley and Benton, 1947; see also Freeman and
Watts, 1950; Ingvar, 1985; Fuster, 1989; Wheeler
et al., 1997; Wheeler, 2000a).

7.4.2 Functional Neuroimaging

The psychological study of episodic future thought has
been attempted only sporadically (D’Argembeau and
Van der Linden, 2004, 2006; Szpunar and McDermott,
in press), and the search for its neural substrates has
begun only very recently. Note that we draw an im-
portant distinction between episodic future thought and
more general thoughts of the future, such as planning,
which has received extensive attention in the literature
and is thought to rely heavily on regions within frontal
cortex (Stuss and Benson, 1986; Shallice, 1988; Fuster,
1989). The set of procedures under examination here –
comprising episodic future thought – are arguably a
necessary precursor to planning; without the ability to
envision oneself spending a weekend with friends on
the ski slopes, for example, it is unlikely that one would
plan the weekend.

Consider a recent PET study by Okuda et al.
(2003). Participants were asked to speak aloud for
1min about their near future (the next few days),
far future (next few years), near past (recent few
days), and far past (last few years). Activity during
these states was compared to each other and to a fifth,
baseline state, which involved talking about the
meaning of various words. Two regions in anterome-
dial frontal cortex and medial temporal cortex were
more active for the future conditions than the past
conditions; other regions (in nearby medial frontal
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and medial temporal cortex) exhibited the opposite

effects (more activity for past conditions relative to

future). The authors suggested that remembering the

past and planning for the future likely share common

neural correlates and that it may be necessary for past

experiences to be reactivated in order to facilitate an

effective plan for future events (see too Burgess et al.,

2000). Their data suggest that specific regions within

frontal and medial temporal cortex might be suited

for these functions. Although quite interesting, these

data are of questionable relevance to the topic under

consideration because in speaking about the future,

the participants in this study tended not to focus

upon specific future episodes but instead spoke

about intentions, conjectures, and schedules. In con-

trast, these aspects were not much present when

speaking about the past (i.e., the past tended to

focus on specific episodes). In the other two studies

to be considered, participants were asked to focus on

specific episodes (either episodes that might take

place in the future or ones that indeed took place in

the past).
Szpunar et al. (2007) used fMRI to identify brain

regions that might be important for representing

oneself in time and then to examine those regions

to see whether or not they are similarly engaged by

past and future thought. In order to accomplish this

goal, participants were asked to perform a set of three

tasks. In all of these tasks, participants viewed a series

of event cues (e.g., birthday party) and were asked to

envision a specific scenario in response to the cues. In

one task, the instructions were to recollect a personal

memory of that kind of event (e.g., a specific previous

birthday party). The second task instructed subjects

to use the cue to think of a specific future scenario

involving the cue. Activity common to both tasks (i.e.,

a conjunction of the past and future tasks) was con-

trasted with a third task that involved many of the

processes common to past and future thought (e.g.,

mental construction of lifelike scenarios) but that

lacked a sense of representing oneself in time.

Specifically, the control task required participants

to use the cue as a starting point for imagining former

U.S. President Bill Clinton in a specific scenario. Bill

Clinton was chosen because pretesting showed that

he is easy to visualize in a variety of situations.
As can be seen in Figure 3, several regions in the

brain’s posterior cortex were similarly engaged dur-

ing personal past and future thought, but not during

the control task. These regions were located in the

occipital cortex, the posterior cingulate cortex, and

the medial temporal lobes. Previous research had

shown that these regions are consistently engaged

during tasks such as autobiographical memory

(Svoboda et al., 2006) and mental navigation of famil-

iar routes (Ghaem et al., 1997; Mellet et al., 2000;

Figure 3 Percent signal change for brain regions exhibiting indistinguishable patterns of activity across time while
participants envisioned their personal future and recollected the past. Imagining a familiar individual in similar scenarios

resulted in a pattern of activity different from both the past and future tasks. Regions appear within superior occipital gyrus,

posterior cingulate cortex, and parahippocampal gyrus. Data from Szpunar, Watson, and McDermott (2007).
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Rosenbaum et al., 2004), which encourage partici-
pants to recount previously experienced settings
(Aminoff et al., 2007). Szpunar et al. hypothesized
that asking participants to envision a personal future
scenario likely required similar processes. That is, in
order to effectively generate a plausible image of the
future, participants reactivate contextual associations
from posterior cortical regions (cf., Bar and Aminoff,
2003; Okuda et al., 2003; Bar, 2004). Postexperiment
questionnaires indicated that participants did tend to
imagine future scenarios in the context of familiar
settings and people.

A similar pattern of fMRI data has been presented
by Addis et al. (2007), who parsed episodic future
thought and remembering into two separate phases:
construction and elaboration. That is, subjects were
given cues (e.g., car) and asked to envision themselves
in the future or to remember a past event. Once the
event was in mind, they were to press a button and to
then keep thinking about the event for the remaining
time of the 20 s. They then rated the level of detail,
the emotional intensity, and the perspective (first
person or third person) before moving to the next
trial. Of most interest to the present discussion is the
construction phase (in part because the activity dur-
ing the elaboration phase could not be separated from
the activity during the three subsequent rating
phases). Relative to baseline tasks that involved sen-
tence generation and imagery, constructing the past
and future episodes led to equivalent activity in a set
of posterior cortical regions similar to those reported
by Szpunar et al. (2007).

In light of such findings, Schacter and Addis
(2007a) have proposed what they call the construc-
tive episodic simulation hypothesis. They argue that
one important function of retaining personal mem-
ories is the ability to sample their contents in
mentally constructing (predicting) novel future sce-
narios (see also Szpunar and McDermott, in press).
That past and future thought are so closely related
provides insight into why certain populations who
lack access to specific personal details of their past
(e.g., brain damaged amnesic patients) are also unable
to imagine specific personal future scenarios.

Finally, it should be noted that although this is a
very recently emerging topic of interest, we antici-
pate that the above-mentioned studies will act as a
catalyst for future research. Several early concept
papers and reviews on the topic have also been
put forth (Buckner and Carroll, 2007; Miller, 2007;
Schacter and Addis, 2007a; Szpunar and McDermott,
2007). There is a recent but clear trend in thinking

about episodic memory to include episodic future
thought.

7.4.3 Development of Episodic Future
Thought

A small but growing line of research suggests that the
ability to project oneself into the future emerges in
concert with the ability to vividly recollect the past.
For instance, Busby and Suddendorf (2005) have
shown that it is not until about the age of 5 years
that children are able to accurately report what they
will or will not do in the future (i.e., tomorrow), as
well as what they have or have not done in the past
(i.e., yesterday). Many of these studies have focused
on requiring children to predict future states (e.g.,
Suddendorf and Busby, 2005) and have revealed both
that the emergence of this capacity is not based
simply on semantic knowledge related to the future
event (Atance and Meltzoff, 2005) and that it is not
dependent on language (Atance and O’Neill, 2005).

7.5 Is Episodic Memory Uniquely
Human?

Perhaps the most intensely debated topic regarding
episodic memory is whether this capacity, and men-
tal time travel more generally, is uniquely human.
There is no dispute that nonhuman animals possess
memory. For example, consider a dog that buries a
bone in the backyard and retrieves it the following
day. How does the dog accomplish this task? Perhaps
the animal mentally travels back in time, as we might.
Alternatively, the animal may simply know that the
backyard is somewhere where things are buried and
may be able to make use of salient cues to locate the
object it desires. Or the animal may know exactly
where the bone is without remembering the episode
in which it was placed there. We suspect most dog
owners would suggest that the animal surely remem-
bers where it had buried the bone and would likely be
willing to offer many other examples to support the
claim. But is this what happens?

As it turns out, this is a very difficult question to
answer. If we assume that subjective (autonoetic)
awareness is the central component of episodic mem-
ory, then we are not able to get very far. Much of the
evidence for the concept of autonoetic awareness
comes by way of verbal reports regarding the subjec-
tive state experienced during the act of remembering
the past (e.g., remembering vs. knowing). Because we
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cannot directly ask a nonhuman animal to describe its
mental state, the prospect of identifying autonoetic
awareness in other species is dim (Clayton et al.,
2005). This state of affairs has led some to argue that
there should be other means by which to investigate
episodic memory in nonhuman animals.

Clayton et al. (2003) suggest that one alternative is
to characterize episodic memory in terms of the
spatial–temporal information that is encoded about
an earlier event (what, where, and when) and the
nature by which this information is represented (i.e.,
as an integrated whole) and utilized. The authors
argue that animal studies must consider these behav-
ioral criteria if they are to demonstrate convincing
evidence of episodic memory in nonhuman animals.
Clayton et al. further review prior attempts using
primates, rats, and other animals that fall short of
meeting these criteria.

Clayton, Dickinson, and their colleagues have
presented several impressive demonstrations of an
integrative memory capacity in the western scrub
jay (e.g., Clayton and Dickinson, 1998, 1999). In
their studies, the scrub jays are given the opportunity
to cache both preferable but perishable (e.g., wax
worms) and nonpreferable but less perishable (e.g.,
nuts) foodstuffs (see Figure 4). Given that the scrub
jays’ preferred snack will perish sooner, the birds
must remember not only what they stored and
where they stored it, but also when the foodstuff
had been stored. Although the scrub jays will prefer
to search for their favored treat, there is little point if
that snack is no longer edible. It appears that the
scrub jays are able to integrate these aspects of the
original caching episode and search accordingly.
That is, the scrub jays are able to appropriately adjust
recovery attempts of the differentially perishable
caches depending on how long ago they had stored
the food items.

Even such convincing evidence of an integrated
spatial–temporal memory of the past leaves open ques-
tions regarding the mental life of this species of bird. As
a result, Clayton et al. (2003; Clayton and Dickinson,
1998) refer to this capacity as episodic-like memory,
while others question whether this feat represents
episodic memory or some other mechanism that may
be driven by specific learning algorithms (Suddendorf
and Busby, 2003; Suddendorf, 2006; see also Tulving,
2005).

Tulving (2005) has suggested that although men-
tal states cannot be reported by other species, they
may in fact be inferred, particularly in the context of
mental time travel into the future (e.g., Emery and
Clayton, 2001; Dally et al., 2006). Specifically,
Tulving argues that comparative studies of episodic
memory per se may be futile, in that demonstrations
of episodic-like memory in other species may be
explained away by simpler mechanisms that need
not evoke episodic memory in its true sense (invol-
ving autonoetic consciousness). However, it may be
possible to construct a situation in which an animal’s
future-directed behavior may not be attributed to
other, simpler means.

Achieving such a situation, however, is no simple
matter. A great deal of evidence suggests that even
our nearest primitive relatives are incapable of truly
future-oriented behavior (for reviews see Roberts,
2002; Suddendorf and Busby, 2003). According to
the Bishof-Kohler hypothesis, an animal’s foresight
is necessarily restricted because it cannot anticipate
future needs (for a more in-depth discussion see
Suddendorf and Corballis, 1997). For instance,
although chimpanzees display preparatory behaviors
for future food consumption, it is unclear whether
such behaviors indicate foresight beyond the near
future (e.g., Boesch and Boesch, 1984; Byrne, 1995).
Based on a review of the relevant literature, Roberts
(2002) also concluded that higher-order primates
appear to be ‘‘stuck in time.’’

Future studies will require clever experimental
designs that will allow researchers to examine
whether a particular species is able to plan for the
future in a manner that is not instigated or main-
tained by its present motivational state, and in the
absence of any immediate benefits associated with a
future-directed action (see Mulcahy and Call, 2006;
Raby et al., 2007). As it stands, the capacity to men-
tally represent the personal past and future has only
been convincingly demonstrated with human beings
(usually over the age of 4 years). Although future
research will provide us with a better understandingFigure 4 A western scrub-jay caching wax worms.
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as to how unique this capacity is to humans, it will
likely remain that this capacity holds a special status
for humankind (Suddendorf and Corballis, 1997;
Tulving, 2002a).

7.6 Concluding Remarks

As with all concepts of scientific inquiry, episodic
memory is an evolving one that is largely shaped
through the intricate relationship between data, the-
ory, and available methods of inquiry. The concept of
episodic memory started out as a taxonomic distinc-
tion that might possess some heuristic usefulness for
future research. It has now expanded to encompass a
dissociable system of the human brain that enables its
owner to accomplish a feat (i.e., becoming autonoeti-
cally aware of episodes from one’s past) that could not
otherwise be possible. Currently, episodic memory
represents a concept of great interest to many fields
(e.g., clinical psychology, comparative psychology,
developmental psychology, experimental psychology,
functional brain imaging, neuropsychology, and psy-
chopharmacology). There is little doubt that the
continuing accumulation of data from these various
areas of research, together with their unique methods
of inquiry and furthering technological advancements,
will ensure that researchers on the topic will continue
to ask new and exciting questions.
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8.1 Introduction

A common feature of our everyday mental life is the
need to hold information in mind for brief periods of
time. We frequently have to remember a new tele-
phone or vehicle registration number, to write down
the spelling of an unusual name that has been dic-

tated to us, or to follow spoken instructions to find
our destination in an unfamiliar environment. At
other times, we need to engage in mental activities
that require both temporary storage and demanding
cognitive processing. Mental arithmetic provides a
good example of this: successfully multiplying two
numbers such as 43 and 27 in our heads involves
storing not only the numbers but the products of
the intermediate calculations, accessing and applying
the stored rules of multiplication and addition, and
integrating the various pieces of information to arrive
at the correct solution. Our conscious experience of
the calculation attempt is of a kind of mental juggling,
in which we try to keep all elements of the task – the
numbers we are trying to remember as well as
the calculations – going at the same time. Often, the

juggling attempt will fail, either because the capacity
of working memory is exceeded, or because we
become distracted and our attention is diverted

away from the task in hand.
Working memory – which is the term widely used

by psychologists to refer to the set of cognitive pro-

cesses involved in the temporary storage and
manipulation of information – supports all of these

activities and many more. A useful informal way of
conceptualizing working memory is as a mental jot-

ting pad that we can use to record useful material for
brief periods of time, as the need arises in the course
of our everyday cognitive activities. Although it a

valuable and highly flexible resource, working mem-
ory has several limitations: its storage capacity is

limited, and it is a fragile system whose contents are
easily disrupted. Once lost from working memory,
material cannot be recovered.

The basic features of working memory are de-
scribed in this chapter. Leading theoretical accounts

of the cognitive processes involved in working mem-
ory are described, and key findings and experimental
phenomena are outlined. As it is now also known that
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working memory is important not only for the
temporary retention of information, but also for the
acquisition of more permanent knowledge, theories of
how different aspects of working memory mediate
learning are also considered in this chapter.

8.2 The Working Memory Model

One influential theoretical account of working mem-
ory has framed much of the research and thinking in
this field for several decades. In 1974, Baddeley and
Hitch advanced a model of working memory that has
been substantially refined and extended over the
intervening period. The influence of the working
memory model extends far beyond the detailed
structure of its cognitive processes, which are con-
sidered in the following sections. The radical claim
made by Baddeley and Hitch was that working mem-
ory is a flexible multicomponent system that satisfies
a wide range of everyday cognitive needs for tem-
porary mental storage – in other words, it does
important work for the user. The distinction between
short-term memory and working memory is a key
element in the philosophy of this approach. The term
working memory refers to the whole set of cognitive
processes that comprise the model, which as we will
see includes higher-level attentional and executive
processes as well as storage systems specialized for
particular information domains. Activities that tap a
broad range of the functions of working memory,
including both storage and higher-level control func-
tions, are often described as working memory tasks.
The term short-term memory, on the other hand, is
largely reserved for memory tasks that principally
require the temporary storage of information only.
In this respect, short-term memory tasks tap only a
subset of working memory processes. Detailed exam-
ples of each of these classes of memory task are
provided in later sections.

A further key element of the Baddeley and Hitch
(1974) approach is its use of dual-task methodology
to investigate the modular structure of the working
memory system. These researchers have developed a
set of laboratory techniques for occupying particular
components of the working memory system, which
can then be used to investigate the extent to which
particular activities engage one or another compo-
nent. By the logic of dual-task methodology, any two
activities that are unimpaired when conducted in
combination do not tap common limited capacity
systems. In contrast, performance decrements when

two tasks are combined indicate that they share a
reliance on the same component. This empirical
approach has proved invaluable in fractionating
working memory into its constituent parts, leading
to the most recent version of the working memory
model, advanced by Baddeley in 2000 (Baddeley,
2000) (Figure 1).

This model consists of four components. Two of
these components, the phonological loop and the
visuospatial sketchpad, are slave systems that are
specialized for the temporary storage of material
in particular domains (verbal and visuospatial,
respectively). The central executive is a higher-
level regulatory system, and the episodic buffer
integrates and binds representations from different
parts of the system. The nature of each of these
components and associated empirical evidence are
described in the following sections. Note also that
components of working memory are directly linked
with longer-term memory systems in various informa-
tional domains. The nature of the interface between
working memory and the acquisition of knowledge is
considered in later sections of the chapter.

8.2.1 The Phonological Loop

Originally termed the articulatory loop by Baddeley
and Hitch (1974), the phonological loop is a slave
system dedicated to the temporary storage of mate-
rial in terms of its constituent sounds, or phonemes.
The two-component model of the phonological loop
advanced by Baddeley in 1986 is shown in Figure 2.
Representations in the phonological short-term store
are subject to rapid time-based decay. Auditory
speech information gains obligatory access to the
phonological store.

Subvocal rehearsal reactivates serially the contents
of the short-term store, in a process that corresponds
closely to overt articulation (speaking), but which does

Central
executive

Visuospatial
sketchpad

Episodic
buffer

Phonological
loop

Figure 1 The Baddeley (2000) working memory model.
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not necessarily involve the movement of the speech
apparatus or the generation of speech sounds.
Representations in the phonological store that are
rehearsed before they have time to decay can be
maintained in the phonological loop indefinitely, pro-
vided that rehearsal continues. Rehearsal consists of
the high-level activation of speech-motor planning
processes (Bishop and Robson, 1989; Caplan et al.,
1992) and is a time-limited process in which lengthier
items take longer to activate than short items. Material
that is not presented in the form of spoken language
but which is nonetheless associated with verbal labels,
such as printed words or pictures of familiar objects,
can enter the phonological store via rehearsal, which
generates the corresponding phonological representa-
tions from stored lexical knowledge.

8.2.1.1 Empirical phenomena

This fractionated structure to the phonological loop is
consistent with a wide range of experimental phenom-
ena from the serial recall paradigm, in which lists of
items are presented serially for immediate recall in the
original input sequence. Evidence that verbal material
is held in a phonological code is provided by the fact
that irrespective of whether the memory lists are
presented in auditory form or in the form of print,
recall is poorer for sequences in which the items
share a high degree of phonological similarity (e.g.,
C, G, B, V, T) than for those which have little overlap
in phonological structure (e.g., X, H, K, W, Q). This
effect of phonological similarity, first reported by
Conrad (1964) and replicated many times subse-
quently, indicates that serial recall is mediated by
phonological representations. Degradation of these
representations, possibly due to decay, will thus cause
confusion between representations of items with highly
similar phonological structures.

The obligatory access of auditory speech informa-
tion to the phonological loop is demonstrated by the

irrelevant speech effect. Serial recall of visually pre-

sented verbal items is impaired if spoken items are

presented during list presentation, even though par-

ticipants are told to ignore these stimuli. Moreover,

the recall advantage to phonologically distinct over

phonologically similar sequences is eliminated under

such conditions of irrelevant speech (Colle andWelsh,

1976; Suprenant et al., 1999). This finding indicates

that irrelevant speech operates on the same process

that gives rise to the phonological similarity effect, so

that the unwanted stimuli generate representations in

the phonological store that disrupt those of the list

items to be recalled.
Evidence for the existence of a distinct subvocal

rehearsal process that operates on the contents of the

phonological store is provided by other empirical

phenomena. An important finding first reported by

Baddeley et al. (1975) is that serial recall accuracy is

impaired when memory lists contain lengthy items

(e.g., aluminum, hippopotamus, tuberculosis) than

otherwise matched short items (e.g., zinc, stoat,

mumps). Detailed analyses have established that a

linear function related recall accuracy to the rate

at which participants can articulate the memory

sequence: items that are be spoken more rapidly are

recalled more accurately, to a commensurate degree.

This phenomenon, known as the word length effect,

is present for visually and auditorily presented verbal

material and is suggested to reflect the serial rehear-

sal process, which requires more time to re-activate

lengthy than short items. As a consequence, repre-

sentations in the phonological store of lengthy items

are more likely to have decayed between successive

rehearsals, leading to decay and loss of information.
Support for this interpretation is provided by

findings that the word length effect disappears if par-

ticipants engage in articulatory suppression by saying

something irrelevant such as ‘‘hiya, hiya, hiya’’ during

presentation of the memory list, for both visually and

auditorily presented lists (Baddeley et al., 1975, 1984).

These results can be simply explained. Having to

engage in irrelevant articulation during a memory

task prevents effective rehearsal of the memory items

themselves – it simply is not possible to say one thing

and to rehearse subvocally something else. As rehearsal

is prevented in this condition, there can be no further

impairment of recall with lengthy as opposed to short

memory items, as this effect is also tied to the rehearsal

process.

Phonological short-term store
Subvocal rehearsal 

Non-speech
inputs 

Speech inputs

Figure 2 The phonological loop model, based on

Baddeley (1986).
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It should be noted that because visually presented
material requires rehearsal to access the phonological
store, preventing rehearsal via articulatory suppres-
sion should also eliminate the phonological similarity
effect with visual presentation, as the material will
not reach the store for the similarity-based interfer-
ence to occur. This prediction has been supported by
findings from many studies (Murray, 1968; Peterson
and Johnson, 1971).

The claim that the word length effect arises only
from subvocal rehearsal has not gone uncontested.
Lengthier items are slower not only to rehearse but
also to recall, and there is convincing evidence that
the increased delay in recalling longer items is one
cause of lower performance, probably due to the
increased opportunity for time-based decay of the
phonological representations. Cowan et al. (1992)
employed mixed lists composed of both short and
long words to investigate the effects of recall delay.
They found a linear relation between the amount of
time elapsing from the beginning of the recall
attempt and the accuracy of recall, with recall declin-
ing as the delay increased (see also, Cowan et al.,
1994). One possibility is that the word length effect is
multiply determined, and that the slower rate of
rehearsal for long than short items is just one of
several mechanisms causing lower levels of recall
accuracy for lists composed of lengthy stimuli.

Debate concerning the detailed processes under-
pinning experimental phenomena such as the effects
of word length and irrelevant speech (e.g., Neath
et al., 2003; Jones et al., 2006) continues, and will in
time result in a fuller understanding of the precise
mechanisms of serial recall. More generally, though,
the broad distinction between the short-term store
and rehearsal subcomponents of the phonological
loop has received substantial support from several
different empirical traditions. It is entirely consistent
with evidence of developmental fractionation of the
subcomponents of the phonological loop during the
childhood years (see Gathercole and Hitch, 1993;
Palmer, 2000, for reviews). The phonological store
appears to be in place by the preschool period: by
roughly 4 years of age, children show adult-like
sensitivity to the phonological similarity of the lists
items for auditorily presented material (Hitch and
Halliday, 1983; Hulme and Tordoff, 1989). The sub-
vocal rehearsal strategy, in contrast, emerges at a
later time, typically after 7 years of age. Flavell
et al. (1967) observed many years ago that very
young children do not show the overt signs of rehear-
sal, such as lip movements and overt repetition, that

characterize older children. Children below 7 years
of age are also not disrupted by recalling memory
sequences composed of lengthy rather than short
items (Hitch and Halliday, 1983), although word
length effects do emerge in children as young as 5
years of age if they are trained in the use of rehearsal
strategies (Johnson et al., 1987). Also, there is also no
consistent association between the articulatory rate
and memory span in 5-year-old children, although
strong links are found in adults (Gathercole et al.,
1994a). Together, these findings indicate that although
the phonological store is present at a very early point
in children, the use of subvocal rehearsal as a means of
maintaining the rapidly decaying representations in
the store emerges only during the middle childhood
years.

The phonological store and rehearsal process also
appear to be served by distinct neuroanatomical
regions of the left hemisphere of the brain. Evidence
from patients with acquired brain damage resulting in
impairments of verbal short-term memory indicates
that short-term phonological storage is associated with
the inferior parietal lobule of the left hemisphere,
whereas rehearsal is mediated by Broca’s area, in the
left premotor frontal region (see Vallar and Papagno,
2003; Muller and Knight, 2006, for reviews). Findings
from neuroimaging studies using methods such as
positron emission tomography and functional mag-
netic resonance imaging to identify the areas of the
brain activated by verbal short-term memory tasks in
typical adult participants have further reinforced the
neuroanatomical distinction between the phonological
store and rehearsal (see Henson, 2005, for review).

8.2.1.2 A computational model of the
phonological loop

Despite its simplicity, the Baddeley (1986) model of
the phonological loop is capable of explaining much
of the evidence outlined in the preceding section and
several other experimental phenomena. It does, how-
ever, have one notable shortcoming as a model of
serial recall. Although this paradigm requires the
accurate retention of both the items in the memory
list and their precise sequence, the model focuses
exclusively on the representation of item information
and therefore fails to account for how the serial order
of list items is retained in the phonological loop. As a
consequence, it cannot accommodate many detailed
aspects of serial recall behaviour. One important
characteristic of serial recall is the serial position
function, the asymmetric bow-shaped curve that
arises from high levels of accuracy of recalling initial
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list items (the primacy effect), relatively poor recall
of mid-list items, and a moderate increase in accu-
racy for items at the end of the sequence (the recency
effect). Another key finding is that the most common
category of errors in serial recall is order errors, in
which items from the original position migrate to
nearby but incorrect positions in the output sequence
(Bjork and Healy, 1974; Henson et al., 1996). The
Baddeley (1986) model of the phonological loop pro-
vides no explanation of either of these features of
verbal short-term memory.

Burgess and Hitch (1992) addressed this problem
by developing and implementing a connectionist
network model that incorporated a mechanism for
retaining the serial order of items in addition to
temporary phonological representations and an
analog of rehearsal that corresponds to the phono-
logical loop. The structure of the model is shown in
Figure 3. It consists of four separate layers of nodes
that represent input phonemes, words, output pho-
nemes, and a context signal. Serial order is encoded
by associating the activated item representation with
a slowly evolving context signal containing a subset
of active nodes that change progressively during
presentation of the list, and can be conceptualized
as a moving window representing time such that
successive context states are more similar to one
another than temporally distant states. Presentation
of an item causes temporary activation of input pho-
neme nodes, word nodes, and output phoneme nodes
via existing interconnections. When one item node
succeeds in becoming the most active, a temporary
association is formed between the winning item node

and currently active context nodes. The item node is
then suppressed, allowing the same process to be
repeated for the next item in the sequence. In this
model, rehearsal consists of feedback from the output
phonemes (activated following selection of the win-
ning item node) to the input phonemes.

At recall, the original context signal is repeated
and evolves over successive items in the same way as
at input. For each signal, item nodes receive activa-
tion based on their initial pairing with context in the
original sequence, and the winning item is selected
and activates consistent output phonemes. Noise is
added to this final selection process to induce errors.
Where serial order errors do occur – that is, incorrect
item nodes are selected – they tend to migrate to
target-adjacent positions as a consequence of the high
degree of overlap in the context nodes active in
successive context states.

In addition to generating the classic experimental
phenomena associated with the phonological loop
such as the phonological similarity, word length,
and articulatory suppression effects, this model simu-
lates many of the features of serial order behavior
that the phonological loop model on which it was
based could not address. Consider first the serial
position function. Primacy effects arise largely from
the greater number of rehearsals received by early
list items, and recall of both initial and final items is
enhanced by the reduced degree of order uncertainty
at these terminal list positions. A preponderance of
order errors is also readily generated because context
signals, like item representations, degrade with time.
Thus on some occasions, the retrieved item repre-
sentation will have been associated with an adjacent
context signal, yielding recall of a list item at an
incorrect output position. When items do migrate in
simulations of the model, they show the bell-shaped
migration function in which the distances traveled in
the sequence are usually small rather than large,
which has also been established in the behavioral
data.

8.2.1.3 The phonological loop and
language

Although the cognitive processes underpinning the
phonological loop are well understood, one puzzle
for many years was exactly why this system exists. It
may have turned out to be useful for remembering
telephone numbers, but why do we have the system
in the first place? A number of possibilities were
considered. One plausible hypothesis was that the
phonological loop acts as a buffer for planned speech.

Context nodes Input phoneme nodes

Word nodes

Output phoneme nodes

Recall

(rehearsal)

Contextual input Stimulus

Figure 3 Simplified architecture of the Burgess and Hitch

(1992) network model of the phonological loop.
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The presence of a phonological output buffer that
stores the retrieved phonological specifications of
intended lexical items and enables the smooth and
rapid production of speech has long been recognized
as a logical necessity by speech production theorists
(e.g., Bock, 1982; Romani, 1992). There is, however,
little evidence that the phonological store fulfills this
function (see Gathercole and Baddeley, 1993 for
review). It has consistently been found that adult
neuropsychological patients with very severe deficits
of verbal short-term memory leading to memory
spans of only one or two items can nonetheless
produce spontaneous speech normally: utterance
length rates of hesitations and self-corrections are
comparable to those of control adults (Shallice and
Butterworth, 1977).

A second hypothesis was that the phonological
loop provides an input buffer to incoming language
that is consulted in the course of normal comprehen-
sion processes (Clark and Clark, 1977). Once again,
findings from adult short-term memory patients pro-
vided the opportunity to test this hypothesis. The
prediction was clear: if short-term memory plays a
significant role in comprehension, the very low mem-
ory span of short-term memory patients should lead
to substantial impairments in processing the meaning
of language. Findings from many research groups and
many different patients provided little support for
this prediction. Despite severe deficits in phonolog-
ical loop functioning, short-term memory patients
typically had few difficulties in processing sentences
for meaning, except under conditions in which
lengthy, unusual, and ambiguous syntactic structures
were used, or the sentences were essentially memory
lists (see Vallar and Shallice, 1990; Caplan and
Waters, 1990; Gathercole and Baddeley, 1993; for
reviews). It therefore appears that although under
most circumstances the language processor operates
online without recourse to stored representations
in the phonological loop, these representations may
be consulted in an off-line mode to enable backtrack-
ing and possible re-analysis of spoken language
under some conditions (McCarthy and Warrington,
1987).

There is, however, one area of language function-
ing in which the phonological loop appears to play a
central role, and that is in learning the sound struc-
ture of new words. Evidence from many sources
converges on this view. Studies of typically develop-
ing children have consistently found close and
selective associations between measures of verbal
short-term memory and knowledge of both native

and foreign language vocabulary (e.g., Gathercole
and Baddeley, 1989; Service, 1992; Cheung, 1996;
Masoura and Gathercole, 1999). The accuracy of
nonword repetition – in which a child hears a spoken
nonword such as woogalamic and attempts to repeat
it immediately – is particularly highly correlated
with vocabulary knowledge, although so too are more
conventional measures of verbal short-term memory
such as digit span (Gathercole et al., 1994b). A similar
link is found between verbal memory skills and the rate
of learning nonwords in paired-associate learning
paradigms, in which participants learn to associate
unfamiliar phonological forms with either novel objects
(Gathercole and Baddeley, 1990a, used toy monsters
with names such as Pimas), unrelated words (such
as fairy-kipser), or semantic attributes (e.g., bleximus
is a noisy, dancing fish). Both of the latter examples
are from a study reported by Gathercole et al. (1997),
in which the phonological memory skills of the partic-
ipating 5-year-old children were in contrast found
to be independent of the ability to learn word–word
pairs.

Further evidence that the phonological loop is
involved in the long-term learning of phonological
structures in particular has been provided by the
study of individuals with developmental or acquired
deficits in language learning. Specific language
impairment (SLI) is a condition in which children
fail to develop language at a normal rate despite
normal intellectual function. Word learning repre-
sents a particular problem for affected children. It has
consistently been found that children with SLI have
substantial impairments of nonword repetition and
of other measures of verbal short-term memory
(e.g., Gathercole and Baddeley, 1990b; Bishop et al.,
1996; Archibald and Gathercole, 2006). A corre-
sponding neuropsychological patient, PV, had a
severe deficit of the phonological loop, and was
found to be completely unable to learn word–non-
word pairings such as rose–svieti, but performed
within the typical range on a word–word learning
task (Baddeley et al., 1988). Experimental studies of
paired-associate learning with normal adult partici-
pants have shown that word–nonword learning is
disrupted by variables known to interfere with pho-
nological loop functioning, such as phonological
similarity and articulatory suppression (Papagno
et al., 1991; Papagno and Vallar, 1992). In contrast,
learning of word–word pairs is not influenced by
these variables.

On this basis, it has been proposed that the pri-
mary function of the phonological loop is to support

154 Working Memory



learning of the sound structures of new words in the

course of vocabulary acquisition (Baddeley et al.,

1998b). It is suggested that initial encounters with

the phonological forms of novel words are repre-

sented in the phonological short-term store, and

that these representations form the basis for the grad-

ual process of abstracting a stable specification of the

sound structure across repeated presentations

(Brown and Hulme, 1996). Conditions that compro-

mise the quality of the temporary phonological

representation in the phonological loop will reduce

the efficiency of the process of abstraction and result

in slow rates of learning. In a recent review of this

theory and associated evidence, Gathercole (2006)

has suggested use of the phonological loop to learn

new words is a primitive learning mechanism that

dominates at the early stages of learning a language

and remains available as a strategy throughout life.

However, once a substantial lexicon is established in

a language, word learners increasing rely on lexically

mediated learning of new words, thereby building on

the phonological structures that they have already

acquired.

8.2.1.4 Summary

The phonological loop model advanced by Baddeley

(1986), consisting of a short-term store and a subvocal

rehearsal process, is the most influential current

account of verbal short-term memory. Convergent

evidence for the model is provided from a range of

research traditions including experimental cognitive

psychology, developmental psychology, neuropsy-

chology, and neuroimaging. A similar diverse range

of findings indicate that the phonological loop plays a

key role in vocabulary acquisition (Baddeley et al.,

1998; Gathercole, 2006).
The successful implementation of the model in

the form of a connectionist network by Burgess and

Hitch (1992) is an important development that has

stimulated competing computational models of serial

recall with distinct architectures. The network model

has also been further developed to simulate learning

of novel sequences by the phonological loop (Burgess

and Hitch, 1999). The availability of detailed models

of short-term memory and the reciprocal stimulation

of empirical findings and computational simulations

is a sign of advanced theoretical development that is

in large part due to the guiding influence of the

phonological loop concept on this field over many

years.

8.2.2 The Visuospatial Sketchpad

8.2.2.1 Theory and empirical phenomena

The second slave system of the working memory
model is the visuospatial sketchpad, specialized in
the storage and manipulation of information that
can be represented in terms of either visual or spatial
characteristics. Short-term memory for visuospatial
material is associated with increased activity in the
right hemisphere regions of the inferior prefrontal
cortex, anterior occipital cortex, and posterior parie-
tal cortex, and acquired damage to these regions of
the brain leads to selective deficits in remembering
these domains of material (see Gathercole, 1999, for
review).

Several tasks have been designed to tap the visuo-
spatial sketchpad. These include recognizing the
pattern of filled squares in a two-dimensional grid
(Phillips and Christie, 1977; Wilson et al., 1987),
remembering the order in which a set of blocks are
tapped (often known as the Corsi blocks task), using a
grid to generate a mental image corresponding to a
set of spatial instructions (Brooks, 1967), and recal-
ling the path drawn through a maze (Pickering et al.,
2001).

Like its sister slave system the phonological
loop, the sketchpad has now been fractionated
into two distinct but interrelated components: A
visual store or cache that preserves the visual fea-
tures of perceived or internally generated objects
and a spatial or sequential component that may
serve a recycling function analogous to subvocal
rehearsal (Logie, 1995). The strongest evidence
for the separation of the sketchpad into these two
components is provided by studies of neuropsycho-
logical patients with acquired brain lesions
resulting in selective impairments of visual storage
but preserved spatial short-term memory (Hanley
et al., 1991) and converse deficits in spatial but not
visual short-term memory (Della Sala et al., 1999;
Della Sala and Logie, 2003).

Dual task studies have played an important role in
illuminating the functional organization of the visuo-
spatial sketchpad. One popular method for tapping
the capacity for the generation and temporary stor-
age of spatial material is the Brooks (1967) task, in
which the participant is presented with a 4� 4 empty
grid in which one particular cell was designated
as the starting square. The experimenter then gives
a series of verbal instructions which participants are
encouraged to remember by mentally filling in
the grid, as shown in Figure 4. Following the
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instructions, participants recall the sequence by fill-

ing in the grid with the numbers. This condition

facilitates the use of spatial imagery and hence the

visuospatial sketchpad. In a control condition which

does not encourage the use of such spatial imagery,

the spatial terms up, down, left, right were replaced

by the nonspatial adjectives good, bad, slow, and fast

to yield nonsensical sentences. Presumably, recall in

this condition was supported by the phonological

loop rather than the sketchpad.
Evidence that participants use mental imagery to

mediate performance in the spatial but not the non-

sense condition is provided by the superior levels of

recall accuracy in the former condition (Brooks, 1967).

In a systematic study of the effects of concurrent

activities on memory performance in the two cases,

Baddeley and Lieberman (1980) reported further evi-

dence that distinct components of working memory

are employed in the two conditions. Performing a

concurrent task – tracking an overhead swinging pen-

dulum – disrupted recall in the spatial but not the

nonsense condition. Thus, spatial recall appears to be

selectively impaired by the encoding of unrelated

spatial content, consistent with the employment of a

spatial code to mediate recall performance.
Subsequent investigations indicate that eye move-

ments may play a key role in the maintenance of

spatial images in the sketchpad. Postle et al. (2006)

reported a series of experiments showing that volun-

tary eye movements impair memory for spatial

locations but not for nonspatial features of visual

objects, providing further support for a distinction

between visual and spatial components of the

sketchpad. Other studies have shown that the

engagement of other movement systems such as

hands (finger tapping), legs (foot tapping), and arms

exerts similar disruptive influences on memory for

spatial sequences such as Corsi block recall (e.g.,

Smyth and Scholey, 1988). It therefore appears that

the maintenance of spatial representations in the

sketchpad is supported by a central motor plan that

is not specific to any particular effector system, by

which is recruited the planning and execution of

movements in the full range of motor systems.
There is some evidence that the visual storage

component of the spatial sketchpad is selectively

disrupted by the concurrent perception of irrelevant

visual features. In a series of studies reported by

Quinn and McDonnell (1996), memory for detailed

visual characteristics was selectively impaired by

visual noise that corresponded to a randomly flicker-

ing display of pixels similar to an untuned television

screen that participants were required to view but

asked to disregard. This finding is important, as it is

directly analogous to the irrelevant speech effect in

verbal serial recall (Colle and Welsh, 1976), which

has been interpreted as reflecting obligatory access to

the short-term store component of the phonological

loop for auditory speech material.
One interpretational problem raised by many stud-

ies of visuospatial short-term memory is the extent to

which these and other similar tasks reflect a genu-

inely distinct component of working memory, or

alternatively draw on the more general resources of

the central executive. The central executive, which is

described in more detail in the following section, is a
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Block recall
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Figure 4 Measurement model of workingmemory, based on data from children aged 4–11 years. STM, short-termmemory.

From Alloway TP, Gathercole SE, and Pickering SJ (2006) Verbal and visuo-spatial short-term and working memory in

children: Are they separable? Child Dev. 77: 1698–1716; used with permission from Blackwell Publishing.
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limited-capacity domain-general system capable of
supporting a wide range of cognitive activities.
Several different lines of evidence indicate that the
central executive plays a major role in many visuo-
spatial short-term memory tasks. Performance on
visual storage tasks has been found to be strongly
disrupted by concurrent activities that lack an overt
visuospatial component but which are known to tax
the central executive, such as mental arithmetic
(Phillips and Christie, 1977; Wilson et al., 1987).
Also, studies of individual differences have consis-
tently shown that measures of visuospatial short-term
memory are much more closely associated with per-
formance on central executive tasks than are
phonological loop measures, in both typically devel-
oping children (Gathercole et al., 2004a, 2006a;
Alloway et al., 2006) and in a clinical study of adults
with bipolar mood disorder (Thompson et al., 2006).

8.2.2.2 Summary

Although current understanding of the detailed cog-
nitive processes involved in visuospatial short-term
memory is less well advanced than that of the pho-
nological loop, two basic facts have now been
established. First, the sketchpad functions indepen-
dently of the phonological loop – it is associated with
activity in the right rather than the left hemisphere of
the brain and is selectively disrupted by concurrent
activities that do not influence the phonological loop.
Second, the processes involved in manipulating and
storing visual features and spatial patterns appear to
be distinct from one another, again showing neuro-
psychological and experimental dissociations. It is
rather less clear to what extent the visuospatial
sketchpad represents a distinct component of work-
ing memory that is dissociable from the central
executive.

8.2.3 The Central Executive

At the heart of the working memory model is the
central executive, responsible for the control of the
working memory system and its integration with
other parts of the cognitive system. The central
executive is limited in capacity, and is closely linked
with the control of attention and also with the reg-
ulation of the flow of information within working
memory, and the retrieval of material from more
permanent long-term memory systems into working
memory. Neuroimaging studies indicate that the
frontal lobes of both hemispheres of the brain, and

particularly of the prefrontal cortex, are activated by
activities known to tax the central executive (See
Collette and Van der Linden, 2002; Owen et al.,
2005, for reviews).

8.2.3.1 The supervisory attentional

system

In 1986, Baddeley suggested that central executive
may correspond in part at least to the model of the
supervisory attentional system (SAS) advanced by
Shallice (1982) to explore the control of attention in
action. The SAS has two principal components. The
contention scheduling system consists of a set of
schemas, which are organized structures of behavior-
al routines that can be activated by either internally
or externally generated cues. When a schema reaches
a particular level of activation, it is triggered and the
appropriate action or set of actions is initiated. Thus,
we have schemas that govern all our skilled beha-
viors: walking and talking, breathing and jumping,
opening doors and using a telephone. Schemas can
be hierarchically organized. Skilled car drivers, for
example, will have a driving schema that is composed
of linked subschemas such as steering and braking
schemas. Many of our actions are governed by the
automatic activation of these schemas in response to
environmental cues. So, once we are behind the
wheel of a moving car, the sight of a red brake light
in the car in front will probably be sufficient to
trigger the automatic activation of the braking sub-
schema. Activation levels of all incompatible schemas
(such as the accelerating schema, in this case) are
inhibited when a schema is triggered.

The second component, the SAS, controls behav-
ior via a very different process. The SAS can directly
activate or inhibit schemas, thereby overriding their
routine triggering by the contention scheduling sys-
tem. The intervention of the SAS corresponds to
volitional control and prevents us from being endless
slaves to environmental cues – it allows us to choose
to change the course of our actions at will. However,
because the SAS is a limited capacity system, there
are finite limits on the amount of attentional control
we can apply to our actions.

Baddeley’s (1986) suggestion was that the central
executive corresponds to the limited-capacity SAS.
He also proposed that two types of behavioral dis-
turbance associated with damage to the frontal lobes
arise from malfunctioning of the central executive,
and coined the term dysexecutive syndrome to
describe this disorder. These neuropsychological
patients are typically characterized by one of two
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possible types of behavior. Perseveration is a form of

behavioral rigidity in which the individual continu-

ally repeats the same action or response. An example

would be greeting a newcomer by saying ‘‘Hello’’

and then continuing to make the same response

many times to the same individual, increasingly inap-

propriately. Distractibility consists of unfocused

behavior in which the individual fails to engage in

meaningful responses but may, for example, continu-

ously walk around a room manipulating objects.

Baddeley suggested that such individuals have an

impairment in central executive resources that

reduces their capacity for volitional control of behav-

ior via the SAS, which is instead dominated by the

contention scheduling system. Perseveration results

when a schema becomes highly activated and cannot

be effectively inhibited by the SAS to allow the

triggering of other appropriate behaviors, and dis-

tractibility results from the background triggering of

behavior by environmental cues with no overriding

focus by the SAS.
This conceptualization of the central executive

has proved useful in guiding the development of

laboratory tasks that engage the central executive.

One such task is random generation (Baddeley,

1986). In a typical task, the participant is required

to generate in a random manner exemplars from a

familiar category, such as digits or letters, paced by a

metronome. The importance of generating random

sequences rather than stereotyped ones such as 1, 2, 3

or a, b, c is emphasized. In 1998, Baddeley et al.

(1998a) conducted a series of experiments to investi-

gate the hypothesis that the central executive is

needed to intervene to override the activation of

stereotyped response sequences in this task. There

were several key findings consistent with this view.

First, the degree of randomness of the sequences

generated by the participants diminished (i.e., the

responses became more stereotyped) when the gen-

eration rate was increased. This result indicates that

the randomness of the responses was constrained by

a limited capacity process. Second, the degree of

randomness of the generated sequences was not

impaired when the task was combined with other

activities requiring stereotyped responses such as

counting, but was substantially disrupted by nonste-

reotyped concurrent activities such as maintaining a

digit load or generating exemplars of semantic cate-

gories. Applying the logic of dual-task methodology,

it appears that both tasks tap a common limited-

capacity mechanism, the central executive.

8.2.3.2 Complex memory span

The central executive also plays a key role in com-
plex memory span tasks, which require both
processing and storage. The first reported complex
span task, reading span, was developed by Daneman
and Carpenter in 1980. In this task, participants must
read aloud each of a sequence of printed sentences,
and at the end of the sequence they must recall the
final word of each sentence in the same order as the
sentences were presented. The number of sentences
read on each trial is then increased until the point at
which the participant can no longer reliably recall the
sequence of final words. Findings from this task were
impressive – complex memory span scores were
highly correlated with the performance of the partic-
ipating college students on their scholastic aptitude
tests completed on entry to college. Importantly, the
correlations with scholastic aptitude were consider-
ably higher than those found with storage-only
measures of verbal short-term memory.

A range of other complex span paradigms have
been subsequently developed, all sharing the common
feature of requiring both memory storage while par-
ticipants are engaged in significant concurrent
processing activity. A listening span version of the
reading span test in which the sentences were heard
rather than read by participants was employed by
Daneman and Carpenter (1983), and was found to be
correspondingly associated with academic abilities.
Complex span tasks suitable for use by young children
have also been developed. One popular task is count-
ing span, in which the child has to count the number of
elements in a series of visual displays, and at the end of
the sequence to recall the totals of each array, in the
order of presentation (Case et al., 1982). The odd-one-
out task (Russell et al., 1996; Alloway et al., 2006) is a
complex memory span task that requires visuospatial
rather than verbal storage and processing (see also,
Shah and Miyake, 1996). Participants view a series of
displays each containing three unfamiliar objects, two
identical and one different. The task is to point to the
location of the odd one out, and then at the end of the
sequence to recall the sequence of spatial locations of
the different items. In other complex span tasks, the
material to be stored is distinct from the contents of
the processing activity. An example of one such task is
operation span (Turner and Engle, 1989), in which
participants attempt to recall digits whose presentation
is interpolated with a sequence of simple additions
that must be completed.

Despite the large degree of variation in both the
processing and storage demands of the different
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complex memory span tasks, a highly consistent pattern
of findings has emerged. Performance on such tasks is
strongly related to higher-level cognitive activities such
as reasoning and reading comprehension (e.g., Kyllonen
and Christal, 1990; Engle et al., 1992), and also to key
areas of academic achievement during childhood such
as reading and mathematics (e.g., Swanson et al., 1996;
Hitch et al., 2001; Jarvis and Gathercole, 2003;
Gathercole et al., 2004b, 2006a; Geary et al., 2004;
Swanson and Beebe-Frankenberger, 2004). In the
majority of these studies, associations with learning
were much higher for complex memory span measures
than measures such as digit span of verbal short-term
memory. Corresponding closer links with measures of
intellectual functioning in adulthood such as reading
comprehension, scholastic aptitude, and fluid intelli-
gence have also been consistently found in adult
populations (for reviews, see Daneman and Merikle,
1996; Engle et al., 1999b).

In order to understand why complex span mea-
sures of working memory performance are so
strongly associated with learning abilities and other
measures of high-level cognition, it is necessary first
to consider what cognitive processes these measures
tap. It has been suggested that the processing por-
tions of these tasks are supported by the domain-
general resources of the central executive, whereas
the storage requirements are met by the respective
domain-specific slave system (Baddeley and Logie,
1999). By this view, both the central executive and
the phonological loop contribute to performance on
verbal complex span tasks such as reading span,
listening span, and counting span, whereas perfor-
mance on visuospatial complex span tasks is
mediated by the central executive and the visuospa-
tial sketchpad.

There is now substantial evidence to support this
proposal. A common processing efficiency factor has
been found to underlie both verbal and visuospatial
complex memory tasks (Bayliss et al., 2003). Two
recent studies have investigated the latent factor struc-
ture underlying individuals’ performance on both
simple (storage-only) and complex span measures in
both the verbal and visuospatial domains, in children
(Alloway et al., 2006) and in adults (Kane et al., 2004).
In both cases, the best-fitting model is a structure
consisting of distinct verbal and visuospatial short-
term storage components (corresponding to the pho-
nological loop and visuospatial sketchpad,
respectively), plus a domain-general factor correspond-
ing to the central executive. A summary of the factor
structure of the model from Alloway et al. (2006) is

shown in Figure 4. It can be seen that the complex
span tasks load both on the domain-general factor and
the respective domain-specific storage system. These
data provide an impressive degree of support for the
basic structure of the working memory model.

So why is it the case that slow rates of academic
learning therefore characterize children who perform
poorly on complexmemorymeasures of workingmem-
ory (e.g., Pickering and Gathercole, 2004; Gathercole
et al., 2006a)? We have suggested that the reason is
that working memory acts as a bottleneck for learn-
ing (Gathercole, 2004; Gathercole et al., 2006b). The
acquisition of knowledge and skill in complex
domains such as reading and mathematics requires
the gradual accumulation of knowledge over multi-
ple learning episodes, many of which will take place
in the structured learning environment of the class-
room. Learning is thus an incremental process that
builds upon the knowledge structures and under-
standing that have already been acquired: any factor
that disturbs this acquisition process will have dele-
terious consequences for the rate of learning, as the
necessary foundations for progress will not be in
place. It is proposed that working memory capacity
is one of the factors that constrains learning success in
potential learning episodes. Many classroom activ-
ities require the child to keep information in mind
while engaging in another cognitive activity that
might be very demanding for that individual.
Mental arithmetic is an example of such a demanding
working memory activity for adults. In children,
whose working memory capacity is considerably
smaller and who do not have the same bedrock of
stored knowledge and expertise to support cognitive
processing, working memory challenges of a com-
parable magnitude are present in much simpler
activities, such as writing sentences, adding up
totals of objects displayed on cards, or detecting
rhyming words in a poem read by the teacher.
Children with poor working memory capacities will
face severe difficulties in meeting the demands of
these situations and, as a result of their working
memory overload, will fail in part or all of the
learning activity. Such situations represent missed
learning opportunities and if they occur frequently,
will result in a slow rate of learning.

8.2.4 The Episodic Buffer

The episodic buffer is the most recent addition to the
working memory model, and was first outlined in a
seminal paper by Baddeley in 2000 (Baddeley, 2000).
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In this article, Baddeley argued the need for a sepa-
rate buffer capable of representing and integrating
inputs from all subcomponents of working memory
and from long-term memory systems in a multi-
dimensional code.

One justification for the episodic buffer is that it
solves the binding problem, which refers to the fact
that although the separate elements of multimodal
experiences such as seeing an object moving and
hearing a sound are experienced via separate chan-
nels leading to representations in modality-specific
codes, our perception is of the event as a coherent
unitary whole. At some point, the representations
must therefore converge and be chunked together
and experienced consciously as a single object or
event; Baddeley’s suggestion was that the episodic
buffer may fulfill this function.

Other evidence also points to a close interface
between the subcomponents of working memory
and other parts of the cognitive system. It has long
been known that meaningful sentences are much
better remembered than jumbled sequences of
words, with memory spans as high as 16 words com-
pared with the six or seven limit for unrelated words
(Baddeley et al., 1987). This indicates that represen-
tations in the phonological loop are integrated at
some point with conceptual representations arising
from the language processing system. Importantly,
patients with acquired impairments of verbal short-
term memory show reduced memory span for sen-
tences as well as for word lists, but still show the
relative advantage of meaningful over the meaning-
less material. Patient PV, for example, had a sentence
span of five and a word span of one (Vallar and
Baddeley, 1984). As PV’s long-term memory was
entirely normal, the reduction in her sentence span
must arise from the point of interaction between
verbal short-term memory (or the phonological loop).
Baddeley (2000) proposed that the episodic buffer may
provide the appropriate medium for linking the pho-
nological loop representations with those from long-
term memory, and that the central executive may
control the allocation of information from different
sources into the buffer.

The characteristics of the episodic buffer have
been explored in a subsequent experimental pro-
gramme by Baddeley and collaborators. One line of
investigation has looked into whether the episodic
buffer plays a role in the binding of different visual
features of objects into chunks by comparing memory
for arrays of colors or shapes with memory for bound
combinations of these features (Allen et al., 2006). In

a series of experiments, recognition memory for
visually presented objects was tested by presenting
an array of objects followed by a probe; the partici-
pants’ task was to judge whether the probe was
present in the original display or not. Across condi-
tions, recognition memory was tested either for shape
by presenting a display of different unfilled shapes,
for color with a display of squares of different colors,
or for both color and shape by presenting objects
composed of unique shape/color combinations. In
line with previous findings from this paradigm
(Wheeler and Treisman, 2002), recognition perfor-
mance was found to be as accurate in the feature
combination as the single feature conditions. Thus,
feature binding appears to be a relatively efficient
process.

Allen et al. (2006) investigated whether this
binding process depends on central executive
resources, as might be predicted from the working
memory model shown in Figure 1, in which infor-
mation is fed into the episodic buffer from the central
executive. To test this possibility, participants
also performed demanding concurrent tasks that
would be expected to require executive resources –
counting backwards and retaining a near-span digit
load – while viewing the object arrays. The results
were clear: although recognition memory was gen-
erally less accurate under dual task conditions,
memory for bound features was not selectively
disrupted. The only condition that did lead to a
greater impairment of recognition for feature combi-
nations than single features was one that involved
sequential rather than simultaneous presentation of
objects.

On the basis of these findings, Allen et al. con-
cluded that binding the features of simple visual
features takes place in the visuospatial sketchpad
and does not require executive support. However, it
was suggested that storage of such automatically
bound information is fragile and may fall apart
when further feature combinations need to be
encoded and stored in visuospatial memory.

The possible role of the attentional resources of
the central executive in integrating linguistic infor-
mation with representations in the phonological loop
in the episodic buffer was investigated by Jefferies
et al. (2004). The main focus of this study was the
substantial advantage found in the immediate recall
of prose compared with unrelated words, which
Baddeley (2000) had suggested may be mediated
by the integration of linguistic and phonological
information in the episodic buffer. Jefferies et al.
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conducted a series of experiments in which the rela-

tive difficulty of different kinds of lists was equated

for individual participants. Thus, an example of an

unrelated word list that corresponds to 50% above

span for an average participant with a word span of

six was the nine items essay, marmalade, is, lots,

clowns, wine, spaces, often, a. In the sentence condi-

tion of a corresponding level of difficulty, an average

participant with a sentence span of 13 would receive

the following sequence of unrelated sentences for

immediate recall: Railway stations are noisy places.

Guns can cause serious injuries. Water is boiled in

kettles. Pink roses are pretty flowers. In a further

story condition, the sentences were thematically

related, as in the following example: A teenage girl

loved buying clothes. She went shopping with her

mom. They traveled into town by bus.
The possible engagement of attentional processes

associated with the central executive was investi-

gated by comparing the impact of a continuous

reaction time (CRT) task completed during the pre-

sentation of the memory sequence on performance in

the different conditions. Following Craik et al.

(1996), the CRT task involved pressing one of four

keys corresponding to the spatial location of a visual

target that appeared on a computer screen; as soon as

the key was pressed, the next stimulus was presented.

This task is known to place significant demands on

controlled attentional processing. If the central

executive does play a crucial role in loading phono-

logical and linguistic information into the episodic

buffer where it can be integrated into a multidimen-

sional code underpinning sentence span, a selective

decrement in the recall of sentences relative to unre-

lated words would be expected in the concurrent

CRT conditions.
Jefferies et al. (2004) found that recall of unrelated

words was more or less unaffected by the concurrent

task, as was the recall of thematically organized mate-

rial in the story condition. These findings indicate

that the use of the phonological loop places few

demands on attentional resources, and also that the

activation of preexisting representations relating to

the semantic and syntactic content of the stories

occurs relatively automatically. In contrast, CRT

did markedly impair performance in the condition

involving the recall of unrelated sentences. It there-

fore appears that substantial attentional support from

the central executive is required for the retention of

unrelated chunks of linguistic information, possibly

within the episodic buffer.

Although the study of the episodic buffer is still in
its infancy, the concept is being refined in light of
new evidence and is proving useful in guiding
research on memory for relatively complex forms of
material. The simple idea that the central executive
is required to feed information through to the epi-
sodic buffer for the purposes of feature binding has
not received strong support from the research com-
pleted so far: there is little evidence for central
executive involvement in either the binding of sim-
ple visual features (Allen et al., 2006) or in the recall
of coherent prose, although attentional support does
appear to be crucial for the temporary retention of
chunks of unrelated linguistic information ( Jefferies
et al., 2004). Ongoing and future research designed to
delineate the precise conditions under which the
central executive and episodic buffer interact seems
certain to provide further fruitful insights into the
role played by working memory in the storage and
manipulation of complex and structured information.

8.2.5 Other Models of Working Memory

The multicomponent model of working memory ini-
tially advanced by Baddeley and Hitch (1974) is the
most enduring and influential theoretical framework
in the field. Its success rests with the breadth of scope
of the model – incorporating verbal and visuospatial
short-term memory, as well as attentional processes –
and also with the capacity of the model to evolve in
light of incoming evidence. Although the original tri-
partite structure of the 1974 model has been largely
preserved, each component has been elaborated and
differentiated over the intervening years, largely but
not exclusively by using the dual task methodology to
identify distinct subcomponents of the system. The
model has also proved successful in accommodating
evidence from a wide range of empirical traditions
including cognitive development, neuropsychology,
and neuroscience in addition to experimental psychol-
ogy. It is, however, by no means the only model of
working memory, and there are currently several
other conceptualizations that are proving to be highly
effective in guiding research and thinking in the
area. Some of the significant alternative theoretical
accounts of working are outlined in the following.

8.2.5.1 Attentional based models

One influential theoretical account of working mem-
ory of this type is Cowan’s (1995, 2001) embedded
process model, summarized in Figure 5. According
to this model, long-term memory can be partitioned
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in three ways: the larger portion that has relatively

low activation at any particular point in time, a subset

that is currently activated as a consequence of

ongoing cognitive activities and perceptual experi-
ence, and a smaller subset of the activated portion

that is the focus of attention and conscious awareness.

The focus of attention is controlled primarily by the

voluntary processes of the executive system that are

limited in capacity in chunks. Recent work indicates

that typically between three and five chunks of infor-

mation can be maintained in the focus of attention
(Cowan, 2001; see also Chen and Cowan, 2005;

Cowan et al., 2005). In contrast, long-term memory

activation is time-limited and decays rapidly without

further stimulation.
Cowan et al. (2005) have put forward an interpre-

tation of complex memory span performance and its

links with scholastic aptitude measures that is mark-
edly divergent from the explanation based on the

working memory model considered in the section

titled ‘The central executive.’ By this account, the

crucial feature of complex span tasks is that the

processing activity prevents the usual deployment

of control strategies such as rehearsal and grouping,

and thus exposes more directly the scope of the focus

of attention, as indexed by the number of chunks that
can be maintained simultaneously. Learning ability

will be constrained by having a relatively poor scope

of attention, laid bare by complex memory span tasks.
An attentional-based account of working memory

function has been also advanced by Engle and associ-

ates (e.g., Engle et al., 1999b). In some respects,

Engle’s model shares a similar architecture with the
Baddeley and Hitch (1974) framework, combining

domain-specific storage of verbal and visuospatial

material with controlled attention. The detailed
functioning of the components is, however, quite
different. Short-term memory consists of traces that
have exceeded an activation threshold and represent
pointers to specific regions of long-term memory.
They therefore do not represent temporary repre-
sentations in a specialized temporary store, as in the
phonological loop. Controlled attention is a domain-
general resource that can achieve activation through
controlled retrieval, maintain activation, and block
interference through the inhibition of distractors.

Unsworth and Engle (2006) have recently put
forward a new explanation of why complex memory
span tasks correlate more highly with measures of
higher-order cognitive function than simple memory
span, based upon the distinction between primary
and secondary memory. According to this account,
memory items that have been recently encountered
are held in primary memory, and may also be trans-
ferred into the more durable secondary memory
system (Waugh and Norman, 1965). The processing
activity in complex span tasks displaces items from
primary memory, so that recall performance is sup-
ported principally by residual activation in secondary
memory. Unsworth and Engle suggest that it is the
ability to retrieve items from secondary memory that
is crucial to more cognitive activities such as reason-
ing. Note that this interpretation is somewhat similar
to that advanced by Cowan et al. (2005); in both cases,
the claim is that learning is served most directly by
the quality of activation of long-term memory, and
not by the capacity of the controlled attention pro-
cess that generates conscious experience.

8.2.5.2 The resource-sharing model
A contrasting theoretical perspective on working
memory was provided by Daneman and Carpenter
(1980, 1983; Just and Carpenter, 1992). These
researchers conceived working memory as an undiffer-
entiated resource that could be flexibly deployed
either to support temporary storage or processing ac-
tivity. By this account, individuals with relatively low
span scores on complex memory span tasks were rela-
tively unskilled at the processing element of the
activity (reading, in the case of reading span), thereby
reducing the amount of resource available for storage
of the memory items. This idea that working memory
is a single flexible system fueled by a limited capacity
resource that can be flexibly allocated to support
processing and storage was applied by Case et al.
(1982) to explain developmental increases in working
memory performance across the childhood years.

Focus of
attention

Long-term store

Short-term store
(activated memory)

Figure 5 Cowan’s (1995) embedded process model of

working memory.
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They proposed that the total working memory
resource remains constant as the child matures, but
that the efficiency of processing increases, releasing
additional resource to support temporary storage.
Consistent with this view, Case et al. found in a
study of 6- to 12-year-old children that counting
spans were highly predictable from individual counting
speeds. Furthermore, counting spans were reduced
to the level typical of 6-year-old children when
adults’ counting efficiency was reduced by requiring
the use of nonsense words rather than digits to count
sequences. It was concluded that the decreased
memory spans resulted from the greater processing
demands imposed by the unfamiliar counting task,
leading to a processing/storage trade-off that dimini-
shed storage capacity.

8.2.5.3 Time-based theories

The resource-sharing model of working memory has
been challenged substantially in recent years. Towse
and Hitch (1995) proposed that participants do not
process and store material at the same time in com-
plex span tasks as assumed by the resource-sharing
approach, but instead strategically switch between
the processing and storage elements of the task.
Evidence consistent with this task-switching model
has been provided in a series of studies that have
either varied counting complexity while holding
retention interval constant (Towse and Hitch, 1995)
or manipulated retention requirements in counting,
operation, and reading span tasks, while holding
constant the overall processing difficulty (Towse
et al., 1998). In each case, the period over which
information was stored was a better predictor of
complex memory span than the difficulty of the
processing activity. This has led to the claim that
complex memory span is constrained by a time-
based loss of activation of memory items (Hitch
et al., 2001).

The consensus view at present is that no single
factor constrains complex memory span (Miyake and
Shah, 1999; Bayliss et al., 2003; Ransdell and Hecht,
2003). A more complex model recently advanced by
Barrouillet and colleagues (Barrouillet and Camos,
2001; Barrouillet et al., 2004) combines concepts of
both temporal decay and processing demands in a
single metric of cognitive cost that is strongly related
to performance on complex span tasks. In this model,
the cognitive cost of a processing task is measured as
the proportion of time that it requires limited-capac-
ity attentional resources, for example, to support
memory retrievals. When attention is diverted from

item storage to processing in this way, memory
representations cannot be refreshed and therefore
decay with time. The heaviest cognitive costs and
therefore the lowest levels of complex span perfor-
mance are therefore expected under conditions in
which there is the greatest ratio of number of retrie-
vals to time. Experimental findings reported by
Barrouillet et al. (2004) are entirely consistent with
this prediction. Using a complex memory span para-
digm in which they separately manipulated the rate
of presentation of the memory items and the number
of intervening items to be processed, complex mem-
ory span was found to be a direct linear function of
the cognitive cost of the processing activity, com-
puted as a ratio of the number of processing items
divided the period over which they were presented.
Thus, processing intervals that had relatively high
loads (in other words, a relatively large number of
items per unit time) were associated with lower span
scores than processing intervals with low cognitive
loads (low numbers of items per unit time).

8.2.5.4 Summary

In this section, a number of alternative theoretical
accounts of working memory have been considered.
It can be argued that some of these conceptualiza-
tions provide valuable specifications of the nature of
central executive processes and are not necessarily
incompatible with the Baddeley and Hitch (1974;
Baddeley, 2000) model. Certainly, the emphasis on
time-based loss of information by Towse and Hitch
and the ideas of Barrouillet and colleagues concern-
ing cognitive load could readily be accommodated in
an elaborated model of the central executive and its
interface with the phonological loop. The majority of
these alternative approaches also emphasize the role
of attention in working memory, a concept given
prominence also by Baddeley (1986). However,
other claims that working memory is an activated
subset of long-term memory and does not exist as a
temporary storage medium distinct from preexisting
knowledge are less easy to reconcile.

8.3 Overview

The ability to hold information in mind for brief
periods of time, termed working memory by cogni-
tive psychologists, is an essential feature of our
everyday mental life. The purpose of this chapter is
to provide a contemporary overview of current
theoretical understanding of the cognitive processes
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of working memory. According to the influential
model advanced originally by Baddeley and Hitch
(1974) and revised and elaborated over the sub-
sequent years (Baddeley, 1986, 2000; Burgess and
Hitch, 1992, 1999), working memory consists of an
attentional controller, the central executive, supple-
mented by slave systems specialized in the storage of
verbal and nonverbal information (the phonological
loop and visuospatial sketchpad, respectively). An
additional component is the episodic buffer, capable
of integrating information from different parts of
working memory and other parts of the cognitive
system. Each component of the model is limited in
capacity.

This relatively simple model of working memory
has proved capable of accommodating a wide range
of empirical findings. Its fractionated structure has
been informed by findings from experimental studies
using dual task methods, by developmental dissocia-
tions in studies of children, and by evidence of
distinct underlying brain from the fields of neuro-
psychology and neuroimaging. In the area of the
phonological loop in particular, understanding of
the underlying cognitive processes is sufficiently
well advanced to allow the development of a compu-
tational model capable of simulating many detailed
aspects of verbal short-term memory behavior.

Two components of the working memory model –
the central executive and phonological loop – appear
to play key roles not only in the temporary retention
of information, but also in supporting longer-term
learning, particularly during the childhood years.
The phonological loop is important for learning the
sound patterns of new words in the course of acquisi-
tion of vocabulary in native and foreign languages,
whereas the central executive mediates academic
learning in areas including reading and mathematics.
Detailed theoretical accounts of the possible causal
roles of working memory in these elements of learn-
ing are considered.

There are also several alternative theoretical
accounts of working memory that are currently proving
useful in guiding further research and understanding in
this field. Some of these theories conceive of working
memory as the subset of representations in long-term
memory that have been activated either automatically
via our interactions with the environment or effortfully,
by being the focus of a consciously controlled atten-
tional resource. Whereas the role played by attention is
acknowledged in almost all current models of working
memory, the distinction between models that assume
specialized temporary storage mechanisms and those

that see working memory as a property of preexisting

knowledge representations is a fundamental one, yet to

be resolved by empirical evidence. A further common

feature of many theories is that time-based forgetting is

a crucial feature of working memory.
Research in the field of working memory con-

tinues, stimulated by the availability of detailed

theoretical accounts that guide empirical investiga-

tions of both typical and atypical working memory

functioning. There is also increasing recognition that

our current understanding of working memory can

be put to more practical use, particularly in the fields

of education and remediation (e.g., Gathercole and

Alloway, in press). In this respect, working memory

represents a strong example of how laboratory inves-

tigations of basic cognitive processes have the

potential to enhance less esoteric elements of our

everyday cognitive experience.
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9.1 Introduction

Dating back at least to the work of Jacobsen (1935),
researchers have been interested in characterizing
the functional role of the lateral prefrontal cortex
(PFC) in memory. In recent years, a wealth of evi-
dence from neuropsychological, neurophysiological,
and neuroimaging studies has accumulated, implicat-
ing the PFC in a wide variety of memory functions.
Here, we will review this evidence and present a
general framework for understanding the roles of
different prefrontal regions in memory processing.

9.2 Anatomical Organization of the
PFC

In order to understand how the PFC contributes to
memory, it is useful to start by considering its anatom-
ical characteristics. The PFC is situated in the frontal
lobes, rostral to the premotor and motor cortices and,
in humans, occupies approximately one third of the
cortical mantle (Fuster, 1997). The lateral PFC consists
of several highly interconnected subregions that can be
distinguished based on cytoarchitectonic characteris-
tics and anatomical connectivity. Many researchers
(e.g., Goldman-Rakic, 1987; Petrides, 1994; Fuster,
1997) have proposed functional distinctions between

mid-dorsolateral (DLPFC; Brodmann’s areas [BA] 9
and 46) and ventrolateral (VLPFC; BA 44, 45, and 47)
PFC. VLPFC is situated in the inferior convexity in
the monkey brain and in the inferior frontal gyrus in
humans. This region is highly connected to ventral
posterior sensory areas, and especially to regions of
the inferior and superior temporal lobe. DLPFC is
situated in the cortex dorsal to the sulcus principalis
in the monkey and in the middle frontal gyrus in the
human brain. In contrast to VLPFC, DLPFC is more
highly interconnected with dorsal stream regions
(especially the posterior parietal cortex) and paralimbic
cortical regions, including the retrosplenial and para-
hippocampal cortices.

Although little is known about more anterior
regions of lateral PFC (APFC; BA 10), recent research
suggests that these regions may be particularly critical
for human cognition (Petrides, 1994; Fuster, 1997;
Christoff and Gabrieli, 2000; D’Esposito et al., 2000;
Koechlin et al., 2003; Ramnani and Owen, 2004). For
example, recent comparative neuroanatomical work
suggests a twofold increase in the size of APFC in
humans relative to chimpanzees (Semendeferi et al.,
2001), despite the fact that the relative size of
the entire frontal lobe is similar between the two
species (Semendeferi et al., 2002). As described in
the following, VLPFC, DLPFC, and APFC have
been implicated in human memory processes, and
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there is some evidence that these regions may exhibit
different functional characteristics (Wagner, 1999;
Buckner and Wheeler, 2001; Fletcher and Henson,
2001; Rainer and Ranganath, 2002; Ranganath and
Knight, 2003).

9.3 PFC and Working Memory

9.3.1 PFC Involvement in Working
Memory: Short-Term Retention and
Cognitive Control

Since the 1980s, a great deal of research has focused
on the role of PFC in ‘working memory’ (WM)
processes that support temporary retention and on-
line processing of information. Much of this work has
characterized the PFC as a global level, but more
recent research has been devoted to specifying
the different processes implemented by different sub-
regions of PFC (Goldman-Rakic, 1987; Fuster, 1997;
D’Esposito et al., 2000; Petrides, 2005). Psychological
theories of WM generally distinguish between
processes that support temporary retention of infor-
mation across short delays (or what is now termed
‘WM maintenance’) and those that support atten-
tional and cognitive control (Baddeley, 1986). The
degree to which regions of PFC are necessary for
maintenance versus control has been a topic of exten-
sive debate in cognitive neuroscience.

The idea that PFC supports temporary retention
of information has largely emerged from single-unit
recording studies of monkeys performing the delayed
response task, in which the monkey is shown a reward
in one of two locations but must wait until after a
delay before it can obtain the reward. The task is
thought to require the monkey to maintain an internal
representation of the remembered location or upcom-
ing movement across the delay period. Critically,
lateral prefrontal neurons exhibit persistent activity
during the memory delay that is selective for the
remembered location (Fuster and Alexander, 1971).
This work was extended by Funahashi et al. (1989,
1990), who investigated prefrontal activity during an
oculomotor delayed response task, in which a monkey
is cued to make an eye movement to a spatial location,
but it must wait until after a brief delay before making
the saccade. Consistent with other studies of the
delayed response task, lateral prefrontal neurons
exhibited persistent activity during the memory
delay that was specific to the spatial location that
was to be remembered. Further research showed
that PFC lesions in one hemisphere impaired

memory performance specifically for locations in the
contralateral hemifield (Funahashi et al., 1993). Based
on these findings, it has often been assumed that
lateral prefrontal neurons temporarily store informa-
tion that is to be maintained across a delay (Goldman-
Rakic, 1987).

Results from studies by Miller and Desimone
seemed to further substantiate this idea by contrast-
ing the activity of neurons in inferior temporal
cortex (a region that is involved in visual object
processing; cf. Miyashita and Hayashi, 2000) and
PFC during a visual WM task. Their findings
showed that both inferior temporal and prefrontal
neurons showed persistent, stimulus-specific activity
during memory delays (Miller et al., 1993, 1996).
However, persistent delay period activity in inferior
temporal neurons was abolished by the presentation
of a distracting stimulus (Miller et al., 1993),
whereas activity in PFC remained robust in the
face of interference.

Many have interpreted Miller and Desimone’s
data to support the idea that short-term retention of
information is supported by the PFC, rather than by
posterior cortical areas that represent the information
to be maintained. However, this interpretation rests
on the assumption that persistent activity is the sole
neural correlate of WM maintenance. This assump-
tion was invalidated in a recent study, in which
single-unit activity and local field potentials (LFPs)
were recorded in occipital area V4 during a visual
WM task (Lee et al., 2005). Unlike neurons in inferior
temporal cortex, recordings from V4 did not reveal
evidence of persistent, stimulus-specific activity dur-
ing even an unfilled memory delay. However, results
did reveal single-unit activity during the memory
delay that was phase-locked to theta oscillations in
the electroencephalogram. Critically, the phase-lock-
ing of single-unit activity and theta oscillations was
selective to the remembered stimulus. These findings
strongly suggest that posterior cortical regions can
play important roles in WMmaintenance even in the
absence of overall changes in mean firing rate across
the memory delay. Furthermore, converging lines of
evidence now suggest that short-term retention of
specific kinds of information is supported by activa-
tion of the posterior cortical areas that represent
that information (Fuster, 1995; Miyashita and
Hayashi, 2000; Lee et al., 2005; Ranganath and
Blumenfeld, 2005; Ranganath and D’Esposito, 2005;
Postle, 2006; Ranganath, 2006).

Results from lesion studies have additionally
demonstrated that the PFC contributes to WM by
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virtue of its role in cognitive control, rather than
short-term retention (see D’Esposito and Postle,

1999; Curtis and D’Esposito, 2004; Postle, 2006, for
detailed reviews of this topic). Jacobsen (1935)

demonstrated that lateral prefrontal lesions caused
impairments in the delayed response task, leading

him to conclude that the PFC is critical for retaining
information across short delays. However, this inter-

pretation was later questioned by Malmo (1942), who
demonstrated that prefrontal lesions only impaired

monkeys’ performance on the task if there was inter-
ference present between the instruction and the

response. If the lights were turned off between the
instruction and response (thus minimizing interfer-

ence), performance was intact. Subsequent research
in the 1960s substantiated the idea that monkeys with

PFC lesions performed poorly because they were
unable to suppress previously rewarded responses

or because they could not maintain the appropriate
task set (Mishkin, 1964; Pribram et al., 1964; Pribram

and Tubbs, 1967; Nauta, 1971). For instance, Nauta
(1971) noted that

the initial impression that the ‘frontal animal’ suffers

from a memory loss . . . has been effectively refuted,

and it now seems certain that frontal-lobe ablation

affects a response-guidance other than memory in

the customary sense.

This impression has been supported by more recent
lesion studies (Mishkin and Manning, 1978; Kowalska

et al., 1991; Meunier et al., 1997; Rushworth et al., 1997;
Petrides, 2000), as well as single-unit recording (Asaad

et al., 2000; Lebedev et al., 2004) studies of monkeys
and neuropsychological (Chao and Knight, 1995;

D’Esposito and Postle, 1999; D’Esposito et al., 2006)
and neuroimaging (Postle et al., 1999; Smith and

Jonides, 1999) studies of humans. Indeed, consistent
with the monkey literature, humans with prefrontal

lesions do not exhibit significant impairments in
short-term retention of information, but their perfor-

mance is impaired on more complex tasks that involve
inhibiting distraction and manipulating information

(Chao and Knight, 1995, 1998; D’Esposito and Postle,
1999; Ranganath and Blumenfeld, 2005; D’Esposito
et al., 2006).

How, then, does one explain the fact that prefrontal
regions show persistent activity during WM mainte-

nance? The most likely explanation is that prefrontal
neurons do not temporarily store information that is to

be maintained, but rather that they represent and main-
tain context-dependent rules or associations that dictate

the kind of information that is currently goal relevant
(Fuster, 1997; Miller, 2000). Indeed, this idea can
explain not only why PFC neurons exhibit delay period
activity, but also why they exhibit activity associated
with virtually every relevant aspect of delayed-response
tasks (Fuster, 1997). By representing context-dependent
stimulus–response associations, PFC networks can use
higher-order knowledge to guide behavior in novel
situations and override prepotent responses. Because
of its connections with posterior cortex, activation of
prefrontal representations can increase or decrease the
activation of posterior cortical representations, based on
what is relevant for current or future goals. This view
accords well with most theories of prefrontal function,
which generally suggest a role for the PFC in the selec-
tion and maintenance of task-relevant information and
the inhibition of irrelevant, distracting information
(Pribram et al., 1964; Brutkowski, 1965; Luria, 1966a;
Nauta, 1971; Stuss and Benson, 1986; Goldman-Rakic,
1987; Cohen and Servan-Schreiber, 1992; Cohen et al.,
1996; Fuster, 1997; Knight et al., 1999; Miller, 2000;
Shimamura, 2000; Miller and Cohen, 2001; Miller and
D’Esposito, 2005).

9.3.2 Functional Imaging of Working
Memory: Evidence for Functional
Differentiation within PFC

Results from human neuroimaging studies of WM
converge with the view described above, and these
studies have also provided evidence for functional
differentiations within PFC. Based on ideas outlined
by Fuster (1997, 2004) and consideration of the avail-
able evidence, we suggest one such view, outlining a
hierarchy of ‘selection’ processes implemented by
different PFC subregions along the rostro–caudal
and dorso–ventral axes (see Figure 1).

Anatomically, VLPFC subregions are well posi-
tioned to modulate activity in high-level auditory,
visual, and multimodal association areas (Petrides and
Pandya, 2002). Thus, the VLPFC may be a source of
top-down signals that select (i.e., enhance or reduce the
activation of) item representations in posterior cortical
areas based on current task demands. Consistent with
this idea, VLPFC activation is observed when a task
requires inhibition of irrelevant or potentially distract-
ing items (Konishi et al., 1999; Aron et al., 2004; Zhang
et al., 2004), resolution of proactive interference (Jonides
and Nee, 2006), resolution of competition among com-
peting linguistic representations (Thompson-Schill
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et al., 1997;Wagner et al., 2001a), or activation of an item

representation (i.e., WM maintenance; Curtis and

D’Esposito, 2003). Furthermore, the topography of

VLPFC activation in these studies is material depen-

dent, such that tasks requiring selection, encoding, or

maintenance of different kinds of items recruit different

subregions of VLPFC (Schumacher et al., 1996; Kelley

et al., 1998; Wagner et al., 1998; Poldrack et al., 1999;

Wagner, 1999; Braver et al., 2001). In contrast, DLPFC

and APFC activation is not material dependent, sug-

gesting that these regions may act at a more abstract

level (D’Esposito et al., 1998; Smith and Jonides, 1999;

Wagner, 1999; Rainer and Ranganath, 2002; Ranganath

and Knight, 2003; Ramnani and Owen, 2004).
Unlike VLPFC, DLPFC is not robustly recruited

during tasks that solely require selection of task-rele-

vant information. Instead, evidence from neuroimaging

studies suggests that DLPFC is involved in using rules
to activate, inhibit, or transform relationships among
items that are active in WM. For example, DLPFC
activation is reported in ‘manipulation’ tasks that
involve sequencing of information that is being main-
tained in WM (D’Esposito et al., 1999; Postle et al.,
1999; Wagner et al., 2001b; Barde and Thompson-
Schill, 2002; Blumenfeld and Ranganath, 2006; Crone
et al., 2006; Mohr et al., 2006) or monitoring of previous
responses when selecting a future response (Owen,
1997; Owen et al., 1999). DLPFC activation has also
been reported in ‘chunking’ studies which involve pro-
cessing of relationships to build higher-level groupings
among items that are active in memory (Bor et al.,
2003, 2004; Bor and Owen, 2006). One parsimonious
explanation for this diverse array of findings is that
DLPFC may implement selection processes that
accentuate or inhibit the activation of relationships
among items that are active in memory.

Although APFC is not nearly as well character-
ized as DLPFC and VLPFC, available evidence is
consistent with the idea that APFC is at the apex of
the hierarchy of selection processes implemented by
PFC. One way of conceptualizing this role is that
APFC implements the selection of appropriate cog-
nitive sets – that is, sets of goal-directed rules that
determine which types of relations and items are
appropriate for selection by DLPFC and VLPFC,
respectively. Although virtually every type of task
involves some kind of cognitive set, APFC recruit-
ment specifically occurs during tasks that place
demands on the selection of an appropriate cognitive
set (Rogers and Monsell, 1995; Mayr and Kliegl,
2000; Rogers et al., 2000; Mayr, 2002). Consistent
with this prediction, several functional magnetic
resonance imaging (fMRI) studies have reported
APFC activation using paradigms in which subjects
must actively maintain a task set (Braver et al., 2003;
Bunge et al., 2003; Sakai and Passingham, 2003) or
hold a primary task set in mind while processing
secondary subgoals (Koechlin et al., 1999; Braver
and Bongiolatti, 2002; Koechlin et al., 2003; Kubler
et al., 2003; Badre and Wagner, 2004). As we describe
later, the role of APFC in selection and maintenance
of cognitive sets might explain why APFC activation
is routinely observed during long-term memory
(LTM) retrieval tasks.

To summarize, it is clear that the PFC is involved
in WM processes, but that role has been misinter-
preted in recent years. Available evidence indicates
that PFC is not necessary for short-term retention
per se, and that it is more specifically critical for WM

Levels of selection within PFC

PosteriorAnterior

Relations

Cognitive sets

Items

Items

Items

Items

Items

Relations

Figure 1 At top, a lateral view of the brain, with a gradient

illustrating functional differentiation within the PFC along the

rostro–caudal and dorso–ventral axes. At bottom, a

hypothesized functional organization is depicted, such that
regions in VLPFC (blue) may be involved in selecting

relevant items, DLPFC (pink) may be involved in selecting

relationships between items that are currently active, and

APFC (yellow) may be involved in selecting cognitive sets
that determine which items and relations are appropriate

targets for selection.
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control processes that guide behavior under a range
of circumstances. These processes may emerge
through prefrontal representations that use context
information to select relevant information and inhibit
irrelevant information. We suggest that this selection
mechanism is common across prefrontal regions, and
that different prefrontal regions act to select informa-
tion at different levels (Figure 1). Specifically,
VLPFC acts to activate or inhibit item representa-
tions, whereas DLPFC acts to activate or inhibit
relationships between items that are actively selected
or maintained through VLPFC operations. Finally,
APFC may play a role in activating or inhibiting
representations of cognitive sets that determine
which types of items and relations are appropriate
for selection (Bunge et al., 2003; Sakai and Passingham,
2003). As we will describe, this hypothesized division
of labor corresponds well to the imaging literature
on PFC and LTM processes (see also Fletcher and
Henson, 2001, for a similar perspective).

9.4 Effects of Prefrontal Lesions on
LTM Encoding and Retrieval

9.4.1 Neuropsychological Studies of
Patients with Prefrontal Lesions

Clinicians have long noted that focal prefrontal
lesions in humans produce subtle but noticeable
memory deficits, and this impression accords well
with results from neuropsychological studies (Stuss
and Benson, 1986; Shimamura, 1995; Ranganath and
Knight, 2003). In general, patients with PFC lesions
show impairments on a wide range of memory tasks
that tax executive control during encoding and/or
retrieval (Stuss and Benson, 1986; Moscovitch, 1992;
Shimamura, 1995; Ranganath and Knight, 2003). For
instance, PFC patients exhibit impaired performance
on unconstrained memory tests such as free-recall
(Jetter et al., 1986; Janowsky et al., 1989a; Eslinger
and Grattan, 1994; Gershberg and Shimamura, 1995;
Wheeler et al., 1995; Dimitrov et al., 1999). In con-
trast to healthy control participants, PFC patients
tend not to spontaneously cluster or group recall
output according to semantic relationships within a
categorized word list (Hirst and Volpe, 1988; Incisa
della Rochetta and Milner, 1993; Stuss et al., 1994;
Gershberg and Shimamura, 1995). Furthermore,
when presented with several study-test trials with
the same word list, healthy participants tend to recall
items in the same order across recall trials, a

phenomenon termed ‘subjective organization.’

Patients with prefrontal lesions, however, show less

trial-to-trial consistency of recall output order com-

pared to controls (Stuss et al., 1994; Gershberg and

Shimamura, 1995; Alexander et al., 2003).
Patients with prefrontal lesions also exhibit impaired

performance on tests of source memory (Janowsky

et al., 1989c; Duarte et al., 2005), memory for temporal

order (Shimamura et al., 1990; McAndrews andMilner,

1991; Butters et al., 1994; Kesner et al., 1994; Mangels,

1997), and judgments of frequency (Stanhope et al.,

1998). Furthermore, PFC patients often fail to sponta-

neously use common memory strategies and lack

insight into their own memory problems (Hirst and

Volpe, 1988; Janowsky et al., 1989b; Moscovitch and

Melo, 1997; Vilkki et al., 1998).
In contrast to these deficits, patients with prefron-

tal lesions can often perform at near-normal levels

when given structured encoding tasks or tests that do

not tax strategic retrieval processes. For instance,

PFC patients perform better at cued recall compared

to free recall and have only a mild impairment in

item recognition (Wheeler et al., 1995). Moreover,

patients can show marked improvements on a variety

of recall measures if given sufficient practice or en-

vironmental support at encoding or retrieval (Hirst

and Volpe, 1988; Incisa della Rochetta and Milner,

1993; Gershberg and Shimamura, 1994; Stuss et al.,

1994).

9.4.2 Recollection and Familiarity in
Patients with Prefrontal Lesions

As noted above, patients with prefrontal lesions tend

to show only mild deficits in recognition memory

performance. Behavioral research has supported the

idea that item recognition can be supported either

by the assessment of familiarity, or by the recollec-

tion of specific details associated with the item

(Yonelinas, 2002). Some researchers have speculated

that prefrontal damage may selectively affect the

recollection process (Knowlton and Squire, 1995;

Davidson and Glisky, 2002; Gold et al., 2006), based

on reports of recollection deficits among the healthy

elderly (Davidson andGlisky, 2002) and among amne-

sic patients with Korsakoff’s syndrome (Knowlton and

Squire, 1995) that may be correlated with performance

on the Wisconsin card sorting task and other tasks

thought to be dependent on PFC function. However,

it is highly unlikely that performance on such
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tests uniquely indexes the functioning of the PFC
and no other brain region.

To directly test the role of PFC in recognition
memory, it is necessary to directly assess recollection
and familiarity in patients with focal prefrontal
lesions. One methodological challenge in addressing
this question is that prefrontal lesions are typically
unilateral (due to stroke or tumor excision), and
therefore patients might rely on the intact hemi-
sphere to support performance. A recent study dealt
with this issue by using a divided-field presentation
method to specifically assess memory performance
for information that was encoded in the visual field
contralateral to the lesioned hemisphere (‘contrale-
sional’) and the field ipsilateral to the lesioned
hemisphere (‘ipsilesional’). Thus, if PFC regions con-
tribute to familiarity or recollection, one would
expect deficits in these processes to be most substan-
tial when objects were encoded in the contralesional
visual field. Patients and controls were tested using
the remember-know method, in which they decided
whether each test object was shown during the study
phase, and if so, whether they could recollect specific
details about the study episode. These data were then
used to create quantitative indices of familiarity and
recollection for objects encoded in the contralesional
and ipsilesional hemifields in each patient, and simi-
lar indices were created for each visual field in the
corresponding age- and education-matched control
participant. As shown in Figure 2, patients showed
impaired familiarity for objects that were presented
in the contralesional field at the time of encoding.
Furthermore, although PFC patients did not exhibit
deficits in subjective recollection, patients with left
frontal lesions exhibited impairments in memory for
the context in which each word was encountered (i.e.,
source memory).

Findings from this study demonstrate that, con-
trary to previous assertions, the PFC is necessary for
normal familiarity-based recognition. Additionally,
although patients with PFC lesions may have a
subjective experience of recollection, they may still
exhibit impairments in the ability to use recollected
information to make source attributions (particularly
following left frontal lesions – see the section
titled ‘Laterality of PFC activation during LTM
encoding and retrieval’ for more on this topic). This
finding makes sense if one assumes that PFC damage
affects control processes, rather than memory storage.
That is, engagement of PFC-dependent control
processes most likely impacts encoding of overall
familiarity strength as well as encoding of distinctive

contextual information that would support recollec-
tion (Ranganath et al., 2003b, 2005a; Blumenfeld and
Ranganath, 2006). Furthermore, engagement of
PFC-dependent control processes at retrieval most
likely affect strategic search and decision processes
that influence the retrieval and use of familiarity and
recollective information (Ranganath et al., 2000,
2003a, 2007).

9.4.3 Theoretical Accounts of Memory
Deficits following Prefrontal Lesions

Theoretical accounts of memory deficits in patients
with prefrontal lesions generally fall into two cate-
gories. Some theories emphasize the role of the PFC
in selection processes that direct attention toward
goal-relevant information and task-appropriate
responses. Thus, memory deficits may arise in patients
with prefrontal lesions because they are unable to
select goal-relevant information or inhibit distracting
or interfering items or responses during encoding or
retrieval (Luria, 1966b; Perret, 1974; Shimamura,
1995). One finding consistent with this account
comes from a study of paired associate learning in
patients with focal PFC lesions and matched controls
(Shimamura et al., 1995). In this study, participants
learned a list of word pairs (‘A–B’) and then learned
an overlapping list of word pairs (‘A–C’) across several
trials. Recall success on the A–C list required subjects
to inhibit the ‘A–B’ pairing and select the appropriate
‘A–C’ pairing. Critically, patients with PFC lesions
showed a disproportionate decrease in recall perfor-
mance between the first trial of A–B learning and the
first trial of A–C learning (i.e., a measure of proactive
interference), as compared to controls. Furthermore,
during cued recall of the A–C list, PFC patients
recalled significantly more intrusions from the A–B
list. These finding suggest that patients with prefrontal
lesions were unable to inhibit the influence of pre-
viously learned associations during encoding or
retrieval of new associations.

The second category of theories to explain mem-
ory deficits following prefrontal lesions emphasizes
the role of the PFC in guiding spontaneous organiza-
tion of information (Milner et al., 1985; Hirst and
Volpe, 1988; Incisa della Rochetta and Milner, 1993;
Gershberg and Shimamura, 1995). In psychology,
‘organization’ refers to memory strategies that empha-
size forming or utilizing relationships among items in a
list during encoding and/or retrieval. Some common
organizational strategies during encoding include
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categorizing words in a list according to semantic

features, imagining two or more items interacting, or

forming a sentence out of two or more words.

Organizational processes do not facilitate LTM by

enhancing features of specific items in memory, but

rather by promoting memory for associations among

items.
The organizational account described above can

explain free recall deficits seen in patients with PFC

lesions, because free recall is thought to rely heavily

on organization of information in the study list. One

study directly tested this hypothesis by comparing

performance of patients with lateral prefrontal

lesions and healthy controls on learning of lists of

words that were either semantically related or unre-

lated (Gershberg and Shimamura, 1995). Patients

with PFC lesions showed impaired recall of items

from both related and unrelated lists. Furthermore,

the patients failed to demonstrate normal levels of
subjective organization and failed to show semantic

clustering following study of semantically related

lists, two indices of organizational processing during

encoding. Interestingly, recall and clustering perfor-

mance increased for semantically related word lists
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Figure 2 (a) Participants with lateral prefrontal lesions and controls encoded objects that were briefly flashed to the left

or right hemifield, and then performed retrieval tests assessing memory for each item and the task that was performed

during encoding. (b) Lesion overlap for patients. Right frontal lesions have been transcribed to the left hemisphere to

determine the overlap across all patients. The color scale indicates the percentage of patients with lesions in a specific
area. (c) Results showed that subjective measures of recollection (left) were relatively spared in the patients, whereas

familiarity (middle) was impaired, particularly for objects encoded in the contralesional visual field. Source memory (right)

performance was also impaired in patients with left frontal lesions. Experimental design and results from Duarte A,
Ranganath C, and Knight RT (2005) Effects of unilateral prefrontal lesions on familiarity, recollection, and source memory.

J. Neurosci. 25: 8333–8337.
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when patients were explicitly asked to make a cate-
gory judgment during encoding, when they were
provided with the category names at test, or both.
The same was not true for the healthy controls, who
performed at similar levels regardless of whether
they were given cues or instructions. This pattern
of results suggests that patients were capable of using
semantic information to guide encoding and retriev-
al, but that they lacked the ability to spontaneously
use semantic organizational strategies. In contrast,
controls were spontaneously using organizational
strategies during encoding and/or retrieval. These
findings, and others (Hirst and Volpe, 1988; Incisa
della Rochetta and Milner, 1993; Stuss et al., 1994;
Alexander et al., 2003) suggest that LTM deficits
following prefrontal lesions may emerge partly from
a failure to organize information during encoding
and capitalize on organizational structure during
retrieval.

Many researchers have suggested that both
selection and organizational processes depend on the
functioning of the PFC, and there are several studies
that have found support for both the interference and
organizational accounts in the same study (Hirst and
Volpe, 1988; Stuss et al., 1994; Gershberg and
Shimamura, 1995; Shimamura et al., 1995; Alexander
et al., 2003). One question that cannot be addressed by
the neuropsychological evidence is whether selection
and organization depend upon the same regions of
PFC, because these studies typically use subject groups
that have significant heterogeneity in lesion size and
location. However, in light of the evidence from imag-
ing studies of WM control processes, it is possible that
VLPFC is particularly critical for selection of relevant
item information, whereas DLPFC is particularly crit-
ical for building of relationships between items in a
manner that supports organization. As we will describe
below, this hypothesis is consistent with results from
neuroimaging studies of LTM encoding and retrieval.

9.5 Functional Neuroimaging of LTM
Encoding and Retrieval

9.5.1 Subsequent Memory Effects and the
PFC

Event-related fMRI studies have investigated LTM
encoding by identifying ‘subsequent memory’ or
‘Dm’ (difference due to memory) effects (Paller and
Wagner, 2002). In these paradigms, brain activity is
monitored during the performance of an incidental
encoding task (i.e., semantic processing of a single

word). Following scanning, a surprise memory test
is administered, and brain activation during encoding
is analyzed as a function of later memory success or
failure. For example, participants might be given a
semantic encoding task in the scanner, and then once
out of the scanner, they receive an item-recognition
test on the items they studied. The results can then
be used to contrast brain activity during successful
versus unsuccessful encoding.

Results from studies using the subsequent memory
paradigm have demonstrated significant pre-frontal
involvement in LTM encoding. Inspection of the
spatial distribution of activation peaks (or ‘local max-
ima’) from these studies, shown in Figure 3, reveals

Figure 3 Activation peaks from fMRI studies investigating
prefrontal activation during memory encoding. Each green

dot represents an activation peak in an analysis that

reported increased activation during encoding of items that

were subsequently remembered, as compared with items
that were subsequently forgotten (i.e., a ‘subsequent

memory effect’). Each red dot represents an activation peak

in an analysis that reported increased activation during

encoding of items that were subsequently forgotten, as
compared with items that were subsequently remembered

(i.e., ‘a subsequent forgetting effect’).
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not only that PFC activation is routinely linked with
successful LTM encoding, but also that the degree of
involvement seems to differ between different PFC
subregions. There is overwhelming support for the
idea that VLPFC contributes to LTM formation. Out
of 150 local maxima associated with subsequent mem-
ory, 132 fall within the VLPFC. Furthermore, 33 of
the 35 studies that reported prefrontal subsequent
memory effects find local maxima within the
VLPFC. Given that the ability to select relevant
item information is essential for many forms of goal-
directed cognitive processing, including memory
encoding, it makes sense that VLPFC should be
strongly linked to memory encoding in a wide variety
of behavioral contexts.

The imaging literature seems to tell a different
story about the DLPFC. Out of 150 local maxima
throughout the PFC, only 18 fall within the DLPFC.
Furthermore, five studies have found increased
DLPFC activation during processing of items that
were subsequently forgotten, as compared with
items that were subsequently remembered. Thus,
based on the numbers alone, there does not appear
to be much support for the idea that DLPFC con-
tributes to LTM encoding. This pattern of findings
could suggest either that DLPFC implements pro-
cesses that do not contribute to successful LTM
encoding, or that previous studies were insensitive
to its role in LTM formation.

Relevant to the latter possibility, it is notable that
imaging studies of WM have implicated DLPFC
in processing of relationships between items, and
that imaging studies of LTM encoding typically
do not elicit relational processing. Most imaging
studies have examined encoding of single items stud-
ied in isolation, using encoding tasks that orient
attention toward specific attributes of a study item
and away from relationships between items. In these
studies, it is unlikely that participants would sponta-
neously process relationships among items in the
study list, and engagement of relational processing
might have even been deleterious to later memory
performance (i.e., because allocating resources
toward processing the relationships among items
might take attentional resources away from proces-
sing the distinctive features of the items themselves).
Accordingly, it is possible that the encoding condi-
tions in many previous imaging studies were not
conducive to revealing the contribution of DLPFC
to successful LTM encoding. The retrieval tests used
in subsequent memory paradigms might also be a
relevant factor. Most imaging studies of encoding

assess successful LTM formation with tests of item
recognition memory. However, processing of rela-
tionships between items facilitates memory by
enhancing interitem associations, and item recogni-
tion memory tests may not be sensitive to detecting
these effects (Bower, 1970). Thus, sorting encoding
activation by subsequent item recognition perfor-
mance might mask the role of DLPFC in successful
LTM encoding.

If DLPFC contributes to LTM encoding through
its role in relational processing, the ability to detect
this contribution may depend on the kinds of encod-
ing and retrieval tasks that are used. Indeed, in
imaging studies that used encoding tasks that encour-
aged relational processing or retrieval tests that are
sensitive to memory for associations among items,
DLPFC activity during encoding predicts subsequent
memory (Addis and McAndrews, 2006; Blumenfeld
and Ranganath, 2006; Staresina and Davachi, 2006;
Summerfield et al., 2006). In one such study, we found
evidence that DLPFC activation is related to success-
ful LTM encoding specifically under conditions that
emphasize processing of relationships between items
(Blumenfeld and Ranganath, 2006). In this study, par-
ticipants were scanned during the performance of two
WM tasks (Figure 4(a)). On ‘rehearse’ trials, partici-
pants were presented with a set of three words and
required to maintain the set across a 12-s delay per-
iod, in anticipation of a question probing memory for
the identity and serial position of the items. On ‘reor-
der’ trials, participants were required to rearrange a
set of three words based on the weight of the object
that each word referred to. They maintained this
information across a 12-s delay period in anticipation
of a question probing memory for serial order of the
items in the rearranged set. Although both rehearse
and reorder trials required maintenance of the three-
item set, reorder trials additionally required partici-
pants to compare the items in the set and transform
the serial order of the items. Thus, reorder trials
forced participants to actively process relationships
between the items in the memory set, whereas
rehearse trials simply required maintenance of the
memory set across a delay. Analyses of subsequent
recognition memory performance showed that there
were significantly more reorder trials in which
all three items were recollected than would be
expected based on the overall item hit-rates alone
(Figure 4(b)). The same was not true for memory
for rehearse trials, for which the proportion of trials
on which all three items were subsequently recol-
lected was no different than would be expected by
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the item hit-rates alone. These findings suggest that,

on reorder trials, processing of the relationships

among the items in each memory set resulted in

successful encoding of the associations among these

items.
Consistent with the idea that the DLPFC is

involved in processing of relationships between items

in WM, fMRI data revealed that DLPFC activation

was increased during reorder trials, as compared with

rehearse trials (Figure 4(c)). Furthermore, DLPFC

activation during reorder but not rehearse trials was

positively correlated with subsequent memory perfor-

mance. Specifically, DLPFC activation was increased

on reorder trials for which 2–3 items were later recol-

lected, as compared with trials for which 1 or 0 items

were later recollected. No such relationship was evi-

dent during rehearse trials. In contrast, activation in a

posterior region of left VLPFC (BA 44/6) was corre-

lated with subsequent memory performance on both

rehearse and reorder trials. Thus, results from this

study suggest that DLPFC and VLPFC may play

dissociable roles in LTM encoding. DLPFC activation

may specifically promote successful LTM formation

through its role in processing of relationships among

items, whereas VLPFC activation seems to promote

LTM formation under a broader range of conditions.
Results from another recent study demonstrated

the specific nature of DLPFC contributions to mem-

ory encoding by comparing the relationship between

activation and subsequent performance on free recall

and item recognition memory tests (Staresina and

Davachi, 2006). As described earlier, item recognition

tests are often insensitive to memory for inter-item

associations in LTM, whereas recall performance is

significantly influenced by encoding of interitem

associations (Tulving, 1962). Consistent with a role

for DLPFC in encoding inter-item associations,

DLPFC activation was specifically enhanced during

encoding of items that were recalled compared to

those that were not. DLPFC activation was not

correlated with subsequent item recognition perfor-

mance. In contrast, encoding time activation in

VLPFC was positively correlated with subsequent

memory performance on both the recall and the

recognition tests. These results are consistent with

the idea that DLPFC activation will contribute to
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Figure 4 (a) Schematic depiction of the two tasks performed during fMRI scanning. (b) Behavioral results, showing that

participants recalled significantly more triplets from each reorder trial (yellow) than would be expected based on the overall hit

rate. This finding suggests that, on reorder trials, memory performance was supported by associations among the items in the

memory set. (c) fMRI data showing that DLPFC (top) exhibited increased activation during the delay period of reorder trials for
which 2–3 items were subsequently remembered (solid yellow), as compared with trials in which 0–1 items were remembered
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(pVLPFC) is plotted, showing that delay period activation in this region during both rehearse and reorder trials was predictive

of subsequent memory performance. Experimental design and results from Blumenfeld RS and Ranganath C (2006)
Dorsolateral prefrontal cortex promotes long-term memory formation through its role in working memory organization. J.

Neurosci. 26: 916–925.
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subsequent LTM performance specifically under re-
trieval conditions that are sensitive to memory for
associations among items.

The role of APFC in promoting LTM formation
has not been well characterized in prior studies. We
suspect that this is because activation in this region,
like DLPFC, is not typically reported in studies of
LTM encoding. Future work will be necessary to
determine whether or how APFC contributes to suc-
cessful LTM formation.

9.5.2 PFC Activation during LTM
Retrieval

Numerous imaging studies have investigated the role
of prefrontal regions in memory retrieval, showing
that regions in DLPFC, VLPFC, and APFC are
routinely activated during performance of such
tasks (Fletcher and Henson, 2001; Ranganath et al.,
2003a; Ranganath and Knight, 2003; Ranganath,
2004). Unlike studies of encoding, retrieval studies
have not shown a consistent relationship between
activation in any prefrontal region and successful
retrieval. However, this is not surprising if PFC acti-
vation reflects control processes that are engaged
during retrieval tasks even when retrieval fails
(Ranganath et al., 2000, 2007; Dobbins et al., 2002;
Simons et al., 2005a). If different prefrontal regions
contribute to different control processes, then it may
be more fruitful to compare and contrast activation
between retrieval conditions that are more or less
likely to engage these processes, rather than contrast-
ing activation between successful and unsuccessful
retrieval (Fletcher and Henson, 2001). Results from
such studies have converged in many respects with
results from studies of WM and LTM encoding in
implicating VLPFC in item processing and DLPFC
in relational processing.

One study conducted by Fletcher and colleagues is
particularly relevant, in that they observed a double
dissociation between the roles of VLPFC and DLPFC
across two LTM retrieval tasks. In this study, positron
emission tomography was used to measure prefrontal
activation during two different retrieval tests. In one
condition, the study lists were structured lists of 16
single words that were organized according to an
overall theme and then broken down into four sub-
categories. For these lists, participants were given a
free recall test, with the instruction to use the organi-
zational structure of the list to guide retrieval. In the
other condition, the study lists consisted of 16 cate-
gory–exemplar word pairs (e.g., ‘fruit–banana’). For

these lists, participants performed a cued recall test, in
which they had to recall the appropriate exemplar in
response to each category name (e.g., ‘fruit–?’). These
two retrieval conditions differed in terms of the
control processes that should be engaged during re-
trieval. In the free recall condition, participants were
encouraged to use relational processing in order to
generate appropriate retrieval cues, whereas in the
cued recall condition, the specific cue was already
provided. However, in the cued recall condition,
presentation of a category name would presumably
activate many semantic associations, and therefore,
item-based selection processes would be required to
resolve this conflict (Thompson-Schill et al., 1997;
Wagner et al., 2001a). Critically, the authors found a
double dissociation between activation within the
PFC, such that DLPFC activation (BA 46) was
increased during the free recall condition, whereas
VLPFC activation (BA 44) was increased during the
cued recall condition. This finding is consistent with
findings from WM and LTM encoding studies sug-
gesting that VLPFC regions implement processes that
modulate activation of item representations, whereas
DLPFC regions implement processes that activate
representations of relationships among items.

In addition to more lateral regions of PFC, ante-
rior prefrontal regions (BA 10) are also routinely
activated in studies of LTM retrieval, and particu-
larly during source memory tasks that require
retrieval of detailed information (Nolde et al., 1998;
Fletcher and Henson, 2001; Ranganath and Knight,
2003). An interesting finding to emerge from many of
these studies is that APFC activation is often not
contingent on successful retrieval, or even on the
difficulty of the retrieval decision (Henson et al.,
1999; Rugg et al., 1999; Ranganath et al., 2000, 2007;
Dobbins et al., 2002, 2003; Simons et al., 2005a,b). As
noted earlier, APFC activation during WM tasks tends
to be associated with the demand to select or maintain a
cognitive set that dictates what information is relevant
for selection. Cognitive models of memory retrieval
suggest that this may be particularly relevant for accu-
rate performance on source memory tasks ( Johnson
et al., 1993, 1997a; Mather et al., 1997; Norman and
Schacter, 1997; Marsh and Hicks, 1998). This is because
episodic memories are complex and consist of multiple
characteristics (e.g., records of perceptual information in
multiple modalities, cognitive operations, actions, affec-
tive reactions; Johnson et al., 1993). In many instances, a
potential retrieval cue can activate several potential
memories, including information that is irrelevant to a
particular source decision (Koriat and Goldsmith, 1996;
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Johnson, 1997; Koriat et al., 2000). Source memory
decisions therefore demand the selection of an appro-
priate cognitive set in order to constrain retrieval of
information associated with a cue and to narrow down
the criteria for subsequent decision processes ( Johnson
et al., 1993; Mather et al., 1997; Norman and Schacter,
1997; Marsh and Hicks, 1998). This set would be
initiated in response to a retrieval cue in order to
constrain retrieval of information associated with the
cue and narrow down the criteria for subsequent deci-
sion processes ( Johnson et al., 1993; Johnson and Raye,
1998; Rugg and Wilding, 2000). This process has been
described as setting ‘decision criteria,’ ‘feature weights,’
or a ‘retrieval orientation.’ We hypothesize that APFC
is critical for selecting cognitive sets, and that source
memory decisions constitute an example of when this
process must be engaged.

One way of testing this idea is to contrast APFC
activation between retrieval tasks that vary in terms

of the specificity of the memory decision that is to
be made (Ranganath et al., 2000, 2007). In one such
study (Ranganath et al., 2000), brain activity was
contrasted between a retrieval task that required
participants to make a general item recognition
decision versus a retrieval task that required par-
ticipants to make a recognition decision specifically
based on the match between the visual features
of test items relative to studied items (Figure 5).
Not surprisingly, participants were slower and less
accurate at making responses to previously studied
items in the more specific test condition. However,
for unstudied items, accuracy and reaction times
were comparable across the two test conditions.
Results showed that activation in left APFC was
increased during the more specific test, as com-
pared with the more general test. What is more
remarkable, however, is that activation during spe-
cific test trials was also increased for new items that
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Figure 5 Participants studied objects that were shown in a large or small size, and then at test were shown objects that

were either larger or smaller than the studied objects. In the ‘General’ test condition, participants were instructed to make a

decision as to whether each object was studied, whereas on specific test trials, participants were additionally instructed to

decide whether each test object was larger or smaller than the studied objects. In a region of left APFC, shown in the lower
right panel, activation was increased for both old and new items in the specific test, as compared with the more general test

condition (lower left panel). Experimental design and results from Ranganath C, Johnson MK, and D’Esposito M (2000) Left

anterior prefrontal activation increases with demands to recall specific perceptual information. J. Neurosci. 20: RC108: 1–5.
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were not seen during the study phase, despite the
fact that behavioral performance was the same
across the two test conditions. Thus, APFC activa-
tion during specific test trials reflected the need to
constrain retrieval of information associated with
each test item and to narrow down the criteria for
subsequent decision processes. In this sense, APFC
activation in source memory tasks might be analo-
gous to activations in WM tasks in which one must
select and maintain sets of rules that dictate the
items or relationships that are currently relevant
(Braver et al., 2003; Bunge et al., 2003; Sakai and
Passingham, 2003).

Relevant to this idea, some researchers have sug-
gested that APFC may be involved in maintaining an
‘episodic retrieval mode’ – a cognitive set which
ensures that stimuli will be treated as cues for episodic
retrieval (Lepage et al., 2000; Rugg andWilding, 2000;
Buckner, 2003). This view is supported by recent
functional imaging studies showing sustained anterior
prefrontal activity during episodic retrieval tasks,
sometimes extending across multiple retrieval trials
(Duzel et al., 1999; Lepage et al., 2000; Velanova
et al., 2003). Additionally, retrieval mode-related acti-
vation in APFC appears to depend on the degree of
control that is required in a given episodic memory
test (Velanova et al., 2003). These findings are consis-
tent with the idea that APFC is more generally
involved in selection and maintenance of cognitive
sets that support accurate episodic retrieval and source
monitoring.

9.5.3 Laterality of PFC Activation during
LTM Encoding and Retrieval

Another issue of interest that emerged from imaging
studies of LTM retrieval concerns hemispheric asym-
metries in the PFC. The question emerged from
results of positron emission tomography studies of
verbal memory that repeatedly observed left prefron-
tal activation during semantic decision tasks and
right-lateralized prefrontal activation during tasks
that engaged episodic retrieval processes (Tulving
et al., 1994). Reviewing these findings, Tulving and
his colleagues proposed the hemispheric encoding
retrieval asymmetry (HERA) model, in which the
left PFC was proposed to play a disproportionate
role in episodic encoding (via its role in semantic
processing) and the right PFC was proposed to play
a disproportionate role in episodic retrieval (Tulving
et al., 1994; Nyberg et al., 1996).

Shortly after its introduction, HERA was criti-
cized, based on findings showing that left and right
VLPFC are typically recruited during both encoding

and retrieval tasks, and that the relative laterality of
these effects is more dependent on the types of

material that are being processed than on the type

of memory operation (encoding or retrieval) being
performed (Kelley et al., 1998; Wagner et al., 1998;

McDermott et al., 1999; Golby et al., 2001). In
response to this criticism, Habib et al. (2003) have

argued that such findings

. . . have no relevance to HERA. They provide good

evidence in support of material-specific hemispheric

asymmetry, but, because encoding and retrieval pro-

cesses were not systematically varied and their

interaction with hemispheres was not examined in

these studies, the data are neutral with respect to

HERA.

Another criticism of HERA is that, in focusing on
left–right asymmetries, the model failed to account
for perhaps more compelling functional differences

along the rostro–caudal and dorsal–ventral axes
(Buckner, 1996). Furthermore, laterality effects in

DLPFC and APFC remain difficult to characterize.
Laterality effects in these regions have typically not

varied according to material, but also have not

strictly followed predictions of the HERA model
(Nolde et al., 1998; Ranganath and Knight, 2003;

Ranganath, 2004).
Following up on the HERA model, Cabeza and

colleagues (2003) recently proposed that the left PFC

is engaged by tasks requiring semantically guided

generation of information, whereas the right PFC is
engaged by tasks requiring monitoring and checking

of retrieved information. Another idea that has been
proposed is that that left PFC is more engaged during

the monitoring of specific memory characteristics,
whereas right PFC is more engaged during the mon-

itoring of undifferentiated information (Mitchell

et al., 2004). A related idea is that the left PFC may
disproportionately contribute to the use of specific

contextual information to make a memory decision,
whereas the right PFC may disproportionately con-

tribute to the use of familiarity to make a memory
decision (Dobbins et al., 2004). Like the HERA

model, these accounts also do not specify whether

the proposed hemispheric asymmetries would be
expected to be constant across different subregions

of PFC (e.g., DLPFC, VLPFC, APFC). At present,
it is unclear if any of these models can fully account
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for patterns of hemispheric asymmetry in PFC acti-
vation during LTM retrieval, but this is in part due to
the fact that the models have not been directly con-
trasted in many studies (Ranganath, 2004).

9.6 Conclusions and Future
Prospects

Converging evidence from neuropsychology and
neuroimaging supports the idea that prefrontal
regions play an important role in WM and LTM
encoding and retrieval. Research on WM has shown
that the PFC is not necessary for short-term reten-
tion of information per se, and instead that
prefrontal regions contribute to WM performance
by using goals and prior knowledge to guide activa-
tion of mnemonic representations. For example,
regions in VLPFC may be more involved in mod-
ulating the activation of relevant items, whereas
DLPFC may be more involved in modulating the
activation of relationships between items that are
currently being processed. Regions in APFC may
be involved in selecting sets of rules that determine
which items and relations are appropriate for
selection.

Studies of LTM converge with the findings
described earlier by demonstrating a role for the
PFC in control processes that support encoding and
retrieval. Neuropsychological research has shown
that PFC regions may support LTM encoding by
subserving controlled selection of attention toward
goal-relevant items and by building or assessing rela-
tionships between relevant items. Imaging studies
have shown that VLPFC may support LTM encod-
ing by enhancing the strength and distinctiveness of
memory for item information, whereas DLPFC may
support encoding by building associations among
items. During retrieval, VLPFC may support the
ability to resolve competition in order to retrieve
relevant items from memory, whereas DLPFC may
support the ability to use relational information to
guide successful retrieval and to inhibit previously
learned associations. Additionally, some evidence
suggests that APFC may support the selection of
rules to determine the dimensions on which a re-
trieval cue and retrieved information should be
processed.

Although our model can explain the extant evi-
dence, future research will be needed to more
extensively test it and to specify some important

and currently unresolved issues. One important ques-
tion is the nature of functional interactions within the
PFC, and between different prefrontal and posterior
cortical regions. Given the functional role for APFC
suggested above, it would seem that APFC should
modulate activation in corresponding regions of
DLPFC and VLPFC, depending on the task set that
is to be implemented (Sakai and Passingham, 2003).
Furthermore, to the extent that VLPFC implements
processes that select features of relevant items, one
might expect that VLPFC should show increased
connectivity with posterior areas that represent
those features (Gazzaley et al., 2004). DLPFC regions,
however, might process relational information in a
number of ways. For instance, it is possible that
DLPFC processes relational information by directly
modulating activation in posterior cortical areas
(Summerfield et al., 2006), perhaps by modulating
the relative timing of neural firing within and across
different areas (Shastri, 1996). Another possibility is
that the posterior parietal cortex maintains dynamic
relational bindings on line (Vogel et al., 2001), and
that DLPFC can alter these bindings through its
interconnections with parietal regions (Wendelken,
2001). A third possibility is that the DLPFC might
modulate activation of relationships between items
through its interactions with VLPFC (Blumenfeld
and Ranganath, unpublished observations). Of course,
none of the three accounts are mutually exclusive,
and much more research needs to be done to address
this fundamental question.

Another critical question for future research is to
understand the role of orbitofrontal cortex (BA 11,
on the ventromedial surface of the PFC) in memory
processes. Research on orbitofrontal cortex and WM
has generally focused on its role in integrating
emotional and cognitive influences on behavior.
However, given the extensive connectivity between
the orbitofrontal cortex and medial temporal regions
(perirhinal and entorhinal cortex) that are critical
for LTM, it is reasonable think that orbitofrontal
cortex should play an important role in LTM
(Ranganath et al., 2005b). Evidence from patients
with orbitofrontal lesions (due to anterior commu-
nicating artery aneurysms) is consistent with this
idea (Rapcsak et al., 1996, 1999; Johnson et al.,
1997b; Moscovitch and Melo, 1997; Schnider and
Ptak, 1999; Schnider, 2000).

In conclusion, human neuropsychology and neu-
roimaging research has revealed significant insights
into the roles of different regions of PFC in different
kinds of memory processes. We have presented an
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integrative framework to characterize these roles, but

further research needs to be done to flesh out this

framework and to address several important, and as

yet unresolved, questions. Given the fact that distur-

bances in memory and prefrontal functioning are

associated with normal aging (Tisserand and Jolles,

2003), cerebrovascular disease (Wu et al., 2002;

Nordahl et al., 2005, 2006), and psychiatric (Cohen

and Servan-Schreiber, 1992; Glahn et al., 2005) and

neurological (Elliott, 2003; Levin and Hanten, 2005;

Neary et al., 2005) conditions, addressing these ques-

tions will be of fundamental importance.
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10.1 Introduction

10.1.1 A Short History of the Anatomy
of Declarative Memory

A half century ago, Scoville and Milner (1957)
described profound memory loss following bilateral
medial temporal lobe resection in the landmark
patient HM. In the following years, scientists study-
ing memory and the brain narrowed in on the
hippocampus as the critical structure for everyday
memory for facts and events. In the past two decades,
however, we have come full circle: It is now apparent
that the cortical areas surrounding the hippocampal
formation also play critical roles in memory. Today,
it is generally accepted that the hippocampal
formation and the nearby parahippocampal region
together are necessary for human declarative mem-
ory, but many questions remain concerning the
functional diversity of structures within the so-called
declarative memory system. To what extent can the
function of hippocampal and parahippocampal sub-
structures be dissociated? How discrete are such

functions? How do these structures interact to
permit encoding, storage, consolidation, and retrieval
of representations of facts and events? What
additional cognitive functions might be supported?
Understanding the structure and connectivity of
these regions is necessary for generating and testing
sound hypotheses about the neurobiology of
memory.

10.1.2 Overview of the Hippocampal
System

10.1.2.1 Nomenclature
The structures that are the topic of this chapter have
variously been termed the medial temporal lobe
memory system (Squire and Zola-Morgan, 1991),
the hippocampal memory system (Eichenbaum
et al., 1994), and the hippocampal region (Witter
and Amaral, 2004). The terms hippocampal region
or hippocampal system have the advantage that the
terminology translates effectively from humans to
animal models of human memory, including rodents.
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These regions are thought to support a type of mem-

ory that has been variously called episodic memory,

declarative memory, or autobiographical memory.

For research on memory using animal models, the

terms episodic or episodic-like memory may be most

appropriate.
The hippocampal system comprises the hippocam-

pal formation and the parahippocampal region

(Figure 1). The hippocampal formation includes the

dentate gyrus, the hippocampus proper (fields CA1,

CA2, and CA3), and the subiculum (Figure 2). The

primary criterion for inclusion in the hippocampal

formation is the trilaminar character of the structures.

In addition, the included structures are connected by

largely unilateral pathways beginning with the dentate

gyrus granule cell input to the CA3 (Figure 3). CA3

pyramidal cells, in turn, provide a unidirectional input

to the CA1. Finally, CA1 projects to the subiculum.

Because corticocortical connections in the brain are

overwhelmingly reciprocal, such a multisynaptic, uni-

directional circuit is unique. In contrast, the entorhinal

cortex projects to all portions of the hippocampal

formation. The connectivity and laminar structure of

the entorhinal cortex differentiate it from hippocampal

formation structures. The dentate gyrus, hippocampus

proper, and subiculum are therefore collectively

referred to as the hippocampal formation (Figure 3,

structures shown in yellow), and the entorhinal cortex

is considered part of the parahippocampal region.
The parahippocampal region, also called the

retrohippocampal region, includes the perirhinal,

postrhinal (or parahippocampal), entorhinal, presu-

bicular, and parasubicular cortices (Figure 1). The

postrhinal cortex in the rodent brain is considered the
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shows unfolded maps of the relevant cortical structures for the human brain (d), the monkey brain (e), and the rodent brain (f).

Shown for the human andmonkey brain are unfolded layer IV maps of the perirhinal (PER) areas 35 and 36, parahippocampal (PH)
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homolog of the parahippocampal cortex in the primate

brain. The perirhinal and postrhinal cortices are the
major recipients of cortical afferents, and they project

heavily to entorhinal cortex. The entorhinal cortex
and the pre- and parasubiculum also receive direct

cortical inputs. The entorhinal cortex projects directly
to all components of the hippocampal formation and

all other components of the parahippocampal region
(Figure 3). The entorhinal connections with CA1, the

subiculum, and all other parahippocampal structures

are reciprocal.
One practical problem in the comparative anat-

omy of these structures is the confusing use of the

term parahippocampal. In the rodent brain, the term
has only one use (i.e., in the phrase ‘parahippocampal

region’). In the human and monkey brains, the term is

used in two additional ways. First is the parahippo-
campal cortex, a cortical region in the medial

temporal lobe that is a component of the parahippo-
campal region (and is the homolog of the rodent

postrhinal cortex). Second, the parahippocampal
gyrus is the fold or gyrus that contains a large portion

of the entorhinal, perirhinal, and parahippocampal
cortices.

There are also discrepancies in the terminology
for the perirhinal cortex. In Brodmann’s (1909)
nomenclature, which includes verbal and numeric
terms, the verbal term for area 35 was perirhinal,
and the verbal term for area 36 was ectorhinal.
Although Brodmann defined area 36 as a very narrow
strip of cortex that did not include the temporal pole,
other classic studies, which reported more detailed
cytoarchitectonic analyses of these regions, included
the temporal pole in area 36 (von Economo, 1929;
Von Bonin and Bailey, 1947). There was no designa-
tion in Brodmann’s nomenclature for the caudally
located region we now call the parahippocampal
cortex (reviewed in Suzuki and Amaral, 2003b).
Using a different nomenclature, von Economo and
Koskinsas named the rostral perirhinal/ectorhinal
region areas TG and TGa and the caudal (parahip-
pocampal) region areas TF and TH. In modern
terminology, the term perirhinal cortex was used to
designate the combined areas 35 and 36 (Amaral
et al., 1987) or 35a and 35b (Van Hoesen and
Pandya, 1975). In the latter nomenclature, area 36
was termed TL.

Currently, the most commonly used nomencla-
ture for memory research in the primate brain is
perirhinal cortex comprising areas 35 and 36.
Burwell and colleagues (Burwell et al., 1995;
Burwell, 2001) adapted that nomenclature for use in
the rodent brain. The term ectorhinal is no longer in
use except in rodent brain atlases. Thus, within a
comparative framework for experimental neu-
roscience, it seems reasonable to adhere to the
nomenclature of perirhinal cortex as designating the
combined areas 35 and 36 for both the rodent and
primate brains.

10.1.2.2 Location of the hippocampal

system structures

The focus of this chapter is the rat hippocampal
system about which we have the most detailed ana-
tomical information, but it is worth noting that there
are surprising similarities and interesting differences
between these structures in the rodent and the pri-
mate brains. The upper panel of Figure 1 shows that
the hippocampus is C-shaped and relatively larger in
the rodent brain (Figure 1(c)). The dorsal or septal
portion of the region is associated with the fimbria-
fornix and the septal nuclei. The ventral or temporal
portion of the structure is associated with the tem-
poral cortices. The hippocampus is relatively smaller
in the primate brain (Figure 1(b)). The structure is
still shaped like a C, though shallower and rotated
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Figure 3 Simplified schematic of the hippocampal

system. The schematic includes the hippocampal formation
(structures in yellow) and the parahippocampal region

(structures in red, blue, green, and orange). The

hippocampal formation comprises three-layered structures
characterized by largely unidirectional connections,

whereas the parahippocampal region comprises six-

layered cortices characterized by reciprocal connections.

Note that the perirhinal and postrhinal cortices (PER and
POR) have reciprocal connections with CA1 and the

subiculum. Abbreviations: DG, dentate gyrus; EC,

entorhinal cortex; LEA, lateral entorhinal area; MEA, medial

entorhinal area; ParaS, parasubiculum; PER, perirhinal
cortex; PH, parahippocampal cortex in the primate brain;

POR, postrhinal cortex in the rodent brain; PreS,

presubiculum; subiculum (SUB).
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about 90� clockwise, such that the opening is pointing
upward. In the primate brain, the rostral hippocam-
pus is associated with the temporal cortices, and the
caudal hippocampus is associated with the septal
nuclei. Accordingly, for cross-species comparisons,
the best terminology for the long axis of the hippo-
campus is the term septotemporal.

In the human brain, the rhinal sulcus is relatively
small and is associated with only the most rostral
portion of the perirhinal cortex. The collateral sulcus
forms the lateral border of the parahippocampal
gyrus (Figure 1(d)). As in the monkey brain, the
entorhinal, perirhinal, and parahippocampal cortices
occupy the parahippocampal gyrus and the temporal
pole. The perirhinal cortex occupies the temporal
pole and continues caudally. The entorhinal cortex
lies in the medial portion of the anterior parahippo-
campal gyrus and is bordered rostrally and laterally
by the perirhinal cortex. The parahippocampal cor-
tex forms the caudal border of the perirhinal cortex.

In the monkey brain, which is less gyrencephalic
(smoother) than the human brain and more gyrence-
phalic than the rat brain, the rhinal sulcus is
associated with the full extent of the perirhinal cor-
tex. Area 35 is a narrow band of agranular cortex that
occupies the fundus and the lateral bank of the rhinal
sulcus. Area 36 is a larger strip of dysgranular cortex
located lateral to area 35 and including the temporal
pole (Figure 1(b) and 1(e)). All but the most rostral
part of the lateral border of area 36 is shared with area
TE of inferotemporal cortex. The rostrolateral bor-
der is formed by the superior temporal gyrus. Suzuki
and Amaral (2003a) extended the border of area 36
rostrally and septally to include the medial half of the
temporal pole on cytoarchitectonic and connectional
grounds. The monkey parahippocampal cortex, com-
prising areas TH and TF, is located caudal to the
perirhinal and entorhinal cortices (Figure 1(b) and
1(e)). Area TF is larger than area TH and is laterally
adjacent to area TH. Area TH is a thin strip of largely
agranular cortex medially adjacent to area TF. The
parahippocampal cortex is bordered rostrally by the
entorhinal and perirhinal cortices, laterally by TE,
medially by the para- and presubiculum, and caud-
ally by visual area V4.

In the rodent brain, the rhinal sulcus, or fissure as
it is sometimes called, is the only prominent sulcus
(Figure 1(c) and 1(f)). It extends along the entire
lateral surface of the brain, though it is quite shallow
in its caudal extent. The region is bordered rostrally
by the insular cortex. Insular cortex is classically
defined as the region overlying the claustrum. The

transition from insular cortex to the perirhinal cortex
occurs when claustral cells underlying layer VI of the
cortex are no longer visible. The perirhinal cortex
comprises two cytoarchitectonically distinct strips of
cortex, areas 35 and 36. Area 36 lies dorsally adjacent
to area 35. The entorhinal cortex provides the ventral
border of area 35. The dorsal border of area 36 is
formed by secondary somatosensory cortex, rostrally,
secondary auditory cortex at midrostrocaudal levels,
and ventral temporal association cortex at caudal
levels. The postrhinal cortex is located caudal to
perirhinal cortex and provides the caudal border. It
lies ventral to the ventral temporal area and dorsal to
the medial entorhinal cortex (Figure 2(f )).

10.1.2.3 Cross-species comparisons:

Human, monkey, and rodent

A comparative analysis of the unfolded maps of the
human, monkey, and rat brains shows that the spatial
relationships of the perirhinal, parahippocampal/
postrhinal, and entorhinal cortices are similar
(Figure 1). Aside from the obvious differences in
scale, the relative size differences are also interesting.
Studies in rats, monkeys, and humans suggest that the
perirhinal cortex accounts for roughly 3% of the
cortical surface area, suggesting that the region scales
linearly with cortical surface area. Also, in all three
species, the surface area of the perirhinal cortex is
roughly twice that of the postrhinal/parahippocam-
pal cortex. Therefore, postrhinal/parahippocampal
cortex also appears to scale linearly with brain size.
The relative size of the entorhinal cortex, however,
differs dramatically across species. In the rat brain, its
surface area is more than three times that of the
perirhinal cortex, but in the primate brain, entorhinal
cortex is considerably smaller than the perirhinal
cortex.

The homology of the rodent postrhinal cortex
with the primate parahippocampal cortex is based
on the structural and connectional similarities. In
rodents and primates, the region receives substantial
input from visual associational, retrosplenial, and
posterior parietal cortices. Subcortical connections
are also similar. For example, the rat postrhinal cor-
tex is strongly and reciprocally connected with the
lateral posterior nucleus of the thalamus (LPO).
Likewise, the monkey parahippocampal cortex is
connected with the pulvinar, the homolog of the
lateral preoptic area (LPO) in the rodent.

In human, monkey, and rat, the entorhinal cortex
is a six-layered cortex characterized by a cell sparse
layer (lamina dissecans) separating the deep and
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superficial layers. The medial part of the entorhinal
area is, structurally, more highly differentiated as
compared to the lateral part, and the lamina dissecans
is more evident. It should be noted that in the rat, the
medial entorhinal area is more caudal and ventral,
whereas the lateral entorhinal area is more rostral
and dorsal (Figure 1(c) and 1(f)). In both rat and
monkey, the intrinsic connectivity of the entorhinal
cortex appears to be organized into intrinsic bands of
interconnectivity that form discrete associational
networks. In the rat, these bands of intrinsic connec-
tivity project to different levels of the dentate gyrus,
suggesting a functional topography. There is evi-
dence that a similar topography exists for the
monkey.

All hippocampal formation structures observed in
the human brain are also present in the monkey and
rat brains (Figure 2). The absolute size of the hippo-
campal formation is largest in the human brain and
smallest in the rodent brain, though the structure is
relatively larger in the rodent brain. As previously
mentioned, the hippocampus is situated differently in
different species. In the human and monkey brains, it
is as if the hippocampal formation has swung down
and forward, such that rostral hippocampus in the
primate brain is comparable to ventral hippocampus
in the rodent brain. Similarly, caudal hippocampus in

the primate brain is comparable to dorsal hippocam-
pus in the rodent brain. For ease of comparative
analysis, it is most efficient to use the terms septal
and temporal to describe the long axis because these
terms can be applied similarly across all species. The
septotemporal axis in the rodent hippocampus is
equivalent to dorsoventral axis, and the septotem-
poral axis in the primate hippocampus is equivalent
to the caudorostral axis.

10.2 The Parahippocampal Region

10.2.1 The Postrhinal Cortex

The postrhinal cortex is located near the caudal pole
of the rat brain, caudal to the perirhinal cortex, dorsal
to the rhinal sulcus and to the medial entorhinal area
(Figure 1(c)). Usually the postrhinal cortex arises at
the caudal limit of the angular bundle when subicular
cells are no longer present in coronal sections
(Figure 4(a)). At this level, postrhinal cortex is
characterized by the presence of ectopic layer II
cells at the perirhinal–postrhinal border near the
ventral border with the medial entorhinal cortex
(Figure 4(b), arrow). Moving caudally, the postrhinal
cortex rises dorsally above the caudal extension of
the rhinal fissure and wraps obliquely around the
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Figure 4 Location and photomicrograph of the postrhinal cortex (POR). (a) Drawing of a coronal section of the rat brain at

the level of the rostral limit of the postrhinal cortex. (b) Nissl-stained coronal section showing the septal and temporal
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caudal pole of the brain. Visual association cortex,
which forms the dorsal border of postrhinal cortex,
has a more differentiated laminar pattern and a
broader layer IV. The precise location of the dorsal
border is difficult to distinguish cytoarchitectoni-
cally. A convenient landmark, however, is provided
by the parasubiculum. The dorsal border of the post-
rhinal cortex on the lateral surface tends to be at the
same dorsoventral level as the parasubiculum on the
medial surface. The medial entorhinal cortex borders
the postrhinal cortex ventrally and is easily distin-
guished by the large layer II cells and distinct laminar
look of the cortex.

The cell layers of the postrhinal cortex have a
homogeneous look because the packing density of
cells is similar across layers (Figure 4(b)). In coronal
sections, there is a broadening of the deep layers,
which is due to the conformation of the region at
the caudal pole of the brain (Figure 4). In sagittal
sections, however, layers II–III, V, and VI each
occupy about one-third of the cortical depth. The
region can be subdivided into dorsal and ventral
subdivisions based on cytoarchitectonic features. In
general, the dorsal subregion has a more organized
and radial appearance. The primary difference
between the two subdivisions is that the dorsal por-
tion has a distinguishable granule cell layer IV.
Another difference is that layer V of the dorsal sub-
region is slightly narrower than in the ventral
subdivision.

Retrograde tract tracing studies show that three-
quarters of postrhinal afferentation arise in neocor-
tex. The remainder is roughly evenly divided
between subcortical and hippocampal afferents. The
neocortical connections of the postrhinal cortex dis-
tinguish it from the nearby perirhinal cortex, in that
cortical input to the postrhinal cortex is strongly
dominated by visual and visuospatial inputs. In
terms of sensory input, the postrhinal cortex receives
almost a third of its total input from visual associa-
tional regions. The strongest associational input
arises in the posterior parietal cortex. Dorsal retro-
splenial cortex also provides a strong projection. The
input from frontal associational regions largely arises
in ventrolateral orbital frontal cortex. A strong input
arises in the caudal and ventral temporal area, which
is itself strongly interconnected with visual associa-
tion cortices. For the most part, all cortical
connections are equally reciprocated. The exception
is that the postrhinal cortex projects strongly to the
perirhinal cortex, but the return projection is sub-
stantially weaker.

The subcortical afferents are dominated by the
thalamic inputs, which arise predominantly in the
lateral posterior nucleus of the thalamus. That pro-
jection is reciprocal. There is also input from the
anteromedial dorsal thalamic group and the intrala-
minar nucleus of the thalamus. The input from the
amygdala is very small and is mainly from the lateral
and basolateral nuclei. The postrhinal cortex also
projects back to the lateral and basolateral amygdala
nuclei. The inputs from the septum are also relatively
small and are dominated by the medial septum.

The postrhinal cortex projects strongly to the
medial entorhinal cortex, particularly to the lateral
band. The entorhinal projection is weakly reciprocal.
Postrhinal cortex has strong reciprocal connections
with the septal presubiculum and the parasubiculum.
In addition to these parahippocampal connections,
there are strong direct connections with the hippo-
campus. The postrhinal cortex projects directly to
the septal CA1 and subiculum, and both projections
are returned. Connections with the temporal hippo-
campus are modest.

10.2.2 The Perirhinal Cortex

The perirhinal cortex arises at the caudal limit of the
insular cortex and can be distinguished from insular
cortex by the absence of the underlying claustrum. It
is bordered dorsally by temporal association regions,
ventrally by piriform and entorhinal cortex, and
caudally by the postrhinal cortex. For most of its
rostrocaudal extent, the perirhinal cortex includes
the fundus and both banks of the rhinal sulcus
(Figure 1(f)). At its caudal limit, the region rises
dorsal to the fundus. A signature feature of the peri-
rhinal cortex in the rodent and monkey brains is the
presence of large heart-shaped cells in deep layer V
that appear in both area 36 and area 35 (Figure 5).

Perirhinal area 36 is located dorsal to the rhinal
sulcus. Although the region has a more prominent
laminar structure dorsally than ventrally, area 36 is
generally described as dysgranular cortex. The dorsal
border of area 36 is best discerned by characteristics
of the granular cell layer, layer IV. Area 36 has a
fairly rudimentary layer IV as compared to the dis-
crete granular layer of the dorsally adjacent
neocortical areas. Another feature of the region is
the patchy layer II in which medium-sized cells are
organized in clumps or patches. The organization of
layer V cells into lines gives the region a radial look,
especially dorsally. Layer VI has a bilaminar appear-
ance in that the cells in the deep portion of the layer
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are smaller, darker, and more densely packed than
the cells in the superficial portion of the layer.

Area 35 is generally characterized by a broad layer
I. Layers II and III tend to blend together (Figure 5).

The region lacks a layer IV and is thus considered

agranular cortex. Layer V of area 35 has a disorganized
look as compared to the radial appearance in area 36.

As in area 36, layer VI has a bilaminate appearance. A

general characteristic of area 35 is the organization of
its cells into an arcing formation that spans all layers.

This feature is most evident below the rhinal sulcus.

The entorhinal cortex forms most of the ventral bor-
der and can be distinguished from ventral area 35 by

the medium to large darkly staining stellate cells of

layer II and by the appearance of the lamina dissecans,

a cell-sparse area between layers III and V.
The input to the perirhinal cortex is roughly

evenly divided between cortical and subcortical

structures. The perirhinal cortex receives input from
nearly all unimodal and polymodal associational
regions of neocortex, but there are subregional differ-
ences. For example, area 36 receives roughly equal
input from olfactory, auditory, visual and visuospatial,
and sensorimotor regions, whereas area 35 is domi-
nated by olfactory input from piriform cortex. There
are also subregional similarities and differences in
polymodal association input. Area 36 receives the
largest cortical input from temporal association
regions followed by insular and frontal regions. In
contrast, area 35 receives the larger input from insular
cortex followed by temporal association and frontal
regions. Of course, there is also a heavy intrinsic input
from area 36. Areas 36 and 35 each receive only small
inputs from posterior associational regions. As would
be expected, these associational connections are lar-
gely reciprocal.

Perirhinal areas 36 and 35 are also differentiated
by subcortical connections. The strongest subcortical
connections of area 36 are with the amygdala. The
afferent input arises largely in the lateral nucleus, but
the basolateral and basomedial nuclei also provide
substantial inputs. Substantial thalamic input arises
largely in the dorsolateral group and in the reticular
thalamic nucleus. In contrast, area 35 receives its
strongest subcortical afferents from olfactory struc-
tures, primarily from the endopiriform nucleus, but
also from the piriform transition area. Other substan-
tial inputs arise in the amygdala, the midline and
lateral thalamic groups, and the medial geniculate
nucleus of the thalamus.

Like the postrhinal cortex, the perirhinal cortex
projects strongly to the lateral entorhinal cortex. The
projection arises in area 35 and terminates most
heavily in the so-called lateral band of the entorhinal
cortex (see following). The entorhinal projection is
weakly reciprocated. Area 36 is weakly connected
with hippocampal and subicular structures, although
these connections may be functionally important.
Area 35 receives input back from the septal
presubiculum. The strongest projection back to area
35 arises in temporal CA1, but it also receives input
from temporal subiculum and presubiculum.
Other smaller inputs arise in septal CA1 and the
parasubiculum.

10.2.3 Entorhinal Cortex

The entorhinal cortex is of considerable interest in
memory research. Not only does it provide the major
conduit for sensory information to the hippocampal
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formation, but a number of recent discoveries also

suggest that the region may make unique contribu-

tions to the processing of spatial information.

The entorhinal cortex is a relatively large and

complicated structure, and its connections are topo-

graphically organized. Thus, understanding the areal

differences in entorhinal structure could provide

insight into its role in memory.
In rats and other animals, the entorhinal cortex has

been divided into two subdivisions roughly equivalent

to modern definitions of the lateral and medial ento-

rhinal areas (LEA and MEA, Figure 1(f )) (Brodmann,

1909; Krieg, 1946). The LEA (Figure 5, top) is perhaps

most easily distinguished from the MEA (Figure 5,

bottom) by differences in layer II. LEA has a very

clumpy layer II as compared to themore homogeneous

layer II of the MEA. The sparsely populated layer IV,

also called the lamina dissecans, is considered a land-

mark feature of the entorhinal cortex, but there are

subregional differences. In general, the LEA exhibits a

less prominent lamina dissecans as compared to the

MEA (compare Figure 5).
Some time ago, the monkey entorhinal cortex was

further subdivided on the basis of structural and

connectional criteria (Van Hoesen and Pandya,

1975; Amaral et al., 1987). The rat entorhinal cortex

has now been subdivided into six fields according to

similar criteria (Figure 6(a)) (Insausti et al., 1997).

The LEA comprises four fields: the dorsal lateral

entorhinal field (DLE), the dorsal intermediate

entorhinal field (DIE), the amygdalo-entorhinal tran-

sitional field (AE), and the ventral intermediate

entorhinal field (VIE). Each field has unique connec-

tional and/or structural characteristics. The medial

entorhinal area (MEA) is subdivided into a caudal

field (CE) and a medial field (ME). Medially, the

MEA is bordered by the parasubiculum. The MEA

border with the parasubiculum is marked by a layer

II that thickens into a characteristic club-shaped

formation.
The intrinsic connections of the entorhinal cortex

are organized in a rostrocaudal manner, such that the

cells located in each of three bands of the entorhinal

area are highly interconnected but do not project

outside the band of origin (Figure 6(b)) (Dolorfo

and Amaral, 1998). Interestingly, each band of intrin-

sic connectivity spans the MEA and LEA. An

important recent discovery about these regions has

to do with the relationship of these bands of intrinsic

connectivity with the perforant pathway, the ento-

rhinal projection to the dentate gyrus. Briefly, the

lateral band projects to the septal half of the dentate

gyrus, whereas the intermediate and medial bands

project to the third and fourth septotemporal quar-

ters, respectively (Figure 6(c)). This connectional

topography suggests that functional diversity within

the entorhinal cortex may be in register with func-

tional diversity in the hippocampus.
The entorhinal cortex is strongly connected with

other parahippocampal region structures. Perirhinal
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Figure 6 Unfolded maps of the entorhinal cortex and the target of the perforant pathway, the dentate gyrus. (a) Unfolded

map of the rodent entorhinal cortex showing the LEA in light green and the MEA in dark green. Further parcellation of each
subregion is noted by black lines (Insausti et al., 1997). (b) Unfolded map of the rodent entorhinal cortex showing the lateral

(LB) in dark green, the intermediate band (IB) in medium green, and medial band (MB) in pale green. (c) The unfolded dentate

gyrus, color coded to denote the terminations of the perforant pathway. The entorhinal LB projects to the septal half of the
dentate gyrus, the IB projects to the third quarter, and the MB projects to the temporal quarter. Abbreviations: AE, amygdalo-

entorhinal transitional field; CE, caudal entorhinal field; D, dorsal; DLE, dorsal lateral entorhinal field; DIE, dorsal intermediate

entorhinal field; L, lateral; M, medial; ME, medial entorhinal field; S, septal; T, temporal; V, ventral.
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input arises largely in area 35 and terminates prefer-
entially to the lateral band of the LEA. The
postrhinal input arises in all portions of the region
and terminates primarily in the lateral band of the
MEA. There is a heavy return projection to peri-
rhinal cortex that arises in all layers and all portions
of the entorhinal cortex, though the strongest projec-
tion arises in the lateral band. Strong inputs originate
from the pre- and parasubiculum. The parasubicu-
lum targets the entire entorhinal cortex, septal
presubiculum projects more heavily to the MEA,
and temporal presubiculum projects more heavily
to the LEA. The entorhinal cortex provides modest
reciprocal connections with the pre- and parasubicu-
lum (Witter and Amaral, 2004).

The entorhinal cortex has neocortical connec-
tions, through weaker than perirhinal and postrhinal
cortices. The LEA receives very strong input from
the piriform and agranular insular cortices. Medial
and orbital frontal regions provide a strong projec-
tion. Input from the cingulate, parietal, and occipital
cortices is relatively weak. There is little differentia-
tion across the lateral to medial bands. Piriform
cortex also projects to the MEA, but the projection
terminates in the lateral and intermediate bands. In
contrast, the lateral band receives moderate to strong
projections from frontal, cingulate, parietal, and oc-
cipital cortices. Projections to the medial frontal and
olfactory structures tend to arise in the intermediate
and medial bands. A very narrow strip of the ento-
rhinal cortex that is positioned closest to the rhinal
fissure gives rise to the major projections to other

cortical areas, including the lateral frontal, temporal,
parietal, cingulate, and occipital cortices.

The entorhinal cortex has widespread connec-
tions with subcortical structures, and it is possible
that the subcortical afferents are as influential as the
cortical afferents. Strong projections arise in claus-
trum, olfactory structures, the amygdala, and dorsal
thalamus. The olfactory input arises in the endopiri-
form nucleus and the piriform transition area and is
stronger to the LEA than the MEA. The dorsal tha-
lamic input arises primarily in the midline thalamic
nuclei and is stronger to MEA than to LEA. The LEA
and MEA receive input from septal nuclei, though
the inputs are relatively small. The amygdala input
arises in all nuclei except the central nucleus and
amygdalohippocampal area and is stronger to LEA
than MEA. In addition, the entorhinal cortex projects
to all amygdaloid structures except the nucleus of the
lateral olfactory tract and the central nucleus
(Pikkarainen and Pitkanen, 1999).

The entorhinal cortex projects to all hippocampal
formation structures including the dentate gyrus, fields
CA3, CA2, and CA1 of the hippocampus proper, and
the subiculum (reviewed in Witter and Amaral, 2004).
The entorhinal projections to the dentate gyrus, CA3,
and CA2 originate in layer II of the entorhinal cortex.
The terminations of the layer II projections exhibit a
radial topography in that the LEA terminates in the
outer DG molecular layer, whereas the MEA projects
to the middle DG molecular layer (Figure 7). The
projections to CA1 and the subiculum originate in
layer III. The terminations of the layer III projections

MEA

LEA

(a) (b)

Sub

CA1

CA2

CA3
DG

Figure 7 Illustration of the radial and transverse topography of the entorhinal projection to the hippocampal formation.

(a) Unfolded map of the entorhinal cortex showing the LEA in light green and the MEA in dark green. (b) Line drawing of a

hippocampal section perpendicular to the long axis. Adapted fromWitter MP and Amaral DG (2004) Hippocampal Formation.
In: Paxinos G (ed.) The Rat Nervous System, 3rd ed. San Diego, CA: Academic Press. The terminations of the LEA are in light

green, and the terminations of the MEA are in dark green. The projection to the DG exhibits a radial topography, whereas the

projection to CA1 and subiculum (sub) exhibits a transverse topography. See text for details.
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exhibit a transverse topography such that the LEA
projects to distal CA1 and proximal subiculum, and
the MEA projects to the proximal CA1 and distal
subiculum. The organization of the CA1 and subicular
projections back to deep layers of the LEA and MEA
roughly reciprocates the forward projections.

10.2.4 Presubiculum

The presubiculum is bordered dorsally by retrosple-
nial cortex, medially by the subiculum, and
ventrolaterally by the parasubiculum (Figures 2(e),
2(f), and 8(a)). Areas 48 and 27 according to
Brodmann (1909) are both included in the presubi-
culum. Area 48, the most dorsal extension of the
presubiculum, is sometimes called the postsubicu-
lum. Because the presubiculum and this dorsal
component exhibit considerable cytoarchitectonic
similarities, it may be more appropriate to designate
the area collectively with a single term.

Layer II of the six-layered presubiculum is thick
and contains small, densely packed, and darkly stain-
ing pyramidal cells (Figure 8(b)). Cells in layer III
are even smaller, round, and also darkly staining.
Whereas cells in layer II tend to form clusters, cells
in layer III have a more homogeneous look. Layer III
is separated from the deep layers by a narrow, spar-
sely populated gap that is continuous with the lamina

dissecans of the parasubicular cortex. Deep to this

cell-sparse gap are two layers. Layer V is very thin

and contains pyramidal cells. Layer VI is slightly

thicker and contains a mixture of cell types.
As it turns out, acetylcholinesterase (AChE) is an

excellent marker for the presubiculum. Layer II

stains moderately darkly (Figure 8(c)). Deep to

layer II is a dark band that contains layers III, the

cell-sparse gap, and layer V. Layer VI is moderately

to lightly stained in AChE preparations. AChE is also

a good marker for the parasubiculum.
The presubiculum has extensive associational,

commissural, and hippocampal parahippocampal

connections (Witter and Amaral, 2004). The septal

and temporal parts of the presubiculum are highly

interconnected. Connections with the contralateral

presubiculum are also extensive, though commissural

connectivity may be stronger ventrally than dorsally.

The presubiculum provides a weak input to the

dentate gyrus and all fields of the hippocampus

proper. It is reciprocally connected with the subicu-

lum. The presubiculum projects to superficial layers

of the subiculum. The projection to the septal sub-

iculum is moderately strong, and the temporally

directed projection is relatively weak. The input

from the subiculum terminates in layer I.
Regarding parahippocampal connectivity, the

presubiculum projects to superficial layers of the

POR
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Figure 8 Photomicrographs of the presubiculum (PreS) and parasubiculum (ParaS). (a) Drawing of a coronal section of the

rat brain at the level of the angular bundle (ab). The inset designates the areas shown in panels (b) and (c). (b) Nissl-stained
coronal section showing the PreS and ParaS. Layer II is outlined for the PreS, and the combined layer II/III is outlined for

ParaS. (c) Adjacent section stained for acetylcholinesterase (AChE). AChE provides an excellent marker for these regions.
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parasubiculum, but the connections with the entorhi-
nal cortex are by far the strongest. The presubicular–
entorhinal projection is bilateral, largely directed to
medial entorhinal cortex, and almost exclusively ter-
minates in layer III. Septal presubiculum projects
much more heavily to the MEA than the LEA, but
temporal presubiculum projects heavily to both en-
torhinal divisions. Septal presubiculum also provides
a moderately heavy input to the postrhinal cortex.
The dorsal extension (Brodman’s area 48, sometimes
termed the postsubiculum) projects massively to
postrhinal cortex. Temporal presubiculum projects
heavily to the LEA and the MEA and moderately
heavily to perirhinal areas 36 and 35. Septal presubi-
culum receives heavy input from postrhinal cortex
and a moderately heavy input from the MEA portion
of the lateral band. Temporal presubiculum receives
a very heavy input from the MEA portion of the
medial band, weak input from the LEA, and virtually
nothing from the perirhinal and postrhinal cortices.

The heaviest neocortical input to the presubicu-
lum arises in the granular retrosplenial cortex, but
weaker inputs arise in prelimbic cortex, dorsomedial
prefrontal areas, and the anterior cingulate cortex
(Witter and Amaral, 2004). The primary subcortical
inputs are from the dorsal thalamus, specifically, the
anteroventral, the anterodorsal, and the laterodorsal
nuclei. The presubiculum receives subcortical input
from the thalamus, primarily the anterior thalamic
nuclei including the anteroventral, anterodorsal, and
laterodorsal nuclei. A massive return projection tar-
gets the same nuclei. There is also a strong
cholinergic input arising from septal nuclei. Finally,
the presubiculum has reciprocal connections with the
mamillary nuclei of the hypothalamus.

10.2.5 The Parasubiculum

For most of its rostrocaudal extent, the parasubicu-
lum is bordered by presubiculum dorsally and the
medial entorhinal area ventrally (Figure 2(e) and
2(f)). At more caudal levels, the parasubiculum is
interposed between the postrhinal cortex and the
medial entorhinal area. A broad, combined layer II/
III contains large, densely packed, moderately darkly
staining pyramidal cells. This layer is separated from
the deep layers by a broad lamina dissecans. Layers V
and VI can be distinguished from one another and
tend to run continuously with deep layers of the
medial entorhinal area. In AChE preparations, layers
I and II/III are darkly stained (Figure 8(c)). The

lamina dissecans and layer V are lightly stained, and
layer V is moderately darkly stained.

The parasubiculum has associational connections
that project dorsally and ventrally. The ventral
projections are heavier and more extensive than
the dorsal ones. Commissural projections terminate
in layers I and III of the contralateral homotopic
region.

The hippocampal input to the parasubiculum
arises mainly in the subiculum and terminates in
layer I and superficial layer II. There are also return
projections to the hippocampal formation. The struc-
ture projects directly to the molecular layer of the
dentate gyrus. This is especially interesting given
that the parasubiculum receives strong inputs from
anterior thalamic nuclei. As has been previously
noted, the anterior thalamic projection to the para-
subiculum provides a pathway by which the anterior
thalamus can affect hippocampal processing of
incoming information at very early stages.

Like the presubiculum, the parasubiculum exhibits
substantial connections with other parahippocampal
structures. The parasubiculum projects selectively to
layer II of the entorhinal cortex. The entorhinal pro-
jection is much heavier to MEA than to the LEA.
Interestingly, the parasubicular projection to POR is
even heavier than that to the MEA. Parahippocampal
inputs arise mainly from the MEA, with the medial
band providing the heaviest return projection. There
is also a modest presubicular input.

Extrinsic connections of the parasubiculum are
few. The only neocortical afferents arise in retro-
splenial cortex and visual cortex, and these inputs
are quite weak. Other than the input from the ante-
rior thalamus, the only other subcortical afferents
arise in the amygdala from the lateral, basal, and
accessory basal nuclei.

10.3 The Hippocampal Formation

The structures of the hippocampal formation are
grouped together partly because of the sequential
activation pattern that was identified several decades
ago. The entorhinal cortex activates the dentate
gyrus via the perforant pathway, the mossy fiber
pathway from the denate gyrus activates CA3, and
the CA3 Schaffer collaterals activate CA1. Some of
the earliest and most famous studies of the structure
of the nervous system were conducted by Ramón y
Cajal, who used a technique developed by Camillo
Golgi for darkly staining a small number of neurons
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in the brain. Cajal’s elegant studies and drawings,

including the rodent hippocampus (Figure 9), pro-

vided the basis for the neuron doctrine.
Because of the complex architecture of the hippo-

campus, it is helpful to describe its structure in terms

of three axes, the longitudinal, transverse, and radial

axes. As previously discussed, we use the term

septotemporal for the longitudinal axis of the hippo-
campus. Along the transverse axis, which is
orthogonal to the long axis of the hippocampus, the
dentate gyrus can be considered the proximal limit
and transverse locations designated according to
position relative to the dentate gyrus. Thus, the part
of the CA3 lying in the V of the dentate gyrus is
proximal CA3, and the part closest to CA1 is distal
(Figure 10). Similarly, the part of CA1 closest to
CA3 is proximal, and so on. Finally, the laminar
structure is perpendicular to the radial axis. In this
terminology, the molecular layers are superficial and
the layers on the opposite side of the principle cell
layers are deep.

Based primarily on electrophysiological data and
mapping of vasculature, Anderson and colleagues
(1971) proposed that the hippocampal formation
was organized in parallel lamellae stacked along the
longitudinal axis. They further proposed that this
lamellar organization would permit strips, or slabs,
of the hippocampus to function as independent units.
Although the lamellar hypothesis shaped research on
the hippocampus for years to come and continues to
influence modern concepts of hippocampal function,
modern neuroanatomical research has revealed that
the hippocampal projections are much more diver-
gent than is suggested by the lamellar hypothesis.
Indeed, the major hippocampal and dentate associa-
tional projections extend along the septotemporal
axis as well as the transverse axis.

10.3.1 The Dentate Gyrus

The dentate gyrus is three-layered cortex whose
principle cell layer is V shaped (Figure 10). The
molecular layer lies outside the V, and the poly-
morphic layer lies inside the V. The beginning of
the CA3 principle cell layer protrudes into the poly-
morphic area of the dentate gyrus. This conformation
has generated some confusion over the border
between CA3 and the dentate gyrus polymorphic
layer, as well as the identity of these cells. In earlier
nomenclatures, and occasionally in modern reports,
the part of CA3 next to the dentate gyrus was some-
times called CA4. With modern techniques for
defining connectional characteristics, however, it is
now clear that those pyramidal cells belong to CA3.

The dentate granule cell layer contains small,
very densely packed, oval cells that have a dark
appearance in cell stains (Figure 10(a)). Each gran-
ule cell has a small number of primary dendrites (one
to four) that are covered with spines. The dendrites

Figure 9 Drawing of the circuitry of the hippocampal

formation by Ramón y Cajal (1909). Cajal proposed that the

nervous system is made up of countless separate units, or
nerve cells composed of dendrites, soma, and axons, each

of which is a conductive device. He further proposed that

information is received on the cell bodies and dendrites

and conducted to distant locations through axons.
Abbreviations: A, retrosplenial area; B, subiculum; C,

Ammon’s horn; D, dentate gyrus; E, fimbria; F, cingulum; G,

angular bundle; H, corpus callosum; K, recurrent collaterals;
a, axon entering the cingulum; b, cingulum fibers; c-e,

perforant path fibers; g, subicular cell; h, CA1 pyramidal

cells; i, Schaffer collaterals; collaterals of alvear fibers.

Anatomy of the Hippocampus and the Declarative Memory System 201



extend into the molecular layer all the way to the
hippocampal fissure. In the subgranular region,
between the granule cell layer and the polymorphic
layer, there are several cell types, most of which
are immunoreactive for gamma-aminobutyric acid
(GABA). A subset of these cells is also immunoreac-
tive for the calcium-binding protein, parvalbumin
(Figure 10(c)). The most prominent types are the
basket cell and the axo-axonic, or chandelier, cell.
The basket cell interneurons are quite large with a
single, aspiny apical dendrite extending into the mo-
lecular layer and several basal dendrites extending
into the polymorphic layer. Axo-axonic cells have a
dendritic tree of radial branches extending through
the molecular layer. The axon arborizes extensively
in the granule cell layer.

The molecular layer contains mostly dendrites
from cells of the granule and polymorphic layers. In
material stained for heavy metals using the Timm’s
method, it is possible to visualize the three sublayers
of the molecular layer (Figure 10(b)). The inner third
of the molecular layer, next to the lightly colored
granule cell layer, stains a reddish brown. The middle
sublayer stains yellow, and the outer sublayer stains
orange. Though the molecular layer mostly contains
dendrites, there are a few cell types that stain for VIP,
GABA, and parvalbumin. One interesting type of
GABA-immunoreactive cell, with its soma in the
molecular layer, has an axon restricted to the outer
two-thirds of the molecular layer. Thus, its terminal
field coincides with the perforant path terminations in
the dentate molecular layer.

The polymorphic layer contains a number of cell
types, but the best characterized is the mossy cell.
These large multipolar cells are so named because of
their large dendritic spines, the so-called thorny
excrescences. The mossy fiber axons from the gran-
ule layer terminate on these spines. There are a
number of interneurons with somata in the poly-
morphic layer that make inhibitory connections on
the dentate granule cells. One such cell type is the
hilar perforant-path (HIPP) associated cell, which
has a dendritic tree in the polymorphic layer but
extensive axonal arbor in the outer two-thirds of
the molecular layer where the perforant path input
terminates. Another type is the hilar commissural-
associational pathway (HICAP) related cell, which
innervates the inner molecular layer, the molecular
layer perforant-path (MOPP) associated cell. The
dendritic tree and axonal arbor of this cell occupy
the outer two-thirds of the molecular layer, where
the perforant path input terminates.
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Figure 10 Photomicrographs of the hippocampal
formation. (a) Nissl-stained coronal section showing the

dentate gyrus (DG) and hippocampus proper, comprising

fields CA3, CA2, and CA1. (b) Adjacent section stained for

heavy metals using the Timm’s method. (c) Parvalbumin-
stained section showing the same regions. Layers of the DG

are the outer molecular layer (ml), the granule cell layer (gcl),

and the polymorphous layer (pol). The CA fields contain the
outer stratum lacunosum-moleculare (slm), the stratum

radiatum (sr), the gcl, and the stratum oriens (so). CA3 also

contains the stratum lucidum (sl). The dashed line

demarcates the border between the DG and CA3. The solid
line shows the location of the hippocampal fissure and

demarcates the border between DG and CA1.
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The entorhinal cortex provides the only cortical
input to the dentate gyrus through the perforant
pathway. There is substantial subcortical input from
the septal nuclei, the hypothalamus, and the brain
stem modulatory systems. The cholinergic input
from the septal region originates in the medial septal
nucleus and in the nucleus of the diagonal band of
Broca. It is topographically organized such that cells
in the medial septal areas tend to terminate septally,
and cells in lateral septal structures terminate
temporally. The projection terminates in the poly-
morphic layer. The primary hypothalamic input is
from the supramamillary area and terminates in a
narrow band of the molecular layer just superficial
to the granule cell layer. This projection is probably
excitatory and appears to target both granule cells
and interneurons. The dentate gyrus receives input
from each of the modulatory neurotransmitter sys-
tems in the brainstem. The noradrenergic input is
from the pontine nucleus of the locus coeruleus and
terminates in the polymorphic layer. The serotoner-
gic input is from several of the raphe nuclei and also
terminates in the polymorphic region. Minor dopa-
minergic inputs arise in the ventral tegmental area
and the substantia nigra.

The only output of the dentate gyrus is the gran-
ule cell mossy fiber projection to CA3. Axon
collaterals of each cell project to the full extent of
the transverse axis. This is the one component of the
hippocampal circuitry that does show a lamellar pro-
jection pattern. The fibers travel along or within the
CA3 pyramidal layer, eventually reaching the stra-
tum lucidum. In addition to the CA3 projection, the
mossy fibers give rise to an associational connection
consisting of about seven collaterals that terminate in
the dentate gyrus polymorphic layer before entering
CA3. The mossy fiber axons can be easily identified
in Timm’s preparations in which they stain very
darkly (Figure 10(b)).

10.3.2 The Hippocampus Proper

The hippocampus proper consists of three fields.
Proximal to distal from the dentate gyrus, they are
the Ammon’s horn fields CA3, CA2, and CA1
(Figure 10). Like the dentate gyrus, these fields are
a three-layered cortex consisting of a principle layer
located between cell-sparse layers. Deep to the prin-
ciple cell layer is the stratum oriens. Superficial to
the principle cell layer are the stratum radiatum and
the stratum lacunosum-moleculare. CA3 has an addi-
tional thin layer, the stratum lucidum, which lies just

superficial to the principle cell layer and deep to the
stratum radiatum.

The principal cell layer consists, primarily, of
pyramidal cells. The pyramidal cells in CA3 are
larger and the layer thicker compared with CA1.
The small and often-overlooked field CA2 contains
larger pyramids, similar to CA3, but is similar to CA1
in other ways. For example, it lacks mossy fiber input.
Each pyramidal cell has an apical dendritic arbor
extending upward through the stratum radiatum
and the stratum lacunosum-moleculare and a basal
dendritic arbor extending into the stratum oriens.
CA3 cells proximal to the dentate gyrus have smaller
dendritic trees than the cells distal to the dentate
gyrus, but overall, the dendritic arbors of cells in
CA3 are larger than those in CA1. The dendritic
arbors of pyramidal cells in CA2 are mixed, some
with large arbors, similar to CA3, and some with
small arbors, similar to CA1.

Interneurons undoubtedly play an important
role in the regulation of local circuits in the hippo-
campus proper. Hippocampal interneurons differ in
morphology, immunoreactivity, synaptic properties,
laminar location, and connectivity. Hippocampal in-
terneurons are GABAergic, but they may also be
immunoreactive for somatostatin, neuropeptide Y,
vasopressin, cholecystokinin, parvalbumin, calbindin,
and calretinin. Most hippocampal interneurons have
short axons, but there are also interneurons with long
axons that project outside the hippocampal forma-
tion. We mention a few types here, but for a full
discussion, see Freund and Buzsaki (1996).

One prominent interneuron type in the pyramidal
cell layer is the chandelier or axo-axonic cell. The
apical dendrites are radially oriented and span all
superficial layers to the hippocampal fissure. The
basal dendrites form a thick arbor in the stratum
oriens. There is also a heterogeneous group of basket
cells whose apical dendrites extend into the stratum
moleculare and whose extensive basal dendrites span
the entire depth of the stratum oriens. The axo-
axonic cells and the basket cells are conveniently
positioned to receive excitatory input from all affer-
ents of the hippocampus proper.

Some hippocampal interneuron cell types have
cell bodies in stratum oriens and innervate principal
cell dendrites, similar to those described for the
dentate gyrus. The oriens lacunosum-moleculare
(O-LM) cells have a dense axonal arbor restricted
to the stratum lacunosum moleculare. The dendritic
tree is localized to layers that receive recurrent
collaterals. There are many other interneuron
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types including the bistratisfied, horizontal trilami-
nar, and radial trilaminar cells.

The CA3 pyramidal cell axons are highly col-
lateralized and project to all CA fields both
ipsilaterally and contralaterally. There is also a
small collateral projection to the polymorphic
layer of the dentate gyrus. CA3 does not, however,
project to the subiculum, presubiculum, parasubi-
culum, or entorhinal cortex. The projection to CA1
is called the Schaffer collateral projection, the pro-
jections to CA3/CA2 are called the associational
projections, and the projections to contralateral
structures are called the commissural projections.
The Schaffer collateral projection exhibits a topo-
graphy such that proximal CA3 cells (closer to the
dentate gyrus) tend to project to levels of CA1 that
extend farther in the septal than temporal direc-
tions. Distal CA3 cells (farther from the dentate
gyrus) tend to project farther in the temporal
direction. In addition, projections of proximal
CA3 cells tend to terminate more superficially in
stratum radiatum, whereas distal CA3 cells tend to
terminate more deeply in stratum radiatum and in
stratum oriens. The associational projections exhib-
it complex transverse and radial topographies, but
in general the CA3-CA3 associational projections
terminate extensively along the septotemporal axis
(Witter and Amaral, 2004). The pattern of the
terminations of the commissural projections mirrors
those of the associational projections.

Extrinsic connections of CA3 are not robust
except for the substantial projection to the lateral
septal nucleus. The major subcortical input to CA3
is cholinergic and arises in the medial septal nucleus
and the nucleus of the diagonal band of Broca. There
is a GABAergic component of the projection that
terminates primarily on the GABAergic interneurons
of the stratum oriens. Temporal CA3 receives a
minor input from the amygdala basal nucleus,
which terminates in the stratum oriens and the stra-
tum radiatum. Inputs from piriform cortex have also
been reported. A noradrenergic projection arises in
the locus coeruleus, and a serontonergic input arises
in the raphe nucleus.

Field CA2 can be differentiated from CA3 by the
lack of mossy fiber input and the associated thorny
excrescences (Figure 10(b)). The pyramidal cell
layer also stains more intensely for parvalbumin
(Figure 10(c)). The intrinsic projections are similar
to those of CA3, although the topographies may not
be the same. For example, like CA3, CA2 also pro-
vides a small collateral projection back to the dentate

gyrus. Not much is known specifically about CA2
extrinsic connections, but available evidence suggests
that the region is differentiated from CA3 by
hypothalamic input from the supramamillary area.

Field CA1 exhibits only a weak associational/
commissural connection, a feature that is in striking
contrast to the robust associational network present
in CA3. This difference has been interpreted as
underlying some of the putative functional differ-
ences in CA3 and CA1. Other intrahippocampal
connections, however, are extensive. CA1 interneu-
rons project to CA3 and to the polymorphic layer of
the dentate gyrus. The major projection from CA1,
however, is to the subiculum, and that projection
exhibits a strict topography. Distal CA1 projects to
proximal subiculum, and proximal CA1 projects to
distal subiculum. The mid-CA1 projection termi-
nates in midproximodistal subiculum.

Field CA1 receives substantial cortical and subcor-
tical input from extrahippocampal structures. Cortical
input arrives from the perirhinal, postrhinal, and en-
torhinal cortices. Subcortical input to CA1 is grossly
similar to the subcortical input to CA3 but differs in
the details. The septal input is weaker and terminates
in stratum oriens. The input from the amygdala is
more substantial, especially to distal CA1. Amygdala
input arises in the basal and accessory basal nuclei.
There is a prominent input from the nucleus reuniens
of the thalamus that terminates in the stratum lacuno-
sum moleculare. Like CA3, CA1 receives weak
noradrenergic input from the locus coeruleus and
weak serotonergic input from the raphe nucleus.
There is also a weak dopaminergic input.

Of the hippocampal CA fields, CA1 has the more
robust extrinsic projections. The cortical projections
include the perirhinal, postrhinal, entorhinal, retrosple-
nial cortices, preinfralimbic, and medial prefrontal
cortex. In general, the septal half projects more heavily
to postrhinal cortex, the medial entorhinal area, and
retrosplenial cortex, whereas the temporal half of CA1
projects more heavily to perirhinal cortex, the lateral
entorhinal area, and infralimbic cortex. Temporal
levels also project to the anterior olfactory nucleus,
the hypothalamus, nucleus accumbens, and the basal
nucleus of the amygdala.

10.3.3 The Subiculum

The subiculum is widely considered the output
structure of the hippocampal formation. In this way,
it differs from its parahippocampal neighbors, the
pre- and parasubiculum, which are considered to be
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input structures. Like the CA fields of the hippocam-
pus proper and the dentate gyrus, the subiculum is a
three-layered cortex with a deep, polymorphic layer,
a pyramidal cell layer containing the principle cells,
and a molecular layer, which is continuous with the
stratum lacunosum moleculare of field CA1. The
subiculum can be distinguished from the proximally
situated CA1 and the distally situated presubiculum
by a principle cell layer that is more loosely packed.
The border with CA1 is further demarcated by the
widening of the middle layer of the subiculum.

The principle cell layer contains large pyramidal
cells. The basal dendrites terminate in the deep part
of the principle layer, and the apical dendrites extend
into the molecular layer. The pyramidal cells are
large and of uniform shape. Electrophysiological
findings suggest that there are two populations of
pyramids, though they cannot be distinguished mor-
phologically. So-called regular spiking cells tend to
be located superficially, and bursting cells tend to be
located deep in the layer. Although both types are
projection cells, it is possible that only the bursting
cells project to the entorhinal cortex. Among the
pyramids are numerous smaller cells, probably repre-
senting varied types of interneurons. Perforant
pathway fibers contact GABAergic cells that stain
for parvalbumin. Not much is known about subicular
interneurons, but in general, the population of inter-
neurons appears similar to that observed in field CA1
(Witter and Amaral, 2004).

The associational connections of the subiculum
extend temporally from the point of origin and ter-
minate in all layers. There is no commissural
projection. There are also local associational connec-
tions confined to the pyramidal layer and the deepest
part of the molecular layer. The available data sug-
gests that the bursting pyramidal cells form a
columnar network that is roughly interconnected.

Connections of the subiculum with other hippo-
campal structures is limited to input from CA1,
which is massive. The projection exhibits a topogra-
phy such that proximal CA1 projects to distal
subiculum, midproximodistal CA1 projects to mid-
subiculum, and distal CA1 projects to proximal
subiculum. The projection is not truly lamellar, how-
ever, as any part of CA1 projects to about one-third
of the septotemporal extent of the subiculum.

The parahippocampal connections of the subicu-
lum are more diverse, but the best-characterized
projection is to deep layers of entorhinal cortex.
Septal levels of the subiculum provide substantial
input to the lateral and medial entorhinal cortices.

Septal subicular input to the postrhinal cortex is
equally strong, but input to perirhinal cortex, espe-
cially area 35, is modest. Temporal subiculum
provides massive input to the entorhinal cortex and
moderate input to perirhinal and postrhinal cortices.
The subiculum also receives a substantial input from
the entorhinal cortex. The entorhinal lateral band
projects more strongly to septal subiculum, and the
entorhinal intermediate and medial bands project
more strongly to temporal subiculum. There is also
modest input from the perirhinal and postrhinal cor-
tices. Perirhinal cortex projects relatively more
strongly to temporal subiculum, and the postrhinal
cortex projects relatively more strongly to septal
subiculum. The subiculum also projects heavily to
the pre- and parasubicular cortices, though the return
projections are modest (O’Mara et al., 2001).

The most prominent neocortical projections are to
retrosplenial and prefrontal cortices. The distal and
septal part of the subiculum projects to the ventral
retrosplenial cortex. The presubiculum projections to
frontal areas include the medial orbital, prelimbic,
infralimbic, and anterior cingulate cortices. The ret-
rosplenial projection is reciprocated, but available
evidence suggests that the frontal projections are not.

The diverse subcortical projections target the sep-
tal complex, the amygdala, the nucleus accumbens,
the hypothalamus, and the thalamus. All septotem-
poral levels of the subiculum project to the lateral
septum, but the projection arises primarily in the
proximal part. Septal input arises mainly in the
nucleus of the diagonal band. The amygdala projec-
tion arises primarily in the temporal subiculum and
targets the posterior and basolateral nuclei. The pro-
jection to the nucleus accumbens is topographic such
that the proximal part of the septal subiculum pro-
jects to rostrolateral nucleus accumbens, and the
proximal part of the temporal subiculum projects to
the caudomedial nucleus accumbens. The hypotha-
lamic projection also arises primarily in the temporal
subiculum. It terminates in the medial preoptic area
and the ventromedial, dorsomedial, and ventral pre-
mammillary nuclei. Finally, there are documented
connections with thalamic nuclei, though the details
are not well described. The proximal part of the
septal subiculum projects to the anteromedial
nucleus of the thalamus, but the distal part projects
to the anterior thalamic complex. The latter projec-
tion is reciprocated. Temporal subiculum receives
input from the nucleus reuniens. Available evidence
suggests that the anteroventral nucleus of the thala-
mus also projects to the subiculum.
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10.4 Conclusions

10.4.1 The Flow of Sensory Information
through the Hippocampal System

The entorhinal cortex is widely recognized as the
primary way station for sensory information on its
way from the neocortex to the hippocampus. Much
of the neocortical input arrives by way of the peri-
rhinal and postrhinal cortices, but there are also direct
neocortical inputs to the entorhinal cortex. The pre-
subiculum and parasubiculum are also considered
input structures for the hippocampal memory system.
The distinct patterns of cortical afferentation to para-
hippocampal structures, the intrinsic connections, and
the topography of the parahippocampal–hippocampal
connections suggest that parahippocampal structures
are involved in the preprocessing of sensory informa-
tion provided to the hippocampus, and that there is
functional diversity within the parahippocampal
region. The view that parahippocampal structures
have different functions is consistent with emerging
evidence that there is also substantial functional diver-
sity among hippocampal formation structures.

In Figure 11, we have attempted to schematize
the flow of sensory information through the hippo-
campal memory system. Beginning with the input
structures, perirhinal area 36 receives sensory input
from visual, auditory, and somatosensory regions.
Longitudinal intrinsic connections integrate across
modalities before transmission to perirhinal area 35.
This polymodal input to area 35 is joined by olfac-
tory information and then passed on to entorhinal
cortex, primarily the lateral band of the LEA. The
postrhinal cortex receives visual and visuospatial
input from posterior parietal, retrosplenial, and visual
association regions, along with a small input from
auditory association cortex. That information is
integrated and transmitted to entorhinal cortex, pri-
marily to the lateral band of the MEA. Presubiculum
is targeted by the subiculum in a topographical man-
ner such that septotemporal levels of the subiculum
map onto septotemporal levels of the presubiculum.
Subicular input is integrated with direct visuospatial
input to the presubiculum, especially the septal com-
ponent. That information is forwarded to the
parasubiculum, the postrhinal cortex, and the MEA.
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Figure 11 Diagram of the flow of sensory information through the hippocampal memory system. Black arrows indicate the

primary pathways by which sensory information traverses the hippocampal memory system. Note that only the stronger
connections are indicated and that emphasis is on the feedforward connections as opposed to the feedback connections.

Abbreviations: CA, CA field; DG, dentate gyrus; LEA, lateral entorhinal area; MEA, medial entorhinal area; PER, perirhinal
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The most septal component of the presubiculum, the
area sometimes termed the postsubiculum, projects
massively to the postrhinal cortex. Finally, the para-
subiculum, which receives direct, but modest, visual
and visuospatial input along with its subicular input,
projects to postrhinal cortex and the MEA.

To summarize, information from all modalities
reaches the full septotemporal extent of the hippo-
campus, but the degree of processing of different
modalities is weighted differently along the septo-
temporal axis. Visual and visuospatial input is
processed and elaborated along a pathway that
includes the postrhinal cortex, lateral MEA, the sep-
tal hippocampal formation, septal presubiculum,
parasubiculum, and then back to postrhinal cortex
and lateral MEA. Olfactory information is less segre-
gated but follows a pathway that includes the
perirhinal cortex, medial LEA, and temporal hippo-
campal formation structures. Thus, there appears to
be functional diversity in the processing of sensory
information that is organized along the septotem-
poral axis; visual and visuospatial information is
predominant in the septal hippocampus, and olfac-
tory information is predominant in the temporal
hippocampus.

10.4.2 The Comparative Anatomy
of the Hippocampal System

As indicated earlier, all components of the parahip-
pocampal region and the hippocampal formation are
represented in both the rodent and the primate brain.
Many of the connectional principles are also con-
served. Taking into account the differences in brain
size and sensory processing needs, cortical afferenta-
tion of the parahippocampal structures is similar
across species. Additionally, the available evidence
suggests that the architecture of the perforant path-
way is similar in the primate and rodent brains. In the
monkey and the rat, the perforant pathway projec-
tions to the dentate gyrus, CA3, and CA2 originate in
layer II of the entorhinal cortex. Also in both, the
projections to CA1 and the subiculum originate in
layer III. In addition, the terminations of the projec-
tions originating in entorhinal layer III exhibit a
transverse topography. The rostral entorhinal cortex
in the monkey and the lateral entorhinal area in the
rat project to the border of the CA1 and subiculum;
the caudal entorhinal cortex in the monkey and the
medial entorhinal area in the rat project to proximal
CA1 and distal subiculum (Witter, 1986, 1993,
Amaral, 1993). The intrinsic connections of the

monkey entorhinal cortex also exhibit patterns simi-
lar to the lateral to medial bands of intrinsic
connectivity observed in the rodent entorhinal cor-
tex. Taken together, the evidence suggests that both
the rat and monkey hippocampal memory systems
are excellent models for the medial temporal lobe
memory system in the human brain.
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In a very practical way, this chapter is a transition point
for this volume. With this chapter, we transition from
analyzing behavior to investigating cellular and mole-
cular mechanisms for altering synaptic strength. We
transition to attempting to understand mammalian
memory by the reductionist approach of studying a
simpler cellular phenomenon at the molecular level.
Thus, this chapter will serve to place the many mole-
cular details presented in other chapters into a broader
context. In addition, wherever possible this chapter will
be used as a launching point for further reading of other
chapters in the volume by specifically citing other
chapters at appropriate points along the way.

The particular circuits and neuronal connections
that underlie most forms of mammalian learning and
memory are mysterious at present, especially for hip-
pocampus-dependent forms of learning. There is little
understanding of the means by which complex

memories are stored and recalled at the neural circuit
level – this will be a very important avenue of future
research. Thus in many ways the study of long-term
potentiation (LTP) serves as a surrogate for studying
hippocampus-dependent memory directly. LTP can
only be viewed as a surrogate at present because very
few studies are available directly implicating LTP
(especially hippocampal LTP, which has been most
widely studied) in defined memory behaviors. Even
considering the vast number of published studies of
LTP, we are left with a tentative causal link between
LTP and memory per se.

Nevertheless, this chapter will focus on LTP. We
will focus on it for three main reasons. First, it has been
extensively studied and is the form of synaptic plasti-
city that is best understood at the molecular level.
Second, it is a robust form of synaptic plasticity and
worthy of investigation in its own right. Finally, it is a
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specific candidate cellular mechanism for mediating
certain forms of associative learning, spatial learning,
and adaptive change in the central nervous system
(CNS), in particular in the amygdala, hippocampus,
and cerebral cortex, respectively.

11.1 Hebb’s Postulate

Despite the various caveats concerning the specific
role of LTP in hippocampus-dependent memory
formation, there is a general hypothesis for memory
storage that is available and broadly accepted. This
hypothesis is the following:

Memories are stored as alterations in the strength of

synaptic connections between neurons in the CNS.

The significance of this general hypothesis should be
emphasized – this is one of the few areas of contem-
porary cognitive research for which there is a
unifying hypothesis.

This general hypothesis has a solid underlying
rationale. Learning and memory manifest themselves
as a change in an animal’s behavior, and scientists
capitalize on this to study these phenomena by obser-
ving and measuring changes in an animal’s behavior in
the wild or in experimental situations. However, all
the behavior exhibited by an animal is a result of
activity in the animal’s nervous system. The nervous
system comprises many kinds of cells, but the primary
functional units of the nervous system are neurons.
Because neurons are cells, all of an animal’s behavioral
repertoire is a manifestation of an underlying cellular
phenomenon. By extension, changes in an animal’s
behavior such as occurs with learning must also be
subserved by an underlying cellular change.

In general, the vast majority of the communication
between neurons in the nervous system occurs at
synapses. As synapses mediate the neuron–neuron com-
munication that underlies an animal’s behavior, changes
in behavior are ultimately subserved by alterations in
the nature, strength, or number of interneuronal synap-
tic contacts in the animal’s nervous system. The
capacity for alterations of synaptic connections between
neurons is referred to as synaptic plasticity, and as
described earlier, one of the great unifying theories to
emerge from neuroscience research in the last century
was that synaptic plasticity subserves learning and
memory. LTP (of some sort at least) is the specific
form of synaptic plasticity that is the leading candidate
as amechanism subserving behavior-modifying changes

in synaptic strength that mediate higher-order learning

and memory in mammals.
One of the pioneers in advancing the idea that

changes in neuronal connectivity are a mechanism

for memory was the Canadian psychologist Donald

Hebb, who published his seminal formulation as what

is now generally known as Hebb’s postulate:

When an axon of cell A . . . excites cell B and repeat-

edly or persistently takes part in firing it, some

growth process or metabolic change takes place in

one or both cells so that A’s efficiency as one of the

cells firing B is increased. (Hebb, 1949)

Note the important contrast between Hebb’s
postulate and its popular contemporary formulation –
one (Hebb’s) specifies cell firing, and the other

(the modern formulation) specifies synaptic change.

These two phenomena are clearly different, and

the current, exclusively synaptic, variant is incom-

plete. Changes in synapses are certainly important

in information storage in the CNS, but we need to

consider that the postsynaptic receptors sit in a
membrane whose biophysical properties are care-

fully controlled. Regulation of membrane sodium

channels, chloride channels, and potassium channels

also contributes significantly to the net effect in the

cell that any neurotransmitter-operated process can

achieve.
Thus, limitations arise from ignoring potential

long-term regulation of membrane biophysical prop-

erties. We need to consider that local changes in

dendritic membrane excitability may be involved in

cellular information processing and also that global

changes in cellular excitability that alter the likeli-

hood of the cell firing an action potential may also be

a mechanism for information storage. These topics
are addressed elsewhere in this volume (See

Chapter 14). Another potential mechanism involved

in memory that involves the entire cell and not

specific synapses is adult neurogenesis, the growth

and functional integration of new neurons in the

adult CNS. Neurogenesis will be addressed in other
chapters (See Chapter 36). Finally, one can think of

inhibition (e.g., GABAergic (GABA: gamma-

aminobutyric acid) modulation) as operating above

the level of the single synapse because it can

control the likelihood of the cell firing an action

potential.
The possibility that global or cellwide alterations

might be involved in memory is also relevant when

considering global genomic (transcriptional) and
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epigenomic changes, which affect the nucleus and
thereby potentially the entire cell as well. These
mechanisms are discussed elsewhere (See Chapter 36).
One solution to the problem of global changes due to
altered transcription is specific trafficking of the pro-
ducts of global changes in transcription.

The idea of the involvement of processes such as
excitability in memory, processes that encompass
the entire cell, has been criticized as too limiting
because with global changes in excitability, one
loses the computational power of selectively alter-
ing the response at a single synaptic input (i.e.,
synapse specificity). However, we don’t know
how the neuron or the CNS computes a memory
output. The fundamental unit of information sto-
rage may not be the synapse but the neuron. Future
experiments will be necessary to resolve this issue,
but it is nevertheless worthwhile to keep in mind
the possibility that regulation of excitability, and
regulation of neuronal properties cellwide, as well
as the more typically considered alterations in
synaptic connections, may play roles in memory
storage.

11.2 A Breakthrough Discovery – LTP
in the Hippocampus

As a young postdoctoral researcher, Tim Bliss
(Figure 1) set out to find a long-lasting form of
synaptic plasticity in the hippocampus. By teaming
up with Terje Lomo in Per Anderson’s laboratory in
Oslo, Bliss did just that. The seminal report by Bliss
and Lomo in 1973, describing a phenomenon they
termed long-term potentiation of synaptic transmis-
sion, set the stage for what is now over three decades
of progress in understanding the basics of long-term
synaptic alteration in the CNS.

In their experiments, Bliss and Lomo recorded
synaptic responses in the dentate gyrus, stimulating
the perforant path inputs from the entorhinal cortex
(Bliss and Lomo, 1973). They used extracellular sti-
mulating and recording electrodes implanted into the
animal, and the basic experiment was begun by
recording baseline synaptic transmission in this path-
way. They discovered that a brief period of high-
frequency (100-Hz ‘tetanic’) stimulation led to a
robust increase in the strength of synaptic connec-
tions between the perforant path inputs from the
entorhinal cortex onto the dentate granule neurons
in the dentate gyrus (Figure 2). They also observed
an increased likelihood of the cells firing action

potentials in response to a constant synaptic input, a
phenomenon they termed E-S (excitatory postsynap-
tic potential (EPSP)-to-spike) potentiation. These
two phenomena together were termed LTP. LTP
lasted many, many hours in this intact rabbit pre-
paration. The appeal of LTP as an analog of memory
was immediately apparent – it is a long-lasting
change in neuronal function that is produced by a
brief period of unique stimulus, exactly the sort of
mechanism that had long been postulated to be
involved in memory formation. This pioneering
work of Bliss and Lomo set in motion a several-
decades-long pursuit by numerous investigators
geared toward understanding the attributes and
mechanisms of LTP.

11.2.1 The Hippocampal Circuit and
Measuring Synaptic Transmission in the
Hippocampal Slice

Bliss and Lomo did their experiment using the intact
rabbit, stimulating and recording in the anesthetized
animal using implanted electrodes. In recent times,
this preparation has been largely supplanted by the
use of recordings from hippocampal slices main-
tained in vitro (Figure 3). Because most of the LTP

Figure 1 T. V. P. Bliss, FRS. Photo courtesy of Tim Bliss.

Long-Term Potentiation: A Candidate Cellular Mechanism for Information Storage in the CNS 211



experiments that will be described in the rest of the

book come from this type of preparation, the next

section will describe the hippocampal neuronal and

synaptic circuit and give an overview of extracellular

recording in a typical LTP experiment.
The main information processing circuit in the

hippocampus is the relatively simple trisynaptic

pathway, and much of this basic circuit is preserved
in transverse slices across the long axis of the hippo-
campus (Figure 4). Various types of LTP can be
induced at all three of these synaptic sites, and we
will discuss later some mechanistic differences
among the various types of LTP that can be induced.
Most experiments on the basic attributes and
mechanisms of LTP have been studies of the synaptic
connections between axons from area CA3 pyramidal
neurons that extend into area CA1. These are the
synapses onto CA1 pyramidal neurons that are
known as the Schaffer collateral inputs.

The main excitatory (i.e., glutamatergic) synaptic
circuitry in the hippocampus, in overview, consists of
three modules (see Figure 4) (van Groen and Wyss,
1990; Johnston and Amaral., 1998; Naber and Witter,
1998). Information enters the dentate gyrus of the
hippocampal formation from cortical and subcortical
structures via the perforant path inputs from the
entorhinal cortex (Figure 4). These inputs make
synaptic connections with the dentate granule cells
of the dentate gyrus. After synapsing in the dentate
gyrus, information is moved to area CA3 via the
mossy fiber pathway, which consists of the axonal
outputs of the dentate granule cells and their con-
nections with pyramidal neurons in area CA3. After
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Figure 2 Bliss and Lomo’s first published LTP experiment. As described in more detail in the text, in this pioneering work

Tim Bliss and Terje Lomo demonstrated LTP of synaptic transmission. This specific experiment investigated synaptic

transmission at perforant path inputs into the dentate gyrus (see Figure 4). Arrows indicate the delivery of high-frequency
synaptic stimulation, resulting in LTP. Filled circles are responses from the tetanized pathways; open circles are a control

pathway that did not receive tetanic stimulation. The bar, where no data points are available, indicates a period of time where

TimBliss fell asleep. Data acquisition in this era involved the investigator directly measuring by hand synaptic responses from an
oscilloscope screen. Moreover, it was not unusual for experiments to extend overnight due to the long amount of time involved

in preparing the rabbit for the experiment, implanting the electrodes into the brain, and establishing a stable recording

configuration. From Bliss TV and Lomo T (1973) Long-lasting potentiation of synaptic transmission in the dentate area of the

anaesthetized rabbit following stimulation of the perforant path. J. Physiol. 232: 331–356. Used with permission.

Stimulating
electrode

Recording
electrode

Figure 3 Electrodes in a living hippocampal slice. This

photograph illustrates the appearance of a mouse

hippocampal slice, maintained in a recording chamber.

Responses in area CA1 are recorded using a saline-filled
glass micropipette electrode (right) and a bipolar platinum

stimulating electrode (left). See text and Figure 4 for

additional details.
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synapsing in area CA3, information is moved to area
CA1 via the Schaffer collateral path, which consists
largely of the axons of area CA3 pyramidal neurons
along with other projections from area CA3 of the
contralateral hippocampus as well. After synapsing in
CA1, information exits the hippocampus via projec-
tions from CA1 pyramidal neurons and returns to
subcortical and cortical structures.

The connections in this synaptic circuit are
retained in a fairly impressive manner if one makes
transverse slices of the hippocampus, as the inputs,
‘trisynaptic circuit,’ and outputs are laid out in a
generally laminar fashion along the long axis of the
hippocampal formation. This is a great advantage for
in vitro electrophysiological experiments.

It is important to emphasize that the trisynaptic
circuit outlined earlier is a great oversimplification,
as there are a great many additional synaptic compo-
nents of the hippocampus. For example, inhibitory
GABAergic interneurons make synaptic connections
with all of the principal excitatory neurons outlined
earlier. These GABAergic inputs serve in both
a feedforward and feedback fashion to control

excitability. There are many recurrent and collateral
excitatory connections between the excitatory pyra-
midal neurons as well, particularly in the area
CA3 region. There is a direct projection from the
entorhinal cortex to the distal regions of CA1 pyra-
midal neuron dendrites, a pathway known as the
stratum lacunosum moleculare.

Finally, there are many modulatory projections
into the hippocampus that make synaptic connections
with the principal neurons (see Figure 4). These
inputs are via long projection fibers from various ana-
tomical nuclei in the brainstem region, and they are
generally not directly excitatory or inhibitory, but
rather serve to modulate synaptic connectivity in a
fairly subtle way. There are four predominant extrin-
sic modulatory projections into the hippocampus.
First, there are inputs of norepinephrine (NE)-con-
taining fibers that project from the locus ceruleus.
Second, there are dopamine (DA)-containing fibers
that arise from the substantia nigra. There also are
inputs using acetylcholine (ACh) from the medial
septal nucleus and 5-hydroxytryptamine (5HT, sero-
tonin) from the raphe nuclei.

The entorhinal/hippocampal system
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Figure 4 The entorhinal/hippocampal system. (a) This panel diagrams the principal inputs, outputs, and intrinsic

connections. (b) In this panel, the central components of the circuit are delineated in a more anatomically correct fashion,

illustrating the principal intrinsic connections of the dentate gyrus and hippocampus proper. (c) This is an expansion of area
CA1 showing some of the synaptic inputs onto a single pyramidal neuron in area CA1. See text for additional details. Diagram

by J. David Sweatt and Sarah E. Brown. Hippocampal diagram from Johnston D and Wu SM (1995) Foundations of Cellular

Neurophysiology, p. 433. Cambridge, MA: MIT Press. Used with permission.
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11.2.2 LTP of Synaptic Responses

In a popular variation of the basic LTP experiment,
extracellular field potential recordings in the dendritic
regions of area CA1 are utilized to monitor synaptic
transmission at Schaffer collateral synapses (see
Figure 5). A bipolar stimulating electrode is placed
in the stratum radiatum subfield of area CA1 and stimuli
(typically constant current pulses ranging from 1 to
30mA) are delivered. Stimuli delivered in this fashion
stimulate the output axons of CA3 neurons that pass
nearby, causing action potentials to propagate down
these axons. Cellular responses to this stimulation are
recorded using extracellular or intracellular electro-
physiologic recording techniques.

The typical waveform in an extracellular record-
ing consists of a fiber volley, which is an indication of
the presynaptic action potential arriving at the
recording site and the excitatory postsynaptic
potential (EPSP) itself. The EPSP responses are a
manifestation of synaptic activation (depolarization)

in the CA1 pyramidal neurons. For measuring field

(i.e., extracellularly recorded) EPSPs, the parameter

typically measured is the initial slope of the EPSP

waveform (see Figure 5). Absolute peak amplitude of

EPSPs can also be measured, but the initial slope is

the preferred index. This is because the initial slope

is less subject to contamination from other sources

of current flow in the slice. For example, currents

are generated by feedforward inhibition due to

GABAergic neuron activation. Also, if the cells fire

action potentials, this also can contaminate later

stages of the EPSP, even when one is recording

from the dendritic region.
Extracellular field recordings measure responses

from a population of neurons, so EPSPs recorded in

this fashion are referred to as population EPSPs

(pEPSPs). Note that pEPSPs are downward deflect-

ing for stratum radiatum recordings (see Figure 5). If

one is recording from the cell body layer (stratum

pyramidale), the EPSP is an upward deflection, and if

Recording in
stratum pyramidale

in area CA1Stimulating
Schaffer collaterals

in area CA3

Recording in
stratum radiatum

in area CA1

Stimulus artifact

Fiber volley

EPSP

Figure 5 Recording configuration and typical physiologic responses in a hippocampal slice recording experiment.
Electrode placements and responses from stratum pyramidale (cell body layer) and stratum radiatum (dendritic regions) are

shown. In addition, the typical waveform of a population excitatory postsynaptic potential (EPSP) is illustrated, showing the

stimulus artifact, fiber volley, and population EPSP. Figure and data by Joel Selcher.
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the cells fire action potentials, the EPSP has super-

imposed on it a downward deflecting spike, the

population spike. As mentioned earlier, for both stra-

tum radiatum and stratum pyramidale recordings the

EPSP slope measurements are taken as early as pos-

sible after the fiber volley to eliminate contamination

by population spikes.

As a prelude to starting an LTP experiment,
input-output (I/O) functions for stimulus intensity

versus EPSP magnitude are recorded in response to

increasing intensities of stimulation (see Figure 6).

For the remainder of the experiment, the test

stimulus intensity is set to elicit an EPSP that is

approximately 35–50% of the maximum response
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Figure 6 An input-output curve and typical LTP experiment. (a) The relationship of EPSP magnitude (field EPSP, EPSP) versus

stimulus intensity (in microamperes), and the same data converted to an input-output relationship for EPSP versus fiber volley

magnitude to allow an evaluation of postsynaptic response versus presynaptic response in the same hippocampal slice. (b) A

typical high-frequency stimulation-induced potentiation of synaptic transmission in area CA1 of a rat hippocampal slice in vitro.
The arrow indicates the delivery of 100-Hz (100 pulses/second) synaptic stimulation. Data courtesy of Ed Weeber and Coleen

Atkins. In most pharmacologic experiments using physiologic recordings in hippocampal slice preparations, effects of drug

application on baseline synaptic transmission can be evaluated by simply monitoring EPSPs before and after drug application,
using a constant stimulus intensity. A more elaborate alternative is to produce input-output curves for EPSP initial slope (or

magnitude) versus stimulus intensity for the presynaptic stimulus. These types of within-slice experiments are very

straightforward, but in some experimental comparisons, this type of within-preparation design is not possible. For example, if one

is comparing a wild type with a knockout animal, there of necessity must be a comparison across preparations. How does one
evaluate if there is a difference in basal synaptic transmission in this situation? The principal confound is because although one

has control over magnitude of the stimulus one delivers to the presynaptic fibers, differences in electrode placement, slice

thickness, etc., from preparation to preparation cause variability in the magnitude of the synaptic response elicited by a constant

stimulus amplitude. One commonly used approach to compare from one preparation (or animal strain) to the next is to quantitate
the EPSP relative to the amplitude of the fiber volley in that same hippocampal slice. The rationale is that the fiber volley, which

represents the action potentials firing in the presynaptic fibers, is a presynaptic physiologic response from within the same slice

and that one can at least normalize the EPSP to a within-slice parameter. The underlying assumption is that the magnitude of the
fiber volley is representative of the number of axons firing an action potential. Although not a perfect control, evaluating input-

output relationships for fiber volley magnitude versus EPSP is a great improvement whenmaking comparisons between different

types of animals. If differences are observed, an increase in the fiber volley amplitude – EPSP slope relationship suggests an

augmentation of synaptic transmission.

Long-Term Potentiation: A Candidate Cellular Mechanism for Information Storage in the CNS 215



recorded during the I/O measurements. Baseline
synaptic transmission at this constant test stimulus
intensity is usually monitored for a period of 15–
20min to ensure a stable response.

Once the health of the hippocampal slice is con-
firmed as indicated by a stable baseline synaptic
response, LTP can be induced using any one of a
wide variety of different LTP induction protocols.
Many popular variations include a single or repeated
period of 1-s, 100-Hz stimulation (with delivery of
the 100-Hz trains separated by 20 s or more) where
stimulus intensity is at a level necessary for approxi-
mately half-maximal stimulation (see Figure 6). A
variation is a strong induction protocol where LTP is
induced with three pairs of 100-Hz, 1-s stimuli,
where stimulus intensity is near that necessary for a
maximal EPSP. This latter protocol gives robust
LTP that lasts for essentially as long as one can
keep the hippocampal slice alive. A final major varia-
tion is high-frequency stimulation patterned after the
endogenous hippocampal theta rhythm; this will be
described in more detail in a later section of
this chapter.

11.2.3 Short-Term Plasticity: PTP and
PPF

Two types of short-term plasticity are exhibited at
hippocampal Schaffer collateral synapses and
elsewhere that are activity dependent, just as is
LTP. These are paired-pulse facilitation (PPF)
and posttetanic potentiation (PTP). PPF is a form
of short-term synaptic plasticity that is commonly

held to be due to residual calcium augmenting
neurotransmitter release presynaptically. When
two single-stimulus pulses are applied with inter-
pulse intervals ranging from 20 to 300ms, the
second EPSP produced is larger than the first (see
Figure 7). This effect is referred to as PPF. The
role of this type of synaptic plasticity in the behav-
ing animal is unknown at this time; however, it
clearly is a robust form of temporal integration of
synaptic transmission and could be used in infor-
mation processing behaviorally. The second form of
short-term plasticity, PTP, is a large enhancement
of synaptic efficacy observed after brief periods of
high-frequency synaptic activity. For example, in
experiments where LTP is induced with one
or two 1-s, 100-Hz tetani, a large and transient
increase in synaptic efficacy is produced
immediately after high-frequency tetanus (see
Figure 7). This is PTP. The mechanisms for PTP
are unknown, but both PTP and PPF are N-
methyl-D-aspartate (NMDA) receptor-independent
phenomena.

11.3 NMDA Receptor Dependence of
LTP

In 1983, Graham Collingridge made the break-
through discovery that induction of these tetanus-
induced forms of LTP is blocked by a blockade of a
specific subtype of glutamate receptor, the NMDA
receptor (Collingridge et al., 1983). Collingridge’s
fascinating discovery was that the glutamate analog
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aminophosphonovaleric acid (APV), an agent that selec-
tively blocks theNMDA subtype of glutamate receptor,
could block LTP induction while leaving baseline
synaptic transmission entirely intact (Figure 8).

This was the first experiment to give a specific
molecular insight into the mechanisms of LTP
induction. The properties of the NMDA receptor
that allow it to function in this unique role of trigger-
ing LTP are important. For our purposes right now,
pharmacologic blockers of NMDA receptor function
have allowed the definition of different types of LTP
that can be selectively induced with various physio-
logic stimulation protocols. For example, subsequent
work has shown that an NMDA receptor-indepen-
dent type of LTP can be induced in area CA1 and
elsewhere in the hippocampus (mossy fibers to be
precise), as well as in other parts of the CNS. We
will return to a brief description of these types of
LTP at the end of this chapter, but for now, we will
continue to focus on NMDA receptor-dependent
types of LTP.

Early studies of LTP used mostly high-fre-
quency (100-Hz) stimulation in repeated 1-s-long
trains as the LTP-inducing stimulation protocol.
Although these protocols are still widely used to
good effect, it is clear that such prolonged periods
of high-frequency firing do not occur physiologi-
cally in the behaving animal. However, LTP can
also be induced by stimulation protocols that are

much more like naturally occurring neuronal firing
patterns in the hippocampus. To date the forms of
LTP induced by these types of stimulation have all
been found to be NMDA receptor dependent in
area CA1. Two popular variations of these proto-
cols are based on the natural occurrence of an
increased rate of hippocampal pyramidal neuron
firing while a rat or mouse is exploring and learn-
ing about a new environment. Under these
circumstances hippocampal pyramidal neurons fire
bursts of action potentials at about 5 bursts/s (i.e.,
5Hz). This is the hippocampal ‘theta’ rhythm that
has been described in the literature. One variation
of LTP-inducing stimulation that mimics this pat-
tern of firing is referred to as theta-frequency
stimulation (TFS), which consists of 30 s of single
stimuli delivered at 5Hz. Another variation, theta-
burst stimulation (TBS) consists of three trains of
stimuli delivered at 20-s intervals, each train com-
posed of ten stimulus bursts delivered at 5Hz, with
each burst consisting of four pulses at 100Hz (see
Figure 9). It is worth noting that these patterns of
stimulation, which are based on naturally occurring
firing patterns in vivo, lead to LTP in hippocampal
slice preparations as well.

11.3.1 Pairing LTP

Of course, much more sophisticated electrophysiolo-
gic techniques than extracellular recording can be
used to monitor synaptic function. Intracellular
recording and patch clamp techniques that measure
electrophysiologic responses in single neurons have
also been used widely in studies of LTP. These types
of recording techniques perturb the cell that is being
recorded from and lead to ‘run-down’ of the postsy-
naptic response in the cell impaled by the electrode.
This limits the duration of the LTP experiment to
however long the cell stays alive – somewhere in the
range of 60 to 90min for an accomplished physiolo-
gist. Regardless, in these recording configurations
one can induce synaptic potentiation using tetanic
stimulation or theta-pattern stimulation and measure
LTP as an increase in postsynaptic currents through
glutamate-gated ion channels or as an increase in
postsynaptic depolarization when monitoring the
membrane potential.

Control of the postsynaptic neuron’s membrane
potential with cellular recording techniques also
allows for some sophisticated variations of the LTP
induction paradigm. In one particularly important
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series of experiments, it was discovered that LTP can

be induced by pairing repeated single presynaptic
stimuli with postsynaptic membrane depolarization,

so-called pairing LTP (Wigstrom and Gustafsson,
1986) (Figure 10).

The basis for pairing LTP comes from one of the
fundamental properties of the NMDA receptor
(Figure 11). The NMDA receptor is both a gluta-

mate-gated channel and a voltage-dependent one.
The simultaneous presence of glutamate and a depo-

larized membrane is necessary and sufficient (when
the coagonist glycine is present) to gate the channel.
Pairing synaptic stimulation with membrane depo-

larization provided via the recording electrode (plus
the low levels of glycine always normally present)

opens the NMDA receptor channel and leads to the
induction of LTP.

How does the NMDA receptor trigger LTP? The
NMDA receptor is a calcium channel, and its gating
leads to elevated intracellular calcium in the

postsynaptic neuron. This calcium influx triggers
LTP, and indeed other chapters in this volume deal
with the various processes this calcium influx trig-
gers. It is important to remember that it is not
necessarily the case that every calcium molecule
involved in LTP induction actually comes through
the NMDA receptor. Calcium influx through mem-
brane calcium channels and calcium released from
intracellular stores may also be involved.

The gating of the NMDA receptor/channel
involves a voltage-dependent Mg++ block of the
channel pore. Depolarization of the membrane in
which the NMDA receptor resides is necessary to
drive the divalent Mg++ cation out of the pore, which
then allows calcium ions to flow through. Thus, the
simultaneous occurrence of both glutamate in the
synapse and a depolarized postsynaptic membrane
are necessary to open the channel and allow LTP-
triggering calcium into the postsynaptic cell.

These properties, glutamate dependence and vol-
tage dependence, of the NMDA receptor allow it to
function as a coincidence detector. This is a critical
aspect of NMDA receptor regulation, and this allows
for a unique contribution of the NMDA receptor to
information processing at the molecular level. Using
the NMDA receptor, the neuron can trigger a unique
event, calcium influx, specifically when a particular
synapse is both active presynaptically (glutamate is
present in the synapse) and postsynaptically (when
the membrane is depolarized).

This confers a computational property of associa-
tivity on the synapse. This attribute is nicely
illustrated by ‘pairing’ LTP, as described earlier,
where low-frequency synaptic activity paired with
postsynaptic depolarization can lead to LTP. The
associative property of the NMDA receptor allows
for many other types of sophisticated information
processing as well, however. For example, activation
of a weak input to a neuron can induce potentiation,
provided a strong input to the same neuron is acti-
vated at the same time (Barrionuevo and Brown,
1983). These particular features of LTP induction
have stimulated a great deal of interest, as they are
reminiscent of classical conditioning, with depolari-
zation and synaptic input roughly corresponding to
unconditioned and conditioned stimuli, respectively.

The associative nature of NMDA receptor activa-
tion allows for synapse specificity of LTP induction
as well, which has been shown to occur experimen-
tally. If one pairs postsynaptic depolarization with
activity at one set of synaptic inputs to a cell, while
leaving a second input silent or active only during
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Figure 9 LTP triggered by theta-burst stimulation (TBS) in

the mouse hippocampus. (a) Schematic depicting TBS. This

LTP induction paradigm consists of three trains of 10 high-
frequency bursts delivered at 5Hz. (b) LTP induced with
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periods at which the postsynaptic membrane is near
the resting potential, then selective potentiation of
the paired input pathway occurs.

Similarly, in field stimulation experiments LTP
is restricted to tetanized pathways – even inputs
convergent on the same dendritic region of the post-
synaptic neuron are not potentiated if they receive
only baseline synaptic transmission in the absence of

synaptic activity sufficient to adequately depolarize
the postsynaptic neuron (Anderson et al., 1977). This
last point illustrates the basis for LTP cooperativity.
LTP induction in extracellular stimulation experi-
ments requires cooperative interaction of afferent
fibers, which in essence means there is an intensity
threshold for triggering LTP induction. Sufficient
total synaptic activation by the input fibers must be

0
0

25

0

25

A
m

pl
itu

de
 o

f E
P

S
C

 (
pA

)

50

75

(a)

(b)

(c)

20 40
Time (min)

60

10 ms

–20N
or

m
al

iz
ed

 E
P

S
P

 a
m

pl
.

U
np

ai
re

d
w

/ T
T

X

w
/o

 T
T

X
P

ai
re

d

1

2

3

N
or

m
al

iz
ed

 E
P

S
P

 a
m

pl
.

1

2

3

–10 0
Time (min)

10 20

(n = 13)

(n = 11)

30

–20 –10 0
Time (min)

10 20 30

10 ms

20
 m

V

Paired

Unpaired

30 pA

80

Figure 10 Pairing LTP. (Left panel) LTP of synaptic transmission induced by pairing postsynaptic depolarization with

synaptic activity. The upper panels illustrate postsynaptic currents (EPSCs) recorded directly from the postsynaptic neuron

using voltage-clamp techniques. The data shown are a pairing LTP experiment (upper) and control, nonpaired pathway
(lower). In the pairing LTP experiment, hippocampal CA1 pyramidal neurons were depolarized from�70mV to 0mV while the

paired pathway was stimulated at 2Hz 40 times. Control received no stimulation during depolarization. From Malinow R and

Tsien RW (1990) Presynaptic enhancement shown by whole-cell recordings of long-term potentiation in hippocampal slices.

Nature 346: 177–180. (Right panels) Pairing small EPSPswith back-propagating dendritic action potentials induces LTP. Inset
(a): Subthreshold EPSPs paired with back-propagating action potentials increase dendritic action potential amplitude.

Voltage-clamp recording at approximately 240mm from soma, that is, in the dendritic tree of the neuron (see Figure 12).
Action potentials were evoked by 2-ms current injections through a somatic whole-cell electrode at 20-ms intervals. Alone,
action potential amplitude was small (unpaired). Paired with EPSPs (5 stimuli at 100Hz), the action potential amplitude

increased greatly (paired). Inset (b): Grouped data showing normalized EPSP amplitude after unpaired and paired stimulation.

The pairing protocol shown in (a) was repeated 5 times at 5Hz at 15-s intervals for a total of 2 times. Inset (c): A similar pairing

protocol was given with and without applying the sodium channel blocker tetrodotoxin (TTX, to block action potential
propagation) to the proximal apical dendrites to prevent back-propagating action potentials from reaching the synaptic input

sites. LTP was induced only when action potentials fully back-propagated into the dendrites. Reproduced with permission

from Magee JC and Johnston D (1997) A synaptically controlled, associative signal for Hebbian plasticity in hippocampal

neurons. Science 275: 209–213.
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achieved such that the postsynaptic membrane is
adequately depolarized to allow opening of the
NMDA receptor (McNaughton et al., 1978).

11.3.2 Dendritic Action Potentials

In the context of the functioning hippocampal
neuron in vivo, the associative nature of NMDA
receptor activation means that a given neuron must
reach a critical level of depolarization for LTP to
occur at any of its synapses. Specifically, in the
physiologic context the hippocampal pyramidal
neuron generally must reach the threshold for fir-
ing an action potential, although there are some
interesting alternatives to this that we will discuss
later in this chapter. Although action potentials are,
of course, triggered in the active zone of the cell
body, hippocampal pyramidal neurons along
with many other types of CNS neurons can
actively propagate action potentials into the den-
dritic regions: the so-called back-propagating
action potential (Magee and Johnston, 1997)

(see Figure 12). These dendritic action potentials
are just like action potentials propagated down
axons in that they are carried predominantly by
voltage-dependent ion channels such as sodium
channels. The penetration of the back-propagating
action potential into the dendritic region provides a
wave of membrane depolarization that allows for the
opening of the voltage-dependent NMDA receptor/
ion channels. Active propagation of the action poten-
tial is necessary because the biophysical properties
of the dendritic membrane dampen the passive pro-
pagation of membrane depolarization, thus an active
process such as action potential propagation is
required. As a generalization, in many instances in
the intact cell, back-propagating action potentials
are what allow sufficient depolarization to reach
hippocampal pyramidal neuron synapses to open
NMDA receptors. In an ironic twist, this has
brought us back to a more literal reading of
Hebb’s postulate, where, as we discussed at the
beginning of this chapter, Hebb actually specified
firing of the postsynaptic neuron as being necessary
for the strengthening of its connections.

In fact, the timing of the arrival of a dendritic
action potential with synaptic glutamate input
appears to play an important part in precise, tim-
ing-dependent triggering of synaptic plasticity in
the hippocampus (Magee and Johnston, 1997) (See
Figures 10 and 13). It has been observed that a
critical timing window is involved vis-à-vis back-
propagating action potentials: glutamate arrival in
the synaptic cleft must slightly precede the back-
propagating action potential for the NMDA receptor
to be effectively opened. This timing dependence
arises in part due to the time required for glutamate
to bind to and open the NMDA receptor. The dura-
tion of an action potential is, of course, quite short, so
in essence the glutamate must be there first and
already be bound to the receptor for full activation
to occur. (Additional factors are also involved; See Bi
and Poo, 1998; Kamondi et al., 1998; Linden, 1999;
and Johnston et al., 2000 for a discussion.)

This order-of-paring specificity allows for a pre-
cision of information processing – not only must the
membrane be depolarized but also as a practical
matter, the cell must fire an action potential.
Moreover, the timing of the back-propagating action
potential arriving at a synapse must be appropriate. It
is easy to imagine how the nervous system could
capitalize on these properties to allow for forming
precise timing-dependent associations between two
events.

Synaptic
glutamate alone

Glutamate plus
membrane

depolarization

Cytoplasm

Cytoplasm

Synaptic cleft

Ca++

Ca++
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Mg++
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Gly

Gly
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Glu
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Figure 11 Coincidence detection by the NMDA receptor.
The simultaneous presence of glutamate and membrane

depolarization is necessary for relieving Mg++ blockade and

allowing calcium influx. Figure by J. David Sweatt and

Sarah E. Brown.
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One twist to the order-of-pairing specificity is that
if the order is reversed and the action potential

arrives before the EPSP, then synaptic depression is

produced. The mechanisms for this attribute are

under investigation at present. One hypothesis is

that the backward pairing by various potential

mechanisms leads to a lower level of calcium influx,

which produces synaptic depression (See following

discussion and Chapter 12).
Overall it is important to note that the dendritic

membrane in which the NMDA receptors reside

is not passive, but contains voltage-dependent

ion channels. Thus controlling the postsynaptic

membrane biophysical properties can be a critical
determinant for regulating the triggering of synaptic
change.

11.4 NMDA Receptor-Independent
LTP

Although the vast majority of studies of LTP and its
molecular mechanisms have investigated NMDA
receptor-dependent processes, as mentioned earlier
there also are several types of NMDA receptor-
independent LTP. The next section will briefly

340 μ m
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20 mV 20 pA

10 ms 50 ms

AP

(a) (b)

IK(A)

Figure 12 Back-propagating action potentials in dendrites of CA1 pyramidal neurons. (a) Indicates the recording setup,

with a bipolar stimulating electrode used to trigger action potentials at the cell body region (lower left), a recording electrode in

the cell soma to monitor firing of an action potential, and a recording electrode in the dendrites (upper right) to monitor
propagation of the action potential into the distal dendritic region. (b) Traces in (b) indicate the data recorded from the soma

(lower) and dendritic (upper) electrodes. The left-hand traces from (b) (labeled AP) indicate the membrane depolarization

achieved at the soma and dendrite when an action potential is triggered and propagates into the dendritic region. Note that

the dendritic action potential is of lower magnitude and broader due to the effects of dendritic membrane biophysical
properties as the action potential propagates down the dendrite. The right half of (b) shows current flow through ‘A-type’

voltage-dependent potassium currents observed in the soma and dendrites. The density of A-type potassium currents

increases dramatically as one progresses outward from the soma into the dendritic regions, as illustrated by the much larger

potassium current observed in the distal dendritic electrode. These voltage-dependent potassium channels are key
regulators of the likelihood of back-propagating action potentials reaching various parts of the dendritic tree. Data and figure

reproduced from Yuan LL, Adams JP, Swank M, Sweatt JD, and Johnston D (2002) Protein kinase modulation of dendritic K+

channels in hippocampus involves a mitogen-activated protein kinase pathway. J. Neurosci. 22: 4860–4868, with permission.
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describe a few different types of NMDA receptor-
independent LTP as background material and to
highlight them as important areas of investigation.

11.4.1 200-Hz LTP

NMDA receptor-independent LTP can be induced at
the Schaffer collateral synapses in area CA1, the same
synapses discussed thus far. This allows for somewhat
of a comparison and contrast of two different types of
LTP at the same synapse. A protocol that elicits
NMDA receptor-independent LTP in area CA1 is
the use of four 0.5-s, 200-Hz stimuli separated by 5 s
(Grover and Teyler, 1990). LTP induced with this
stimulation protocol is insensitive to NMDA recep-
tor-selective antagonists such as APV (see Figure 14).
It is interesting that simply doubling the rate of tetanic
stimulation from 100Hz to 200Hz appears to shift
activity-dependent mechanisms for synaptic potentia-
tion into NMDA receptor independence. At the
simplest level of thinking, this indicates that there is
some unique type of temporal integration going on at

the higher frequency stimulation that allows for super-
seding the necessity for NMDA receptor activation.
What might the 200-Hz stimulation be uniquely sti-
mulating? One appealing hypothesis arises from the
observation that 200-Hz LTP is blocked by blockers of
voltage-sensitive calcium channels. Thus, the current
working model is that 200-Hz stimulation elicits suffi-
ciently large and sufficiently prolonged membrane
depolarization, resulting in the opening of voltage-
dependent calcium channels, to trigger elevation of
postsynaptic calcium sufficient to trigger LTP synap-
tic potentiation. One observation consistent with this
hypothesis is that injection of postsynaptic calcium
chelators blocks 200-Hz stimulation-induced LTP.

11.4.2 TEA LTP

NMDA receptor-independent LTP in area CA1 can
also be induced using tetraethylammonium (TEA+) ion
application, a form of LTP that is referred to as LTPk
(Aniksztejn and Ben-Ari, 1991; Powell et al., 1994).
TEA+ is a nonspecific potassium channel blocker, the
application of which greatly increases membrane excit-
ability. Like 200-Hz LTP, LTPk is insensitive to
NMDA receptor antagonists and is blocked by a block-
ade of voltage-sensitive calcium channels. Moreover,
LTPk is also blocked by postsynaptic calcium chelator
injection as well. The induction of LTPk is dependent
on synaptic activity, as AMPA receptor antagonists
block its induction. Similar to 200-Hz LTP, the current
model for TEA LTP is that synaptic depolarization via
alpha-amino-3-hydroxy-5-methyl-4 isoxazole propi-
onic acid (AMPA) receptor activation, augmented by
the hyperexcitable membrane due to K+ channel
blockade, leads to a relatively large and prolonged
membrane depolarization. This leads to the triggering
of LTP through postsynaptic calcium influx.

11.4.3 Mossy Fiber LTP in Area CA3

The predominant model system for studying NMDA
receptor-independent LTP is not the Schaffer collat-
eral synapses, but rather the mossy fiber inputs into
area CA3 pyramidal neurons. Considerable excitement
accompanied the discovery of NMDA receptor-inde-
pendent LTP at these synapses by Harris and Cotman
(1986). The mossy fiber synapses are unique, large
synapses with unusual presynaptic specializations, and
there has been much interest in comparing the attri-
butes and mechanisms of induction of mossy fiber LTP
(MF-LTP) with those of NMDA receptor-dependent
LTP in area CA1.
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the arrival of the synaptic EPSP immediately precedes or
follows the arrival of the back-propagating action potential
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adapted from Bi GQ and Poo MM (1998) Synaptic

modifications in cultured hippocampal neurons: Dependence

on spike timing, synaptic strength, and postsynaptic cell
type. J. Neurosci. 18: 10464–10472, with permission.
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However, subsequent progress in investigating
the mechanistic differences between these two
types of LTP has been relatively slow for several
reasons. First, the experiments are technically dif-
ficult physiologically – typically area CA3 is the
first part of the hippocampal slice preparation to
die in vitro. The local circuitry in area CA3 is
complex, with many recurrent excitatory connec-
tions between neurons there: synapses that also are
plastic and exhibit NMDA receptor-dependent
LTP. Most problematic has been that there
has been an ongoing controversy about the neces-
sity of postsynaptic events, especially elevations
of postsynaptic calcium, for the induction of

MF-LTP. There are basically two schools of
thought on MF-LTP. One line of thinking is
that MF-LTP is entirely presynaptic in its induc-
tion and expression (Zalutsky and Nicoll, 1990). A
second line of thinking is that MF-LTP has a
requirement for postsynaptic signal transduction
events for its induction (see, e.g., Kapur et al.,
1998; Yeckel et al., 1999). Based on the available
literature, it is difficult to come up with a definitive
answer to the locus and mechanisms of induction of
MF-LTP. For the purposes of this chapter, which
focuses on NMDA receptor-dependent forms of
LTP, I will simply note that this has been an area
of controversy.
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Figure 14 Examples of NMDA receptor-independent LTP. (a) 200-Hz stimulation in area CA1 elicits LTP even in the

presence of the NMDA receptor antagonist APV. pEPSP, population EPSP. Data courtesy of Ed Weeber. (b) LTP at mossy
fiber inputs into area CA3 is also NMDA receptor independent – the potentiation shown occurred in the presence of blockers

of the NMDA receptor. Data courtesy of Rick Gray. From Kapur A, Yeckel MF, Gray R, and Johnston D (1998) L-Type calcium

channels are required for one form of hippocampal mossy fiber LTP. J. Neurophysiol. 79: 2181–2190; used with permission.

(c) Application of the K channel blocker tetra-ethyl ammonium (TEA) also elicits NMDA receptor-independent LTP in area
CA1. Data courtesy of Craig Powell (Ph.D. thesis, Baylor College of Medicine, p. 50).
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11.5 A Role for Calcium Influx in
NMDA Receptor-Dependent LTP

In contrast to the story with MF-LTP, NMDA

receptor-dependent LTP at Schaffer collateral

synapses has achieved a broad consensus of a neces-

sity for elevations of postsynaptic calcium for

triggering LTP (Lynch et al., 1983). In fact, this is

one of the few areas of LTP research in which there

is almost universal agreement.
The case for a role for elevated postsynaptic

calcium in triggering LTP is quite clear-cut and

solid. It is well established and has been reviewed

adequately a sufficient number of times ( Johnston

et al., 1992; Nicoll and Malenka, 1995; Chittajallu

et al., 1998), so this material will only be presented

in overview here. A principal line of evidence is

that injection of calcium chelators postsynaptically

blocks the induction of LTP. Also, inhibitors of a

variety of calcium-activated enzymes also block

LTP induction, including when they are specifi-

cally introduced into the postsynaptic neuron.

Fluorescent imaging experiments using calcium-sen-

sitive indicators have clearly demonstrated that

postsynaptic calcium is elevated with LTP-indu-

cing stimulation. Finally, elevating postsynaptic

calcium is sufficient to cause synaptic potentiation

(although there has been some controversy on this

point). Thus the hypothesis of a role for postsy-

naptic calcium elevation in triggering LTP has

met the three classic criteria (block, measure,

mimic) necessary for ‘proving’ a hypothesis

(Sweatt, 2003), and this idea is on a solid experi-

mental footing.

11.6 Presynaptic versus
Postsynaptic Mechanisms

One of the most intensely studied and least satisfac-

torily resolved aspects of LTP concerns the locus of

LTP maintenance and expression. One component of

LTP is an increase in the EPSP, which could arise

from increasing glutamate concentrations in the

synapse or by increasing the responsiveness to gluta-

mate by the postsynaptic cell (Figure 15). The ‘pre’

versus ‘post’ debate is whether the relevant changes

reside presynaptically, manifest as an increase in

neurotransmitter release or similar phenomenon, or

whether they reside postsynaptically as a change in

glutamate receptor responsiveness. Over the last 15

years or so there have been numerous experiments

performed to try to address this question, and as of

yet there is no clear consensus answer. Popularity of

the ‘pre’ hypothesis versus the ‘post’ hypothesis has

waxed and waned, and this oscillation may continue

for some time yet. The next few paragraphs will

summarize a few representative findings to provide

background on these issues. Reading the recent

papers by Choi et al. (2000), Bolshakov et al. (1997),

and Nicoll and Malenka (1999) will provide a feel for

the nature of the ongoing debate.
In some of the earliest studies to begin to get at LTP

mechanistically, it became clear that infusing com-

pounds into the postsynaptic cell led to a block of

LTP. A few of these studies involving calcium chela-

tors were described in the last section. If compounds

that are limited in their distribution to the postsynaptic

compartment block LTP, the most parsimonious

hypothesis is that LTP resides postsynaptically.
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Neurotransmitter amount in vesicles Number of AMPA receptors
Number of vesicles released Insertion of AMPA receptors

lon flow through AMPA channels
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Additional possibilities include changes in number of total synaptic
connections between two cells
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Figure 15 Potential sites of synaptic modification in LTP. Figure by J. David Sweatt and Sarah E. Brown.
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However, shortly thereafter, evidence began to
accumulate suggesting that presynaptic changes
were involved in LTP expression as well. For
example, various types of ‘quantal’ analysis that had
been successfully applied at the neuromuscular junc-
tion to dissect presynaptic changes from postsynaptic
changes suggested that LTP is associated with
changes presynaptically. In a series of investigations,
several laboratories used whole-cell recordings of
synaptic transmission in hippocampal slices and
found an increase in the probability of release, a
strong indicator of presynaptic changes in classic
quantal analysis (Dolphin et al., 1982; Bekkers and
Stevens, 1990; Malinow and Tsien, 1990; Malinow,
1991; Malgaroli et al., 1995; Zakharenko et al., 2001).
These findings fit nicely with earlier studies from
Tim Bliss’s laboratory suggesting an increase in glu-
tamate release in LTP as well (Dolphin et al., 1982).
Given findings supporting postsynaptic locus on the
one hand and presynaptic locus on the other, why not
just hypothesize that there are changes both presy-
naptically and postsynaptically? The rub came in that
some of the quantal analysis results seemed to
exclude postsynaptic changes as occurring.

These findings in the early 1990s ushered in an
exciting phase of LTP research that was important
independent of the pre versus post debate per se. If
there are changes presynaptically but these changes
are triggered by events originating in the postsynaptic
cell, as the earlier inhibitor-perfusion experiments had
indicated, then the existence of a retrograde messenger is
implied. A retrograde messenger is a compound gen-
erated in the postsynaptic compartment that diffuses
back to and signals changes in the presynaptic com-
partment – the opposite (retrograde) direction from
normal synaptic transmission. Moreover, if the com-
pound is generated intracellularly in the postsynaptic
neuron then the compound must be able to traverse
the postsynaptic membrane somehow. The data
supporting presynaptic changes in LTP implied the
existence of such a signaling system, and this hypoth-
esis launched a number of interesting and important
experiments to determine what types of molecules
might serve such a role – some of these are highlighted
in Figure 16.

However, in the mid-1990s the pre/post pendu-
lum began to swing back in the opposite direction,
toward the postsynaptic side. Several groups found
evidence for postsynaptic changes that could account
for the apparently presynaptic changes identified by
quantal analysis studies. Specifically, evidence was
generated for what are termed silent synapses (see

Figure 17). These are synapses that contain NMDA

receptors but no AMPA receptors – they are capable

of synaptic plasticity mediated by NMDA receptor

activation but are physiologically silent in terms of

baseline synaptic transmission. Silent synapses are

rendered active by NMDA receptor-triggered activa-

tion of latent AMPA receptors postsynaptically. Such

uncovering of silent AMPA receptors could involve

membrane insertion or posttranslational activation of

already-inserted receptors. Activation of silent

synapses is a postsynaptic mechanism that could

explain the effects (decreased failure rate, for exam-

ple) in quantal analysis experiments that implied

presynaptic changes. Thus, there is now an argument

that all of LTP physiology and biochemistry could be

postsynaptic.
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Figure 16 Potential mechanisms for retrograde signaling.

Figure by J. David Sweatt and Sarah E. Brown.
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J. David Sweatt and Sarah E. Brown.
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This model for conversion of silent synapses into
active synapses by AMPA receptor insertion is an
entirely postsynaptic phenomenon. However, there
has been a variation of this idea proposed, which has
been referred to as a whispering synapse. A whispering
synapse has both AMPA and NMDA receptors in it,
but because of a number of hypothetical factors such as
glutamate affinity differences between NMDA and
AMPA receptors, kinetics of glutamate elevation in
the synapse, or spatial localization of the receptors,
the AMPA receptors are silent. A whispering synapse
is converted to being fully active by a presynaptic
mechanism. An increase in glutamate release presynap-
tically, resulting in an elevation of glutamate levels in
the synapse, then allows the effective activation of
preexisting AMPA receptors with baseline synaptic
transmission. By this mechanism, a synapse that was
previously silent with respect to baseline synaptic
transmission is rendered detectably active. However,
this alternative mechanism requires no change in the
postsynaptic compartment whatsoever.

Like the retrograde messenger hypothesis, the
silent synapses hypothesis has also led to a number
of important and interesting experiments that
warrant attention aside from the pre versus post
debate. Specifically, these experiments have focused
new attention on the importance of considering the
postsynaptic compartment in a cell-biological
context. Mechanisms of receptor insertion, traffick-
ing, and turnover that had been studied in
nonneuronal cells are now beginning to get the
attention they deserve in neurons as well. Like
retrograde signaling, experiments arising from
investigating mechanisms for activation of silent
synapses have led to important ‘spin-off’ studies
that are important independent of the precipitating
issue of pre versus post.

Given the variety of evidence described so far,
should one conclude that LTP resides presynaptically,
postsynaptically, or both? Although there is not yet an
unambiguous consensus in the pre versus post debate,
overall the available literature indicates that changes are
occurring in both the presynaptic and postsynaptic
compartments. Two different types of approaches are
briefly mentioned here, but these types of experiments
are described in much more detail in another chapter in
this volume (See Chapter 13). First, a number of experi-
ments using sophisticated imaging techniques have
found LTP to be associated with presynaptic changes
such as increased vesicle recycling and increased pre-
synaptic membrane turnover (see, for example,
Malgaroli et al., 1995; Zakharenko et al., 2001). Also,

direct biochemical measurements of the phosphoryla-
tion of proteins selectively localized to the presynaptic
compartment have shown LTP-associated changes.
Conceptually similar experiments looking at phosphor-
ylation of postsynaptic proteins have found the same
thing. Thus, imaging and biochemistry studies have
fairly clearly illustrated that sustained biochemical
changes are happening in both the presynaptic and
postsynaptic cell.

This conclusion and indeed all of the pre versus
post experiments have a very important caveat to
keep in mind. In trying to reach a consensus conclu-
sion, one is making a comparison across a wide
spectrum of different types of experiments and dif-
ferent preparations. For example, one is comparing
results with cultured cells versus hippocampal slices.
One is trying to compare results for different types of
LTP, LTP induced using pairing versus tetanic sti-
mulation protocols. One likely is looking at different
stages of LTP in comparing results from different
experimental time points. Finally, in these experi-
ments the various investigators are using material
from different developmental stages in the animal,
where the neurons under study are in different stages
of their differentiation pathway. These considera-
tions are a good reason to exercise caution in
interpreting the experiments at this point, and indeed
these issues may be contributing greatly to the appar-
ent incompatibility of the results obtained in different
labs.

11.7 LTP Can Include an Increased
Action Potential Firing Component

Another caveat to keep in mind is that the preceding
discussion deals only with mechanisms contributing
to increases in synaptic strength. The increased
EPSP is typically measured in field recording experi-
ments as an increase in the initial slope of the EPSP
(or EPSP magnitude), and as was discussed earlier, a
second component of LTP is referred to as EPSP-
spike (E-S) potentiation. As was already mentioned,
E-S potentiation was identified by Bliss and Lomo in
the first published report of LTP (1973) and is
defined as an increase in population spike amplitude
that cannot be attributed to an increase in synaptic
transmission (i.e., initial EPSP slope in field record-
ings). Thus, E-S potentiation is a term used to refer to
the postsynaptic cell having an increased probability
of firing an action potential at a constant strength of
synaptic input.
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E-S potentiation at Schaffer collateral synapses
can be observed using recordings in stratum pyrami-

dale, as is illustrated in Figure 18. In this example,

Eric Roberson generated I/O curves for the initial

slope of the EPSP and the population spike ampli-

tude, using various stimulus intensities, before and

after LTP induction. E-S potentiation is manifest as

an increase in population spike amplitude, even

when responses are normalized to EPSP slope.

Roberson’s research also found that the probability

of induction and magnitude of EPSP-spike (E-S)

potentiation in area CA1 is more variable than LTP

of synaptic transmission. A similar greater variability

in E-S potentiation was observed by Bliss and Lomo

in their original report as well.
What is themechanism for this long-term increase in

the likelihood of firing an action potential? One possi-

bility is that there are changes in the intrinsic excitability

of the postsynaptic neuron. Particularly appealing is the

idea that long-term downregulation of dendritic potas-

sium channel function could cause a persisting increase

in cellular excitability and action potential firing.

Although investigations of this hypothesis are still at

an early stage, some recent work has suggested that

E-S potentiation has a component due to intrinsic

changes in the postsynaptic neuron. This idea is dis-

cussed further in another chapter (See Chapter 14).
Progress in testing this hypothesis has been slow due

to the technically difficult nature of the experiments.

Most patch-clamp physiologic studies of LTP have

utilized recordings from the cell body, which are not

capable of detecting changes in channels localized to

the dendrites due to technical limitations. Thus, testing

the idea of changes in dendritic excitability as a

mechanism contributing to E-S potentiation requires

dendritic patch-clamp recording, which at present only

a few laboratories do routinely.
However, a more thoroughly investigated mechan-

ism for E-S potentiation is based on alterations in

feed-forward inhibitory connections onto pyramidal

neurons in area CA1 (see Figure 19). The next few

paragraphs present an overview of this area.

0

1

P
S

 a
m

pl
itu

de
 (

m
V

)

2
EPSP slope (mV/ms)

3

4

8(b)(a)

2.00 mV

4 ms

Figure 18 EPSP-spike (E-S) potentiation in area CA1. Extracellular recordings were made in the cell body layer of area CA1

(using stimulation of the Schaffer collateral inputs), and input-output (I/O) curves were performed using a range of 5 to 45mA
constant current stimulation. Initial slopes of the EPSP and population spike (PS) amplitude were then determined from the
tracings and the data plotted as PSamplitude versus EPSP slope. (a) Superimposed representative tracings for before and 75min

after tetanic stimulation, showing the increased PS amplitude after tetanic stimulation. (b) Plots are shown for pretetanus

(triangles) and 75min posttetanus (circles). In this experiment five 100-Hz tetani were delivered. E-S coupling was assayed in

hippocampal slices by taking a second set of I/O measurements after the induction of LTP. The baseline I/O curve and the
poststimulation I/O curve were then compared to assess whether a change in excitability has occurred over the course of the

experiment. Although in the illustration both EPSP slope and PS amplitude were measured from the same waveform, recording

from the cell body layer, the preferred approach is to record EPSPs in the dendritic region and simultaneously record spikes

independently from the cell body layer. This minimizes cross contamination of the PS changes in the EPSP measurements and
vice versa. Data and figure courtesy of Erik Roberson.
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A number of different types of neurons in the
hippocampus are called interneurons (or intrinsic neu-

rons) because their inputs and outputs are restricted to

local areas of the hippocampus itself. In other words,

they only communicate with other neurons nearby in

the hippocampus. Most of these neurons in area CA1

use the inhibitory neurotransmitter GABA, and their

actions are to inhibit firing of CA1 pyramidal neurons.

Different GABAergic interneurons make connections

in all the dendritic regions of CA1 pyramidal neurons

as well as the initial segment of the axon where the

action potential originates. A single GABAergic inter-

neuron may contact a thousand pyramidal neurons;

thus, the effects of altered interneuron function are not

generally limited to a single follower cell.
Interneurons in area CA1 receive glutamatergic

Schaffer collateral projections just as the pyramidal

neurons do – in fact, the inputs to the interneurons

are branches of the same axons impinging the pyra-

midal neurons. Glutamate release at these interneuron

synapses activates the interneurons and causes down-

stream release of GABA onto the pyramidal neurons.

This inhibitory action is of course slightly delayed at

the level of the single cell that receives input from the

same Schaffer collateral axon that is activating the

GABAergic interneuron, because there is an extra

synaptic connection involved.
How does this local circuit contribute to E-S poten-

tiation? Two different groups have shown that the

same stimulation that produces LTP at the Schaffer

collateral pyramidal neuron synapses simultaneously

produces a decreased efficacy of coupling (long-term

depression, LTD) of the Schaffer collateral inter-

neuron synapses (McMahon and Kauer, 1997; Lu

et al., 2000). Thus, although the excitatory input to

the pyramidal neuron is being enhanced, the feed-

forward inhibitory GABA input is diminished. This

causes a net increase in excitability and increased like-

lihood of firing an action potential, added on top of the

increased EPSP due to the normal LTP mechanisms.

This is, of course, the definition of E-S potentiation.
There are a couple of interesting properties for this

LTD at the Schaffer collateral interneuron synapse.

First, it is NMDA receptor dependent just like LTP.

This explains why one does not see E-S potentiation

independent of synaptic potentiation in experiments

where APV is infused onto the slice. Second, and

more interesting, the LTD is not specific to the acti-

vated synapse – other Schaffer collateral inputs onto

the same interneuron are also depressed (McMahon

and Kauer, 1997). Therefore, there is decreased feed-

forward inhibition across all the inputs (and outputs of

course) for the whole interneuron. The interneuron has

a diminished response to all its inputs and, therefore,

decreased feedforward inhibition to all its outputs.

Thus, the interneuron LTD appears to be serving to

modulate the behavior of an entire small local circuit of

neuronal connections. The precise role this interesting

attribute plays in hippocampal information processing

is unclear at present, but it is under study.
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Figure 19 The GABAergic interneuron model of ES potentiation. One potential mechanism for E-S potentiation is

diminution of inhibitory feed-forward inhibition through GABAergic interneurons in area CA1. Specific possible sites for this

effect include LTD of the Schaffer collateral inputs onto GABAergic neurons, or synaptic depression of the interneuron-CA1
pyramidal neuron synapse. Figure by J. David Sweatt and Sarah E. Brown.
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11.8 Temporal Integration Is a Key
Factor in LTP Induction

At one level, it is a statement of the obvious to say that

LTP induction depends on temporal integration. After

all, the characteristic that distinguishes LTP induction

protocols from baseline stimulation is that during an

LTP induction protocol, stimulation is delivered at a

higher rate. It obviously is the case that if the only

attribute that is different is that the synapse is seeing

activity at 100 pulses per second rather than once per

20 seconds, then unique timing-dependent processes

are triggering LTP, which is simply a restatement of

one definition of temporal integration. But what are

the unique events that are happening physiologically

with high-frequency stimulation? Stated briefly, the

answer to this question is that temporal integration is

occurring such that the cell is reaching a threshold of

depolarization to fire an action potential (Scharfman

and Sarvey, 1985; Johnston et al., 1999; Linden, 1999).

This action potential firing then leads to membrane

depolarization to allow opening of NMDA receptors.

The following paragraphs will describe two different

ways in which this can happen.
The first mechanism can be illustrated by consid-

ering what happens during the 1-s period of 100-Hz

tetanus. Such closely spaced stimulation means

that postsynaptic depolarization from the first EPSP

carries over into the second stimulation, and so on,

and so on, 96 more times. Stated more precisely,

the postsynaptic membrane potential does not

recover to the original resting potential before an

additional depolarizing EPSP is triggered, and

temporal summation of postsynaptic depolarization

occurs. The summed depolarization eventually

reaches threshold for the cell to fire an action poten-

tial. This is one of the classic examples of neuronal

temporal integration, and of course, such a process is

not limited to hippocampal pyramidal neurons. One

unique aspect of this in hippocampal neurons, and

probably other cortical neurons as well, is that trig-

gering of the action potential is used to generate a

back-propagating action potential into the dendrites,

which is involved in depolarizing the NMDA recep-

tor and triggering synaptic plasticity.
A second example comes from considering LTP

induced by theta-pattern stimulation. With this type

of LTP induction protocol, delivered at the slower

5Hz (once/200ms) rate, temporal integration is simi-

larly involved but occurs via a different route. After

all, 200ms is long enough for the postsynaptic

membrane potential to completely recover before the
next wave of depolarization, so temporal integration of
the sort described earlier is inadequate as an explana-
tion. Joel Selcher investigated this question by
examining the physiologic events occurring during
the period of TFS. For illustrative purposes, his results
with TFS stimulation will be discussed, although he
and others observed similar effects with TBS as well.

These experiments used TFS consisting of 30 s of
5-Hz stimulation. This stimulation paradigm evokes
stable LTP as described earlier and illustrated in
Figure 20. Population spikes were assessed during
the TFS period, utilizing a dual-recording electrode
technique. The stimulating electrode remained in hip-
pocampal area CA3 and activated Schaffer collateral
fibers innervating area CA1. One recording electrode
was positioned in stratum radiatum of area CA1 to
record synaptic responses, field EPSPs
(Figure 20(b)). Another electrode was placed in stra-
tum pyramidale, the cell body layer, to record action
potential firing in response to the same input. For each
single stimulus, the initial slope of the EPSP recorded
in stratum radiatum and the amplitude of the popula-
tion spike recorded in stratum pyramidale were
measured throughout the period of 5-Hz stimulation.

TFS resulted in a short-lived increase in action
potential firing during the 30 seconds of 5-Hz stimula-
tion (see Figures 20(c) and 20(d)). For roughly the
first 20 s of the stimulation, the amplitude of the
population spike increased dramatically. Meanwhile,
over this same time period, the EPSP slope recorded
in stratum radiatum gradually declined. Therefore,
the ratio of the population spike amplitude to the
EPSP slope increased over time, indicating an
increased likelihood of action potential firing over
the short time course of the TFS (Figure 20(d)).
Once again, for TFS as for 100-Hz tetanic stimulation,
some temporal integration process is taking place to
cause action potential firing during the period of
LTP-inducing stimulation.

The mechanism for this temporal integration is
not clear at present: clearly temporal summation of
the sort operating in 100-Hz stimulation is not suffi-
cient to explain it. However, a variety of previous
studies have suggested that for LTP induced by
TFS, there is an important role for attenuation of
feed-forward GABAergic inhibition onto pyramidal
neurons (Davies et al., 1991; Mott and Lewis, 1991;
Chapman et al., 1998) (Figure 21). One current
hypothesis is that short-term synaptic depression
in the GABAergic local circuit during TFS, due
to stimulation of presynaptic GABA-B
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autoreceptors, leads to a loss of GABA-mediated
inhibition, increased excitability, and increased firing
of action potentials during the period of TFS.

11.9 LTP Can Be Divided into
Phases

Contemporary models divide very long-lasting LTP
(i.e., LTP lasting in the range of 5 to 6 h) into at least
three phases. LTP comprising all three phases can be
induced with repeated trains of high-frequency
stimulation in area CA1 (see Figure 22), and the
phases are expressed sequentially over time to

constitute what we call ‘LTP.’ Late LTP (L-LTP) is
hypothesized to be dependent for its induction on
changes in gene expression, and this phase of LTP

lasts many hours (see also Winder et al., 1998). Early
LTP (E-LTP) is likely subserved by persistently acti-
vated protein kinases and starts at around 30 min or

less posttetanus and is over in about 2–3 h. The first
stage of LTP, generally referred to as short-term

potentiation (STP), is independent of protein kinase
activity for its induction and lasts about 30 min. I
prefer to refer to the first stage of LTP as initial

LTP to emphasize that it is a persistent form of
NMDA receptor-dependent synaptic plasticity that
is induced by LTP-inducing tetanic stimulation and
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Figure 20 Increased action potential firing over the course of theta-frequency stimulation (TFS). (a) The TFS protocol and
TFS-induced LTP in mouse hippocampal slices. (b) Electrode placement configuration for recording EPSP and population

spikes simultaneously during TFS. (c) Representative traces in response to TFS from a hippocampal slice. Note the difference

in the population spike between the first and 18th stimulation of the stimulation paradigm. (d) Quantitation of increased spike

amplitude during TFS. Population spike counts recorded in stratum pyramidale of hippocampal area CA1 during theta-burst
stimulation is plotted versus burst number during TFS. Slices showed a progressive increase in spike generation during the

first two-thirds of TFS. Data and figures courtesy of Joel Selcher.
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is a prelude to E-LTP and L-LTP (Roberson et al.,
1996). The mechanisms for initial LTP (aka STP) are
essentially a complete mystery at present.

Readers may note some degree of ambiguity in the
times specified for each phase of LTP. This is in part
because the phases are very descriptive, and different
labs often use slightly different conditions for their
LTP experiments. For example, for technical reasons
most L-LTP experiments are performed at room tem-
perature, or 27–28�C, because it is much easier to
maintain a healthy slice for many hours at these lower
temperatures. Many E-LTP experiments, especially
those involving direct biochemical measurements, are
performed at 32–35�C. Comparing studies done at
different temperatures is complicated by the pro-
nounced temperature dependence of essentially all
chemical reactions. A doubling of reaction rate for a
change from room temperature to 32�C is fairly com-
mon for biochemical reactions. For these many reasons,
it is difficult to try to compare experiments done at one
temperature to experiments done at another. ‘Late’
LTP may start at 3 h at room temperature, start at
1.5 h at 32�C, and start at 45 min in vivo.

11.9.1 E-LTP and L-LTP – Types versus
Phases

E-LTP and L-LTP refer to different temporal phases
of LTP. These phases are subserved by different

GABAergic neuron

GABA-B
receptor

Schaffer collaterals

CA1 axon

GABA

Negative feedback onto presynaptic
GABA-B receptors causes decrease in

GABA release
+

–

–

Figure 21 GABA-B receptors in temporal integration with TBS. This figure presents one model for the increased excitability
that occurs during TBS, based on autoinhibition at GABAergic inputs onto CA1 pyramidal neurons during the period of

stimulation. Figure by J. David Sweatt and Sarah E. Brown.
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Figure 22 Immediate, early, and late LTP. The upper

panel is real data from a late-phase LTP experiment,
courtesy of Eric Roberson. The lower panel is a

cartoon adaptation of the same data approximating the

initial, early, and late stages of LTP. Adapted from

Roberson ED, English JD, and Sweatt JD (1996) A
biochemist’s view of long-term potentiation. Learn. Mem.

3: 1–24, with permission.
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maintenance mechanisms of different time courses and
durations. These two phases of LTP, E-LTP and L-
LTP, are not exclusive of each other. In fact, depend-
ing on the LTP induction protocol used, E-LTP can
be ongoing while L-LTP is developing, and one
supplants the other over time. This has certain theo-
retical implications that are discussed in more detail
in Roberson et al. (1996). These definitions are
important as we transition to molecular mechanisms
in another chapter of this volume (See Chapter 13).
These definitions contain an underlying assumption
about the biochemistry of LTP that is an organizing
principle for the rest of this volume, that is, that
different phases of LTP are subserved by distinct
molecular mechanisms.

However, the terms E-LTP and L-LTP have
been used in a slightly different fashion as well, in
particular as popularized by the Kandel laboratory
(See Winder et al., 1998). The Kandel laboratory and
others use a terminology that divides the NMDA
receptor-dependent form of LTP in area CA1 into
E-LTP and L-LTP as well. E-LTP and L-LTP in
this terminology refer to what one can characterize as
two subtypes of LTP – a transient form (typically
lasting 1–2 h) and a long-lasting form (lasting at least
5 h or more). The latter form of LTP is characterized
by its dependence on intact protein synthesis, and the
induction of this form of LTP requires delivery of
multiple tetanic stimuli. E-LTP in this alternative
nomenclature is induced by fewer tetanic stimuli
and is protein synthesis independent. In this usage,

E-LTP and L-LTP are defined as different types of
LTP, not as temporal phases of LTP. Thus, one must
keep in mind that two slightly different variations in
the use of the terms E-LTP and L-LTP exist in the
literature.

Before turning to a discussion of some implica-
tions of LTP having phases, a final set of three terms
must be introduced – three terms widely used in the
LTP literature. These terms arose from pharmacolo-
gical inhibitor studies of LTP, and these types of
studies will be reviewed in a moment. However,
first we will simply introduce the terms.

Induction refers to the transient events serving to
trigger the formation of LTP. Maintenance, or more
specifically a maintenance mechanism, refers to the
persisting biochemical signal that lasts in the cell.
This persisting biochemical signal acts on an effector,
for example, a glutamate receptor or the presynaptic
release machinery, resulting in the expression of LTP.

It is important to keep in mind that, depending
on the design of the experiment, induction, mainte-
nance, and expression could be differentially
inhibited (see Figure 23). The simplest type of
experiment does not do this – for example, imagine
if one applies an enzyme inhibitor (or knocks out a
gene) before, during, and after the period of
LTP-inducing high-frequency stimulation, this
manipulation may block LTP. However, this does
not distinguish whether the missing activity is
required for the induction, the expression, or the
maintenance of LTP. To distinguish among these

Time

Tetanus

EPSP

Period of drug treatment

Induction blocked
Maintenance blocked

Expression blocked

Figure 23 Induction, maintenance, and expression of LTP. This schematic illustrates the different experimental approaches

to dissecting effects on the biochemical mechanisms subserving LTP induction, maintenance, or expression. See text for

additional details.
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possibilities, imagine instead applying the inhibitor

selectively at different time points during the experi-

ment. If inhibitor is applied only during the tetanus

and then washed out and it blocks the generation of

LTP, one can conclude that the enzyme is necessary

for LTP induction. If the inhibitor is applied after the

tetanus and it reverses the potentiation, it may be

blocking either the maintenance or expression of

LTP, as was nicely illustrated in an early experiment

by Malinow et al. (1988), where they applied a pro-

tein kinase inhibitor after LTP induction. In this

experiment, transient application of a kinase inhibitor

after tetanus blocked synaptic potentiation, but the

potentiation recovered after removal of the inhibitor.

This is a blockade of LTP expression. However, if the

kinase inhibitor had caused the potentiation to be lost

irreversibly, the inhibitor would then by definition

have blocked the maintenance of LTP.
Finally, it is important to synthesize the concepts

of induction, maintenance, and expression with the

concept of phases. Simply stated, three phases of

LTP (initial-, E-, and L-LTP) times three distinct

underlying mechanisms for each phase (induction,

maintenance, and expression) give nine separate

categories into which any particular molecular

mechanism contributing to LTP may fit (see

Figure 24). Added to this is the complexity that

one phase could be largely presynaptic and another

largely postsynaptic. Interesting implications begin

to arise from thinking about LTP this way: How is

it that the different mechanisms for the different

phases interact with each other? Is the maintenance

mechanism for one phase the induction mechanism

for the next, or do the mechanisms for the phases

operate independently? If the maintenance and

expression mechanisms for the phases are indepen-

dent, how does the magnitude of LTP stay constant

as the shorter-lasting phase decays? How does the

mechanism for L-LTP know where to stop, so that

the magnitude of L-LTP is the same as the magni-

tude that E-LTP had attained? Roberson et al. (1996)

discusses some hypothetical answers to these ques-
tions. It also is important to keep in mind that in
many ways the same considerations apply to memory
itself. If memory is encoded as some complex set of
molecular changes, how is it that fidelity of memory
maintained as short-term memory fades into long-
term memory, for example? Although we will not
arrive at an answer to these many questions, it is
instructive to begin to formulate a hypothetical
framework for their discussion.

11.10 Spine Anatomy and
Biochemical Compartmentalization

So far we have discussed the synapse in largely abstract
terms related mostly to its function. However, the
synapse is also a physical entity, and the structural
attributes of this entity confer some interesting proper-
ties (reviewed in Chapter 13 of this volume). This brief
section will describe certain physical aspects of the
synapse that will be important to consider. In brief,
three points are highlighted in this section. First, most
synapses in the CNS and almost all excitatory
synapses in the hippocampus are at specialized struc-
tures called dendritic spines. Second, spines are small,
well-circumscribed biochemical compartments that
localize proteins and signal molecules to a specific
postsynaptic compartment. Third, spines are, of
course, contiguous with dendrites and thus continu-
ously sense the local dendritic membrane potential.

A picture of part of the dendritic region of an area
CA1 pyramidal neuron is shown in Figure 25. The
fuzzy appearance of the CA1 dendritic tree in this
picture is due to the abundance of small dendritic
spines protruding at right angles to the dendritic
shaft. Almost all (about 95%) of the Schaffer collat-
eral synapses we have been discussing in the abstract
are actually physically present at spines. Most spines
have a fairly simple, elongated, mushroomlike (i.e.,
chicken drumstick) shape, although there is clearly
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Induction

l-LTP maintenance

E-LTP maintenance

L-LTP maintenance

Expression

Expression

Expression

Figure 24 Mechanisms of induction, maintenance, and expression. This diagram highlights the importance of considering

that each different phase of LTPmay have separate and parallel induction, maintenance, and expressionmechanisms. Figure

by J. David Sweatt and Sarah E. Brown.
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great diversity of their morphology. For example, a
low percentage (about 2%) of CA1 pyramidal neuron
spines are bifurcated and actually have two synapses
on them. Spines have an actin-based cytoskeleton,
and most have both smooth endoplasmic reticulums

that can contribute to local calcium release and poly-
ribosomes, where local protein synthesis occurs. In
hippocampal pyramidal neurons, microtubules and
mitochondria are limited to the dendritic shaft.

A distinguishing feature of the area of synaptic
contact at the spine is the postsynaptic density, or

PSD. This is a highly compact biochemical structure
containing scaffolding proteins, receptors, and signal
transduction components. The calcium/calmodulin-
sensitive protein kinase CaMKII is particularly
enriched at the PSD, as is a structural protein called
PSD-95, a name that is based on its molecular weight.

The dendritic spine membrane surrounds the PSD
and the area immediately below it and thus circum-
scribes a discrete biochemical compartment. The spine
neck, however, is open to the dendritic shaft so there is
still considerable diffusion of soluble spine contents
(such as calcium and second messengers) into the
local dendritic region. Nevertheless, on short time
scales the spine compartment may serve to effectively
localize signaling molecules to a specific synapse.
Moreover, molecules tethered to the PSD by scaffold-
ing proteins and the like probably have fairly limited
diffusion because the spine compartment will make
them tend to rebind at the same PSD as they unbind
and rebind. Thus, this spine morphology is likely to be

an important component for achieving synaptic speci-
ficity in LTP and other forms of synaptic plasticity.

The compartmentalization of molecules by the den-
dritic spine is not generally paralleled by an electrical
compartmentalization. At one point, a popular line of
thinking was that the shape and properties of the spine
neck might regulate the capacity of electrical signals to
get to and from the spine head compartment. This idea
is no longer considered tenable, and as a first approx-
imation, we can assume that the spine membrane
potential reflects the local dendritic shaft membrane
potential. However, it is likely that electrical compart-
mentalization does occur in dendrites, but this is at the
level of the various dendritic branches as well as a
component contributed by their overall distance from
the soma ( Johnston andWu, 1995). This introduces the
fascinating possibility that local generation and
restricted propagation of action potentials within a
specific dendritic subregionmight be used as a mechan-
ism for generating dendritic branch-specific plasticity.

11.11 LTP Outside the Hippocampus

The abundance of literature dedicated to studying
LTP in the hippocampus might lead a newcomer to
the field to suppose that LTP is somehow restricted
to these synapses. However, plasticity of synaptic
function, including phenomena such as LTP and
LTD, is the rule rather than the exception for most
forebrain synapses. LTP outside the hippocampus
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Figure 25 Dendrites with spines in a hippocampal pyramidal neuron. This figure illustrates the presence and shapes of

dendritic spines on pyramidal neurons in the hippocampus. The spines are the small mushroom-shaped lateral projections

containing synaptic contacts. (a) Courtesy of Liqun Lou, StanfordUniversity. (b) Courtesy of E. Korkotian, TheWeizmann Institute.

234 Long-Term Potentiation: A Candidate Cellular Mechanism for Information Storage in the CNS



has been mostly studied in the cerebral cortex and
the amygdala. The likely functional roles for LTP at
these other sites are quite diverse, but two specific
examples are worth highlighting. LTP-like processes
in the cerebral cortex play a role in activity-depen-
dent development of the visual system and other
sensory systems. LTP in the amygdala has received
prominent attention as a mechanism contributing to
cued fear conditioning. The role of LTP in amyg-
dala-dependent fear conditioning, in fact, is the area
for which the strongest case can be made for a direct
demonstration of a behavioral role for LTP. This will
be discussed in more detail elsewhere (See Chapter
21). It is important to keep in mind through the rest of
this volume that cortical LTP and amygdalar LTP
probably exhibit some mechanistic differences from
the NMDA receptor-dependent LTP that we will
be focusing on. However, the molecular similarities
are likely to greatly outweigh the differences (Schafe
et al., 2000).

11.12 Modulation of LTP Induction

In one sense, the hippocampal slice is a denervated
preparation. In the intact animal, the hippocampus
receives numerous input fibers that provide modula-
tory inputs of the neurotransmitters DA, NE, 5HT, and
ACh. Functionally these inputs are largely lost as a
necessity of physically preparing the hippocampal
slice for the experiment. However, these lost modula-
tory inputs can be partially reconstituted by directly
applying the neurotransmitters (or more commonly
pharmacologic substitutes) to the slice preparation
in vitro. This approach has been used quite successfully
to gain insights into the physiologic mechanisms and
functional roles of these inputs in the intact brain.

NE, DA, and ACh-mimicking compounds can all
modulate the induction of LTP at Schaffer collateral
synapses. Specifically, agents acting at various sub-
types of receptors for these compounds can increase
the likelihood of LTP induction and the magnitude of
LTP that is induced. Several examples of this type of
modulation experiment are shown in Figure 26. In
one example (panel A), 5-Hz stimulation of Schaffer
collateral synapses, for 3min, gives essentially no
potentiation. Coapplication of isoproterenol, a beta-
adrenergic receptor agonist that mimics endogenous
NE, converts a nonpotentiating signal into a potentiat-
ing one (Thomas et al., 1996). Under other conditions
beta-adrenergic agonists can augment the magnitude of
LTP induced as well, if different physiologic

stimulation protocols are used that evoke modest
LTP. Similar types of effects can be observed for
activation of various subtypes of receptors for ACh
and DA (see Yuan et al., 2002).

One known site of action of neuromodulators is
regulation of back-propagating action potentials in
pyramidal neuron dendrites. All of these agents,
which modulate LTP induction, can modulate the
magnitude of back-propagating action potentials (see
Figure 26(b)). The augmentation of back-propagating
action potentials is a means by which these neuro-
transmitters can enhance membrane depolarization
and thereby enhance NMDA receptor opening.

The growth factor BDNF (brain-derived neuro-
trophic factor) can also modulate the induction of
LTP by a number of mechanisms, at least one of
which is presynaptic (Gottschalk et al., 1998; Lu
and Chow, 1999; Xu et al., 2000; Figure 26(c)).
BDNF, acting through its cell-surface receptor TrkB,
acts on presynaptic terminals to selectively facilitate
neurotransmitter release during high-frequency stimu-
lation. This is an interesting example of modulation of
LTP induction that is activity dependent but localized
to the presynaptic compartment. The mechanisms con-
trolling the levels of BDNF in the adult hippocampus
are not entirely clear at this point, but it is fairly well
established that hippocampal BDNF levels can be regu-
lated by a variety of neuronal activity-dependent
processes and indeed in response to environmental
signals impinging on the behaving animal.

11.13 Depotentiation and LTD

If synapses can be potentiated and this potentiation is
very long-lasting, over time the synapses will be
driven to their maximum synaptic strength. In this
condition, there is no longer synaptic plasticity and
no further capacity for that synapse to participate
in synaptic-plasticity-dependent processes. Worse
yet, over the lifetime of an animal, synapses will by
random chance experience LTP-inducing conditions
(presynaptic activity coincident with a postsynaptic
action potential, for example) numerous times. If
LTP is irreversible, ultimately every synapse will
be maximally potentiated – obviously not a desirable
condition vis-à-vis memory storage.

Consideration of this conundrum raises two
implications. First, synapses that are involved in life-
long memory storage must be rendered essentially
aplastic. In order to have good fidelity of memory
storage over the lifetime of an animal, a synapse
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involved in permanent memory storage must be ren-

dered immutable to a change in synaptic strength due

to the random occurrence of what would normally be

LTP-inducing stimulation.
But what about synapses like those in the hippo-

campus that are not sites of memory storage, but

rather whose plasticity is part of the active processing

of forming new long-term memories? To retain

their plasticity and hence their capacity to contribute

to memory formation, their potentiation must be

reversible. Schaffer collateral synapses can undergo

activity-dependent reversal of LTP, a phenomenon

termed depotentiation (see Figure 27). Another

activity-dependent way to decrease synaptic strength

is LTD, the mirror image of LTP. LTD is a long-

lasting decrease of synaptic strength below baseline.

Using a logic similar to that of the first paragraph of

this section, the phenomenon of dedepression of

synaptic transmission is implied, although this has

not been widely studied at this point.
As a practical matter it is often difficult to separate

depotentiation from LTD experimentally. For exam-

ple, a ‘baseline’ response in hippocampal slices or

in vivo likely is a mixture of basal synaptic activity

and activity at previously potentiated synapses.

Moreover, for the most part the stimulation protocols

used to induce depotentiation are variations of the

protocols used to induce LTD. Nevertheless,

mechanistic investigations have made clear that

depotentiation and LTD use different mechanisms

(Lee et al., 1998, 2000) and thus must be considered

as distinct processes.
Physiologic LTD (and depotentiation) induction

protocols generally involve variations of repetitive
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1-Hz stimulation (Lee et al., 1998; Kemp et al., 2000).

A common protocol is to deliver 900 stimuli at 1Hz,

but there also are LTD protocols that use random

small variations in frequency in the 1-Hz region and

variations that use paired-pulse stimuli delivered at

1Hz. Synaptic depression appears to be fairly robust in

vivo, but is quite difficult to induce in hippocampal

slices from adult animals. LTD in vitro is almost always

studied using slices from immature animals, or cul-

tured immature neurons, and it is possible that LTD as

it is currently studied in vitro is largely a manifestation

of what is normally a developmental mechanism.
One ironic aspect of the LTP/LTD story is that

both phenomena at Schaffer collateral synapses can

be blocked by NMDA receptor antagonists. This

suggests that calcium influx triggers both processes,

and indeed current models of LTD induction

hypothesize that LTD is caused by an influx of

calcium that achieves a lower level than that needed

for LTP induction. This lower level of calcium is

hypothesized to selectively activate protein phospha-

tases and, by this mechanism, to lower synaptic

efficacy.
Another very different type of LTD is cerebellar

LTD. Cerebellar LTD occurs at synapses onto

Purkinje neurons in the cerebellar cortex. Cerebellar

LTD is a very interesting phenomenon because its

behavioral role is much better understood than

the hippocampal plasticity phenomena we are discuss-

ing throughout this book. Among other things,

cerebellar LTD is involved in associative eye-blink

conditioning, a cerebellum-dependent classical condi-

tioning paradigm. Considerable progress has been

made in inves-tigating the roles and mechanisms of

cerebellar LTD, as will be described in another chap-

ter (See Chapter 12).

Figure 26 Neuromodulation of LTP induction. (a) Modulation of LTP induction by the beta-adrenergic agonist isoproterenol
(ISO). Activity-dependent �-adrenergic modulation of low-frequency stimulation-induced LTP in the hippocampus CA1 region.

In control experiments (no ISO), 3min of 5-Hz stimulation (delivered at time ¼ 0, open symbols, n¼ 26) had no lasting effect on

synaptic transmission (45min after 5-Hz stimulation, field EPSPs (fEPSPs) were not significantly different from pre–5-Hz

baseline, t(25) ¼ 1.01). However, 3min of 5-Hz stimulation delivered at the end of a 10-min application of 1.0mmol l�1 ISO
(indicated by the bar) induced LTP (closed symbols, p< 0.01 compared with baseline). The traces are fEPSPs recorded during

baseline and 45min after 5-Hz stimulation in the presence and absence (control) of ISO. Calibration bars are 2.0mV and 5.0ms.

Reproduced from Thomas MJ, Moody TD, Makhinson M, and O’Dell TJ (1996) Activity-dependent beta-adrenergic modulation

of low frequency stimulation induced LTP in the hippocampal CA1 region. Neuron 17: 475–482, with permission. (b) One
potential mechanism for neuromodulation is regulation of back-propagating action potentials in CA1 dendrites. The data shown

illustrate amplification of dendritic action potentials by isoproterenol (1) and its susceptibility to inhibition by the protein kinase

inhibitor H7 (2). The traces shown are from dendritic patch-clamp recordings from hippocampal pyramidal neurons. Muscarinic
agonist (carbachol, (3)) and the dopamine receptor agonist 6-Cl-PB also can give various degrees of action-potential modulation

as well. (1) Bath application of 1mmol l�1 isoproterenol resulted in a 104% increase in amplitude, from 41mV (‘Pre’) to 84mV, of

an antidromically initiated action potential recorded 220mm from the soma. Wash-out of isoproterenol amplitude (38mV;

‘wash’). With a second application of isoproterenol (dark arrow labeled ‘Iso’), the amplitude again increased twofold to 80mV.
(2) In a different recording 300mmol l�1 H-7, a generic kinase inhibitor, was included in the control sine during the wash-out of

isoproterenol. The subsequent second application of isoproterenol failed to lead to a second increase in amplitude (dark arrow

labeled ‘Iso+ H7’). (3) In a distal recording (300mM ), 1mmol l�1 carbachol increased the action potential amplitude by 81%, from

27–60mV. In the carbachol experiments, cells were held hyperpolarized to –80mV to remove Na+ channel inactivation. (4) One
of the 6 out of 10 recordings where 6-Cl-PB led to an increase in amplitude. In a recording 220mm from the soma, 10mmol l�1

6-Cl-PB increased dendritic action potential amplitude by 26%, from 21 to 26.5mV. The cells were held at –70mV in all 6-Cl-PB

experiments. Adapted from Johnston D, Hoffman DA, Colbert CM, andMagee JC (1999) Regulation of back-propagating action
potentials in hippocampal neurons.Curr. Opin. Neurobiol. 9: 288–292, with permission. (c) BDNF also modulates LTP induction

in response to theta-frequency type stimulation. Two stimulating electrodes were positioned on either side of a single recording

electrode to stimulate two different groups of afferents converging in the same dendritic field in CA1. Stimulation was applied to

Schaffer collaterals alternately at low frequency (1 per min). After a period of baseline recording, LTP was induced with a theta-
burst stimulation applied at time 0 only to one pathway (S1, filled squares). Simultaneous recording of an independent pathway

(S2, open circles) showed no change in its synaptic strength after the theta burst was delivered to S1. BDNF (closed squares)

selectively facilitates the induction of LTP in the tetanized pathway without affecting the synaptic efficacy of the untetanized

pathway. EPSPs were recorded in the CA1 area of BDNF-treated slices. Synaptic efficacy (initial slope of field EPSPs) is
expressed as a percentage of baseline value recorded during the 20min before the tetanus. Representative traces of field

EPSPs from S1 and S2 pathways were taken 10min before and 40min after the theta-burst stimulation. Adapted from

Gottschalk W, Pozzo-Miller LD, Figurov A, and Lu B (1998) Presynaptic modulation of synaptic transmission and plasticity by

brain-derived neurotrophic factor in the developing hippocampus. J. Neurosci. 18: 6830–6839, with permission.
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11.14 Summary

Like learning, LTP can be defined as a long-lasting

change in output in response to a transient input. The

persistence of this effect has been demonstrated to
extend many hours in vitro and several weeks in vivo.

We do not know how LTP relates to memory,
and there is evidence for and against the hypothesis

that hippocampal LTP is involved in memory.

Regardless, it is the best-understood example of long-
lasting synaptic plasticity in the mammalian CNS, and

it is a model for how long-lasting memory-associated
changes are likely to occur in the CNS. One premise of

some other chapters of this volume is that understand-

ing LTPwill yield valid insights into themechanisms of
plasticity that underlie learning and memory in the

brain. The bona fide changes in neuronal connections
that occur in vivomay ormay not be identical to LTP as

it is presently studied in the laboratory, but this does not
diminish its utility as a cellular model system for study-
ing lasting neuronal change in the mammalian CNS.
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12.1 Introduction

A widely held assumption among neuroscientists is
that experience is capable of persistently modifying
the properties of synapses, and that this use-depen-
dent modification is central to both neuronal
memory storage and the refinement of connections
in brain development. This general idea was initially
voiced by Sechenov and Cajal and was later forma-
lized by Hebb (1949) in his famous synaptic
modification postulate:

When an axon of cell A is near enough to excite a cell

B and repeatedly or persistently takes part in firing it,

some growth process or metabolic change takes place

in one or both cells such that A’s efficiency, as one of

the cells firing B, is increased. (Hebb, 1949)

However, it was not until many years later that an
electrophysiological model system emerged that
appeared to embody this idea of activity-dependent
synaptic memories in the mammalian brain. Bliss and
Lomo (1973) showed that brief, high-frequency
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stimulation of a population of axons, the perforant
path projection to the hippocampal dentate gyrus,
produced an increase in the strength of these synapses
which could last for hours. This phenomenon, called
long-term potentiation (LTP), has since been seen to
last for days to weeks in chronic preparations. The
duration of LTP, together with its initial discovery in
the hippocampus, a brain region known from behav-
ioral studies to be important for the storage of
declarative memory, produced a surge of interest in
LTP as a putative cellular model system for memory.
This interest was only increased when it became clear
that under certain conditions LTP could display some
of the formal properties of learning such as specificity
(LTP is confined to activated synapses) and associa-
tivity (weak stimulation of an input to a postsynaptic
cell will only induce LTP when paired with a neigh-
boring strong input to that same cell).

While the first studies of LTP relied upon field
potential recording in the intact hippocampus, this
phenomenon has subsequently been observed in
almost every type of glutamatergic synapse in the
brain and has been extensively studied in reduced
preparations such as brain slices and cultures of
embryonic neurons. At the same time that LTP was
gradually ‘escaping’ from the hippocampus, it was
becoming clear that it was not the only form of use-
dependent synaptic modification. The converse phe-
nomenon, long-term depression (LTD) was also
initially observed in the hippocampus before being
found in other brain regions. At present, it appears
likely that there are no synapses that express only
LTP or LTD. In most synapses, LTP and LTD are
typically evoked by brief, strong stimulation and
sustained, weak stimulation, respectively. The direc-
tion of change in synaptic strength (LTP vs. LTD) is
believed to be determined, at most types of synapses,
by the amount of postsynaptic activity (as indexed by
Ca influx) which occurs during induction: a small
amount of postsynaptic Ca influx results in LTD,
while a larger amount results in LTP (see Linden,
1999; Zucker, 1999, for review).

If LTP in the mature brain truly functions to
underlie memory storage, then what is the function
of LTD? One proposal has been that LTD is a ‘‘neu-
ronal substrate of forgetting’’ (Tsumoto, 1993). While
there is no definitive evidence to dispute this view,
there is no definitive support for it either. A poten-
tially more useful construct is to consider that
information is likely to be stored in the brain, at
least in part, as an array of synaptic weights. If these
synapses are driven to their maximal or minimal

strengths, then those elements of the array become
limited in their ability to contribute to subsequent
plasticity. Thus, neural circuits containing synapses
that can actively both increase and decrease their
strength are at a distinct computational advantage.

Experience-dependent refinement of connections
during brain development can also potentially bene-
fit from having both LTP and LTD mechanisms.
Synapses which undergo strong, correlated activity
can be strengthened and thereby retained, while
synapses which have weak uncorrelated activity can
be weakened and ultimately removed. Like memory
storage, one could imagine that developmental
refinement of connections could proceed using either
LTD or LTP alone, but the presence of both allows
for faster and more flexible change.

In this article we will not attempt to provide a
comprehensive overview of LTD at the many synapses
in the brain where it has been studied. Rather, we will
focus on the two best-understood forms (LTD at
the hippocampal Schaffer collateral/commissural-CA1
pyramidal cell synapse and LTD at the cerebellar
parallel fiber–Purkinje cell synapse) as case studies to
examine both the cellular processes which underlie
LTD and its larger role in behavior and development.

12.2 LTD of the Hippocampal
Schaffer Collateral-CA1 Synapse

The Schaffer collateral-CA1 synapse is widely used as
a model synapse for the study of LTP and of synaptic
plasticity in general. The hippocampus is not necessa-
rily the brain area of choice when it comes to relating
synaptic gain changes to their behavioral conse-
quences, because it is many synapses from the
sensory periphery. Nevertheless, the hippocampus
does store certain types of information, and it is rea-
sonable to expect that synaptic plasticity participates
in this process (Riedel et al., 1999). Moreover, available
evidence suggests that what has been learned about
synaptic plasticity in the hippocampus is also widely
applicable to synapses elsewhere in the brain. For
example, it seems that synaptic plasticity at glutama-
tergic synapses onto some (but not all) neocortical
pyramidal cells operates using similar rules for induc-
tion as its counterpart at CA1 hippocampal synapses.

Although the original discovery of LTP (in the
dentate gyrus, by Terje Lømo) was accidental (the
unexpected outcome of experiments designed to
study synaptic responses during repetitive stimulation),
it was quickly embraced as a potential synaptic
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mechanism for memory (Bliss and Lomo, 1973).
Excitement grew in the mid-1980s, when the proper-
ties of LTP in CA1 were shown to satisfy the
requirements of Hebb’s famous postulate that active
synapses strengthen when their activity correlates spe-
cifically with a strong postsynaptic response (Wigstrom
and Gustafsson, 1985; Kelso et al., 1986; Malinow and
Miller, 1986; Sastry et al., 1986). However, theoreti-
cians had concluded years before that ‘Hebbian’
synaptic modifications alone were not likely to be
sufficient to account for memory storage; the efficient
storage of information by synapses requires bidirec-
tional synaptic modifications; i.e., LTD as well as
LTP. Thus, the search for homosynaptic LTD in the
hippocampus was theoretically motivated; it was not an
accident (the reasons that it was not stumbled on
accidentally will become clear in the discussion
below). The theoretical suggestion was that synapses
should depress when their activity fails to correlate
with a strong postsynaptic response. To realize this
situation experimentally, induction of LTD was
attempted in CA1 using prolonged trains of presyn-
aptic stimulation, delivered at frequencies (0.5–10Hz)
that fail to evoke a strong postsynaptic response
(Dudek and Bear, 1992). Trains of low-frequency
stimulation (LFS) are now the standard protocol for
induction of homosynaptic LTD in CA1 and at
synapses throughout the forebrain.

When discussing induction and expression mech-
anisms of LTD, it is important to note that LFS
induces at least two, and possibly three (Berretta
and Cherubini, 1998), mechanistically distinct forms
of LTD in CA1, whose discovery solved previously
existing contradictions (see Bear and Abraham, 1996).
One form depends on the activation of N-methyl-D-
aspartate receptors (NMDARs); another depends on
the activation of group 1 metabotropic glutamate
receptors (mGluRs), which are postsynaptic gluta-
mate receptors coupled to phosphoinositide
metabolism. These two forms will be described sepa-
rately here.

12.3 Theoretical Framework

The bidirectional modification of excitatory synaptic
transmission is not just an abstract theoretical construct.
We need to understand mechanisms of bidirectional
synaptic plasticity because direct experimental obser-
vations have shown, repeatedly, that synapses in the
cerebral cortex are, in fact, bidirectionally modifiable.

The value added by a theoretical structure is that it
helps to make sense of what bidirectional synaptic
plasticity accomplishes with respect to information
storage and provides insight into how it might be
implemented.

Neurons throughout the cerebral cortex, including
area CA1 of the hippocampus, have stimulus-selective
receptive fields. Chronic recording from cortical neu-
rons has shown that as something new is learned,
stimulus selectivity changes – some synaptic inputs
potentiate and others depress. In CA1, for example,
neurons show selectivity for positions in space, and
this selectivity shifts rapidly as animals learn a new
spatial environment (Breese et al., 1989; Wilson and
McNaughton, 1993). What does a stable shift in selec-
tivity tell us about memory? Neural network theory
suggests that the selectivity shift reflects the creation
of new neural representations. The memory is
encoded by changing the pattern of synaptic weights
across the network of neurons (Bear, 1996).

Now consider what happens when more new
information is learned: stimulus selectivity (i.e., the
pattern of synaptic weights) shifts further. An impli-
cation of this finding is that previously encoded
memories can remain stable, even as the pattern of
synaptic strengths is again modified to create new
representations. According to this way of thinking,
memory requires the episodic (if not continual) bidir-
ectional modification of synaptic transmission to
fine-tune the patterns of synaptic weights in the
neural network. It is important to emphasize, of
course, that in the absence of new learned informa-
tion, synaptic weights must remain stable. Passive
decay of synaptic weight (that is, back to an initial
value that might be larger or smaller) leads to a loss of
the stored representations.

The bidirectional modification of synaptic trans-
mission obviously requires that individual synapses
on neurons be capable of some form of LTP and
some form of LTD. However, every theory of
memory storage that assumes bidirectional synaptic
modification places an important constraint on the
mechanisms of LTP and LTD: reversibility.
Consider the problem that would arise if the LTP
and LTD mechanisms were distinct and irreversible.
While it is true that synaptic weights could be fine-
tuned initially by simple summation of the two inde-
pendent processes, eventually saturation would
occur as the synapses underwent rounds of bidirec-
tional modification (see Figure 6). This problem
does not occur if LTP and LTD are inverse processes
mechanistically.
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Now we come to the question of what distin-
guishes stimulation conditions that yield synaptic
potentiation from those that yield synaptic depres-
sion. To specifically encode memory, synaptic
modifications must depend on the presynaptic acti-
vation of the synapses bringing information into the
network. In other words, the modifications must be
‘homosynaptic.’ The variables that determine the
polarity or sign of the modification, in principle,
could be the absolute amount of presynaptic activity,
the concurrent level and timing of postsynaptic ac-
tivity, or some combination of these variables. There
are many abstract theoretical ‘learning rules’ based on
these variables, but the most useful are those that
attempt to account for what has actually been
observed experimentally. One very influential pro-
posal was made by Bienenstock, Cooper, and Munro
(1982) in what is known as the BCM theory. In order
to account for the development and plasticity of
neuronal stimulus selectivity, they proposed that
active synapses are potentiated when the total post-
synaptic response exceeds a critical value, called the
‘modification threshold’ (qm), and that active
synapses are depressed when the total postsynaptic
response is greater than zero but less than qm. In
addition, it was proposed that the value of qm varies
as a function of the average integrated postsynaptic
activity.

Once the requirements for LTP induction in CA1
had been elucidated, a specific physiological basis for
the BCM theory became apparent. The proposal was
made (1) that the term qm corresponds to the critical
level of postsynaptic depolarization at which the Ca
flux through the NMDAR exceeds the threshold for
inducing LTP; (2) that LTD should be a conse-
quence of presynaptic activity that consistently fails
to evoke a postsynaptic Ca response large enough to
induce LTP; and (3) that the postsynaptic threshold
for LTP should vary depending on the stimulation
history of the postsynaptic neuron (Bear et al., 1987).
These hypotheses have now all been validated
experimentally.

The BCM theory motivated the search for LTD
using LFS (Dudek and Bear, 1992). The rationale
was to provide a high level of presynaptic activity
that did not evoke a large postsynaptic response.
Critical variables for LTD induction in rat hippo-
campal slices proved to be the stimulation strength
(it could not be so strong as to elicit orthodromic
action potentials), healthy inhibition, stimulation
frequency (<10Hz), the number of stimuli (typically
hundreds), and the age of the animal (greater

magnitude before 35 days of age). LTD was found
to be a very reliable phenomenon when the appro-
priate conditions were met. Even so, there was
concern that LTD might be an artifact. First, there
was heightened skepticism because several previous
reports of LTD induction using different protocols
had proven difficult to replicate in the hippocampus;
second, the same LFS protocol that was found to
induce LTD had previously been reported by others
to be ineffective in altering baseline synaptic trans-
mission; and third, synaptic depression could easily
be dismissed as a pathological change rather than a
form of synaptic plasticity. Most of these concerns
faded when it was found that at least one form of
LTD depended specifically upon activation of
NMDARs and a rise in postsynaptic Ca, that the
same synapses that showed LTD could subsequently
be potentiated, and that LTD could be elicited in

vivo (Dudek and Bear, 1992, 1993; Mulkey and
Malenka, 1992; Thiels et al., 1994; Heynen et al.,
1996; Debanne et al., 1997; Manahan-Vaughan,
1997).

It is now apparent that multiple forms of LTD
exist in CA1, possibly at the same synapses.
Remarkably, however, all forms of LTD can be elic-
ited using variations of the LFS protocol, specifically
under conditions that fail to evoke a large postsyn-
aptic response. Thus, the hypothesis of homosynaptic
LTD, inspired by the BCM theory, has been amply
confirmed. As we will discuss further, it is also note-
worthy that the NMDAR-dependent form of LTD
appears to be the functional inverse of LTP, thus
satisfying the theoretical requirement that synaptic
modifications be both bidirectional and reversible.
Thus, at least in theory, the mechanisms of LTD as
well as LTP can contribute to the receptive field
plasticity underlying memory storage in the hippo-
campus and elsewhere.

12.4 NMDAR-Dependent LTD

12.4.1 Induction by Calcium

Induction of homosynaptic LTD in CA1 using the
standard 1-Hz LFS protocol in vivo, and under most
experimental conditions in vitro, is blocked by
NMDAR antagonists (Dudek and Bear, 1992;
Mulkey and Malenka, 1992; Heynen et al., 1996;
Manahan-Vaughan, 1997). Although this form of
LTD shares with LTP a dependence upon NMDA
receptor activation and a rise in postsynaptic Ca ion
concentration, there is a systematic difference in the
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type of stimulation that yields the two types of
synaptic modification. This difference is easily
demonstrated simply by varying the frequency of
tetanic stimulation. In rat CA1, for example, 900
pulses at 0.5–3Hz typically yields LTD, whereas
the same amount of stimulation at frequencies
greater than 10Hz yields LTP (Figure 1(a); Dudek
and Bear, 1992). The different consequences of
stimulation at different frequencies have been attrib-
uted to systematic differences in the postsynaptic Ca
currents through the postsynaptic NMDA receptors.
Indeed, it is now well established that the critical
variables are postsynaptic depolarization and Ca
entry, not stimulation frequency per se. For example,
while 1-Hz stimulation normally produces LTD,
postsynaptic hyperpolarization during conditioning
prevents any change, and depolarization leads to
induction of LTP (Mulkey and Malenka, 1992).
Likewise, while high-frequency stimulation normally
produces LTP, it produces LTD instead if delivered
in the presence of subsaturating concentrations of an
NMDA receptor antagonist (Cummings et al., 1996;
Figure 1(b), (c)).

The appropriate activation of postsynaptic
NMDARs appears to be sufficient to induce LTD;
presynaptic activity is not necessary. This conclusion
is supported by the observation that photolysis of
caged extracellular glutamate (Kandler et al., 1998;
Dodt et al., 1999) and brief bath application of
NMDA (Lee et al., 1998; Kamal et al., 1999) induce
LTD without concurrent presynaptic stimulation. In
agreement with the idea that Ca passing through
NMDARs is the trigger for LTD, photolysis of
caged Ca in the postsynaptic neuron can also induce
synaptic depression (Neveu and Zucker, 1996). This
finding is important, as it indicates that LTD can be
induced by Ca entry through the NMDAR without
the need to invoke any other Ca-independent signal-
ing or triggering process. Curiously, however, a
modest, brief elevation in Ca concentration ([Ca])
was found to induce LTP and LTD with equal prob-
ability. Subsequent analysis suggests that LTD is
most reliably induced (and LTP is never induced)
by a modest (�0.7 mmol l�1) but prolonged (�60 s)
rise in [Ca]. LTP, in contrast, is most reliably
induced by a large (�10 mmol l�1) and brief (�3 s)
increase in [Ca] (Yang et al., 1999). Although these
findings are all consistent with the proposal that
LTD and LTP are triggered by distinct Ca responses
during NMDAR activation (Bear et al., 1987; Lisman,
1989; Artola and Singer, 1993; Bear and Malenka,
1994) and with imaging studies that confirmed
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Figure 1 Induction of NMDAR-dependent bidirectional

plasticity of the Schaffer collateral synapse in CA1. (a)

Summary of the effects of a 900-pulse tetanus delivered at

different frequencies (replotted from Dudek SM and Bear MF
(1992) Homosynaptic long-term depression in area CA1 of

hippocampus and effects of NMDA receptor blockade. Proc.

Natl. Acad. Sci. USA 89: 4363–4367, with permission from the

National Academy of Sciences, USA). (b) Summary of the
effects of a 600-pulse, 20-Hz tetanus in different

concentrations of the NMDA receptor antagonist AP5

(replotted from Cummings JA, Mulkey RM, Nicoll RA, and

Malenka RC (1996) Ca signalling requirements for long-term
depression in the hippocampus. Neuron 16: 825–833, with

permission from Elsevier). (c) A synaptic ‘learning rule’ based

on data such as those given in (a) and (b). This learning rule is
formally similar to that proposed in the BCM theory.
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that LTP-inducing stimuli elicit larger Ca transients
than LTD-inducing stimuli (Hansel et al., 1997;
Cormier et al., 2001), they argue against a simple
relationship between synaptic modification and Ca
level. The dynamics of the Ca response are also
important determinants of the polarity of synaptic
modification.

Perhaps not surprisingly, under certain circum-
stances voltage-gated Ca channels may also contri-
bute to the Ca signal that triggers LTD (Christie
et al., 1996). However, this role appears to be sup-
plementary, since NMDAR activation is still
required to observe homosynaptic LTD under
these conditions, and Ca channel activation is not
always necessary (Selig et al., 1995b). Nonetheless,
the modulation of synaptic plasticity by active den-
dritic Ca conductances can be striking. Markram
et al. (1997) made the remarkable observation that
a back-propagating dendritic action potential, pre-
cisely timed to occur a few milliseconds before a
synaptically evoked excitatory postsynaptic poten-
tial (EPSP), could promote induction of LTD in
neocortical pyramidal neurons by stimuli that other-
wise are ineffective. Similar findings have been
reported in hippocampal cultures (Bi and Poo,
1998). The relative timing of coincident pre- and
postsynaptic activity determines the amplitude of
Ca transients in dendritic spines: Ca transients are
larger when an EPSP precedes an action potential
(AP) than when it follows it (Koester and Sakmann,
1998). As the former condition favors LTP induction
(Markram et al., 1997), these results demonstrate
that, under physiological conditions, larger Ca sig-
nals are indeed associated with LTP induction,
whereas lower Ca signals more likely result in the
induction of LTD.

An appealing hypothesis for this observation is that
voltage-gated Ca influx inactivates NMDARs, thus
causing a relatively lower Ca transient upon subse-
quent synaptic activation (Linden, 1999; Zucker,
1999). From a computational perspective, the observa-
tion that LTP results from EPSPs followed by APs,
whereas LTD results from activation in the reverse
order, provides a perfect correlate of Hebbian (and
anti-Hebbian) concepts. APs following EPSPs suggest
that the activated input repetitively and successfully
contributed sufficient depolarization so that the spike
threshold was reached, which is a Hebbian require-
ment for strengthening of that synapse. On the other
hand, EPSPs following APs can be interpreted as ran-
dom, uncorrelated presynaptic activity, leading to
weakening of those synaptic inputs.

To summarize what has been learned to date,
LTD is induced by an elevation of Ca that is con-
strained, apparently, by three variables: (1) proximity
to the postsynaptic membrane, (2) peak concentra-
tion, and (3) duration. Synaptic stimulation causes
LTD when it yields the appropriate response within
the ‘box’ defined by these parameters. While LFS at
1Hz is usually effective, under different experimen-
tal conditions different protocols may be required
(e.g., Thiels et al., 1994; Debanne et al., 1994). Ca
entry through the NMDA receptor is sufficient to
induce LTD, but this can also be supplemented by
other Ca sources (Christie et al., 1996; Reyes and
Stanton, 1996).

12.5 The Role of Calcium-Dependent
Enzymatic Reactions

A key component in the theory of synaptic memory
formation is that synaptic efficacy is controlled
by the phosphorylation state of alpha-amino-3-
hydroxy-5-methyl-4-isoxazole propionic acid recep-
tors (AMPARs) which can mediate biophysical
changes at the individual receptor level and/or can
modify the insertion/internalization balance of
AMPARs (for review see Song and Huganir, 2002).
Induction of LTP requires activation of Ca-depen-
dent serine-threonine protein kinases in the
postsynaptic neuron. Key molecules in hippocampal
LTP are Ca/calmodulin-dependent protein kinase II
(CaMKII; Malenka et al., 1989; Malinow et al., 1989;
Silva et al., 1992; Pettit et al., 1994; Lledo et al., 1995)
and protein kinase C (PKC), whose � isoform is
upregulated during LTP maintenance (Hrabetova
and Sacktor, 1996). Lisman (1989) proposed that
LTD might result from activation of a protein phos-
phatase cascade, leading to dephosphorylation of the
same synaptic proteins that are involved in LTP.
Subsequent experiments by Mulkey and coworkers
confirmed an essential role for postsynaptic protein
phosphatase 1 (PP1) and calcineurin (PP2B) in the
induction of LTD with LFS (Mulkey et al., 1993,
1994).

The basic working hypothesis continues to be that
LTD results from dephosphorylation of postsynaptic
PP1 substrates and that CaMKII and PP1 act as a
kinase/phosphatase switch, regulating the phosphor-
ylation state of AMPARs and their auxiliary proteins
(Lisman and Zhabotinsky, 2001; Malleret et al., 2001).
As will be discussed, there is now direct evidence for
dephosphorylation of synaptic proteins following
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LTD induction protocols (Lee et al., 1998, 2000,
2003; Ramakers et al., 1999). Moreover, there is evi-
dence that PP1 activity is persistently increased by
LTD-inducing stimulation (Thiels et al., 1998) and
that peptides that inhibit PP1 binding to target pro-
teins block LTD induction (Morishita et al., 2001).
PP1 is regulated by the protein inhibitor-1 (I-1).
When I-1 is phosphorylated by protein kinase A
(PKA), PP1 is inactive. Dephosphorylation of I-1 by
PP2B releases PP1 from inhibition (Cohen, 1989;
Nairn and Shenolikar, 1992). PP2B is activated by
Ca/calmodulin and, therefore, is believed to be key
for translating an increase in [Ca] into LTD
(Figure 2).

Before moving on to consider expression mecha-
nisms, it should be noted that there are also data
suggesting that Ca/calmodulin triggers LTD by acti-
vating nitric oxide synthase (Izumi and Zorumski,
1993; Gage et al., 1997). The proposed mechanism
of nitric oxide action is the retrograde activation of a
second messenger cascade in the presynaptic termi-
nal involving soluble guanylyl cyclase and cyclic
guanosine monophosphate (cGMP)-dependent pro-
tein kinase (Reyes et al., 1999). This scenario is not
universally agreed upon, however, since others
report no effect of nitric oxide inhibitors on LTD
(Cummings et al., 1994). At the present time, it
appears that this mechanism lies in parallel with
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Involvement of a postsynaptic protein kinase A substrate in the expression of homosynaptic long-term depression. Neuron

21: 1163–1175, with permission from Elsevier.
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that involving postsynaptic phosphatase activation. It
is plausible that nitric oxide signaling is involved in
the mGluR-dependent form of LTD (discussed in
the following section), but this remains to be exam-
ined explicitly.

12.5.1 Expression Mechanisms

It now seems very clear that a modification of post-
synaptic glutamate sensitivity is a major expression
mechanism for the NMDAR-dependent form of
LTD. As mentioned earlier, liberating caged gluta-
mate in CA1, under conditions where synaptic
transmission is blocked, results in LTD of the glutat-
mate-evoked currents. This LTD is restricted
spatially to the site of glutamate release and depends
upon NMDAR activation and postsynaptic protein
phosphatase activity (Kandler et al., 1998). The pos-
sibility remains that this form of LTD is actually
expressed at extrasynaptic glutamate receptors and
therefore could be mechanistically distinct from
LFS-induced LTD. However, very similar findings
have recently been obtained in rat neocortex where,
in addition, it was shown that synaptically induced
LTD results in a decrease in sensitivity to laser-
stimulated photolysis of caged glutamate. Moreover,
LFS-induced LTD occluded further synaptic
depression by glutamate pulses (Dodt et al., 1999).
The close similarities between CA1 and neocortical
LTD (Kirkwood et al., 1993; Kirkwood and Bear,
1994) suggest that these findings may apply generally
to NMDAR-dependent LTD in the cerebral cortex,
at least in some layers.

A very interesting picture has emerged recently
to account for decreased glutamate sensitivity
following LTD. The model of bidirectional synaptic
modification through reversible changes in the phos-
phorylation of postsynaptic substrates (Lisman, 1989;
Bear and Malenka, 1994) begged the question of
which synaptic phosphoproteins are involved. Now
there is direct evidence that LTD is associated
with dephosphorylation of AMPAR subunits, the
consequence of which is known to be depression of
glutamate-evoked currents. In addition, there are
converging lines of evidence that LTD is associated
with the removal of glutamate receptors from the
postsynaptic membrane (for review see Song and
Huganir, 2002; Collingridge et al., 2004). We shall
discuss each of these mechanisms, in turn.

AMPARs are heteromeric complexes assembled
from four homologous subunits (GluR1–4) in
various combinations (Seeburg, 1993; Hollmann and

Heinemann, 1994). The large majority of AMPARs
in the hippocampus contain both GluR1 and GluR2
subunits (Wenthold et al., 1996). Hippocampal LTP
largely rests on modifications of the GluR1 subunits,
which determine trafficking behavior in GluR1/
GluR2 heteromers (Song and Huganir, 2002). The
GluR1 subunit is highly regulated by protein phos-
phorylation and contains identified phosphorylation
sites on the intracellular carboxy-terminal domain.
Serine-831 is phosphorylated by CaMKII and PKC,
while serine-845 is phosphorylated by PKA (Roche
et al., 1996; Barria et al., 1997a). Phosphorylation of
either of these sites has been shown to potentiate
AMPAR function through distinct biophysical mech-
anisms (Derkach et al., 1999). Phosphorylation site-
specific antibodies have been used to measure the
phosphorylation state of receptors in situ (Mammen
et al., 1997). The PKA site shows higher basal phos-
phorylation than the CaMKII/PKC site (Lee et al.,
1998).

To investigate the changes in AMPAR phosphor-
ylation that occur following synaptic plasticity, Lee
et al. (1998) devised a method to induce LTD
chemically in hippocampus slices. The rationale
behind this approach was to increase the probability
of detecting biochemical changes by maximizing the
number of affected synapses in the slice. They
showed that brief bath application of NMDA induces
synaptic depression (called chem-LTD) that shares a
common expression mechanism with LFS-induced
LTD. Biochemical analysis showed a selective de-
phosphorylation of serine-845 (the PKA site)
following induction of chem-LTD. Phosphorylation
of serine-831 (the CaMKII/PKC site), in contrast,
was not altered by the treatment. This result was
unexpected, since serine-831 is the site phosphory-
lated during LTP (Barria et al., 1997b). Thus, these
findings contradict the simple notion that LTD and
LTP reflect bidirectional changes in the phosphor-
ylation of the same site. By refining the biochemical
detection method, these findings have now been con-
firmed using synaptically induced LTD and LTP
(Lee et al., 2000). LFS delivered to naive synapses
causes dephosphorylation of the PKA site and LTD.
Conversely, theta-burst stimulation (TBS) delivered
to naive synapses causes phosphorylation of the
CaMKII/PKC site and LTP. Both types of synaptic
change are reversible, however. Thus, LFS delivered
after prior induction of LTP causes dephosphoryla-
tion of the CaMKII/PKC site and depotentiation of
the synaptic response. TBS delivered after prior
induction of LTD causes phosphorylation of the
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PKA site and de-depression of the synaptic response
(Figure 2; Kameyama et al., 1998). This PKA-
mediated recovery from depression is associated
with AMPA receptor reinsertion (Ehlers, 2000).

Despite the progress that has been made in char-
acterizing the phosphorylation events underlyling
LTP and LTD induction, some important aspects
still remain unsolved. While the CaMKII/PKC
phosphorylation site serine-831 is phosphorylated
during LTP (Lee et al., 2000) and this phosphoryla-
tion event leads to an increase in receptor
conductance (Derkach et al., 1999), serine-831 phos-
phorylation does not affect receptor trafficking
(Hayashi et al., 2000). A current hypothesis is that
synaptic targeting of GluR1/GluR2 receptors ulti-
mately requires CaMKII-mediated phosphorylation
of a family of small transmembrane AMPAR regula-
tory proteins (TARPs), such as stargazin (for review
see Nicoll et al., 2006). Phosphorylation at the PKA
site serine-845 seems to act as a ‘priming’ step for
GluR1 membrane insertion (Esteban et al., 2003). As
described above, dephosphorylation at serine-845
occurs during LTD (Lee et al., 2000), and indeed
promotes internalization of AMPARs (Lee et al.,
2003). PKC also plays a role in the delivery of
GluR1 subunits to synapses. In a recent study, it
was demonstrated that a PKC (all isoforms)-
mediated phosphorylation at serine-818 is required
for GluR1 insertion and LTP (Boehm et al., 2006).
Moreover, it has been shown that the constitutively
active PKC isoform PKM� promotes AMPAR mem-
brane insertion and might be crucial for maintaining
increased receptor numbers (Ling et al., 2006). Taken
together, the available data suggest that all three
GluR1 phosphorylation sites discussed here, namely
serine-818, -831, and -845, are involved in the induc-
tion of LTP, which likely sets constraints for LTP-
inducing stimuli, but also opens up routes to modify
the probability for GluR1 insertion and LTP.

While the available evidence for the role of
GluR1 insertion in LTP is compelling and the
remaining questions mostly focus on the underlying
phosphorylation steps, the events underlying hippo-
campal LTD induction are less clear. As pointed out
earlier, it has been shown that dephosphorylation of
the GluR1 subunit at serine-845 is involved in LTD
and GluR1 endocytosis. In mutant mice, in which
phosphorylation at serine-831 and -845 is prevented
by mutations to alanine (‘phospho-free mice’)
NMDAR-dependent LTD is blocked (Lee et al.,
2003). This finding is consistent with earlier reports
demonstrating that inhibition of PP2B blocks GluR1

internalization, which has been interpreted as
showing that phosphatase activity is required for
GluR1 endocytosis and LTD (Beattie et al., 2000).
However, a recently promoted hypothesis gains
weight, which states that LTP is mediated by mem-
brane delivery of AMPA receptors with long
cytoplasmic termini (i.e., GluR1-, GluR2L-, GluR4-
containing AMPARs), whereas LTD is mediated by
the endocytosis of AMPA receptors with short cyto-
plasmic termini (GluR2-containing AMPARs) (for
review see Malinow, 2003). The refilling of receptor
‘pools’ required to maintain plasticity would then
occur through a slow exchange of AMPARs
(McCormack et al., 2006). Time will tell how these
findings can be reconciled. However, there is indeed
plenty of evidence showing that GluR2 subunits can
cycle in and out of the membrane as well.

The carboxy terminus of GluR2 binds to
N-ethylmaleimide-sensitive factor (NSF), a protein
previously shown to play an essential role in mem-
brane fusion events (Nishimune et al., 1998; Osten
et al., 1998; Song et al., 1998; Lüscher et al., 1999;
Noel et al., 1999). NSF-GluR2 binding promotes
GluR2 insertion at hippocampal synapses (Lüscher
et al., 1999). Under physiological conditions, NSF is
activated by NO-mediated S-nitrosylation, which
enables NSF to bind to GluR2, thus promoting
GluR2 surface expression (Huang et al., 2005).
Conversely, GluR2 phosphorylation at serine-880
promotes a clathrin-mediated GluR2 endocytosis
(Man et al., 2000), which leads to LTD (Seidenman
et al., 2003). GluR2 endocytosis involves unbinding
of GluR2 from the glutamate receptor-interacting
protein GRIP1 (Dong et al., 1997) and binding to
protein interacting with C-kinase 1 (PICK1) (Xia
et al., 1999; Chung et al., 2000).

The pool of NSF-regulated AMPARs appears to
be required for expression of LTD, because LFS has
no effect after these receptors are internalized
(Lüscher et al., 1999; Luthi et al., 1999). Three lines
of evidence suggest that AMPAR internalization is an
expression mechanism for LTD. First, in hippocampal
slices, prior saturation of LTD renders the AMPARs
at the depressed synapses (but not at other synapses on
the same neuron) insensitive to inhibitors of the NSF-
GluR2 interaction (Luthi et al., 1999). Second, in
hippocampal cell culture, field stimulation at 5Hz
causes an NMDAR-dependent depression of sponta-
neous miniature excitatory postsynaptic current
(EPSC) amplitudes and the loss of surface-expressed
GluR1 (Carroll et al., 1999). Third, in the adult hip-
pocampus in vivo, there is an NMDAR-dependent loss
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of GluR1 and GluR2 from the synaptoneurosomal
biochemical fraction following induction of LTD
(Heynen et al., 2000).

In keeping with the evidence cited, the magnitude
of the postsynaptic response to quantal release of
glutamate (the quantal size) is decreased after LTD
(Oliet et al., 1996). However, in addition, a robust
finding is that the number of quantal responses to
synaptic stimulation (the quantal content) is also
decreased (Stevens and Wang, 1994; Goda and
Stevens, 1996; Oliet et al., 1996; Carroll et al., 1999).
According to traditional assumptions, decreased
quantal content reflects the failure of neurotransmit-
ter release in response to a presynaptic action
potential. It is interesting, therefore, that a decrease
in quantal content is also a consequence of disrupting
the NSF-GluR2 interaction (Luthi et al., 1999).
Presumably this results from the total loss of
AMPARs from some synapses. Thus, although pre-
synaptic changes may also occur following LFS
(Ramakers et al., 1999), there is apparently no need
to invoke a presynaptic mechanism to account for the
key properties of NMDAR-dependent LTD of
AMPAR-mediated responses.

Another robust finding is that responses to activa-
tion of NMDARs are also depressed following LTD
(Xiao et al., 1994, 1995; Selig et al., 1995a). While
these observations are consistent with the parallel
loss of AMPA receptors and NMDA receptors from
synaptoneurosomes following LTD in vivo (Heynen
et al., 2000), they could also reflect a component of
LTD expression that is presynaptic. The GluR inter-
nalization in response to intracellular manipulations
of the NSF-GluR2 interaction (Luthi et al., 1999), or
of clathrin-mediated endocytosis (Lüscher et al.,
1999; Man et al., 2000; Wang and Linden, 2000), has
been restricted to AMPARs only. Thus, the mecha-
nism for NMDAR regulation is apparently distinct
from that for AMPAR regulation.

12.6 Modulation of LTD

As discussed, induction of LTD depends on postsyn-
aptic phosphatase activation by Ca passing through
NMDAR channels. Thus, it comes as no surprise that
LTD is subject to modulation by factors that alter the
Ca flux in response to synaptic stimulation and by
factors that alter the intracellular enzymatic response
to a change in Ca concentration.

An example of the first type of modulation is the
effect of altered inhibition. Under some experimental

conditions, reduced inhibition may be required to
allow the NMDAR activation that is necessary to
induce LTD (Wagner and Alger, 1995). However,
under other conditions, reduced inhibition may sup-
press LTD in response to LFS at certain frequencies
by facilitating induction of LTP instead (Steele and
Mauk, 1999). Similarly, the conditions required for
LTD induction depend on the properties of postsyn-
aptic NMDARs. For example, overexpression of the
NR2B subunit, which leads to a prolongation of
NMDAR-mediated synaptic currents, changes the
frequency-response function to promote LTP and
suppress LTD across a range of stimulation frequen-
cies (Tang et al., 1999). Modulation of inhibition and
NMDAR subunit composition are physiologically
relevant, as these parameters change during develop-
ment and are regulated by activity.

The intracellular response to a change in Ca
depends on the availability of Ca binding proteins,
such as calmodulin, and on the location, concentra-
tion, and activity of the kinases and phosphatases that
regulate synaptic strength. Mutations that alter these
parameters have been shown to enhance (Mayford
et al., 1995) or disrupt (Brandon et al., 1995; Qi et al.,
1996; Migaud et al., 1998) LTD. PKA seems to play a
pivotal role in the intracellular regulation of LTD.
According to the current model for LTD induction,
activation of PKA would be expected to inhibit LTD
by preventing the activation of PP1 (via I-1 phosphor-
ylation) and by maintaining AMPAR phosphorylation
at a high level. Regulation of LTD via PKA is also
physiologically relevant. For example, there is evi-
dence that PKA activation in response to stimulation
of noradrenergic b-receptors shifts the frequency
response function to favor LTP over LTD (Blitzer
et al., 1995, 1998; Thomas et al., 1996; Katsuki et al.,
1997). Conversely, activation of muscarinic acetylcho-
line receptors facilitates LTD (Kirkwood et al., 1999),
possibly by PKC-mediated inhibition of adenylyl
cyclase (Stanton, 1995; Nouranifar et al., 1998).

Other variables that impact LTD are postnatal age
and the behavioral state of the animal. Although the
mechanism remains to be determined, it is well estab-
lished that the magnitude and reliability of LTD
decline with increasing age (Dudek and Bear, 1993;
Errington et al., 1995; Wagner and Alger, 1995a;
Kamal et al., 1998), supporting the idea that this
mechanism plays an important role in the refinement
of circuits during critical periods of development
(Rittenhouse et al., 1999). However, the existence of
LTD in the adult hippocampus has been the subject
of some controversy, with some labs reporting
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success (Thiels et al., 1994; Heynen et al., 1996;
Manahan-Vaughan, 1997) and others reporting fail-
ure (Errington et al., 1995; Doyle et al., 1997; Staubli
and Scafidi, 1997) to observe LTD in vivo. Resolution
of this controversy may now be at hand. First, it
has been established that there are rat strain differ-
ences in the expression of LTD (Manahan-Vaughan
and Braunewell, 1999). Second, and most impor-
tantly, it has been shown that LTD is powerfully
modulated by the behavioral state of the animal.
When LTD-resistant animals are exposed to mild
stress (Kim et al., 1994; Xu et al., 1997), or even simply
to a novel environment (Manahan-Vaughan and
Braunewell, 1999), there is a striking facilitation of
LTD. The stress effect may be mediated by glucocor-
ticoids (Coussens et al., 1997; Xu et al., 1998b); the
mechanism for the novelty effect is unknown, although
modulation by acetylcholine has been suggested (Bear,
1999). Whatever the mechanism, the results show that
brain-state is a crucial variable that must be controlled
during studies of LTD in adults.

The effect of novelty exposure on LTD is partic-
ularly interesting. When LFS is delivered as animals
explore a novel environment, the resulting LTD lasts
for weeks regardless of the strain of rat. However, the
facilitation of synaptic plasticity is so marked that the
usual 1-Hz tetanus is no longer required to induce
LTD. The low-frequency electrical stimulation nor-
mally used to monitor synaptic transmission (5 pulses
given at 0.1Hz every 5min for 15min) is enough to
significantly depress synaptic transmission for several
hours if it is delivered during novelty exposure. An
exciting possibility is that the pattern of electrical
stimulation imposed on the brain during the novel
experience is incorporated into the memory of that
experience, and this memory is stored as LTD of the
synapses that were active at that time. Indeed, record-
ings from neurons in the temporal lobes have
consistently revealed that a cellular correlate of recog-
nition memory is a diminished response to the learned
stimulus (Xiang and Brown, 1998). Perhaps this
reduced response, and the memory trace, is accounted
for by the mechanisms of homosynaptic LTD.

A final type of LTD modulation was suggested by
the BCM theory. The idea was that the value of qm (the
LTD-LTP crossover point) should vary depending on
the history of the integrated postsynaptic response (Bear
et al., 1987; Bear, 1995). After periods of strong postsyn-
aptic activity, the modification threshold slides to
promote LTD over LTP; after periods of postsynaptic
inactivity, the threshold adjusts to promote LTP over
LTD. In this way, the properties of synaptic plasticity

adjust to keep the network ofmodifiable synapseswithin
a useful dynamic range. There is now compelling evi-
dence from a number of systems that the stimulation
requirements for induction of LTD are indeed altered
by prior postsynaptic activity (Kirkwood et al., 1996;
Holland and Wagner, 1998; Wang and Wagner, 1999).
Themechanisms for this plasticity of synaptic plasticity,
or ‘metaplasticity’ (Abraham and Bear, 1996), remain to
be determined, but the obvious candidates are clear
from this discussion of LTD modulation. Changes in
inhibition (Huang et al., 1999b; Steele andMauk, 1999),
NMDAR properties (Quinlan et al., 1999), and the
balance of postsynaptic kinases and phosphatases
(Mayford et al., 1995; Migaud et al., 1998) have all
been proposed as mechanisms for the sliding modifica-
tion threshold of the BCM theory.

12.7 mGluR-Dependent LTD

12.7.1 Induction

In addition to activating ionotropic receptors,
glutamate stimulates G-protein coupled mGluRs.
There are three classes of mGluR, defined by their
pharmacology and coupling to second messenger
pathways (Pin and Bockaert, 1995). Group 1
mGluRs (designated mGluR1 and mGluR5) stimu-
late phosphoinositide (PI) turnover via activation of
phospholipase C (PLC). It is of historical interest to
note that, based on theoretical considerations, the
proposal was made that PI-coupled mGluRs play a
role in triggering synaptic depression in the cerebral
cortex (Dudek and Bear, 1989), and that the proto-
col of using LFS to induce homosynaptic LTD was
designed originally with the aim of testing this
hypothesis (Dudek and Bear, 1992). Although this
early work implicated NMDARs instead, it was not
long before a role for mGluRs was suggested for
LTD. In particular, Bolshakov and Siegelbaum
(1994) found that the mGluR antagonist �-methyl-
4-carboxyphenylglycine (MCPG) prevents homo-
synaptic LTD in response to LFS in slices from
very young rats (postnatal day 3–7). LTD in this
preparation also required a rise in intracellular [Ca]
and activation of voltage-gated Ca channels during
LFS, but not activation of NMDARs.

Confusion about mGluR involvement in LTD per-
sisted for a number of years due to some failures to
replicate (Selig et al., 1995b), exacerbated by the find-
ing that MCPG is actually a very weak antagonist of
the action of glutamate at mGluR5 (Brabet et al., 1995;
Huber et al., 1998). Fortunately, the smoke has now

LTD – Synaptic Depression and Memory Storage 251



cleared. First, it is now clear that the activation of
mGluRs necessary to induce LTD is often not
achieved using the usual 1- to 5-Hz stimulus trains.
Protocols that work reliably are those that enhance
glutamate release during conditioning stimulation,
such as delivering prolonged trains of paired pulses
(Kemp and Bashir, 1997a), or by antagonizing the ade-
nosine inhibition of glutamate release (de Mendonca
et al., 1997; Kemp and Bashir, 1997b). These protocols
produce LTD of large magnitude with a component
that cannot be blocked with NMDAR antagonists.
Second, the use of new, potent mGluR antagonists
and genetically altered mice has established that
the NMDAR-independent LTD requires activation
of mGluR5, and, conversely, that induction of
NMDAR-dependent LTD does not (Bortolotto et al.,
1999; Huber et al., 2001; Sawtell et al., 1999).

It has now been established that activation of group
1 mGluRs induces LTD by a mechanism that is
entirely distinct from that engaged by NMDAR acti-
vation (Oliet et al., 1997). This mGluR-dependent
LTD (mGluR-LTD) can be induced by synaptic
stimulation in the presence of NMDAR antagonists,
or by simple pharmacological activation of mGluRs
using the group 1 mGluR-selective agonist DHPG
((RS)-3,5-dihydroxyphenylglycine) (Fitzjohn et al.,
1999; Huber et al., 2001). Remarkably, the specific
group 1 mGluRs involved differ for chemically and
synaptically induced LTD. Whereas DHPG-induced
LTD involves mGluR1 and mGluR5 activation,
synaptically induced LTD is only mGluR5-depen-
dent (Volk et al., 2006). The requirement of voltage-
gated Ca entry for induction of mGluR-dependent
LTD (mGluR-LTD) by synaptic stimulation has
been confirmed, although the type of channel (L- or
T-type) apparently varies depending on the circum-
stances (Bolshakov and Siegelbaum, 1994; Oliet et al.,
1997; Otani and Connor, 1998). In addition, synapti-
cally induced mGluR-LTD requires activation of
postsynaptic PLC (Reyes and Stanton, 1998) and
PKC (Bolshakov and Siegelbaum, 1994; Oliet et al.,
1997; Otani and Connor, 1998). Unlike the NMDAR-
dependent LTD (NMDAR-LTD), mGluR-LTD is
not affected by inhibition of postsynaptic PP1 (Oliet
et al., 1997).

Biochemical experiments suggest that activation
of group 1 mGluRs in synaptoneurosomes stimulates,
in a PKC-dependent manner, the aggregation of
ribosomes and mRNA, and the synthesis of the
fragile X mental retardation protein (Weiler and
Greenough, 1993; Weiler et al., 1997). Thus, it is of
considerable interest that mGluR-LTD is prevented

by manipulations that interfere with protein synthe-
sis. Huber et al. (2001) have shown that induction of
mGluR-LTD is prevented by the postsynaptic inhi-
bition of mRNA translation during conditioning
stimulation. Because the LTD is homosynaptic and
occurs even when the dendrites are isolated from
their cell bodies, a requirement for rapid, synapse-
specific synthesis of proteins from preexisting mRNA
is strongly suggested. These findings are consistent
with a number of converging lines of evidence sug-
gesting a major role for mRNA translation in the
mechanisms of mGluR5 action (Merlin et al., 1998;
Raymond et al., 2000).

The discovery of polyribosomes at the base of
dendritic spines has long invited speculation that
synaptic activity regulates the protein composition,
and therefore function, of synapses in the brain
(Steward et al., 1988). Available data now indicate
that mGluR5 activation triggers synapse-specific
mRNA translation, and that one functional conse-
quence is LTD (Figure 3). The obvious questions
to be examined next concern the mechanism of trans-
lation regulation, the identity of the essential
transcripts, and the mechanism that couples new
protein synthesis to a change in synaptic function.
The mGluR-LTD model should prove extremely
valuable for answering these questions.

12.7.2 Expression

At the present time, more is known about how
mGluR-LTD is not expressed than about how it
is expressed. Specifically, mGluR-LTD is not
expressed via the same mechanism as NMDAR-
LTD. This conclusion is supported by the finding
that the two forms of LTD are additive and do not
mutually occlude one another. Moreover, while
NMDAR-LTD is reversed by induction of LTP
(and vice versa), mGluR-LTD is not (Oliet et al.,
1997; Fitzjohn et al., 1999; Huber et al., 2001). It has
been reported that after mGluR-LTD the quantal
content, but not the quantal size, is reduced
(Bolshakov and Siegelbaum, 1994; Oliet et al.,
1997), consistent with a presynaptic expression side.
However, this observation could also be explained by
an all-or-none loss of postsynaptic AMPARs at indi-
vidual synapses (all-or-none because a graded
decrease would be reflected in a decrease in quantal
size). Studies on the phosphorylation state of
AMPARs in mGluR-LTD could not provide a con-
sistent view on the expression side of mGluR-
LTD so far. Whereas one study reported that
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mGluR-LTD, unlike NMDAR-LTD, is not asso-
ciated with a dephosphorylation of AMPA receptors
(Huber et al., 2001), another found that in DHPG-
induced LTD the activation of tyrosine phosphatases
leads to a tyrosine dephosphorylation of AMPARs
and their subsequent endocytosis (Moult et al., 2006).
A possible explanation for this discrepancy might be
that a developmental switch occurs between the sec-
ond and the third postnatal week from a pre- to a
postsynaptic expression side of mGluR-LTD
(Nosyreva and Huber, 2005).

12.8 Depotentiation

The term ‘depotentiation’ refers to the reversal of
previously established LTP, which can be elicited
by variations of the LFS protocol. Confusion has
arisen because the same term has been used to
describe two phenomena. One type of depotentia-
tion, of course, is homosynaptic LTD of synapses
from a potentiated baseline, which can be induced
at any time following LTP induction and utilizes the
same mechanisms discussed above. The second type
of depotentiation refers to the disruption of LTP that
occurs when LFS is delivered within a relatively
brief time window immediately following LTP
induction. This time-sensitive depotentiation appar-
ently is caused by interference with the transient
intracellular biochemical reactions that are required

to ‘fix’ LTP in the period that follows strong
NMDAR activation.

12.8.1 Time-Sensitive Depotentiation

High-frequency synaptic stimulation (HFS) typically
induces LTP in CA1. However, establishment of
stable LTP is prevented if the HFS is followed by
certain types of synaptic stimulation including, but
not restricted to, LFS (Hesse and Teyler, 1976;
Barrionuevo et al., 1980; Arai et al., 1990; Staubli and
Lynch, 1990; Fujii et al., 1991; Barr et al., 1995;
Holscher et al., 1997). This retrograde disruption of
LTP is time dependent. LFS within 5min of HFS can
completely prevent LTP; however, the same stimula-
tion may have no effect when delivered 1 h after HFS.

A clear picture of the mechanism for time-
sensitive depotentiation (TS-DP) has finally emerged
(Figure 4). Although the upstream regulation varies
depending on the type of stimulation used, the critical
downstream requirement for TS-DP is activation of
postsynaptic PP1 during the sensitive period (O’Dell
and Kandel, 1994; Staubli and Chun, 1996; Huang et
al., 1999a). This period coincides with the time when
LTP can be disrupted by inhibition of protein kinases
(Huber et al., 1995). Thus, the data indicate that stable
establishment of LTP requires the active serine-threo-
nine phosphorylation of synaptic substrates for a
defined time period. If this phosphorylation is pre-
vented or reversed, so is LTP.

AMPA receptor

NMDA receptor

Glutamate

DHPG

LY341495
Metabotropic
glutamate
receptor

Local mRNA 
translation

mGluR LTD

mGluR5

Figure 3 Model for metabotropic glutamate receptor-dependent LTD (mGluR-LTD) in CA1. Activating mGluR5 during
synaptic stimulation, or by the selective agonist DHPG, triggers LTD that can be prevented by the selective mGluR antagonist

LY341495. Synaptically evoked mGluR-LTD requires local translation of preexisting mRNA.
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Upstream regulation of TS-DP can occur in dif-
ferent ways. One route for TS-DP induction appears
to be the now-familiar pathway involving NMDAR
stimulation (Fujii et al., 1991; O’Dell and Kandel,
1994; Barr et al., 1995; Xiao et al., 1996) followed by
activation of PP2B and dephosphorylation of I-1
(O’Dell and Kandel, 1994; Zhuo et al., 1999). A sec-
ond route to TS-DP induction, also leading to
dephosphorylation of I-1, is the activation of A1
adenosine receptors (Larson et al., 1993; Staubli and
Chun, 1996; Fujii et al., 1997; Huang et al., 1999a). A1
receptor activation inhibits adenylyl cyclase and, as a
consequence, PKA (Dunwiddie and Fredholm, 1989).
Injection of PKA activators into the postsynaptic
neuron can prevent depotentiation caused by A1
receptor activation (Huang et al., 1999a).

Despite the apparent mechanistic similarities of
TS-DP and NMDAR-LTD, the two phenomena
differ. For example, TS-DP shows much less devel-
opmental regulation than LTD, and the patterns of
activity that are optimal for induction are different
(O’Dell and Kandel, 1994). In addition, TS-DP shows
greater sensitivity to PP1 inhibitors and to deletion of
the A� isoform of PP2B than does LTD (O’Dell and
Kandel, 1994; Zhuo et al., 1999). Interestingly,

however, like LTD, TS-DP in vivo is dramatically
facilitated by exposure of animals to a novel environ-
ment (Xu et al., 1998a).

A simple way to reconcile the findings is if we
assume that LTP induction results in the transient
exposure of postsynaptic phosphorylation sites to both
protein kinases and phosphatases. Normally, the kinase
activation that follows strong NMDAR stimulation
leads to a net phosphorylation of these sites and LTP.
However, the sites are also vulnerable to dephosphor-
ylation if PP1 is activated. Because the phosphorylation
sites are exposed, the threshold level of PP1 activation
for TS-DP is much lower than that forNMDAR-LTD.
Thus, while stimulation that induces LTD also can
always produce TS-DP, the converse is not true.
However, the common requirement for PP1 activation
makes both forms of synaptic modification subject to
very similar types of modulation.

12.8.2 Time-Insensitive Depotentiation

Under conditions in which de novo LTD is induced by
LFS, the same stimulation can also reverse LTP that
was induced hours before. The precise mechanism of
LTD and LTP reversal may not be identical, how-
ever. For example, LTD de novo is associated with the
dephosphorylation of GluR1 at a PKA site. However,
the same induction protocol given 1 h after induction
of LTP causes dephosphorylation of the CaMKII/
PKC site instead (Lee et al., 2000; see Figure 2(b)).
On the other hand, both LTD and LTP reversal
in vivo are associated with a parallel decrease in
AMPAR and NMDAR protein in the synaptoneuro-
somal biochemical fraction (Heynen et al., 2000).

12.9 LTD of the Cerebellar Parallel
Fiber–Purkinje Cell Synapse

The second type of synapse that we want to use as an
example to discuss LTD mechanisms is the parallel
fiber–Purkinje cell synapse in the cerebellum. For
comparison, we will also describe a more recently
characterized form of LTD at the climbing fiber–
Purkinje cell synapse. Why bother to study synaptic
plasticity in an obscure and atypical part of the brain
like the cerebellum? The answer is that it is one of
only two locations where learning and memory can
be understood at the level of circuits (the other being
the amygdala; for comparison see Medina et al.,
2002). In contrast, the hippocampus, for all of its
experimental utility, receives information that is so
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PP2B PKA

(PP1 inactive)
I-1P

Ca2+ cAMP

–
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activation

NMDAR
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Figure 4 Converging pathways to depotentiation.

Depotentiation occurs if synapses are given LFS in a narrow

time window immediately following induction of LTP.
Available evidence suggests that depotentiations results

from dephosphorylation of postsynaptic proteins by protein

phosphatase 1 (PP1). PP1 is activated when inhibitor 1 (I-1)

is dephosphorylated by calcineurin (PP2B) at a PKA site.
Stimuli that cause depotentiation include those that activate

PP2B (e.g., NMDAR activation) and those that inhibit PKA

(e.g., adenosine A1 receptor activation).
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highly processed that its content cannot be easily
characterized (what is the nature of the information
conveyed by the perforant path?).

12.10 Cerebellar Anatomy and Some
Useful Models

The cerebellum functions largely to integrate various
forms of sensory information to smooth and fine-tune
complex voluntary movements and reflexes (see Ito,
1984, for review). Therefore, cerebellar damage in
humans is associated not with outright paralysis, but
rather with dysmetric and ataxic syndromes, as
well as impairments in motor learning. In addition,
some recent work on human cerebellar lesions
complemented by functional imaging studies has
implicated the cerebellum in certain forms of non-
motor procedural learning as well (see Schmahmann,
1997, for review).

The cerebellum comprises �10% of the total
weight of the human brain, but contains >50% of
the total number of neurons, packed into the most
infolded and convoluted structure in the brain. This
degree of specialization suggests that, throughout
evolution, fast, accurate, coordinated movements
have been highly adaptive. To coordinate many
joints and muscles, it is necessary that sensory and
proprioceptive signals from any location in the body
or sensory world be able to influence motor com-
mands to any muscle in the body. Essentially, this
requires a giant switchboard, which is implemented
in the following way. The cerebellar circuitry is
essentially composed of a relay station in the deep
cerebellar nuclei (DCN) and a cortical ‘side-loop’
(see Figure 5(a)). The neurons of the DCN receive
their main excitatory drive from glutamatergic mossy
fibers which are the axons of a large number of
precerebellar nuclei. The main outflow of informa-
tion from this structure is carried by excitatory axons
which originate from the large neurons of the DCN
and project to premotor areas including the red
nucleus and thalamus. In addition, there are small
projection neurons in the DCN which are
GABAergic (Kumoi et al., 1988; Batini et al., 1992)
and send axons to the inferior olive (Fredette and
Mugnaini, 1991).

The sole output of the cortical side-loop is the
inhibitory, GABAergic (GABA: gamma-aminobutyric
acid) projection from Purkinje cells to the neurons of
the DCN (both large and small projection neurons are
innervated; see De Zeeuw and Berrebi, 1995; Teune

et al., 1998). Purkinje cells receive two major excitato-
ry inputs, which are organized in very different ways.
Each Purkinje cell is innervated by a single climbing
fiber. This climbing fiber, which originates in the
neurons of the inferior olive, will innervate �10
Purkinje cells. This is potentially the most powerful
synaptic contact in the brain, as each Purkinje cell
receives �1400 synapses from a single climbing fiber
axon (Strata and Rossi, 1998). Climbing fibers also
provide a very weak innervation of the DCN, consist-
ing of a few synapses in the most distal dendrites, the
function of which is poorly understood. In contrast,
each Purkinje cell receives �200 000 synapses from
parallel fibers, which are the axons of granule cells.
Because of the large number of granule cells (�50
billion) and the divergent output of their parallel fibers
(each contacts �1000 Purkinje cells), this synapse is
the most abundant of any in the brain. Closing the
loop, granule cells receive excitatory synapses from
branches of the same mossy fibers which innervate the
DCN directly. Because there are �10 000-fold more
granule cells than DCN cells, the innervation of gran-
ule cells by mossy fibers is highly convergent.

Putting this circuit together, it appears as if cere-
bellar output is driven by direct excitatory input
from the mossy fibers and is modulated by the inhib-
itory input from the Purkinje cell axons, the latter of
which will reflect computations and interactions in
the Purkinje cell. These computations will be per-
formed upon very subtle and informationally rich
excitatory parallel fiber input and massive, synchro-
nous excitation produced by the climbing fiber. This
striking anatomical organization has inspired some
notable models of motor learning. In particular,
Marr (1969) proposed that the parallel fiber–
Purkinje cell synapses could provide contextual
information, that climbing fiber–Purkinje cell
synapses could signal an ‘error’ in motor performance
that required alteration of subsequent behavior, and
that the conjunction of these two signals could
strengthen the parallel fiber–Purkinje cell synapse
to create a memory trace for motor learning. This
model was modified by Albus (1971), who noted that
a decrease in synaptic strength would be more appro-
priate, given the sign-reversing function of the
Purkinje cell inhibitory output. Importantly, Albus
also noted that this model is analogous to classical
conditioning, with the parallel fibers conveying a
conditioned stimulus (CS), the climbing fiber an
unconditioned stimulus (US), and a depression of
the parallel fiber–Purkinje cell synapse giving rise
to a conditioned response (CR) via disinhibition of
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Figure 5 Basic cerebellar functional anatomy and LTD of the parallel fiber–Purkinje cell synapse. (a) A simplified

diagram of cerebellar circuitry. Information flow through the main relay pathway consisting of precerebellar nuclei, their
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fibers. (b) Left: parallel fiber LTD is obtained after paired parallel fiber and climbing fiber tetanization (1Hz, 5min;

n = 15). Arrow indicates the time point of tetanization. Right: Diagram showing the electrode arrangement used for LTD
induction in vitro. Whole-cell patch-clamp recording (rec) is used to monitor electrical responses to parallel fiber (PF)
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(bottom), but in these recordings is masked by the complex spike. Following tetanization, the PF-EPSC amplitude is

reduced.
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the DCN. To place this model in a behavioral con-
text, let us consider a well-characterized form of
classical conditioning, associative eyeblink condi-
tioning in the rabbit. Before training, an airpuff to
the eye (US) gives rise to an immediate reflexive
blink (the unconditioned response, UR). During
training, a neutral stimulus such as a tone (CS) is
paired with the airpuff stimulation so that the tone
onset precedes the airpuff and the two stimuli coter-
minate. As the rabbit acquires the association, it

performs a blink carefully timed to immediately pre-
cede the airpuff (CR). This associative learning can
also be actively reversed. In well-trained animals
which reliably perform CRs, this response can
undergo rapid extinction if tone stimuli are repeat-
edly presented without airpuffs.

12.11 The Role of the Cerebellum in
Associative Eyeblink Conditioning

There is extensive evidence to support the involve-
ment of cerebellar circuits in associative eyeblink
conditioning (see Kim and Thompson, 1997, for
review). Similar evidence implicates the cerebellum
in other forms of motor learning such as limb-load
adjustment and adaptation of the vestibulo-ocular
reflex (VOR; du Lac et al., 1995; De Zeeuw et al.,
1998). Extracellular recording showed that popula-
tions of cells in the nucleus interpositus (a particular
portion of the DCN) discharge during the UR before
training and, in well-trained animals, begin to fire
during the CS-US interval. This firing is predictive
of and correlated with the performance of the CR,
suggesting that the CR behavior is expressed in the
firing rate and pattern of DCN neurons (McCormick
and Thompson, 1984a,b; Berthier and Moore, 1986,
1990). This notion is further supported by the finding
that microstimulation in the appropriate region of the
nucleus interpositus elicited a strong eyelid response
in either trained or untrained animals (McCormick
and Thompson, 1984a). Moreover, during training,
stimulation of mossy and climbing fibers can substi-
tute for the CS and US, respectively (Mauk et al,
1986; Steinmetz et al., 1986, 1989).

The data obtained using lesions and reversible
inactivation have been somewhat more complex (see
Mauk, 1997, for review). A Marr/Albus model would
predict that lesions of the cerebellar cortex would
both delete the memory trace in previously trained
animals and prevent further learning. Initially, it was
observed that lesioning either the whole cerebellum
(ipsilateral to the trained eye) or the anterior inter-
positus nucleus completely abolished the CR but not
the UR (McCormick et al., 1982; McCormick and
Thompson, 1984a,b; Yeo et al., 1985a; Steinmetz
et al., 1992; but see Welsh and Harvey, 1989). These
experiments suggested that cerebellar lesions abol-
ished the memory trace for eyeblink conditioning,
but their irreversibility made it difficult to dissociate
this interpretation from a performance deficit.
A more convincing case was made when experiments
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stimulation at 1Hz for 5min. The LTP protocol consists of

the same parallel activation pattern in the absence of
climbing fiber activation. Tetanization periods are indicated

by the arrows. (b) Omission of the LTD protocol reveals LTP

saturation after the application of two LTP protocols (n = 5).
In (a) and (b), traces on top show EPSCs from the time

points indicated. This figure is taken from Coesmans M,

Weber JT, De Zeeuw CI, and Hansel C (2004) Bidirectional

parallel fiber plasticity in the cerebellum under climbing fiber
control. Neuron 44: 691–700, with permission from Elsevier.
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showed that reversible inactivation of the DCN with
muscimol (a GABAA receptor agonist) prevented the
acquisition of the eyeblink CR, but not the perfor-
mance of the UR (Krupa et al., 1993; Hardiman et al.,
1996; Krupa and Thompson, 1997; but see Bracha
et al., 1994). In contrast, inactivation of the superior
cerebellar peduncle or red nucleus, sites through
which excitatory DCN output is conveyed, pre-
vented the expression of the CR during training,
but not its acquisition, as evidenced by the fact that
the CR was present after inactivation (Krupa et al.,
1993; Krupa and Thompson, 1995). These studies
suggest that the cerebellum and its associated projec-
tions are essential for acquisition and expression of
the eyeblink CR. More specifically, the memory
trace seems to be localized ‘upstream’ of the red
nucleus, in the cerebellar cortex and/or the DCN.

While there is general agreement that lesions or
inactivation of the DCN block the acquisition of the
eyeblink CR, there has been considerable debate
over the specific role of the cerebellar cortex in eye-
blink conditioning. Reports using lesions and
inactivation of the cerebellar cortex have ranged
from those which have found a complete blockade
of CR acquisition (Yeo et al., 1985b), to those which
have slowed, but not prevented acquisition (Lavond
and Steinmetz, 1989; Yeo and Hardiman, 1992), to
those which have found no effect at all (McCormick
and Thompson, 1984a,b). Some recent reports point
to a potential resolution of this problem. Lesions
which included the anterior cerebellar cortex (a
region previously thought not to be important), or
infusion of picrotoxin (a GABAA receptor antagonist,
the opposite of muscimol) into the DCN to block
Purkinje cell input, did not abolish the CR entirely
but affected its timing (Perrett et al., 1993; Perrett
and Mauk, 1995; Garcia and Mauk, 1998). Recently, a
model has been proposed to explain these findings. In
this model, the memory trace of the eyeblink CR is
sequentially stored, initially as a depression of the
parallel fiber–Purkinje cell synapse in the cerebellar
cortex. This would result in an attenuation of
Purkinje cell firing and hence Purkinje cell–DCN
synaptic drive, thereby disinhibiting the DCN tar-
gets. This disinhibition, when coupled with
activation of the mossy fiber–DCN synapse, could
then potentiate the latter, resulting in storage of the
CR at the mossy fiber–DCN synapse while the tim-
ing of the conditioned response is retained in the
cerebellar cortex (Raymond et al., 1996; Mauk,
1997; Mauk and Donegan, 1997; Medina and Mauk,
1999).

12.12 Potential Cellular Substrates
of Associative Eyeblink Conditioning

LTD of the parallel fiber–Purkinje cell synapse has
been proposed as a cellular mechanism which could,
at least in part, underlie the acquisition of associative
eyeblink conditioning. This phenomenon, which was
first described by Ito and colleagues (1982), results
when the climbing fiber (corresponding to the US)
and parallel fiber (corresponding to the CS) inputs
are activated together at low frequencies (1–4Hz; see
Figure 5(b)). In addition, stimulation of parallel
fibers alone can produce LTP of the parallel fiber–
Purkinje cell synapse, thus providing a form of bidir-
ectional control (Lev-Ram et al., 2002; Coesmans
et al., 2004). LTD in the parallel fiber–Purkinje cell
synapse requires association of parallel fiber (CS) and
climbing fiber (US) activation and would result in
decreased firing of the Purkinje cell, causing
increased firing of DCN neurons and enhanced
expression of the CR. Essentially, this is a cellular
restatement of the Marr/Albus model. Conversely,
repeated activation of the parallel fiber (CS) alone
could, through enhanced inhibition resulting from
parallel fiber LTP, decrease firing of the DCN and
thereby reduce expression of the CR during
extinction.

As indicated by the lesion and inactivation
studies described above, it is likely that the parallel
fiber–Purkinje cell synapse is not the only site of
information storage during cerebellar motor learning.
At a cellular level, extinction of the CR, as results
from repeated application of a tone CS, could be
mediated not only by LTP of the parallel fiber–
Purkinje cell synapse, but also by LTD of the
mossy fiber–DCN synapse. This idea is consistent
with reports that both cortical lesions which include
the anterior region (Perrett and Mauk, 1995) and
reversible inactivation of the DCN with muscimol
(Hardiman et al., 1996; Ramnani and Yeo, 1996)
block CR extinction.

Recently, both LTD and LTP have been
described at the mossy fiber–DCN synapse.
Whereas LTD can be observed after high-frequency
mossy fiber burst stimulation, either alone or paired
with postsynaptic depolarization (Zhang and Linden,
2006), LTP can be elicited when high-frequency
mossy fiber stimulation is paired with postsynaptic
hyperpolarization followed by a rebound current
(Pugh and Raman, 2006). The existence of mossy
fiber LTP has been suggested by a model of Mauk
and coworkers, in which disinhibition of the DCN
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from reduced Purkinje cell input, when coupled with
activation of the mossy fiber–DCN synapses, results
in LTP of mossy fiber–DCN synapses, constituting a
portion of the memory trace of the CR (Raymond
et al., 1996; Mauk, 1997; Mauk and Donegan, 1997). A
recent computational analysis has suggested that
an LTP induction rule for the mossy fiber–DCN
synapse that depends upon specific patterns of
Purkinje cell input (plus ongoing mossy fiber activi-
ty) could constitute a memory trace that is unusually
resistant to degradation by ongoing ‘background’ ac-
tivity in the cerebellar circuit (Medina and Mauk,
1999). The dependence of mossy fiber LTP on paired
hyperpolarization and subsequent rebound currents
(Pugh and Raman, 2006), mimicking the response to
Purkinje cell activity and the transient interruption of
inhibition (e.g., related to a complex spike pause), fits
this theoretical framework and underlines the impor-
tance of a specific timing of mossy fiber and Purkinje
cell activity for LTP induction. A missing piece that
remains in the puzzle, however, is whether previous
parallel fiber–LTD induction (resulting in a reduc-
tion of the inhibitory tone imposed by Purkinje
cells) not only leads to increased activity levels in
DCN cells, but also facilitates the induction of mossy
fiber LTP.

12.13 Parallel Fiber LTD Induction

12.13.1 Parametric Requirements

Cerebellar LTD was first described in the intact
cerebellum (Ito et al., 1982) and, since that time,
has been analyzed in acute slice preparations,
primary cultures, acutely dissociated Purkinje cells,
and macropatches of Purkinje cell dendrite. In slice
or in situ, the standard induction protocol consists of
stimulating the parallel and climbing fiber inputs
together at low frequency (1–4Hz) for a period of
2–6min. This results in a selective attenuation of
the parallel fiber–Purkinje cell synapse (typically a
20–50% reduction of baseline synaptic strength),
which reaches its full extent in �10 min and
persists for the duration of the experiment, typically
1–2 h.

LTD is said to result from coactivation of parallel
fibers and climbing fibers, but what are the precise
timing constraints on this coactivation? This is an
important point, because if parallel fiber LTD under-
lies associative eyeblink conditioning, then the
temporal constraints on CS/US association should
be reflected in the temporal constraints on LTD

induction. One study, using intracellular recording
in rabbit cerebellar slice, has indicated that LTD is
optimally induced when climbing fiber stimulation
precedes parallel fiber stimulation by 125–250ms
(Ekerot and Kano, 1989). Another study using a simi-
lar preparation has shown that LTD may be induced
by climbing fiber–parallel fiber stimulation with an
interval of 50ms, but claims that LTD induced by
climbing fiber–parallel fiber pairing will not occur
unless disynaptic inhibition is blocked by addition of
a GABAA antagonist (Schreurs and Alkon, 1993).
Neither of these intervals (in which the US precedes
CS) will support robust eyeblink conditioning.
However, with slightly different stimulation proto-
cols (small trains of parallel fiber stimulation instead
of single pulses in one case) parallel fiber before
climbing fiber pairing, at intervals which support
eyeblink conditioning, may also be effective in indu-
cing LTD in the absence of GABAA receptor
blockade (Chen and Thompson, 1995; Schreurs
et al., 1996). In a more recent study, which combined
whole-cell patch-clamp recordings with two-photon
Ca imaging, it was shown that LTD is optimally
induced when parallel fiber activation precedes
climbing fiber activation by 50–200ms and that coin-
cident parallel fiber and climbing fiber activation
results in supralinear Ca signals (Wang et al., 2000).
Thus, the timing requirements found in cerebellar
motor learning paradigms can indeed be matched by
timing requirements characterized in cerebellar slice
preparations. Moreover, the optimal timing condi-
tions for LTD induction also yielded the largest
spine Ca signals, providing an explanation why this
particular activation sequence was beneficial for
LTD induction.

12.13.2 Climbing Fiber Signals

The climbing fiber contributes to LTD induction
by causing sufficient postsynaptic depolarization
(through activation of AMPARs) to strongly activate
voltage-sensitive Ca channels in the dendrites,
thereby causing a complex spike and a large Ca
influx (see Figure 7; for review see Schmolesky
et al., 2002). In fact, climbing fiber activation may
be replaced in the LTD induction protocol by direct
depolarization of the Purkinje cell (Crepel and
Krupa, 1988; Hirano, 1990; Linden et al., 1991).
Furthermore, LTD induction is blocked by postsyn-
aptic application of a Ca chelator (Sakurai, 1990;
Linden and Connor, 1991; Konnerth et al., 1992),
electrical inhibition of Purkinje cells during parallel
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fiber/climbing fiber conjunctive stimulation (Ekerot
and Kano, 1985, 1989; Hirano, 1990; Crepel and
Jaillard, 1991), or removal of external Ca (Linden
and Connor, 1991). In addition, studies using optical
indicators have shown large Ca accumulations in
Purkinje cell dendrites following climbing fiber
stimulation (Ross and Werman, 1987; Knöpfel et al.,
1990; Konnerth et al., 1992). These Ca transients
reach supralinear levels when the climbing fiber
stimulation is paired with parallel fiber activation
(see above; Wang et al., 2000). While these studies
have suggested that Ca influx is the sole mediator of
climbing fiber action, another view has come from
studies which have examined a peptide released from
climbing fiber terminals, corticotropin releasing fac-
tor. Miyata et al. (1999) have found that LTD
induced by either parallel fiber/climbing fiber con-
junction or parallel fiber/depolarization conjunction
can be blocked by antagonists of the corticotropin
releasing factor receptor in a slice preparation.
Furthermore, parallel fiber/depolarization conjunc-
tion fails to induce LTD in slices prepared from rats
in which climbing fibers were chemically prele-
sioned, but this may be restored with exogenous
corticotropin releasing factor. These observations
have led to the suggestion that corticotropin releas-
ing factor plays a permissive role in LTD of parallel
fiber synapses. A similar facilitatory role of cortico-
tropin releasing factor can be found for LTD
induction at climbing fiber–Purkinje cell synapses
(see following; Schmolesky et al., 2007).

12.13.3 Parallel Fiber Signals

Parallel fiber activation results in glutamate release,
which activates glutamate receptors in the Purkinje
cell dendrite. While mature Purkinje cells do not
express functional NMDARs, they are found on
both cultured embryonic Purkinje cells and acutely
dissociated Purkinje cells in early postnatal life
(Linden and Connor, 1991; Rosenmund et al., 1992).
Purkinje cells also express AMPARs of the GluR2-
containing, Ca-impermeable variety (Linden et al.,
1993; Tempia et al., 1996) as well as a particular
metabotropic receptor, mGluR1, at high levels in
the dendritic spines where parallel fiber synapses
are received (Martin et al., 1992).

The first evidence indicating that activation of me-
tabotropic receptors was required for parallel fiber
LTD induction came from experiments using cerebel-
lar cultures, which showed that agonists that activated
both AMPA and metabotropic receptors (such as

glutamate and quisqualate) could substitute for parallel
fiber activation during LTD induction, but that ago-
nists that failed to activate metabotropic receptors
(such as AMPA or aspartate) could not (Kano and
Kato, 1987; Linden et al, 1991). Complementary evi-
dence was found in which metabotropic receptor
antagonists blocked LTD induction (Linden et al.,
1991; Hartell, 1994; Narasimhan and Linden, 1996;
Lev-Ram et al., 1997a). These results, while they indi-
cated that metabotropic receptor activation was
required, did not specify which metabotropic recep-
tor(s) were important for LTD induction. The first
findings to address this issue were those of Shigemoto
et al. (1994), who demonstrated that specific inactivat-
ing antibodies directed against mGluR1 could block
LTD induction in cell culture. This result was con-
firmed and extended by two different groups using
mGluR1 knockout mice (Aiba et al., 1994; Conquet
et al., 1994).

Activation of mGluR1 results in the activation of
phospholipase C and the consequent production of
two initial products, inositol-1,4,5-trisphosphate (IP3)
and 1,2-diacylglycerol. The former binds to specific
intracellular IP3 receptors, resulting in the liberation
of Ca from internal stores, while the latter results in
activation of PKC. Are both of these products required
for parallel fiber LTD induction? Purkinje cells
express IP3 receptors, particularly the type I isoform,
at unusually high levels (Nakanishi et al., 1991), and it
has been shown through photolysis of caged IP3 that
these receptors are functionally coupled to intracellu-
lar Ca release in situ (Khodakhah and Ogden, 1993;
Wang and Augustine, 1995). Several lines of evidence
have supported a role for IP3 receptor activation in the
induction of parallel fiber LTD. First, compounds
which interfere with IP3 receptor function have been
shown to block LTD. Application of heparin, a non-
specific (Herbert and Maffrand, 1991; Bezprozvanny
et al., 1993) inhibitor of the IP3 receptor, blocked LTD
induced by glutamate/depolarization conjunction in
cultured Purkinje cells (Kasono and Hirano, 1995) or
by parallel fiber/depolarization conjunction in
Purkinje cells in a cerebellar slice (Khodakhah and
Armstrong, 1997). A specific inactivating antibody
directed against the IP3 receptor was similarly effec-
tive (Inoue et al., 1998). Application of thapsigargin, a
drug which depletes internal Ca stores through inhibi-
tion of the endoplasmic reticulum Ca-ATPase, also
blocked LTD induction (Kohda et al., 1995).
Thapsigargin would be expected to deplete Ca stores
gated by both the IP3 receptor and the ryanodine
receptor, the latter of which mediates Ca-induced Ca
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release. Second, photolysis of IP3 in cultured Purkinje
cells can induce LTD when combined with depolar-
ization plus AMPAR activation (Kasano and Hirano,
1995). Similarly, IP3 photolysis combined with depo-
larization can induce LTD in slices derived from
either wild-type (Khodakhah and Armstrong, 1997)
or mGluR1 knockout mice (Daniel et al., 1999).
Finally, parallel fiber LTD is blocked in slices derived
from a mutant mouse which lacks the type I IP3
receptor (Inoue et al., 1998).

While these experiments would appear to provide
a strong case for the involvement of IP3 receptors
in cerebellar LTD induction, it is worth noting that
not all evidence has been consistent with this view.
For example, thapsigargin application in slices
was found to block LTD induced by bath application
of the mGluR agonist trans-DL-1-amino-1,3-cyclo-
pentanedicarboxylic acid (ACPD) together with
depolarization, but not parallel fiber/depolarization
conjunction (Hemart et al., 1995). Furthermore,
Narasimhan et al. (1998) performed ratiometric ima-
ging of free cytosolic Ca on both acutely dissociated
and cultured Purkinje cells. It was determined that
the threshold for glutamate pulses to contribute to
LTD induction was below the threshold for produ-
cing a Ca transient. Furthermore, the Ca transients
produced by depolarization alone and glutamate plus
depolarization were not significantly different. In
addition, the potent and selective IP3 receptor chan-
nel blocker xestospongin C (an improvement over
heparin) was not found to affect the induction of
LTD in either acutely dissociated or cultured
Purkinje cells at a concentration which was sufficient
to block mGluR1-evoked Ca mobilization. Finally,
replacement of mGluR1 activation by exogenous
synthetic diacylglycerol in an LTD induction proto-
col was successful. At present it is not clear why an
IP3 signaling cascade is not required for induction of
cerebellar LTD in these experiments using reduced
preparations, while other experiments using both
slice and culture preparations have suggested
otherwise.

12.13.4 Second Messengers

Two major postsynaptic signals resulting from cere-
bellar LTD induction are 1,2-diacylglycerol and Ca.
These signals are known to synergistically activate the
enzyme PKC. The involvement of PKC in LTD
induction was suggested by experiments in which
PKC inhibitors blocked induction when applied dur-
ing glutamate/depolarization conjunction in cultured

Purkinje cells (Linden and Connor, 1991). Application
of these compounds after LTD had been induced had
no effect, suggesting that continued PKC activation is
not required for LTD to persist. Blockade of LTD
induction by PKC inhibitors has since been confirmed
using several preparations including cerebellar slices
(Hartell, 1994; Freeman et al., 1998), acutely disso-
ciated Purkinje cells and Purkinje cell dendritic
macropatches (Narasimhan and Linden, 1996), as
well as cultured Purkinje cells derived from a trans-
genic mouse which expresses a PKC inhibitor peptide
(De Zeeuw et al., 1998). These observations are
complemented by the finding that bath application of
PKC-activating phorbol esters induces an LTD-like
attenuation of Purkinje cell responses to exogenous
glutamate or AMPA (Crepel and Krupa, 1988; Linden
and Connor, 1991) which occludes pairing-induced
LTD. In a recent study using �CaMKII knockout
mice, it was shown that �CaMKII is involved
in cerebellar LTD induction as well (Hansel et al.,
2006). Moreover, LTD was blocked when the
CaMKII inhibitor KN-93 was bath applied, but not
when its inactive analogue, KN-92, was used. These
observations show that, similar to hippocampal
LTP (but operating in an ‘inverse’ manner), multiple
kinases are involved in the induction process.

In addition to PKC and �CaMKII activation, a
number of studies have indicated that release of the
gaseous second messenger, nitric oxide (NO) by the
action of the Ca/calmodulin-sensitive enzyme NO
synthase (NOS), is necessary for parallel fiber LTD
induction. They have shown that an LTD-like phe-
nomenon could be induced when climbing fiber
stimulation was replaced by bath application of
NO via donor molecules such as sodium nitroprus-
side (Crepel and Jaillard, 1990; Shibuki and Okada,
1991; Daniel et al., 1993; but see Glaum et al., 1992).
Likewise, induction of LTD by more conventional
means could be blocked by inhibitors of NOS (such
as NG-nitro-L-arginine), agents that bind NO in the
extracellular fluid (such as hemoglobin), or genetic
deletion of the neuronal isoform of NOS (Lev-Ram
et al., 1997b). Application of NO donors, cGMP
analogs, or cGMP phosphodiesterase inhibitors
directly to the Purkinje cell (via a patch pipette)
also resulted in depression of parallel fiber
responses (Daniel et al., 1993; Hartell, 1994, 1996),
while postsynaptic application of a NOS inhibitor
did not block LTD induction (Daniel et al., 1993). In
contrast, postsynaptic application of a specific gua-
nylyl cyclase inhibitor was effective in blocking
LTD induction (Boxall and Garthwaite, 1996;
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Lev-Ram et al., 1997a). These findings suggested a
model in which climbing fiber activation resulted in
NO production, which then diffused to the Purkinje
cell to activate soluble guanylyl cyclase. However,
this model was complicated by the fact that both
climbing fibers (Bredt et al., 1990; Vincent and
Kimura, 1992; Ikeda et al., 1993) and Purkinje cells
(Bredt et al., 1990; Vincent and Kimura, 1992;
Crepel et al., 1994) lack NOS.

A proposal which addresses this complication has
been that climbing fiber–evoked Ca influx into
Purkinje cell dendrites causes K-efflux, which depo-
larizes adjacent parallel fiber terminals, resulting in
Ca influx and the consequent activation of NOS in
these compartments (Daniel et al., 1998). Another
approach has been taken by Lev-Ram et al. (1995),
who found that photolysis of caged NO loaded into
Purkinje cells could substitute for parallel fiber acti-
vation in LTD induction. When NO photolysis was
followed by direct Purkinje cell depolarization
within a 50-ms window, LTD of parallel fiber
EPSCs was produced. LTD induced in this manner
could be blocked by a postsynaptic application of a
Ca chelator or NO scavenger, but not external
application of a NOS inhibitor or an NO scavenger.
In contrast, LTD produced by parallel fiber/depo-
larization conjunction could be blocked by either an
internally or externally applied NO scavenger, or an
externally applied NOS inhibitor, but not an intern-
ally applied NOS inhibitor. This pattern of results
suggests a model in which activation of parallel
fibers causes an anterograde NO signal which acts
inside the Purkinje cell. A subsequent investigation
by this group showed that, when photolysis of caged
Ca was used in place of Purkinje cell depolarization,
the coincidence requirement for NO and Ca pairing
was <10ms, and the resultant LTD could be
blocked by an inhibitor of soluble guanylyl cyclase
(Lev-Ram et al., 1997a). However, when caged Ca
and cGMP were used, the inhibition of guanylyl
cyclase could be overcome, and the coincidence
requirement was lengthened to �200ms.

The production of cGMP by this cascade is likely to
be exerting its effect through activation of cGMP-
dependent protein kinase (PKG). LTD induced by
parallel fiber/depolarization conjunctive stimulation
(Hartell, 1994) or photolytic NO/depolarization
stimulation (Lev-Ram et al, 1997a) may be blocked
with PKG inhibitors. While the mechanisms by
which PKG might contribute to LTD induction are
not known, one suggestion has been that phosphoryla-
tion of G-substrate by PKG could result in inhibition of

protein phosphatases (Ito, 1990), which in turn promote
LTP induction (Belmeguenai and Hansel, 2005).

In contrast to the extensive evidence indicating a
requirement for a NO/cGMP/PKG cascade in slice
preparations, LTD of glutamate currents produced
without synaptic stimulation in cultured Purkinje
cells is unaffected by reagents that stimulate (sodium
nitroprusside) or inhibit (hemoglobin, NG-nitro-L-
arginine) NO signaling (Linden and Connor, 1992).
Furthermore, in cerebellar cultures made from
neuronal NOS knockout mice, LTD was indistin-
guishable from that in cultures from wild-type mice
(Linden et al., 1995). In wild-type cultures, neither an
activator of soluble guanylate cyclase, nor an inhibi-
tor of type V cGMP-phosphodiesterase, nor
inclusion of cGMP analogs in the patch pipette pro-
duced an LTD-like effect. Induction of LTD was not
blocked by inclusion in the patch pipette of three
different PKG inhibitors. These results suggest that a
NO/cGMP/PKG cascade is not required for cere-
bellar LTD induction in culture.

A recent study suggests that in slices NO might
indeed be required for LTD induction, but that NO
is not released from parallel fiber terminals, but instead
from interneurons (Shin and Linden, 2005). Using
combined patch-clamp recordings and presynaptic
confocal Ca imaging, the authors demonstrated that
there are no NMDAR-mediated Ca transients in par-
allel fiber terminals, which had previously been
suggested to promote NOS activation and subsequent
NO production (Casado et al., 2002). Rather, functional
NMDAR and NMDAR-mediated Ca signaling were
found in the somata, dendrites, and presynaptic termi-
nals of stellate cells (Shin and Linden, 2005). Thus, it is
likely that under certain activation conditions NO
diffuses from interneurons to Purkinje cells and facil-
itates LTD induction by promoting phosphatase
inhibition.

12.14 Parallel Fiber LTD Expression

While considerable attention has been paid to the
molecular mechanisms of cerebellar LTD induction,
significant effort has only recently been focused upon
its expression. A widely accepted notion has been
that LTD is expressed, at least in part, as a down-
regulation of the postsynaptic sensitivity to AMPA,
as LTD may be detected using AMPA or glutamate
test pulses in intact (Ito et al., 1982), slice (Crepel and
Krupa, 1988), and culture (Linden et al., 1991) prep-
arations. These experiments have been extended
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with ultrareduced preparations that completely lack
functional presynaptic terminals (Linden, 1994)
including outside-out dendritic macropatches and
acutely dissociated Purkinje cells (Narasimhan and
Linden, 1996, Narasimhan et al., 1998) which provide
definitive evidence for a postsynaptic locus of
expression. This idea has received further support
from a study showing that the coefficient of variation
of parallel fiber EPSCs was altered by manipulations
known to act presynaptically (such as transient
synaptic attenuation produced by addition of adeno-
sine), but was not altered by induction of LTD
(Blond et al., 1997).

In CA1 pyramidal cells, synaptic plasticity is
implemented by changes both in the properties of
postsynaptic AMPA receptors and in the insertion/
internalization balance of AMPA receptor subunits
(see above). In contrast, parallel fiber LTD is not
associated with changes in AMPA receptor prop-
erties, such as glutamate affinity, conductance, or
kinetics (Linden, 2001; for review see Ito, 2001).
Rather, synaptic plasticity at parallel fiber synapses
seems to rely entirely on changes in AMPA recep-
tor trafficking. In Purkinje cells, GluR1 expression
is low (Baude et al., 1994), and GluR2/GluR3
heteromers constitute the majority of AMPA
receptors. PF-LTD results from a clathrin-
mediated endocytosis of GluR2 (Wang and
Linden, 2000), which requires PKC�-dependent
phosphorylation of GluR2 at serine-880 (Chung
et al., 2003; Leitges et al., 2004). The internaliza-
tion of GluR2 involves unbinding from GRIP
(Dong et al., 1997) and binding to PICK1 (Xia et
al., 1999, 2000; Chung et al., 2000; Steinberg et al.,
2006), thus using the same molecular machinery as
described for GluR2 endocytosis in CA1 pyramidal
cells (Figure 7). The role of �CaMKII activation,
which is needed for LTD induction (Hansel et al.,
2006), in GluR2 subunit trafficking remains to be
examined.

12.15 Another Type of Cerebellar
LTD: Climbing Fiber LTD

In the classic Marr-Albus-Ito models of cerebellar
function and learning, paired parallel fiber and
climbing fiber stimulation leads to LTD at the par-
allel fiber synapses, but the climbing fiber input was
considered invariant (Marr, 1969; Albus, 1971; Ito,
1984). This reputation is a result of early studies by
Eccles and colleagues demonstrating a high degree of

reliability of complex spike occurrence upon tetani-
zation at frequencies exceeding 100Hz (e.g., Eccles
et al., 1966). However, a different perspective of the
‘invariance’ of the complex spike emerges when it
comes to modifications of the complex spike wave-
form. The search for plasticity at climbing fiber
synapses was actually started using recordings of
climbing fiber–mediated EPSCs in voltage-clamp
mode, enabling an electrophysiological isolation of
synaptic events underlying the complex spike.
Climbing fiber activation at 5Hz for 30 s resulted in
a lasting reduction of EPSC amplitudes (Hansel and
Linden, 2000; Carta et al., 2006). This form of LTD at
the climbing fiber input was not accompanied by
changes in parallel fiber responses, but it turned out
that climbing fiber LTD shares induction require-
ments with parallel fiber LTD, namely a dependence
on postsynaptic Ca transients, mGluR1, and PKC
activation (Hansel and Linden, 2000). Climbing
fiber LTD is not accompanied by changes in the
paired-pulse depression ratio (Hansel and Linden,
2000) and also does not alter the degree of AMPA
receptor blockade by a low-affinity competitive
antagonist, �-D-glutamylglycine, which unbinds
rapidly from AMPA receptors and can be used as a
reporter for changes in glutamate release (Shen et al.,
2002). These results suggest that climbing fiber LTD,
just like parallel fiber LTD, is postsynaptically
expressed. When discussing plasticity at the climbing
fiber synapse, it has to be kept in mind that this is a
very unusual type of synapse, as climbing fiber ac-
tivity under physiological conditions results in an all-
or-none complex spike. The waveform of complex
spikes is composed of an initial Na action potential in
the soma, followed by smaller spikelets on top of a
plateau. These spikelets likely reflect calcium spike
activity in the dendrite, although at the somatic level
(where typically the recordings are performed)
resurgent Na conductances might be involved as
well (for review see Schmolesky et al., 2002). As
complex spikes are the physiological responses to
climbing fiber stimulation, climbing fiber plasticity
was also characterized when complex spikes were
recorded in current-clamp mode. Under these con-
ditions, 5-Hz climbing fiber activation for 30 s
resulted in a selective reduction of slow complex
spike components (most reliably the first spikelet)
(Hansel and Linden, 2000; see also Hansel et al.,
2001). This effect could be mimicked by partial
AMPA receptor blockade using NBQX (1,2,3,4-
tetrahydro-6-nitro-2,3-dioxo-benzo-[f]quinoxaline-7-
sulfonamide) (Weber et al., 2003), suggesting that
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climbing fiber LTD is primarily caused by a reduc-
tion in AMPAR-mediated transmission, which sub-
sequently affects dendritic Ca spike activity. This
interpretation is supported by experiments in which
whole-cell patch-clamp recordings and microfluoro-
metric Ca measurements were simultaneously
performed. These recordings showed that climbing
fiber LTD is accompanied by a long-term depression
of dendritic Ca transients (Weber et al., 2003).
Finally, it was shown that climbing fiber LTD is
associated with a reduction in the afterhyperpolari-
zation (AHP) following complex spikes (Schmolesky
et al., 2005), which might result from the depression
of Ca transients. These observations show that LTD
at the climbing fiber synapse affects all components
of a climbing fiber response, namely the underlying
synaptic transmission and subsequently the complex
spike, the complex spike-evoked Ca transient, as well
as the complex spike AHP. As will be discussed, these
alterations (particularly the ‘Ca-LTD’) have a large
effect on the function of Purkinje cells and on parallel
fiber plasticity.

12.16 Interactions Between LTP and
LTD at Parallel Fiber Synapses

Parallel fiber LTD is postsynaptically induced and
expressed (for review see Hansel et al., 2001; Ito,
2001, 2002). A mechanism allowing for activity-
dependent reversibility of LTD therefore needs to
operate postsynaptically as well. Recently, a postsyn-
aptic form of parallel fiber LTP has indeed been
described (Lev-Ram et al., 2002; Coesmans et al.,
2004). LTP had been reported in earlier studies
under conditions when LTD was blocked (e.g.,
Sakurai, 1990; Shibuki and Okada, 1992), but in
these studies the expression side of LTP was not
specifically addressed. The first type of parallel
fiber LTP that was actually examined in detail
turned out to be a presynaptic phenomenon (Salin
et al., 1996).

This presynaptic form of LTP is typically induced
by brief (4–8Hz) parallel fiber tetanization and
requires presynaptic Ca influx (Salin et al., 1996;
Linden, 1997) and activation of Ca-sensitive adenylyl
cyclase I (Storm et al., 1998), an enzyme which is
concentrated in granule cell presynaptic terminals.
The resulting cyclic adenosine monophosphate ele-
vation then activates PKA (Salin et al., 1996) in this
same compartment (Linden and Ahn, 1999). A PKA
substrate involved in the induction of presynaptic

parallel fiber LTP is the active zone protein
RIM1� (Lonart et al., 2003).

The postsynaptic form of parallel fiber LTP can
be obtained with the same parallel fiber tetaniza-
tion protocol used for the induction of parallel
fiber LTD (1Hz; 5min), but in the absence of
climbing fiber activity (Lev-Ram et al., 2002;
Coesmans et al., 2004). Therefore, the polarity of
synaptic gain changes at the parallel fiber input
depends on the activity level of the heterosynaptic
climbing fiber input. Climbing fiber activity can exert
such function as a polarity switch, because LTD induc-
tion requires a larger Ca transient than LTP induction
(Coesmans et al., 2004). This is a remarkable observa-
tion, as it indicates that bidirectional parallel fiber
plasticity is governed by a Ca-threshold mechanism
that operates inverse to its hippocampal counterpart
(Figure 7). The additional Ca needed for parallel fiber
LTD induction is contributed by climbing fiber–
evoked complex spike activity (Konnerth et al., 1992;
Wang et al., 2000). In fact, previous induction of climb-
ing fiber LTD (and the associated reduction in
dendritic Ca transients) reduces the probability for
subsequent induction of parallel fiber LTD
(Coesmans et al., 2004). Postsynaptic parallel fiber
LTP depends on the activation of protein phosphatases
1, 2A, and 2B, but neither requires PKC activity
(Belmeguenai and Hansel, 2005) or �CaMKII activity
(Hansel et al., 2006). The postsynaptic expression side
of this form of parallel fiber LTP suggests that it might
provide a reversal mechanism for LTD. The postsyn-
aptic expression of LTP was confirmed by the absence
of changes in the paired-pulse facilitation ratio (Lev-
Ram et al., 2002; Coesmans et al., 2004) and by the
absence of changes in the degree of AMPA receptor
blockade by the low-affinity competitive AMPA
receptor antagonist �-DGG (Coesmans et al., 2004).
Postsynaptic LTD and LTP can indeed reverse each
other: when LTP was saturated first by applying the
LTP-inducing protocol twice, application of the LTD
protocol resulted in a depotentiation (Figure 6).
Subsequent application of the LTP protocol for the
third time again potentiated the parallel fiber EPSCs,
indicating that the previous LTD protocol had
reversed LTP and that the LTP mechanism was not
saturated any longer (Coesmans et al., 2004). The
mutual reversibility of postsynaptic parallel fiber
LTD and LTP is also suggested by the observation
that LTP induction involves an NSF-dependent mem-
brane delivery of GluR2 subunits (Kakegawa and
Yuzaki, 2005), which are internalized during LTD
(Figure 7).
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12.17 Comparison of Bidirectional
Plasticity at Hippocampal and
Cerebellar Synapses

While this article largely focuses on the description
of LTD mechanisms and the function of LTD, we
have also discussed how at both hippocampal and
cerebellar synapses LTD relates to LTP. This rela-
tion is crucial for an understanding of brain plasticity
when it comes to the cellular machinery involved in
synaptic memory storage, but also when it comes to
the functions of LTP and LTD, respectively. A post-
synaptic form of parallel fiber LTP was only recently
discovered (Lev-Ram et al., 2002), but its arrival on
the scene finally establishes bidirectional plasticity at
parallel fiber synapses and allows us to directly com-
pare the cellular mechanisms involved in LTP and
LTD induction at hippocampal synapses to their
cerebellar counterparts. To start with, at both types
of synapses different ‘tools’ are available for plasticity:
in contrast to pyramidal neurons, mature Purkinje
cells lack functional NMDARs (Crepel et al., 1982)
and only weakly express the AMPAR subunit GluR1
(Baude et al., 1994). Purkinje cells, in turn, express
the orphan glutamate receptor �2 (GluR�2), which
plays a not well-understood role in parallel fiber
LTD (for review see Yuzaki, 2004), but is not
expressed in pyramidal cells. Moreover, Purkinje
cells lack back-propagating action potentials in the
dendrites (Stuart and Häusser, 1994), but fire com-
plex spikes in response to climbing fiber activation
(for review see Schmolesky et al., 2002).

Our current understanding of plasticity mecha-
nisms is not yet advanced enough to pinpoint, for
example, what consequences the absence of func-
tional NMDARs has for Purkinje cells, or the
absence of GluR�2 receptors for pyramidal cells.
However, we can describe an emerging picture of
remarkable differences between hippocampal and
cerebellar plasticity, but also of astonishing similari-
ties (see also Hansel, 2005). In several aspects,
cerebellar plasticity provides a mirror image of hip-
pocampal plasticity. As described in detail earlier,
hippocampal LTP induction requires large Ca tran-
sients and the activation of protein kinases (e.g.,
CaMKII, PKA, PKC), whereas LTD relies on
lower Ca transients and the activation of protein
phosphatases. In cerebellar plasticity, the Ca and
kinase/phosphatase dependencies are inverse to the
hippocampal ones (Figure 7): LTD induction (by
paired parallel fiber and climbing fiber activity)
requires larger Ca transients than LTP induction

(by parallel fiber activity alone) (Coesmans et al.,
2004). Moreover, LTD is PKC dependent (Linden
and Connor, 1991; De Zeeuw et al., 1998) and
�CaMKII dependent (Hansel et al. 2006), whereas
LTP induction requires the activation of protein phos-
phatases 1, 2A, and 2B (Belmeguenai and Hansel,
2005).

At the level of AMPAR trafficking, the mirror
image–like arrangement of induction events is
partially confirmed and partially breaks down.
Kinase activity promotes the membrane insertion
of GluR1 subunits, which dominate trafficking
behavior in GluR1/GluR2 heteromers (Song and
Huganir, 2002). Three GluR1 phosphorylation
sites are discussed in the context of hippocampal
LTP induction, namely serine-831 (CaMKII, but
for conductance changes), serine-845 (PKA), and
most recently, serine-818 (PKC). In GluR1 ‘phos-
pho-free’ mice, NMDAR-dependent LTD is
blocked, which has been interpreted as further
evidence for the hypothesis that a dephosphoryla-
tion at GluR1 promotes GluR1 endocytosis and
LTD (Lee et al., 2003). This scenario would
indeed provide a mirror image to the phosphor-
ylation events involved in parallel fiber plasticity,
which, however, is mediated by GluR2 subunit
trafficking. PKC�-mediated phosphorylation at
serine-880 causes GluR2 endocytosis and LTD
(Leitges et al., 2004), while LTP is phosphatase
dependent (PP1/2A/2B; Belmeguenai and Hansel,
2005) and is associated with a membrane insertion
of GluR2 subunits (Kakegawa and Yuzaki, 2005).

However, the phosphorylation/AMPAR traffick-
ing events involved in LTP and LTD, particularly at
hippocampal synapses, are still not sufficiently well
understood to reach such a comprehensive and sim-
plifying view. At the moment it seems safe to say that
the cellular events underlying LTP induction indeed
differ significantly, simply because there is compel-
ling evidence that hippocampal LTP is mediated in
part by a membrane insertion of GluR1 subunits,
which are only weakly expressed in Purkinje cells.
However, GluR2 subunit trafficking, which clearly
mediates parallel fiber plasticity, works similarly in
pyramidal cells. GluR2 phosphorylation at serine-
880 triggers a clathrin-mediated GluR2 endocytosis
at both hippocampal (Man et al., 2000; Seidenman et
al., 2003) and cerebellar synapses (Wang and Linden,
2000; Chung et al., 2003). On the other hand, NSF-
GluR2 binding promotes GluR2 insertion at both
types of synapses (Lüscher et al., 1999; Kakegawa
and Yuzaki, 2005). Moreover, recent evidence
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suggests that GluR2 rather than GluR1 endocytosis
mediates LTD in CA1 pyramidal cells (for review
see Malinow, 2003), which would suggest that both
types of synapses use the same mechanism for LTD
expression. How this scenario fits together with the
obviously different Ca signaling requirements and
kinase/phosphatase dependences of LTD induction
at hippocampal and cerebellar synapses remains to be
seen.

12.18 Is LTD of the Parallel Fiber–
Purkinje Cell Synapse Involved in
Motor Learning?

A fruitful approach to testing the hypothesized LTD/
motor learning connection has been provided by the
generation of mutant mice that lack proteins thought
to be required for cerebellar LTD (see Chen and
Tonegawa, 1997, for review). Several forms of knock-
out mice have been reported which have shown
impairments in both parallel fiber LTD and motor
learning. Mutant mice which lack mGluR1 have
severely impaired cerebellar LTD (Aiba et al., 1994;
Conquet et al., 1994; Ichise et al., 2000), consistent
with previous studies using mGluR1 antagonists or
inactivating antibodies. These mice had normal post-
synaptic voltage-gated Ca currents and normal
paired-pulse facilitation and depression of parallel
and climbing fiber synapses, respectively. mGluR1
mutant mice were severely ataxic and showed impair-
ments in several motor coordination tasks. When
associative eyeblink conditioning was performed,
these animals showed a partial deficit in CR acquisi-
tion (Aiba et al, 1994), which may not reflect an
inability to produce a CR, but rather an inability to
produce the optimal timing of the eyelid closure.

Other knockout mice also have LTD and motor
learning deficits. Unfortunately, in some of these cases
it is not understood how the missing protein functions
in LTD induction. GluR�2 is a protein which is
expressed almost exclusively in Purkinje cell dendritic
spines. While a point mutation in this receptor gives
rise to a constitutive cation conductance and the
lurcher phenotype (Zuo et al., 1997), the function of
wild-type GluR�2 is not clear. A GluR�2 null mouse
has impaired cerebellar LTD (Kashiwabuchi et al.,
1995), consistent with reports that have used applica-
tion of antisense oligonucleotides to suppress
expression of this protein in culture preparations
(Hirano et al., 1995; Jeromin et al., 1996). While the
cerebellar cortex appears normal by light microscopy,

electron microscopic analysis revealed an �50%
reduction in the number of parallel fiber–Purkinje
cell synapses. This mouse is severely ataxic and is
retarded in its ability to achieve a form of vestibular
compensation: the righting response under a rotation
load following unilateral middle ear destruction
(Funabiki et al., 1995). These results are supported
by more recent observations that injection of an anti-
GluR�2 antibody into the subarachnoidal supracere-
bellar space caused ataxic gait and poor rotorod test
performance (Hirai et al., 2003).

A puzzling LTD defect is found in a mutant
mouse which lacks glial fibrillary acidic protein
(GFAP), which is, of course, not expressed in neu-
rons. Since at least the early phase of cerebellar
LTD may be expressed in reduced preparations
that lack glia (Narasimhan and Linden, 1996;
Narasimhan et al., 1998), it is likely that this knock-
out is exerting its effect indirectly. These mice show
normal motor coordination, but are severely
impaired in parallel fiber LTD and partially
impaired in acquisition of associative eyeblink
conditioning (Shibuki et al., 1996). Interestingly,
these mice show clear improvement with training
in a motor coordination task (the rotating rod),
indicating that there are forms of motor learning
that do not require cerebellar LTD.

There have been several major problems which
have complicated the analysis of knockout mice.
First, knockout mice have the gene of interest deleted
from the earliest stages of development. As a result,
these mice often have a complex developmental phe-
notype. For example, PKC�, mGluR1 and GluR�2
(but not GFAP) knockout mice all have cerebellar
Purkinje cells that fail to undergo the normal devel-
opmental conversion from multiple to mono
climbing fiber innervation in early postnatal life
(Chen et al., 1995; Kano et al., 1995, 1997; Kurihara
et al., 1997). Second, knockout of one gene sometimes
produces compensatory upregulation in the expres-
sion of other related genes during development. In
the CREBa-d (CREB: cAMP response element bind-
ing protein) knockout mouse, there is compensatory
upregulation of the related transcription factor
cAMP response element modulator (Hummler
et al., 1994; Blendy et al., 1996). A third complicating
factor is that knockout mice have the gene of interest
deleted in every cell of the body, not just the cells of
interest, making it more difficult to ascribe the
knockout’s behavioral effects to dysfunction in any
one particular structure or cell type. This could be a
potential problem for the analysis of behaviors such
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as associative eyeblink conditioning and VOR adap-
tation, which are likely to require use-dependent
plasticity at multiple sites, synapses received by
both cerebellar Purkinje cells and their targets in
the DCN or vestibular nuclei.

To address the latter two complications, an alter-
native approach has been used (De Zeeuw et al., 1998).
Using the promoter of the Purkinje cell-specific gene
pcp-2 (also known as L7; Oberdick et al., 1990), trans-
genic mice have been created in which a selective
inhibitor to a broad range of PKC isoforms (House
and Kemp, 1987; Linden and Connor, 1991) is chroni-
cally overexpressed. This strategy ensures that, in L7-
PKCI mice, PKC inhibition will be restricted to
Purkinje cells, and that compensation via upregulation
of different PKC isoforms will not succeed in blunting
the biochemical effect of the transgene. This trans-
genic strategy resulted in nearly complete suppression
of both cerebellar LTD as assessed in culture and
adaptation of the VOR in the intact, behaving animal.
In addition, L7-PKCI mice show impaired learning-
dependent timing of conditioned eyeblink responses
(Koekkoek et al., 2003). The phenotype of these ani-
mals was remarkably delimited. They showed normal
motor coordination as measured by their ability to
display the normal eye movement reflexes, optoki-
netic reflex, and VOR, as well as by several tests of
gross motor coordination (rotorod, thin rod). Basal
electrophysiological and morphological features of
Purkinje cells were unaltered (with the exception
that the Purkinje cells remained multiply innervated
by climbing fibers). Similarly, conditional knockout
mice lacking cGMP-dependent protein kinase type I
(cGKI) selectively in Purkinje cells show impaired
LTD and VOR gain adaptation (Feil et al., 2003).

While these mice with Purkinje cell–specific def-
icits represent a refinement in testing the relationship
between parallel fiber LTD and motor learning,
there are still caveats and complications which
remain. First, the one basal physiological abnormality
found in L7-PKCI mice is that about 50% of the
Purkinje cells show a persistent multiple climbing
fiber innervation, raising the possibility that this
could be a cause of their failure to demonstrate
VOR adaptation. However, this is unlikely because
a PKC� knockout mouse shows multiple climbing
fiber innervation with normal cerebellar LTD and no
motor learning deficit (Chen et al., 1995; Kano et al.,
1995). Moreover, it has been shown more recently
that the elimination of surplus climbing fibers is not
entirely blocked in L7-PKCI mice, but only delayed,
and that the elimination process is completed in 3- to

6-month-old mice (Goossens et al., 2001) A strategy
to alleviate this kind of problem in the future will be
to make the L7-PKCI transgene inducible in adult
mice. Second, it has recently been reported that the
climbing fiber–Purkinje cell synapse undergoes
LTD, which, like parallel fiber LTD, requires activa-
tion of PKC (Hansel and Linden, 2000). Thus, even
inhibition of PKC that is restricted to Purkinje cells
cannot have its behavioral effects solely ascribed to
parallel fiber LTD. Third, it is clear that PKC does
not function in Purkinje cells only to produce LTD
of various synapses. For example, it is known that
voltage-gated K channels are modulated by PKC in
Purkinje cells. Could this or some other function of
PKC that is unrelated to LTD underlie the VOR
adaptation deficit? While this is not an easy problem
to address, future studies will benefit from in vivo

recording during the appropriate behavioral tasks to
distinguish among these possibilities.

While the mutant mouse studies cited here pro-
vide strong support for the widely accepted notion
that LTD mediates forms of cerebellar motor learn-
ing (for review see De Zeeuw and Yeo, 2005), there
are also examples of failures to establish such rela-
tionship: it has been shown that T-588, a drug that
affects Ca release from internal stores, blocks parallel
fiber LTD in vitro (Kimura et al., 2005), but does not
impair associative eyelid conditioning (Welsh et al.,
2005). Studies are on the way to examine the effects
of disrupting PF-LTP on motor learning. These
studies may provide additional insight into how
synaptic plasticity contributes to learning and mem-
ory. In VOR gain conditioning, LTD is assumed to
provide the cellular basis for increasing the VOR gain.
When examining properties of reversibility, it has
been found that complete reversal can be reached by
gain-down training after gain-up training. In contrast,
gain-up training after gain-down training led to an
incomplete reversal (Boyden and Raymond, 2003;
Boyden et al., 2004). It was suggested that this
asymmetric reversibility was caused by an involve-
ment of both pre- and postsynaptic LTP in the
downregulation of the VOR gain, with only the
postsynaptic form of LTP providing a true reversal
mechanism. It will also be interesting to study the
role of (postsynaptic) LTP in associative eyeblink
conditioning. LTP can be observed after parallel
fiber stimulation alone, which makes it an ideal
candidate mechanism to mediate extinction of con-
ditioned eyeblink responses, as extinction can be
obtained by application of the conditioned stimulus
alone (for review see Hansel et al., 2001).
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12.19 Conclusion

In this article, we have provided a portrait of LTD
by describing the phenomenon per se and by sum-
marizing and explaining the cellular signaling
cascades that are involved in LTD induction and
expression. At the end of this article, we would like
to address a question (once more) that appears
particularly crucial for plasticity at large: if LTP
provides a cellular correlate of information storage
and learning (synaptic memory), why is there a need
for LTD?

We would like to discuss this question using again
the hippocampal area CA1 (and with it, glutamater-
gic synapses onto cortical pyramidal cells in general)
and the cerebellum as examples.

We hasten to add, however, that the list of possible
LTD mechanisms is not exhausted by the study of
the two synapses we have highlighted in this article.
Inhibitory synapses have also been shown to exhibit
LTD (Marty and Llano, 1995; Aizenman et al., 1998).
Other forms of LTD have been described in excit-
atory synapses at other locations, such as the striatum
(Lovinger et al., 1993; Calabresi et al., 1999), amygdala
(Li et al., 1998; Wang and Gean, 1999), neocortex
(Artola et al., 1996; Egger et al., 1999), other parts of
the hippocampal formation (Kobayashi et al., 1996;
Manahan-Vaughan, 1998), and the olfactory bulb
(Mutoh et al., 2005). Time will tell whether these
forms of LTD use expression mechanisms which over-
lap with those we have described here.

By intuition, most researchers in the plasticity
field would likely associate LTP with learning and
LTD with forgetting. This might be due to the fact
that a strengthening of synaptic transmission is easily
perceived as information storage, and a weakening of
synaptic strength as erasing previously stored infor-
mation. Moreover, LTP and LTD, as characterized
in the adult, have strong overlap with cellular mech-
anisms involved in strengthening (establishing) and
weakening (disconnecting) synapses in the develop-
ing brain (e.g., Rittenhouse et al., 1999; for review see
Singer, 1995), and synapse elimination certainly qua-
lifies as a form of deleting previously present
‘information.’ Over the last years, experimental evi-
dence from the hippocampus supports this view;
agents that block signaling factors for LTP induction
(e.g., NMDARs), or corresponding genetic manipu-
lations, impair hippocampus-dependent learning, for
example, in spatial learning tasks (for review see
Silva, 2003). Along these lines, mutations that
enhance LTP enhance learning. This effect was

observed in transgenic mice overexpressing NR2B
receptors (Tang et al., 1999), but also in transgenic
mice expressing a constitutively active form of H-ras,
which facilitates glutamate release through increased
extracellular signal-regulated protein kinase (ERK)-
dependent phosphorylation of synapsin I (Kushner
et al., 2005). Similarly, the protein phosphatases PP1
and PP2B (calcineurin), which are involved in LTD
induction, have been shown to constrain LTP and
learning (Malleret et al., 2001; Genoux et al., 2002),
suggesting that LTD itself constrains learning and
promotes forgetting. On the other hand, a forebrain-
specific calcineurin knockout resulted in a blockade
of LTD, but selectively impaired hippocampus-
dependent working and episodic-like memory
tasks (Zeng et al., 2001), which suggests that LTD
inhibition does not automatically facilitate learning.
Moreover, LTD is involved in novelty acquisition
(Manahan-Vaughan and Braunewell, 1999; Etkin
et al., 2006). It might, therefore, be impossible to
generally state that LTP equals learning and LTD
equals forgetting. Rather, it will be necessary to look
in detail at the type of synapse involved and the
particular learning task. At cortical synapses, where
the correlation to behavioral outputs is far more
difficult to establish, the concept of LTD and
LTP as extremes along an array of graded synaptic
weights might be more useful. At this synaptic
level, the need for reversal mechanisms (e.g., LTD
for potentiated synapses) is more obvious, as reversi-
bility prevents saturation and, consequently, the
subsequent loss of plasticity. It has to be kept in
mind, though, that LTP can act as much as a reversal
mechanism for LTD as LTD can be a reversal mech-
anism for LTP.

In the cerebellum, it is easier to assign a role in
motor learning to parallel fiber LTD, although even
in the cerebellum this link is not established beyond
any doubt (see earlier). A final question then is why
the cerebellum uses LTD for learning. A possible
answer can be found in the range of spontaneous
action potential discharge rates observed in pyrami-
dal cells and Purkinje cells. Recent in vivo whole-cell
patch-clamp recordings in awake animals show that
the spontaneous spike rates in cortical neurons are
extremely low; e.g., in the somatosensory cortex they
are well below 0.1Hz (Margrie et al., 2002). In
contrast, Purkinje cells have spontaneous discharge
rates of 30Hz, and simple spike rates can transiently
exceed 200Hz upon sensory activation (see Monsivais
et al., 2005). These high discharge rates provide a
strong, tonic inhibition to the target cells in the
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DCN. Parallel fiber LTD leads to a disinhibition of
DCN cells, facilitating transmission and/or LTP
induction at mossy fiber–DCN synapses (Medina
et al., 2002). Thus, it seems that Purkinje cells use
different plasticity rules than pyramidal cells,
because they are GABAergic projection neurons
and because they belong to the few types of neurons
with a high spontaneous discharge rate. These
features assign different roles to Purkinje cells in
the local cerebellar network than those assigned to
pyramidal cells in their local networks and projec-
tion areas.

Ten years ago, the LTD club was very small, and
LTD seemed like an obscure synaptic phenomenon.
Indeed, it is probably safe to say that at the end of the
1980s there was little general interest in LTD, or even
any strong conviction that homosynaptic depression
existed at all outside the cerebellum. This situation has
clearly changed. The major challenge for the next 10
years will be to see if the role of LTD in the brain lives
up to its lofty theoretical promise.
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13.1 Introduction

Neuroscientists have long been fascinated by the
problem of how memory is formed, stored, and
recalled, not only because learning and remembering
are at the core of our human experience, but also for
the evolutionary significance to adapt behaviorally
by learning about and making predictions in response
to our surroundings. As early as the later part of the
nineteenth century and around the time when the
cellular basis of brain structure was still hotly
debated, Cajal and Tanzi speculated that the
improvement of existing skills and the acquisition of
new ones required structural changes in nerve cells.
Current cellular and molecular models of learning
and memory are deeply rooted in these pioneering
ideas, whereby biochemical modifications and mor-
phological remodeling of existing synaptic junctions,
as well as the formation of new ones, lead to enduring
functional changes in neuronal networks. This chap-
ter will review the experimental evidence in support
of the activity-dependent structural plasticity of den-
dritic spines, the small processes extending from the

surface of dendrites where most excitatory synapses
of the central nervous system (CNS) are formed. We
will focus on the morphological consequences of
environmental enrichment and behavioral learning
of associative tasks, as well as in vitro manipulations
of neuronal activity resulting in long-term synaptic
plasticity in the hippocampus, a brain region critical
for memory formation. We will review the actions of
neurotrophins and hormones on dendritic spines in
the context of hippocampal-dependent learning and
memory. Since several developmental disorders
associated with mental retardation present with
abnormal dendritic spines, we will also discuss the
potential implications of such structural differences
in cognition as well as in learning and memory.

13.2 Brief Historical Perspective

The cellular and molecular mechanisms of memory
acquisition, consolidation, and subsequent recall have
been intensely studied by neuroscientists for more
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than a century. The first ideas about the possibility

that experience can modify the structure of the brain,

including its comprising nerve cells and their junc-

tions, can be traced back to the later part of the

nineteenth century (Bain, 1872; James, 1890; Cajal,

1893; Tanzi, 1893; Foster and Sherringhton, 1897).

Eugenio Tanzi and Santiago Ramón y Cajal postu-

lated that the improvement of learned habits and

skills by ‘mental exercise’ arises from the growth

of existing synapses, whereas learning new ones

requires the formation of new nerve cell connections.

Despite the appeal of these remarkably intuitive

ideas, it was later realized that the mature nervous

system might not be as plastic as it is during devel-

opment and that neuronal growth may be too slow to

account for learning. Later, Donald Hebb proposed a

‘dual trace mechanism’ to address the discrepancy

between the rapidity of learning and the time

required for structural growth, whereby

. . . a reverbatory trace might cooperate with the

structural change, and carry the memory until the

growth change is made . . . (Hebb, 1949).

Hebb’s more famous contribution is a cellular mech-
anism for associative learning postulating that
coincident activity at given synaptic junctions modi-
fies the properties of those synapses, thereby
increasing their efficiency (Hebb, 1949). Together
with the pioneering ideas of Tanzi and Cajal, this
‘Hebbian’ principle dominates the current thinking of
how use-dependent changes at synapses occur during
learning.

Research into the mechanisms underlying learn-
ing has thus primarily focused on the computational

unit of the nervous system, the synapse. It is now well

known that synapses are not static: the cellular mech-

anisms of learning and memory, triggered by

experience, involve molecular modifications and

morphological remodeling of existing synapses, as

well as genesis of new synapses, resulting in activi-

ty-dependent functional changes. The vast majority

of the studies on the mechanisms underlying changes

in synaptic strength as a consequence of behavioral

experience have focused on one of the brain regions

most relevant to learning and memory, the hippo-

campus. The study of synaptic plasticity in the

hippocampus and its relationship to learning and

memory has uncovered a labyrinth of molecular,

cellular, and biophysical mechanisms that have been

extensively reviewed (Martin et al., 2000; Abel and

Lattal, 2001) (See Chapter 11).

13.3 The Structure and Function
of Dendritic Spines

The acquisition, consolidation, and storage of infor-

mation are dynamic processes that involve constant

modification of synapses. A dynamic structure that

makes up one half of the synapse long thought to be

critical for learning and memory is the dendritic

spine (Figure 1). Spines were first described by

Cajal as small protrusions extending from the surface

of dendrites (Cajal, 1891), likely representing the

points of reception of nerve impulses (Cajal, 1909).

It is now well known that these micron-long den-

dritic projections are the main postsynaptic site of

excitatory synapses in the CNS, whereby approxi-

mately 90% of spines are innervated by a single

Figure 1 The structure of dendritic spines of hippocampal

pyramidal neurons. Using particle-mediated gene transfer

(a.k.a. gene gun), organotypic slice cultures were

transfected with cDNA coding for enhanced yellow
fluorescent protein. Top panels: Laser-scanning confocal

microscopy images of a pyramidal neuron in area CA1 are

shown at different magnifications to illustrate the complexity

of their dendritic arbor and the abundance of dendritic
spines in secondary and tertiary branches. Bottom left

panel: A maximum-intensity projection of z-stacks shows a

dendritic segment studded with the most common spine
morphologies (i.e., stubby, mushroom, and thin). The cartoon

illustrates the geometrical dimensions measured in individual

spines to categorize them. Bottom right panel: A mushroom

dendritic spine (outlined in green) forms an asymmetric
synapse with a single presynaptic terminal (outlined in red) in

stratum radiatum of area CA1 in organotypic slice culture.

Bottom left panel adapted from Tyler WJ and Pozzo-Miller L

(2003) Miniature synaptic transmission and BDNF modulate
dendritic spine growth and form in rat CA1 neurones.

J. Physiol. 553: 497–509, with permission.
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presynaptic terminal (Gray, 1959b). Furthermore,
‘naked’ spines lacking a presynaptic partner are
hardly observed in serial electron microscopy (EM)
reconstructions of the hippocampus (Harris and
Stevens, 1989). In some occasions, two or more spines
from the same dendrite share the same presynaptic
terminal, the so-called multiple synapse bouton.
Structurally, a spine consists of a spherical head
connected by a neck to its parent dendrite. In
the hippocampus, the morphology of individual
spines varies widely due to differences in their
length, head shape, and neck diameter (Sorra and
Harris, 2000). Simple spines can be characterized
into three major types: (1) stubby, or Type-I spines,
which lack obvious necks; (2) mushroom, Type-II
spines, which have large heads and short narrow
necks; and (3) thin, Type-III spines, which have
small heads and long narrow necks (Peters and
Kaiserman-Abramof, 1970). More complex morpho-
logical variations have also been observed, including
bifurcated spines with multiple heads sharing the
same neck (Harris, 1999). Time-lapse imaging of
live spines has vividly demonstrated that dendritic
spines are not static structures, but rather motile
processes, especially during development (Matus,
2000; Dunaevsky and Mason, 2003). Thus, the afore-
mentioned morphological types need to be
considered as arbitrary snapshots of an underlying
continuous distribution of possible geometrical
forms, likely morphing from one another (Parnass
et al., 2000). In the following sections, we will further
discuss the intriguing possibility that spine geometry
is modulated by synaptic activity, and how this struc-
tural modification may have functional consequences
for synaptic transmission and plasticity.’

At the most distal region of the spine head facing
the active zone (i.e., release site) of the apposing
presynaptic terminal, a noticeable electron dense
thickening is observed in EM micrographs, termed
the postsynaptic density (PSD) (Kennedy, 1997; Ziff,
1997; Sheng and Sala, 2001). The PSD contains cy-
toskeletal components, scaffolding, and regulatory
proteins, as well as neurotransmitter receptors.
Simple dendritic spines do not contain mitochondria
or microtubules, and the main cytoskeletal compo-
nents are F-actin microfilaments (Peters et al., 1991).
Notably, some spines will exhibit polyribosomes at
the base of their necks (Spacek, 1985), suggesting that
protein synthesis can occur locally near synapses.
Approximately half of the spines of hippocampal
pyramidal neurons contain one or several cisterns of
smooth endoplasmic reticulum (SER) within their

heads, a structure sometimes called the spine appa-
ratus (Spacek and Harris, 1997; Cooney et al., 2002).
Intriguingly, spine SER cisterns are not static but can
dynamically interact with those within the parent
dendrite (Toresson and Grant, 2005). Together
with the role of SER as a Ca2þ source and sink
(Berridge, 1998; Pozzo-Miller et al., 2000), the pres-
ence of Ca2þ-permeable ligand and voltage-gated
channels in the spine membrane supports one of the
most recognized functions of dendritic spines, i.e., a
biochemical compartment for intracellular Ca2þ

signaling (Muller and Connor, 1991; Petrozzino
et al., 1995; Yuste and Denk, 1995; reviewed by
Connor et al., 1994; Yuste et al., 2000; Sabatini et al.,
2001).

It is becoming increasingly clear that the particu-
lar morphology of a dendritic spine may play an
important role in determining its function, a concept
that has been extensively reviewed (Shepherd, 1996;
Yuste and Majewska, 2001; Nimchinsky et al., 2002).
Two morphological features of dendritic spines seem
to be critical for their role as biochemical compart-
ments: the geometrical dimensions of the head and
neck. If one formally considers a dendritic spine in
terms of an electrical resistor and relates Ohm’s law
to diffusional resistance, the electrical coupling
between the spine head and the dendritic shaft can
be estimated from the diffusion of small fluorescence
molecules from the spine to the parent dendrite.
Using this approach, it was initially shown that diffu-
sional coupling depends on the length and diameter
of the neck (Svoboda et al., 1996). Furthermore, dif-
ferent levels of synaptic activity are able to regulate
the diffusional isolation of individual spines
(Bloodgood and Sabatini, 2005). Chronic blockade
of excitatory synaptic transmission enhanced the dif-
fusion of a photoactivatable green fluorescent protein
(GFP) from the spine into the parent dendrite, while
increasing excitatory transmission enhanced spine
diffusional isolation. Notably, patterns of coincident
synaptic activation and postsynaptic action potentials
known to induce long-term potentiation (LTP)
rapidly restricted diffusion across the spine neck.
However, no correlation was found between spine
geometry and diffusional isolation. These changes
may be relevant for the induction and input speci-
ficity of Ca2þ-dependent forms of synaptic plasticity
(i.e., long-term potentiation), because the diffusional
coupling of individual spines affects the spatiotem-
poral profile of Ca2þ signals within spine heads
(Korkotian and Segal, 2000; Majewska et al., 2000a).
Indeed, a few experimental and modeling studies
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have shown that the spine neck can function as a
diffusional barrier for Ca2þ ions flowing between
the spine head and the parent dendrite, whereby
short spines facilitated the Ca2þ flux from the head
to the dendrite and long spines prevented it
(Volfovsky et al., 1999; Korkotian et al., 2004).
Using two-photon uncaging of methoxy nitroindolino
glutamate (MNI-glutamate) to activate N-methyl-D-
aspartate-type glutamate receptors (NMDARs) in
individual spines, it has been shown that larger spines
permitted greater efflux of Ca2þ into the dendritic
shaft, whereas smaller spines manifested a larger
increase in Ca2þ within the spine compartment as a
result of a smaller Ca2þ flux through the neck
(Noguchi et al., 2005). However, this view has been
challenged based on the observations that the spatio-
temporal profile of intracellular Ca2þ signals within
spine heads is primarily determined by sequestration
and extrusion, likely within the head or neck
(Nimchinsky et al., 2002; Sabatini et al., 2002).
Additional confounding factors include the perturba-
tion of the intrinsic Ca2þ buffering capacity by the
Ca2þ indicator dyes, the apparent increased diffusion
of Ca2þ ions bound to the highly mobile indicator
dyes, and the temperature dependence of the seques-
tration and extrusion processes.

Despite the difficulty of determining the role of
spine morphology in the coupling of spine Ca2þ

signals with the parent dendrite (Majewska et al.,
2000a; Nimchinsky et al., 2002), recent evidence sup-
ports an early suggestion that spine morphology and
size correlate with synaptic strength (Pierce and
Lewin, 1994). For example, the volume of the spine
head is directly proportional to the number of
docked vesicles at the active zone of presynaptic ter-
minals (Harris and Sultan, 1995; Boyer et al., 1998;
Schikorski and Stevens, 1999) and to the number of
alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropio-
nate-type glutamate receptors (AMPARs) (Nusser
et al., 1998). These observations indicate that larger
spines bear larger synapses, which are more reliable
and stronger in terms of probability of release and
postsynaptic sensitivity, respectively (Murthy et al.,
2001). Another measure of synaptic strength is the
expression of AMPARs at individual excitatory spine
synapses, as observed during brain development and
after induction of LTP, the most studied cellular
model of learning and memory (Malinow and
Malenka, 2002). The expression of AMPARs within
individual spines of different morphologies was
mapped by two-photon uncaging of MNI-glutamate,
revealing that mushroom (Type-II) spines show larger

AMPAR-mediated responses than thin (Type-III)
spines (Matsuzaki et al., 2001). These studies provide
functional evidence that larger spines represent
stronger synapses, as defined by their expression of
AMPARs (Kasai et al., 2003). As we will discuss later,
it has been shown that the induction of LTP leads
to an increase in spine head size, while long-term
depression (LTD) causes spine shrinkage and
retraction.

Other functions beyond that of compartmentali-
zation of Ca2þ signals have been proposed for
dendritic spines (Shepherd, 1996). These include
(1) providing additional neuronal surface area to
increase synapse density, (2) isolation of cytoplasmic
biochemical/molecular signals to activated synaptic
inputs, (3) neuroprotection by isolating large Ca2þ

elevations from parent dendrites, (4) amplification of
synaptic potentials, and (5) enhancing the spatial
spread of back-propagating action potentials. Because
some of these functional properties have been
observed in nonspiny neurons, it is still currently
unclear what, if any, is the functional advantage of
producing and maintaining dendritic spines. Besides
the function/structure relationship of dendritic spines,
a number of physiological, pathophysiological, and
experimental conditions modify spine density and
morphology, including behavioral learning, hormonal
state, levels of excitatory synaptic activity, growth
factors (including neurotrophins), aging, malnutrition,
poisoning, and several neurological disorders, such as
schizophrenia and mental retardation (Fiala et al.,
2002). Before we consider each of the physiological
factors that modify dendritic spine number and form,
we begin discussing the development of dendritic
spines.

13.4 The Development of Dendritic
Spines

The dendrites of pyramidal neurons in neonatal
mammals are initially smooth, devoid of dendritic
spines (Cajal, 1909; Marin-Padilla, 1972a; Purpura,
1975b). Spine density in pyramidal neurons seems to
follow a developmental pattern similar to synapse
formation, where an initial overproduction is fol-
lowed by an activity-dependent pruning of excess
synapses. In addition, spine morphology also changes
during brain development. The majority of spines in
the developing hippocampus are stubby, although
the most frequent dendritic processes are filopodia.
Because dendritic spines represent the postsynaptic
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compartment of the vast majority of excitatory
synapses in the CNS, the study of their formation
and evolution during brain development has been
recently reviewed (Sorra and Harris, 2000; Yuste
and Bonhoeffer, 2004).

Spine synapses were initially thought to originate
from established synapses formed first on the den-
dritic shaft by the extension and narrowing of a neck
and the appearance of a spine head (Miller and Peters,
1981). Alternatively, and due to their predominance
and motility in the developing brain, dendritic filo-
podia have been considered as precursors of mature
dendritic spines. Considering that approximately 90%
of spines have a presynaptic partner (Gray, 1959a;
Harris and Kater, 1994), it has been speculated that
dendritic filopodia actively search for presynaptic
axon terminals to form synapses, giving rise to spines
with more mature morphologies after the initial con-
tact ( Jontes and Smith, 2000; Yuste and Bonhoeffer,
2004). This model was initially supported by studies
showing that dendritic filopodia lacking presynaptic
partners populate the dendrites of 1-week-old neu-
rons, which later acquire shorter spines always
associated with a presynaptic terminal (Papa et al.,
1995). Time-lapse observations in organotypic cul-
tures of hippocampal slices later demonstrated that
filopodia are extremely dynamic, extending and
retracting in short periods of time (Dailey and Smith,
1996). Furthermore, some filopodia of cultured
neurons were shown to make contact with axons at
their tips, and the number of filopodia decreased in
parallel with an increase in the number of spines (Ziv
and Smith, 1996). These observations led to the
proposal that the initial contact with axons triggers
the formation of spines from filopodia. Serial EM
reconstructions in the developing hippocampus
in situ also support the role of filopodia as the site of
initial axon contact, but only after their complete
retraction and morphing into a shaft synapse, which
will then serve as the emerging site of a mature spine
with a synapse on its head (Fiala et al., 1998). Lastly,
longitudinal in vivo multiphoton imaging of dendritic
spines in the neocortex of developing and even adult
animals supports the view that spines constantly form
by seeking out presynaptic partners in the surrounding
neuropil and stabilizing into functional spines of 3-
varied morphology, a process driven by sensory
experience (Lendvai et al., 2000; Trachtenberg et al.,
2002; Holtmaat et al., 2005; Knott et al., 2006).

Regardless of the specific model of spine synapse
formation, the highly dynamic behavior of filopodia
during synatogenesis and the continuous rapid

motility of dendritic spines require a careful orches-
tration and modulation of the dendritic cytoskeleton
(Matus, 2000). The mechanism responsible for filopo-
dia and spine motility is based on actin polymerization
(Fischer et al., 1998; Dunaevsky et al., 1999; Korkotian
and Segal, 2001; Zito et al., 2004) and seems to involve
the Rho family of small GTPases (GTP: guanosine
triphosphate) (Nakayama et al., 2000; Tashiro et al.,
2000; Hering and Sheng, 2001). Moreover, spine moti-
lity is not only modulated by intracellular Ca2þ levels
(Oertner and Matus, 2005), but may also affect
Ca2þ compartmentalization within individual spines
(Majewska et al., 2000b). Actin-based rapid spine moti-
lity, whereby the spine head and neck are in a
seemingly constant process of movement, is not only
critical for spine formation and synaptogenesis during
brain development, but has also been proposed to be
fundamental throughout lifetime (Matus, 2005; Harms
and Dunaevsky, 2006). As we shall discuss in the follow-
ing sections, actin-based motility allows dendritic spines
to be malleable structures sensitive to ongoing levels of
neuronal activity, underlying activity-dependent struc-
tural plasticity during experience-driven behavioral
learning.

13.5 Structural Plasticity of
Dendritic Spines Induced by Synaptic
Activity: Homeostatic Plasticity, LTP,
and LTD

Despite speculation by Cajal and Tanzi more than
100 years ago that the improvement of learned skills
by ‘mental exercise’ arises from the growth of existing
synapses, whereas acquiring new ones requires the
formation of new neuronal connections, it was not
until the 1960s that such structural plasticity was
observed in response to the amount of afferent synap-
tic activity. In these early studies, dendritic spines of
pyramidal neurons in the visual cortex were lost
when afferent input was deprived by either surgical
lesions (Globus and Scheibel, 1966) or by rearing
mice in total darkness (Valverde, 1967). Moreover,
deafferentation-induced spine loss was reversible and
not pathological, as spine density could recover after
only a few days of exposure to normal lighting con-
ditions (Valverde, 1971). On the other hand, rearing
rats in continuous illumination led to an increase in
spine density in visual cortical neurons (Parnavelas
et al., 1973), suggesting that morphological changes
induced by deafferentation were bidirectional. It was
later shown that these effects were not exclusive of
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the visual cortex. Surgical lesions of the perforant
path – the afferent fibers from the entorhinal cortex
into the dentate gyrus – caused an initial loss of
dendritic spines of granule cells, which was followed
by a recovery to prelesion levels due to subsequent
axonal sprouting (Parnavelas et al., 1974). These
early observations consolidated the concept that
changes in the levels of afferent input evoked an
adaptive response in terms of dendritic spine density
in several brain regions.

13.5.1 Ongoing Synaptic Activity

Because dendritic spines represent the postsynaptic
compartment of excitatory synapses, the aforemen-
tioned in vivo studies were followed by varied
manipulations of glutamatergic synaptic transmission
in brain slices and cultured neurons. Long-term
exposure to gamma-aminobutyric acidA (GABAA)
receptor antagonists, which increases neuronal excit-
ability and thus excitatory synaptic drive, caused a
significant reduction in spine density in pyramidal
neurons within organotypic cultures of hippocampal
slices (Muller et al., 1993; Thompson et al., 1996).
Due to the excessive recurrent innervation in long-
term hippocampal slice cultures (Gutierrez and
Heinemann, 1999), this manipulation may have
evoked pathological levels of excitability, leading to
spine loss as described in epilepsy patients (Scheibel
et al., 1974). On the other hand, exposing cultured
hippocampal neurons to GABAA receptor antago-
nists for shorter periods led to an increase in
dendritic spine density (Papa and Segal, 1996).
Additional studies in cultured neurons support the
hypothesis that moderate levels of excitatory synap-
tic transmission promotes spine growth and
formation while excessive levels cause spine shrink-
age and loss, representing an adaptive response
mediated by intracellular Ca2þ levels (Korkotian
and Segal, 1999a,b; Segal et al., 2000). In fact,
dendritic spines are rapidly formed and orient them-
selves toward a local source of glutamate (Richards
et al., 2005). On the other side of the coin, weeklong
pharmacological blockade of NMDARs or Naþ-
dependent action potentials reduced spine density
in CA1 pyramidal neurons in slice cultures (Collin
et al., 1997). Furthermore, spontaneous quantal ex-
citatory synaptic transmission, i.e., miniature synaptic
currents or ‘minis,’ seemed to be sufficient for the
maintenance of spines, as long-term blockade of
AMPARs or inhibition of vesicular neurotransmitter
release with Botulinum neurotoxins led to a decrease

in spine density in hippocampal pyramidal neurons
maintained in organotypic slice cultures (McKinney
et al., 1999). The spine loss in these chronic blockade
experiments may result from the prolonged absence
of excitatory synaptic input (7 days in vitro), because
shorter periods of inactivity (48 h) did not cause spine
loss but rather a change in the proportion of morpho-
logical spine types (Tyler and Pozzo-Miller, 2003). In
fact, even shorter inactivity (�8 h) induced filopodia
and immature synapse formation in CA1 pyramidal
neurons of acute hippocampal slices (Kirov and
Harris, 1999; Petrak et al., 2005). Such brief periods
of inactivity actually promote the active searching of
presynaptic partners by filopodia and immature
dendritic spines (Richards et al., 2005) that, if unsuc-
cessful, would lead to the collapse and pruning of
spines. It has been proposed that highly motile imma-
ture dendritic spines containing only NMDARs (i.e.,
silent synapses) (Isaac et al., 1995; Liao et al., 1995)
may later stabilize by the acquisition of AMPARs (Shi
et al., 1999). Taken together, these observations pro-
vide a physiological mechanism for deafferentation-
induced spine loss and support the early notion that
the levels of afferent synaptic input directly influence
neuronal morphology, e.g., spine synapse density.

13.5.2 Homeostatic Plasticity

Due to the duration (days to weeks) and generalized
extent of the experimental manipulations of synaptic
activity, the aforementioned experiments may reflect
cell-wide global adaptations as thought to occur dur-
ing homeostatic synaptic plasticity. Homeostatic
mechanisms maintain an ‘optimal’ level of input to a
neuron by regulating the strength of afferent excit-
atory and inhibitory synapses, by modulating
intrinsic neuronal excitability, and by altering
synapse number (Turrigiano and Nelson, 2004;
Davis, 2006). Despite the lack of changes in spine
density in cultured developing neurons after activity
blockade (Davis and Bezprozvanny, 2001; Burrone
and Murthy, 2003), CA1 pyramidal neurons in
acute slices exhibit more – and longer – spines after
blockade of synaptic transmission (Kirov and Harris,
1999). In addition to the duration of the activity
blockade (hours in acute slices vs. days in cultures),
the developmental age of the neurons in these studies
was different. The absence of synaptic activity during
the critical period of synaptogenesis and pruning in
the hippocampus (postnatal day 6 through postnatal
day 16) did not evoke an homeostatic modulation in
spine number (Kirov et al., 2004a), despite the
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well-characterized changes in quantal scaling of gluta-
mate receptors and neuronal excitability in developing
cultured neurons (Turrigiano, 1999). Instead, homeo-
static plasticity of spine density seems to appear once
the adult-like dendritic complement of spines is
achieved (Kirov et al., 2004a). Complementary studies
focused on the morphological consequences of activity-
dependent manipulations of glutamatergic synaptic
transmission with ‘Hebbian’ features resembling asso-
ciative learning (Hebb, 1949), such as LTP and LTD of
excitatory synaptic transmission (Malenka and Bear,
2004). Since this topic has been reviewed extensively
over the years (e.g., Wallace et al., 1991; Geinisman,
2000; Yuste and Bonhoeffer, 2001; Segal, 2005), we will
briefly discuss the main classical findings in addition to
the most recent observations employing state-of-the-art
imaging technologies.

13.5.3 Long-Term Potentiation

Instead of reflecting an adaptive response to pro-
longed and widespread changes in synaptic input,
LTP is induced and expressed by a small number of
activated synapses. Due to several of its properties
(e.g., input specificity, associativity, cooperativity),
LTP has become the most recognized synaptic
model of associative learning and memory (Bliss
and Collingridge, 1993). As pointed out earlier, the
need for a structural change to underlie the longevity
of memories has been repeatedly speculated (Cajal,
1893; Tanzi, 1893; Hebb, 1949). In fact, this possibil-
ity was explicitly proposed as one of the potential
mechanisms for the enhancement of excitatory trans-
mission in the very first description of LTP (Bliss and
Lomo, 1973). In this groundbreaking paper, Bliss and
Lomo quoted Rall, stating that

. . . a reduction in the resistance of the narrow stem by

which spines are attached to the parent dendrite . . .

may change the relative weight of synapses and thus
contribute to the observed potentiation of excitatory
transmission (Rall, 1970, as cited in Bliss and Lomo,
1973; Rall and Segev, 1987; Diamond et al., 1970, as
cited in Rall and Segev, 1987). Soon thereafter, Van
Harreveld and Fifkova tested this hypothesis by
using pioneering rapid freezing methods of tissue
preparation for EM following in vivo stimulation
protocols described in the first LTP papers. In these
studies, dendritic spines within the outer two thirds
of the dentate molecular layer – which received the
stimulated perforant path fibers – had larger heads as

well as wider and shorter necks, features observed as
early as 2 min and lasting as long as 23 h from the
stimulation (Van Harreveld and Fifkova, 1975;
Fifkova and Van Harreveld, 1977; Fifkova and
Anderson, 1981). The layer specificity and time
course of these changes strongly suggest that they
are directly correlated with the potentiation of
synaptic responses, despite the lack of electrophysio-
logical confirmation of LTP induction and the
identification of activated synapses.

The pioneering ultrastructural studies by Van
Harreveld and Fifkova were followed by a series of
EM observations after LTP-inducing afferent stimu-

lation both in vivo and in the more amenable in vitro

brain slice preparation, which sometimes included

contradicting observations:

1. Increase in the proportion of shaft synapses,
without changes in spine number, size, or form in

area CA1 in vivo and in vitro, although much of

these observations might have come from relatively
aspiny inhibitory interneurons (Lee et al., 1979, 1980).

2. Layer-specific increases in the proportion of
spines with concave heads and larger PSDs, without

net changes in the total number density of spine or

shaft synapses on dentate gyrus granule cells

(Desmond and Levy, 1983, 1986a,b, 1990).
3. Increase in the number of ‘sessile’ (likely stubby

spines) and shaft synapses in area CA1 of in vitro

hippocampal slices, without detectable changes in

the number of spines or in the dimensions of their

heads and necks, although typical cup-shaped spines

seemed to have been replaced by more flat spine
profiles (Chang and Greenough, 1984).

4. Decrease in the number of spine synapses and a
parallel increase in shaft synapses on dentate granule

cells after high-frequency stimulation of the perforant

path in acute hippocampal slices (Gomez et al., 1990).

Intriguingly, these changes were correlated with the
magnitude and success rate of LTP induction observed

in rats with different inborn learning capacity.
5. Increase in the ratio of perforated to nonperfo-

rated spines synapses in the dentate molecular layer in

chronically implanted rats 1 h after perforant path stim-

ulation, without changes in the total number of spine
synapses (Geinisman et al., 1991). These studies were

later followed by the observation of an increase in the

number of spine synapses with multiple, completely

partitioned transmission zones (Geinisman et al., 1993).
6. Increase in spine number in dentate gyrus after

in vivo stimulation of perforant path fibers, as well as
the proportion of ‘bifurcated’ spines (Trommald
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et al., 1996), thought to originate from the splitting of
spine synapses bearing perforated PSDs (Peters and
Kaiserman-Abramof, 1969).

7. Increase in multiple-bouton spine synapses
with perforated PSDs in area CA1 of slice cultures,
which were known to have been activated during
LTP-inducing afferent stimulation (Buchs and Muller,
1996; Toni et al., 1999, 2001). In these studies, synapses
activated during the high-frequency conditioning
stimulus – and thus presumably potentiated – were
identified at the EM level using a Ca2þ precipitate
protocol (Buchs et al., 1994).

8. No changes in the absolute number of spine
synapses in area CA1 of acute slices (Sorra and
Harris, 1998). However, these and other observations
in acute hippocampal slices may be confounded by
the fact that spine density is increased by tempera-
ture changes during slice preparation (Kirov et al.,
1999, 2004b; Bourne et al., 2006).

9. Increase in spine synapses with perforated
PSDs in dentate granule cells after successfully main-
tained LTP in aged rats, while spine branching was
only observed after high-frequency stimulation with-
out sustained potentiation (Dhanrajan et al., 2004).

10. Increase in the number of spines with perfo-
rated PSDs and of multiple-synapse boutons in area
CA1 after chemically induced LTP in acute slices
(Stewart et al., 2005).

Despite the increasing sophistication of the morpholo-
gical studies at the EM level listed above, especially
with regard to the confirmation of LTP induction and
the identification of potentiatied synapses, it was clear
from the beginning that time-lapse imaging of live
neurons before, during, and after LTP induction
would yield more consistent results. To this aim,
repeated laser-scanning confocal microscopy was per-
formed in live acute hippocampal slices to follow spine
morphology during chemically induced LTP, a proce-
dure that would ensure that most synapses in the slice
are potentiatied (Hosokawa et al., 1995). The appear-
ance of new dendritic spines in these DiI-labeled (DiI is
a long-chain dialkylcarbocyanines dye) CA1 pyramidal
neurons was a rare – and statistically insignificant –
event. However, small spines were seen to extend, and
others appeared to change their orientation with
respect to the parent dendrite. Circumventing the opti-
cal limitations of confocal microscopy applied to acute
slices, imaging live neurons within organotypic slice
cultures (Gahwiler, 1981; Stoppini et al., 1991; Pozzo
Miller et al., 1993) by multiphoton excitation micros-
copy – a.k.a. two-photon microscopy (Denk and

Svoboda, 1997) – yielded a much clearer picture.
High-frequency afferent stimulation was shown to
induce the formation of protrusions that resembled
dendritic filopodia in CA1 pyramidal neurons expres-
sing enhanced GFP (eGFP) (Maletic-Savatic et al.,
1999). Some of these synaptically induced filopodia
persisted for the duration of the imaging session (up
to 1 h) and later acquired a bulbous head – suggesting
that they developed into spines – and their appearance
required NMDAR activity, as LTP induction does.
Similar spine formation associated with successful
LTP induction was observed in CA1 pyramidal neu-
rons injected with the fluorescent dye calcein (Engert
and Bonhoeffer, 1999). These studies further showed
that spine growth occurred selectively within a synap-
tically active region, which was restricted to a�30-mm
area, while some spines were seen to randomly
disappear in distant regions where synaptic transmis-
sion was blocked, suggesting an homeostatic balance in
spine number. Similar filopodia and spine formation
was also shown to occur in CA1 pyramidal neurons
after the intracellular application of autophosphory-
lated Ca2þ/calmodulin-dependent protein kinase II
(CaMKII), an enzyme implicated in LTP induction
( Jourdain et al., 2003).

In addition to spine number, time-lapse imaging by
multiphoton excitation microscopy during and after
LTP induction in hippocampal slices also revealed
rapid changes in spine morphology, which resembled
the spine head swelling initially described by Van
Harreveld and Fifkova at the EM level (Van
Harreveld and Fifkova, 1975). Induction of LTP by
high-frequency stimulation in acute slices from eGFP-
expressing mice caused a transient expansion of acti-
vated CA1 neuron spines, which were identified by
synaptically mediated Ca2þ elevations (Lang et al.,
2004). The predicted increase in spine volume
observed in these studies was detected as early as 30 s
after stimulation and lasted for 10–20min. On the other
hand, repetitive (1min at 1Hz) miniature excitatory
postsynaptic current (mEPSC)-like two-photon un-
caging of MNI-glutamate on individual CA1 neuron
spines led to equally rapid (1–5min) and selective
enlargement of stimulated spines that was transient in
large mushroom spines but persistent in small spines,
lasting up to 100 min (Matsuzaki et al., 2004).
Furthermore, the enduring spine enlargement was
associated with an increase in AMPAR-mediated
currents and required NMDAR activity, CaMKII,
and actin polymerization. A similar photorelease
approach – but using ultraviolet (UV) uncaging and
wide-field fluorescence imaging in thinner slice
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cultures – failed to reveal any morphological changes
in spines during the potentiation of AMPAR-mediated
currents (Bagal et al., 2005). However, the potentiation
of uncaging currents in the latter studies was induced
by a single UV flash paired with postsynaptic depolar-
ization, suggesting that structural remodeling of
dendritic spines may require repeated activation of
NMDARs, as during LTP of synaptic responses.
Further support to this idea comes from spine size
changes after a global induction of LTP in slice cul-
tures. CA1 pyramidal neurons were transfected with
the fluorescent protein tDimer-dsRed and glutamate
receptor subunits tagged with pH-sensitive GFP to
monitor morphological changes and receptor traffick-
ing simultaneously (Kopec et al., 2006). Generalized
induction of ‘chemical’ LTP (Otmakhov et al., 2004)
caused a significant increase in spine volume that was
maximum by 2min after the application of the chem-
ical LTP-inducing cocktail. Furthermore, the observed
spine enlargement preceded the membrane insertion of
AMPA receptor subunits, suggesting that different
mechanisms mediate structural and functional changes
at individual spines after synaptic potentiation.

Regarding the molecular machinery responsible for
the structural plasticity of dendritic spines, it was
originally proposed that the actin cytoskeleton plays
a critical role (Crick, 1982; Fifkova and Delay, 1982).
Only recently it was shown that LTP-inducing stim-
ulus enlarged spine heads in parallel with an increase
in their content of filamentous actin relative to glob-
ular actin as imaged by fluorescence resonance energy
transfer (FRET) (Okamoto et al., 2004). Furthermore,
the latter studies in CA1 neurons in slice cultures
showed that LTD-inducing stimulus led to the oppo-
site results, namely a reduction in F-actin relative to
G-actin and a reduction in spine size, suggesting that
spine structural plasticity is bidirectional. In addition
to multiple signaling pathways, in particular the one
mediated by Rho and Rac small GTPases (Nakayama
et al., 2000; Tashiro et al., 2000), several scaffold pro-
teins and actin binding proteins converge on the actin
cytoskeleton to regulate spine morphology and
dynamics, an issue that has been recently reviewed
(Tada and Sheng, 2006).

13.5.4 Long-Term Depression

Further evidence of the bidirectional nature of spine
structural plasticity is beginning to emerge. GFP-
expressing CA1 pyramidal neurons in slice cultures
of Thy-1-GFP mice rapidly and persistently lost
their dendritic spines after their afferent inputs

were stimulated at low frequency (900 pulses at
1Hz) (Nagerl et al., 2004), a protocol well known to
induce NMDAR-dependent LTD (Dudek and Bear,
1992; Mulkey and Malenka, 1992). In addition, CA1
neurons individually filled with the fluorescent dye
calcein showed spine shrinkage leading to spine
retraction in response to low-frequency stimulation
(Zhou et al., 2004). Similar to the requirements for
LTD induction, spine retraction and pruning were
also sensitive to NMDAR antagonists and calci-
neurin, an inhibitor of protein phosphatases (Nagerl
et al., 2004; Zhou et al., 2004), strengthening the view
that dendritic spines are formed and eliminated in an
activity-dependent manner that correlates with
bidirectional changes in synaptic efficacy.

13.6 Structural Plasticity of Dendritic
Spines Induced by Experience and
Behavioral Learning

The seminal ideas proposed by Hebb regarding asso-
ciative learning sparked experimental research not
only at the cellular level, but also on the structural
consequences of behavioral training, spatial learning,
or differential experience (Bailey and Kandel, 1993).
Apparently inspired by Hebb’s anecdotal report of the
enhanced learning ability of laboratory rats when
housed as home pets during their development
(Hebb, 1949), Rosenzweig and colleagues showed
that raising rodents in ‘enriched’ environments led
to neurochemical and anatomical changes in the ce-
rebral cortex (reviewed in Rosenzweig and Bennett,
1996). Among the anatomical consequences of rearing
rodents in enriched environments was an increase in
dendritic spine number in the visual cortex (Globus
et al., 1973; Greenough and Volkmar, 1973), an obser-
vation in keeping with the concept that continuous
use is critical for the maintenance and even the for-
mation of new synaptic contacts on dendritic spines
(e.g., Globus and Scheibel, 1966; Valverde, 1967).

Because these enriched complex environments
were initially considered as visual and motor chal-
lenges, the majority of the studies focused in those
brain regions thought to be engaged in such beha-
viors (e.g., somatosensory, motor, and visual cortices).
It was later realized that a complex environment also
represents a challenge for spatial navigation abilities,
likely engaging the hippocampus, a region well
known for the functional and structural plasticity of
its excitatory spine synapses. Indeed, rats that were
repeatedly trained in a complex environment (up to 5
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floors connected by ladders, 4 h per day for 14–30
days) exhibit higher spine density in basal dendrites
of CA1 pyramidal neurons, an observation that cor-
related with an improved performance in the Morris
water maze compared to untrained littermates
(Moser et al., 1994, 1997). Similar increases in spine
density were also observed in the CA1 region of mice
(Rampon et al., 2000) and marmosets, New World
monkeys (Kozorovitskiy et al., 2005). However, an
‘enriched’ environment consists of a combination of
enhanced social interactions, cognitive stimulation,
and physical exercise in addition to requiring spatial
navigation abilities. Not surprisingly then, environ-
mental enrichment enhances several aspects of
hippocampal function, including neurogenesis,
LTP, and spatial learning (van Praag et al., 2000). It
remains to be established which features of the
enriched environment are more important for those
lasting functional outcomes.

Learning-specific hippocampal-dependent asso-
ciative tasks, such as trace eye blink conditioning or
odor discrimination, were also correlated with
increases in spine density on CA1 neurons, although
on their apical dendrites (Leuner et al., 2003; Knafo
et al., 2004). In contrast, unbiased stereological
analyses failed to detect differences in spine synapse
number on CA1 pyramidal neurons after Morris
water maze training (Rusakov et al., 1997; Miranda
et al., 2006) or trace eye blink conditioning
(Geinisman et al., 2000). However, the latter study
did reveal an increase in the area of the PSD of
nonperforated spine synapses (Geinisman et al.,
2000). These discrepancies may originate from ‘snap-
shot’ observations of likely transient changes made at
different time points through a continuous distribu-
tion of morphological states. Indeed, learning-
induced increases in spine density of dentate gyrus
granule cells were transient, with maximum levels
observed 6–9 h after passive avoidance (O’Malley
et al., 1998) or spatial water maze training
(O’Malley et al., 2000; Eyre et al., 2003), and return-
ing to control levels after 24–72 h. Despite the
attractiveness of the possibility that dendritic spines
and memory formation mutually interact – i.e.,
‘‘learning makes more spines’’ and ‘‘more spines pro-
motes learning’’ – their causal relationship, if any, has
eluded more than 100 years of intensive research and
continues to raise alternative interpretations (Moser,
1999; Segal, 2005).

Although we have focused on the structural plas-
ticity of dendritic spines in the hippocampus, it
should be noted that recent advances in multiphoton

excitation microscopy have allowed the study of
dendritic spines in cortical regions of the intact
brain in vivo. Due to the obvious limitation of acces-
sibility, most of the work so far has focused in the
cerebral cortex, where long-term imaging has
demonstrated that subpopulations of spines appear
and disappear while others remain for months
(Grutzendler et al., 2002; Trachtenberg et al., 2002;
Holtmaat et al., 2005). Furthermore, spines in the
somatosensory barrel cortex are modulated by
sensory experience (Trachtenberg et al., 2002; Zuo
et al., 2005; Holtmaat et al., 2006), and such experi-
ence-driven spine formation precedes synapse
formation (Knott et al., 2006). However, the only
report of dendritic spine imaging in the hippocampus
in vivo showed a remarkable stability, at least
for up to 4 h, even after induction of epileptic sei-
zures with the muscarinic agonist pilocarpine or the
GABAA antagonist bicuculline (Mizrahi et al., 2004).
However, the conditions used in this study for
imaging spines in the intact hippocampus in vivo

(e.g., halothane anesthesia and blunt resection of
the overlaying cerebral cortex) may have affected
their physiological behavior. Thus, it remains to be
determined whether dendritic spines in the intact
hippocampus in vivo display the types of rapid struc-
tural rearrangements they are capable of in vitro in
response to varying levels of afferent synaptic activity.
A further challenge will be to relate synaptic activity-
dependent rapid spine plasticity with the morphologi-
cal remodeling described after experience-driven
hippocampal-dependent learning.

13.7 Structural Plasticity of
Dendritic Spines Induced by
Neuromodulators: Ovarian Hormones
and Neurotrophins

In addition to the ongoing levels of excitatory afferent
input, exposure to enriched environments and learn-
ing spatial navigation tasks, dendritic spines of
hippocampal neurons are also sensitive to slow-acting
neuromodulators. Due to their established role during
brain development and throughout aging, some of the
most attractive molecular candidates for modulating
spine structural plasticity include the ovarian steroid
hormones (i.e., estradiol and progesterone) and
members of the family of neurotrophins, such as
brain-derived neurotrophic factor (BDNF). As we
shall discuss below, the interplay between estradiol
and BDNF actions on hippocampal neurons is
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reflected not only in the modulation of dendritic spine
density, but also in the modulation of hippocampal
synaptic plasticity thought to underlie associative
learning and memory.

13.7.1 Estradiol

Traditionally, the effects of steroid ovarian hormones
have been defined as ‘organizational’ and ‘activational.’
Organizational effects are permanent structural
changes induced by hormones during a critical period
of brain development, while activational effects repre-
sent the initiation or termination of previously
established neuronal circuits (Arnold and Gorski,
1984). Initial studies of the effects of steroid hormones
on neuronal and synaptic structure focused in sexually
dimorphic brain regions that control reproductive
behaviors, such as the arcuate and ventromedial nuclei
of the hypothalamus (Matsumoto and Arai, 1979, 1986;
Carrer and Aoki, 1982; Frankfurt et al., 1990; Pozzo
Miller and Aoki, 1991, 1992). Relevant to learning and
memory, several studies had shown that elevations in
the circulating levels of estradiol induced experimen-
tally, or those achieved during the proestrus in
rodents, resulted in enhanced neuronal excitability in
the hippocampus (Woolley and Timiras, 1962;
Terasawa and Timiras, 1968; Kawakami et al., 1970).
Inspired by the growing literature reporting that
enhanced afferent synaptic activity promoted den-
dritic spine growth in several brain regions, McEwen
and colleagues first demonstrated that ovariectomized
female rats had reduced spine density in CA1 pyra-
midal neurons compared to sham-operated controls
(Gould et al., 1990). Later they showed that this effect
was reversible upon treatment with estradiol and pro-
gesterone (Gould et al., 1990; Woolley and McEwen,
1993), and that in fact spine density fluctuated during
the estrous cycle in a manner that is consistent with
the effects of estrogen and progesterone (Woolley
et al., 1990). Similar effects of estradiol were observed
in cultured hippocampal neurons (Murphy and Segal,
1996) and CA1 pyramidal neurons maintained in or-
ganotypic slice culture (Pozzo-Miller et al., 1999b).
Furthermore, CA1 pyramidal neurons in the hippo-
campus of young and aged nonhuman primates
(African green monkeys and Rhesus monkeys) also
lose their spines after ovariectomy, an effect that is
reversed by estrogen-replacement therapy (Leranth
et al., 2002; Hao et al., 2003). Curiously, hippocampal
CA1 neurons in ovariectomized mice of the C57BL/6J
strain commonly used for genetic knockout and trans-
genic approaches did not exhibit changes in spine

density after estrogen exposure, although the propor-
tion of their mushroom Type-II spines was increased
(Li et al., 2004). Since mushroom spines are thought to
represent ‘potentiated’ spines (Kasai et al., 2003), these
observations suggest a role of estrogen in dendritic
spine structural plasticity during activity-dependent
synaptic potentiation.

The changes in spine density induced experimen-
tally by estradiol or during the estrous cycle were
accompanied by increases in the binding sites for
NMDARs (Weiland, 1992), enhanced immunofluor-
escence of the NR1 receptor subunit (Gazzaley et al.,
1996), upregulation of NMDAR-mediated synaptic
potentials (Woolley et al., 1997; Foy et al., 1999),
and enhanced synaptic NMDAR-mediated Ca2þ

elevations in spines of CA1 pyramidal neurons
(Pozzo-Miller et al., 1999b). This enhancement of
NMDAR-mediated synaptic transmission has conse-
quences for long-term synaptic plasticity. Indeed, the
likelihood for the induction of LTP is elevated at
proestrous (when estradiol is highest) (Warren et al.,
1995) and by estradiol treatment in vivo (Cordoba
Montoya and Carrer, 1997), as well as in acute brain
slices (Foy et al., 1999). The functional consequences
of estradiol-replacement therapy in ovariectomized
rats may also involve changes in the ratio of
NMDAR-to AMPAR-mediated synaptic responses
(Smith and McMahon, 2005). In these experiments,
the magnitude of LTP after estradiol treatment was
larger only when spine density increased simulta-
neously with an elevation in NMDAR transmission
relative to AMPAR transmission, suggesting that the
increase in functional synapse density alone is not
sufficient to support heightened plasticity. Rather,
estradiol may increase LTP via enhancing NMDAR
transmission, likely through receptor insertion into
newly formed or preexisting synapses. The mecha-
nisms of estradiol action leading to spine formation
resemble other forms of activity-dependent plasticity
due to the requirement of NMDARs (Woolley and
McEwen, 1994; Murphy and Segal, 1996), as well as
activation of cyclic adenosine monophosphate (cAMP)
response element binding protein (CREB) and CREB
binding protein (CBP) (Murphy and Segal, 1997).

Parallel to these cellular and molecular studies,
clinical studies in postmenopausal women receiving
estrogen-replacement therapy initially reported
improvements in mood and cognitive functions
(Sherwin, 1996), although some lingering issues
remain unanswered (Sherwin, 2005). The similarities
in downstream signaling and cellular effects between
ovarian hormones and neurotrophins such as BDNF
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(Toran-Allerand, 1996) have suggested a potential
neuroprotective role for estrogens in age-related
memory loss and Alzheimer’s disease dementia
(Gibbs and Aggarwal, 1998; Lee and McEwen, 2001).
BDNF is a polypeptide related to nerve growth factor
(NGF) that has been shown to provide neurotrophic
support for cholinergic (Knusel et al., 1992; Widmer
et al., 1993), serotonergic (Mamounas et al., 1995), and
dopaminergic (Hyman et al., 1994; Yurek et al., 1996)
neurons. Thus, BDNF may influence hippocampal
function by maintaining the innervation of one or
more of these neurotransmitter systems. In addition,
the expression of BDNF mRNA in the hippocampus
fluctuates during the estrous cycle and is increased
after estrogen replacement in ovariectomized rats
(Gibbs, 1998). Hence, increases in BDNF expression
following estrogen treatment may help to enhance and
maintain proper hippocampal function. However,
estradiol was shown to downregulate BDNF levels in
cultured hippocampal neurons, leading to spine for-
mation by reduced GABAergic inhibition and
increased excitation (Murphy et al., 1998). BDNF itself
blocked the effects of estradiol on spine formation, and
BDNF depletion with selective antisense oligonucleo-
tides or with anti-BDNF antibodies mimicked the
effects of estradiol, increasing spine density (Murphy
et al., 1998). As we shall see in the next section, the
interplay between estrogen and BDNF may be more
complex than initially proposed. We next discuss the
actions of BDNF on the structure and function of
hippocampal neurons, with particular attention to den-
dritic spines and their role in synaptic plasticity.

13.7.2 Brain-Derived Neurotrophic
Factor

Neurotrophins are secretory proteins involved in
neuronal survival and differentiation (Barde, 1989).
Four neurotrophins have been identified in mammals,
and all are widely expressed in the CNS: NGF,
BDNF, neurotrophin-3 (NT3), and NT4/5 (Lewin
and Barde, 1996). They exert their effects by binding
to pan-neurotrophin p75NTR receptors and to specific
tyrosine kinase receptors, members of the trk family of
proto-oncogenes related to insulin and epidermal
growth factor receptors (Barbacid, 1993). NGF binds
selectively to tyrosine kinase A (TrkA), BDNF and
NT4/5 to TrkB, and NT3 to TrkC and, with a lower
affinity, to TrkB as well (Chao, 1992). Binding of a
neurotrophin to a specific Trk receptor stimulates its
kinase activity, leading to the activation of phospha-
tidylinositol 3-kinase (PI3K), mitogen-activated

protein kinase (MAPK, also known as ERK), and
phospholipase C-� (PLC-�) (Segal and Greenberg,
1996; Huang and Reichardt, 2003). Interaction of
neurotrophins with p75NTR results in the activation
of different signaling cascades mostly involved in the
regulation of cell fate, such as nuclear factor kappa B
(NF-�B) or c-jun N-terminal kinase (Kaplan and
Miller, 2000). In addition to their well-established
role in neuronal survival and differentiation during
development, neurotrophins are strong candidates for
providing the molecular signaling pathways that med-
iate the complex interactions between internal
developmental programs and external environmental
factors, ultimately leading to the appropriate devel-
opment of dendrites and synapses (McAllister et al.,
1999). Furthermore, BDNF has recently emerged as a
fundamental modulator of hippocampal function,
where its levels are amongst the highest in the brain
(Murer et al., 2001). Together with the dendritic
localization of GFP-tagged BDNF to dendritic pro-
cess in cultured hippocampal neurons (Hartmann
et al., 2001; Kojima et al., 2001; Brigadski et al.,
2005), the significant release of native (i.e., endoge-
nous) BDNF in response to stimulus patterns most
amenable for LTP induction (Balkowiec and Katz,
2002; Gartner and Staiger, 2002; Aicardi et al., 2004)
strongly supports the role of this prominent neuro-
trophin in activity-dependent functional and
structural plasticity of hippocampal synapses. In the
remaining paragraphs of this chapter we will focus on
the morphological actions of BDNF, as its role in
hippocampal synaptic transmission and plasticity in
the context of learning and memory has been exten-
sively reviewed (Lo, 1995; Thoenen, 1995, 2000;
Black, 1999; Schinder and Poo, 2000; Poo, 2001;
Tyler et al., 2002a,b; Vicario-Abejon et al., 2002; Lu,
2003; Bramham and Messaoudi, 2005).

Neurotrophins were shown to increase the length
and complexity of dendrites of cortical pyramidal
neurons when applied to slice cultures of ferret visual
cortex (McAllister et al., 1995). Cortical pyramidal
neurons in slice cultures treated with Trk ‘receptor-
bodies’ to scavenge endogenous neurotrophins
showed limited dendritic growth and even dendritic
retraction (McAllister et al., 1997), confirming that
endogenous neurotrophins play a critical role in den-
dritic development. In addition, cortical pyramidal
neurons that overexpress BDNF exhibit increased
dendritic arborization, as well as enhanced rates of
spine retraction and formation (Horch et al., 1999;
Horch and Katz, 2002). More relevant to hippocampal
function, BDNF increases spine density in CA1
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pyramidal neurons, an effect blocked by the scavenger
TrkB-immunoglobulin G, the receptor tyrosine
kinase inhibitor k-252a, and inhibitors of the MAPK/
ERK signaling cascade (Tyler and Pozzo-Miller, 2001;
Alonso et al., 2004). Sustained Ca2þ elevations set off
by BDNF-induced Ca2þ mobilization from inositol
triphosphate (IP3)-sensitive intracellular stores fol-
lowed by transient receptor potential, canonical
subfamily (TRPC)-mediated capacitative Ca2þ entry
(Amaral and Pozzo-Miller, 2005) may play a critical
role in BDNF-induced increase in spine density.
Indeed, inhibition or siRNA-mediated knockdown of
TRPC channels prevented not only the BDNF-
induced sustained depolarization and dendritic Ca2þ

elevation, but also the increase in spine density
(Amaral and Pozzo-Miller, 2007). Moreover, the
BDNF-induced structural remodeling of spiny den-
drites of CA1 pyramidal neurons has consequences for
Ca2þ signals evoked by coincident pre- and postsyn-
aptic activity. Dendritic Ca2þ signals evoked by
coincident excitatory postsynaptic potentials (EPSPs)
and backpropagating action potentials (bAPs) were
always larger than those triggered by bAPs in CA1
neurons exposed to BDNF (Pozzo-Miller, 2006),
representing a potential consequence of neurotro-
phin-mediated dendritic remodeling of hippocampal
neurons. BDNF promoted spine formation also in
granule cells of the dentate gyrus (Danzer et al.,
2002) and in cultured hippocampal neurons, where
the effect was ‘gated’ by cAMP ( Ji et al., 2005); but
see earlier discussion of the opposite effect of BDNF
in the context of estradiol-induced spine formation
reported by Murphy et al. (1998).

In addition to increasing spine density per se,
BDNF also increased the proportion of stubby spines
(Type-I) under conditions of both action potential-
dependent and independent synaptic transmission
(Tyler and Pozzo-Miller, 2003). Even when
SNARE (soluble N-ethylmaleimide-sensitive-factor
attachment protein receptor)-dependent vesicular
synaptic transmission was abolished with Botulinum

neurotoxin C, BDNF was still capable of inducing
spine formation. Under these conditions, however,
BDNF selectively increased the proportion of thin
spines (Type-III), while decreasing the proportion of
stubby spines (Type-I). Consistent with an activity-
dependent process of morphological differentiation
of synapses, the effects of BDNF on hippocampal
spines suggest that it cooperates with spontaneous
miniature synaptic activity to sculpt the fine struc-
ture of CA1 pyramidal neurons in the postnatal
hippocampus. Since BDNF also increases quantal

transmitter release from presynaptic terminals
(Tyler and Pozzo-Miller, 2001; Tyler et al., 2002b;
Tyler et al., 2006), its role in spine growth and their
morphological sculpting spans the synaptic cleft.

The activation of membrane-bound p75NTR and
Trk receptors by neurotrophin binding – in addition
to physical interactions between them – organizes
precise signaling cascades that control their varied
actions throughout development, such as cell survival,
differentiation, neurite outgrowth, and synaptic func-
tion (Patapoutian and Reichardt, 2001; Hempstead,
2002; Roux and Barker, 2002; Chao, 2003; Huang
and Reichardt, 2003; Nykjaer et al., 2005). Recent
observations regarding the differential role of the two
types of membrane receptors have uncovered an in-
triguing level of complexity in neurotrophin signaling,
namely opposing functional actions of p75NTR and
Trk receptors (Lu et al., 2005). For example, while
Trk receptors are essential for neuronal survival,
p75NTR has been implicated in neuronal death.
Similarly, p75NTR signaling has been linked to the
inhibition of axonal growth, an opposing effect to
that of Trk receptors. Lastly, while TrkB receptors
have been shown to be critical for the role of BDNF in
hippocampal LTP (Minichiello et al., 1999, 2002; Xu
et al., 2000), recent reports indicate that p75NTR is
necessary for the induction and/or expression of hip-
pocampal LTD (Rosch et al., 2005; Woo et al., 2005).
With regard to dendritic organization, p75NTR and
Trk receptors also seem to have functional antagon-
isms. TrkB activity has been shown to modulate
dendritic growth (Yacoubian and Lo, 2000), while a
recent report using p75NTR knockout and p75NTR

overexpressing mice indicates that these receptors
negatively modulate dendritic morphology in hippo-
campal pyramidal neurons (Zagrebelsky et al., 2005),
further strengthening the ‘yin and yang’ model of
functional antagonism between Trk and p75NTR sig-
naling (Lu et al., 2005).

What is the contribution of these receptors to
BDNF-induced changes in spine morphology and
density? It is tempting to extend the ‘yin and yang’
model of functional antagonism also to the modula-
tion of spine number and form. Indeed, dendritic spine
density in hippocampal pyramidal neurons was higher
in p75NTR knockout mice, which also showed a reduc-
tion in the proportion of stubby (Type-I) spines
(Zagrebelsky et al., 2005). On the other hand, mice
with a conditional deletion of the TrkB receptor have
reduced spine density and a higher proportion of
long spines (Luikart et al., 2005; von Bohlen und
Halbach et al., 2006). In addition, the proportion of
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stubby (Type-I) spines was reduced in CA1 pyramidal
neurons of adult transgenic mice expressing a domi-
nant-negative TrkB (Chakravarthy et al., 2006). Intrig-
uingly, brief exposures to k-252a, an inhibitor of
receptor tyrosine kinases such as TrkS, caused a sig-
nificant increase in spine density in CA1 pyramidal
neurons expressing enhanced yellow fluorescent
protein (eYFP) (Chapleau and Pozzo-Miller, unpub-
lished data). However, most of these spines are of the
long and thin Type-III, known to be highly motile and
unstable structures (Dailey and Smith, 1996;
Dunaevsky et al., 1999) and characteristic of immature
synapses (Sorra and Harris, 2000). The fact that longer
exposures to k-252a by itself caused spine loss (Tyler
and Pozzo-Miller, 2001; Alonso et al., 2004) suggests
that an initial increase in long and thin spines may
precede spine regression leading to spine pruning
(Segal et al., 2000). Alternatively, these observations
may reflect the functional antagonism between
p75NTR and Trk receptor signaling for dendritic
spine formation and maintenance (Lu et al., 2005). In
this interpretation, preferential activation of p75NTR

by spontaneously released BDNF under conditions of
Trk receptor inhibition (i.e., in the presence of k252a)
leads to an initial and transient increase in thin and
unstable spines, followed by a persistent spine loss.
Further complexity was uncovered by the outgrowth
of dendritic filopodia through the interaction of the
truncated TrkB receptor (TrkB.T1) with p75NTR,
intriguingly enough, in the absence of neurotrophin
binding (Hartmann et al., 2004). The combination of
all these structural and physiological effects in the
hippocampus may underlie the role of BDNF in the
consolidation of synaptic plasticity and hippocampal-
dependent learning and memory (Tyler et al., 2002a;
Bramham and Messaoudi, 2005).

13.8 BDNF, MeCP2, and Dendritic
Spine Pathologies in Rett Syndrome

Neurological disorders associated with mental retar-
dation (MR) are characterized by a prevalent deficit in
cognitive function and adaptive behavior that range in
phenotype severity and are often accompanied by
specific symptoms. MR-associated disorders that
have environmental, neurodegenerative, or genetic
origins have long been associated with structural
anomalies of dendritic spines that are a common fea-
ture of various neurological disorders (Fiala et al.,
2002). The pioneering studies by Huttenlocher
(1970, 1974), Marin-Padilla (1972b, 1976), and

Purpura (1974, 1975a) described strikingly similar
abnormalities in the dendritic organization of cortical
neurons from human patients with unclassified MR-
associated disorders. Pyramidal neurons of the cere-
bral cortex showed a reduction in the number and
length of dendritic branches, a significant loss of den-
dritic spines, and a predominance of long ‘tortuous’
spines. Interestingly, no other neuropathologies were
found in these patients. Since then, similar features of
dendritic branching, as well as spine density and mor-
phology, have been described in other MR-associated
genetic developmental disorders, ranging from auto-
somal genetic forms of MR (e.g., Down syndrome,
Angelman syndrome) to X chromosome–linked forms
of MR (e.g., Rett syndrome, fragile X syndrome)
(Kaufmann and Moser, 2000; Fiala et al., 2002;
Newey et al., 2005). Thus, it seems that dendritic and
spine anomalies are the major brain pathologies under-
lying the cognitive impairments observed in humans
with MR, because such dendritic and spine changes
will reduce postsynaptic surface area and the density of
mature excitatory synapses.

OneMR-associated disorder with an intriguing link
to BDNF signaling is Rett syndrome (RTT) (See also
Chapter 36). RTT is an X-linked neurodevelopmental
disorder and the leading cause of severe mental retar-
dation in females, affecting 1:10,000–20,000 births
worldwide without predisposition to a particular racial
or ethnic group (Percy, 2002; Neul and Zoghbi, 2004).
Patients with RTT are born healthy and achieve stan-
dard developmental milestones until 6–18 months of
age, when they begin a regression period associated
with loss of acquired cognitive, social, and motor skills
(Armstrong, 1997). Later symptoms and deficits
include irregularities in motor activity, characterized
by a stereotypic hand movement or useless hand
movements, altered breathing patterns, gait and
motor imbalance, and continued cognitive decline. As
the period of regression concludes, the individuals are
often left in a severely impaired condition, with a
majority of children developing seizure activity,
although seizure frequency diminishes with age.
As the children get older, a period of stabilization
occurs where they develop greater communication
abilities with their eyes, yet motor function continues
to regress gradually (Percy and Lane, 2005).
Loss-of-function mutations in the gene encoding
methyl-CpG-binding protein 2 (MeCP2) have been
recently identified in RTT patients (Amir et al.,
1999). MeCP2 binds specifically to CpG-methylated
DNA and is thought to inhibit gene transcription by
recruiting corepressor and histone deacetylase
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complexes and altering the structure of genomic DNA
(Nan et al., 1998). Because other neurodevelopmental
disorders with autistic features have also been asso-
ciated with MeCP2 dysfunction, the role of MeCP2 in
neuronal function may extend beyond RTT (Percy,
2002). Intriguingly, one of the targets of MeCP2-
mediated transcriptional repression is the gene encod-
ing BDNF, wherebyMeCP2 binds to and represses the
transcription of the promoter region of the BDNF gene
(Chen et al., 2003; Martinowich et al., 2003).

The neuropathology of RTT reveals several areas
of abnormal brain development (Armstrong et al.,
1995; Bauman et al., 1995a,b). Several studies
reported abnormal dendritic structure in the frontal
cortex ( Jellinger et al., 1988), and pyramidal neuron
dendritic area and growth are significantly decreased
in the frontal and motor cortices, as well as in the
subiculum, while dendritic length was not affected in
the hippocampus (Armstrong et al., 1995). Another
group reported a similar dendritic appearance; in
addition, they observed a thickening of dendrites
(Cornford et al., 1994). Finally, a reduction in the
levels of microtubule-associated protein-2 (MAP-2),
a dendritic protein involved in microtubule stabiliza-
tion, was found throughout the neocortex of RTT
brains (Kaufmann et al., 1995, 2000). Relevant to the
role of neurotrophins in dendritic spine formation
and maturation, RTT brains have reduced spine
density in dendrites of the frontal cortex
(Belichenko et al., 1994). In addition, the levels of
cyclooxygenase-2, a protein enriched in dendritic
spines, are reduced in the frontal cortex in RTT
(Kaufmann et al., 1997). With regard to synapse den-
sity, reduced levels of the synaptic vesicle protein
synaptophysin were detected in the motor, frontal,
and temporal cortices by immunofluorescence
(Belichenko et al., 1997), although another study
reported unaltered synaptophysin levels in frontal
cortex and cerebellum (Cornford et al., 1994).

To further the understanding of RTT, a number
of different mouse models have been generated,
either carrying a null deletion of MECP2 (Chen
et al., 2001; Guy et al., 2001) or expressing a trun-
cated, nonfunctional form of the wild-type MeCP2
protein (MECP2308) (Shahbazian et al., 2002). These
mice have common phenotypes, including delayed
onset of symptoms (at approximately 5 weeks of age)
and motor impairment and abnormal gait, whereby
the null MECP2 mice have hindlimb irregularities,
while the MECP2308 mice have forelimb impairment
(Shahbazian and Zoghbi, 2002; Armstrong, 2005). In
addition, null MECP2 mice have altered synaptic

transmission and plasticity, including impaired hip-
pocampal LTP (Asaka et al., 2006), and reduced
excitatory transmission in the hippocampus (Nelson
et al., 2006) and neocortex (Dani et al., 2005). Deficits
in hippocampal LTP and hippocampal-dependent
learning and memory were also observed in the
MECP2308 mice expressing the truncated protein
(Moretti et al., 2006). On the other hand, transgenic
mice that mildly overexpress wild-type MeCP2 (�2
times wild-type levels) display a higher rate of hip-
pocampal-dependent learning and enhanced LTP,
though they developed a neurological phenotype
that included seizures after 20 weeks of age (Collins
et al., 2004).

Intriguingly, observations regarding neuronal
and synaptic morphology in these mouse models of
RTT have produced varying results, sometimes
inconsistent with the neuropathology found in RTT
patients (Armstrong et al., 1995; Bauman et al.,
1995a,b). Pyramidal neurons of layer II/III of the
neocortex of null MECP2 hemizygous mice
(MECP2–/y) are smaller and have reduced dendritic
branching as observed in RTT brains, although no
differences were found in dendritic spine density
(Kishi and Macklis, 2004), a distinctive feature
observed in one study of the cortex of RTT patients
(Belichenko et al., 1994). Another study of the soma-
tosensory cortex of null MECP2 hemizygous mice
(MECP2–/y) reported that dendrites of layer II/III
neurons were thinner and had fewer spines than
those of wild-type littermates (Fukuda et al., 2005).
On the other hand, transient overexpression of
wildtype MeCP2 in cultured cortical neurons led
to a significant increase in dendritic and axonal
length and arborization, while neurons overexpres-
sing a nonfunctional, truncated form of MeCP2
(MECP2293) only showed increases in dendritic and
axonal branching ( Jugloff et al., 2005). Quantitative
analyses of dendritic morphology in neurons from
layers III and V of the frontal cortex of MECP2308

mice, which express a truncated MECP2 allele,
reported no major abnormalities in dendritic branch-
ing (Moretti et al., 2006). Further analyses at the EM
level in area CA1 of the hippocampus yielded no
differences in the density of asymmetric synapses
and in the number of synaptic vesicles, either docked
at the active zone or in the main vesicle cluster
within the terminals. However, the mean length of
the PSD was smaller in MECP2308 mice, driven by a
concomitant increase in the smaller PSDs and a
decrease in the larger ones (>150 nm) (Moretti
et al., 2006). Since the size of the active zone is tightly
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correlated with the size of the PSD across the synap-
tic cleft (Harris and Sultan, 1995; Boyer et al., 1998;
Schikorski and Stevens, 1999), the observation of
smaller PSDs and similar numbers of docked vesicles
in the MECP2308 mice suggests that the density of
docked vesicles is increased in the mutant active
zone. These apparent discrepancies clearly warrant
further investigations of the role of wild-type and
mutant MeCP2 on dendritic and synaptic morphol-
ogy in specific brain regions as a potential underlying
mechanism for the functional impairments observed
in animal models and RTT patients.

The molecular pathways contributing to the
pathogenesis of Rett syndrome remain unclear.
Considering that the best-characterized function of
MeCP2 is as transcriptional repressor, numerous
gene expression profiles have been conducted on
RTT patients and in the available mouse models of
RTT (Colantuoni et al., 2001; Tudor et al., 2002;
Ballestar et al., 2005; Nuber et al., 2005; Delgado
et al., 2006). However, these studies identified several
genes that are either upregulated or downregulated,
but their contribution to the disease remains
unknown. A more targeted approach, such as chro-
matin immunoprecipitation, has identified the
promoter region of the BDNF gene as a target of
MeCP2 transcriptional control (Chen et al., 2003;
Martinowich et al., 2003). These studies demon-
strated that MeCP2 binds to and represses the
transcription of mouse BDNF promoter IV, equiva-
lent to the rat BDNF III promoter, which is well
known to be activated by neuronal activity and the
ensuing voltage-gated Ca2þ influx (Tao et al., 1998).
As expected, the levels of BDNF exon IV transcript
were low in cultured cortical neurons from wildtype
mice in the absence of neuronal activity (i.e., in the
presence of tetrodotoxin, TTX). On the other hand,
neurons from MECP2 null mice showed a twofold
increase in their basal levels of BDNF exon IV tran-
script, as predicted from its transcriptional repressor
function. Furthermore, BDNF exon IV transcript
levels induced by a strong depolarizing stimulus
(i.e., KCl) were similar between control and mutant
cells, due to the large increase observed in wild-type
neurons and the already elevated levels in MECP2

null neurons, which were unresponsive to KCl
depolarization (Chen et al., 2003). Considering that
BDNF is a positive modulator of excitatory synaptic
function (Thoenen, 2000; Poo, 2001; Tyler et al.,
2002a,b; Lu, 2003; Bramham and Messaoudi, 2005),
the observation of elevated BDNF levels (at least in
terms of its activity-dependent mRNA transcripts)

was unexpected and somewhat puzzling. However,
BDNF protein levels measured by enzyme-linked
immunosorbent assay (ELISA) were found to be
lower in brain samples of MECP2 null mice at 6–8
weeks of age compared to wild-type controls, a
difference not observed at 2 weeks (Chang et al.,
2006). In addition, conditional deletion of the
BDNF gene in MECP2 null mice exacerbated
the onset of the RTT-associated phenotypes of the
MECP2 null animals, which included hypoactivity in
the running wheel and reduced action potential
frequency in pyramidal neurons of acute cortical
slices in vitro. Surprisingly, overexpression of BDNF
slowed down the disease progression in MECP2 null
mice, with increased wheel running behavior and
augmented action potential firing in cortical neurons
(Chang et al., 2006). Since BDNF mRNA and protein
levels are tightly regulated by neuronal activity, the
reduced firing frequency of neurons from MECP2

null mice (Dani et al., 2005) may cause the reduced
BDNF protein levels measured by ELISA (Chang
et al., 2006). The discrepancy between the elevated
basal levels of BDNF exon IV transcripts in cultured
MECP2 neurons (Chen et al., 2003) and the reduced
BDNF protein levels in MECP2 brain tissue (Chang
et al., 2006) likely originates from different basal
conditions (TTX in culture vs. naive fresh brain
samples), developmental age (embryonic vs. postna-
tal), or the modulation of mRNA translation
into protein. Whether direct or indirect, the relation-
ship between MeCP2 function and BDNF-mediated
signaling seems potentially relevant to the speculated
impairments in Rett syndrome, especially with
regard to synaptic function (Dani et al., 2005; Asaka
et al., 2006; Moretti et al., 2006; Nelson et al., 2006).

Unfortunately, the few available studies of neuro-
trophin levels in RTT patients have not yielded
results consistent with the ‘BDNF hypothesis of
Rett,’ at least at a first approximation. First, reduced
NGF levels were observed in cerebrospinal fluid
(CSF) of RTT patients, a difference not found in
blood serum levels, while BDNF was unaffected in
CSF or blood serum RTT samples (Lappalainen
et al., 1996; Vanhala et al., 1998; Riikonen and
Vanhala, 1999; Riikonen, 2003). Second, the expres-
sion levels of NGF and its receptor TrkA were
reduced in postmortem RTT brains, as assessed by
immunohistochemistry (Lipani et al., 2000), while the
number of basal forebrain neurons expressing
p75NTR was unaffected in RTT brains (Wenk and
Hauss-Wegrzyniak, 1999). Third, NGF serum levels
tend to decrease with age in RTT patients, opposite
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to the characteristic developmental increase in
healthy individuals (Calamandrei et al., 2001).
Taken together, these few reports reveal our incom-
plete understanding of the potential and intriguing
role of neurotrophin signaling in the pathogenesis of
Rett syndrome. Furthermore, they underscore the
need for further cellular and molecular studies, per-
haps at the single-cell level, of the consequences of
mutant MeCP2 expression on neurotrophin expres-
sion, targeting, and/or release, as well as signaling
through its p75NTR and Trk receptors.

13.9 Final Considerations

The observations reviewed in this chapter provide
strong evidence that dendritic spines are highly spe-
cialized neuronal compartments that are exquisitely
tuned to sense ongoing and fluctuating levels of
afferent synaptic activity, which likely play a funda-
mental role in synaptic integration and plasticity.
However, most of the experimental evidence is so
far correlative: for example, while LTP or behavioral
learning cause structural changes, those changes may
not contribute to the synaptic potentiation or the
formation of the engram. On the other hand, the
new spines formed after LTP induction may not
initially participate in synaptic transmission, but
rather may be the sites of future synaptic plasticity
(i.e., NMDA-only silent synapses). In any case, den-
dritic spines are prime examples that function affects
structure and vice versa in a global and ongoing
homeostatic balance (i.e., negative feedback), which
can be locally modified by rapid ‘Hebbian’ positive-
feedback changes. After more than a century of their
discovery and the speculation that ‘mental exercise’
may promote their formation and growth, dendritic
spines still represent a truly fascinating ‘thorny’ issue
in our quest for the neurobiological basis of learning
and memory.
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quelques mammifères. La Cellule 7: 125–176.

Cajal SR (1893) Neue Darstellung vom histologischen Bau des
Zentralnervensystem. Arch. Anat. Entwick. 319–418.

Cajal SR (1909) Histologie du Systeme Nerveux de l’Homme et
des Vertebres. Paris: Maloine (reprinted in 1952 by Consejo
Superior de Investigaciones Cientı́ficas, Instituto Ramón y
Cajal, Madrid.).

Calamandrei G, Aloe L, Hajek J, and Zappella M (2001)
Developmental profile of serum nerve growth factor levels in
Rett complex. Ann. Ist. Super. Sanita 37: 601–605.

Carrer HF and Aoki A (1982) Ultrastructural changes in the
hypothalamic ventromedial nucleus of ovariectomized rats
after estrogen treatment. Brain Res. 240: 221–233.

Chakravarthy S, Saiepour MH, Bence M, et al. (2006)
Postsynaptic TrkB signaling has distinct roles in spine
maintenance in adult visual cortex and hippocampus. Proc.
Natl. Acad. Sci. USA 103: 1071–1076.

Chang FL and Greenough WT (1984) Transient and enduring
morphological correlates of synaptic activity and efficacy
change in the rat hippocampal slice. Brain Res. 309:
35–46.

Chang Q, Khare G, Dani V, Nelson S, and Jaenisch R (2006) The
disease progression of mecp2mutant mice is affected by the
level of BDNF expression. Neuron 49: 341–348.

Chao MV (1992) Neurotrophin receptors: A window into
neuronal differentiation. Neuron 9: 583–593.

Chao MV (2003) Neurotrophins and their receptors: A
convergence point for many signalling pathways. Nat. Rev.
Neurosci. 4: 299–309.

Chen RZ, Akbarian S, Tudor M, and Jaenisch R (2001) Deficiency
of methyl-CpG binding protein-2 in CNS neurons results in a
Rett-like phenotype in mice. Nat. Genet. 27: 327–331.

Chen WG, Chang Q, Lin Y, et al. (2003) Derepression of BDNF
transcription involves calcium-dependent phosphorylation
of MeCP2. Science 302: 885–889.

Colantuoni C, Jeon OH, Hyder K, et al. (2001) Gene expression
profiling in postmortem Rett Syndrome brain: Differential
gene expression and patient classification. Neurobiol. Dis. 8:
847–865.

Collin C, Miyaguchi K, and Segal M (1997) Dendritic spine
density and LTP induction in cultured hippocampal slices.
J. Neurophysiol. 77: 1614–1623.

Collins AL, Levenson JM, Vilaythong AP, et al. (2004) Mild
overexpression of MeCP2 causes a progressive neurological
disorder in mice. Hum. Mol. Genet. 13: 2679–2689.

Connor JA, Miller LD, Petrozzino J, andMuller W (1994) Calcium
signaling in dendritic spines of hippocampal neurons.
J. Neurobiol. 25: 234–242.

Cooney JR, Hurlburt JL, Selig DK, Harris KM, and Fiala JC (2002)
Endosomal compartments serve multiple hippocampal
dendritic spines from a widespread rather than a local store of
recycling membrane. J. Neurosci. 22: 2215–2224.

Cordoba Montoya DA and Carrer HF (1997) Estrogen facilitates
induction of long term potentiation in the hippocampus of
awake rats. Brain Res. 778: 430–438.

Cornford ME, Philippart M, Jacobs B, Scheibel AB, and Vinters
HV (1994) Neuropathology of Rett syndrome: Case report
with neuronal and mitochondrial abnormalities in the brain.
J. Child Neurol. 9: 424–431.

Crick F (1982) Do dendritic spines twitch? Trends Neurosci. 5: 44.
Dailey ME and Smith SJ (1996) The dynamics of dendritic

structure in developing hippocampal slices. J. Neurosci. 16:
2983–2994.

Dani VS, Chang Q, Maffei A, Turrigiano GG, Jaenisch R, and
Nelson SB (2005) Reduced cortical activity due to a shift in
the balance between excitation and inhibition in a mouse
model of Rett syndrome. Proc. Natl. Acad. Sci. USA 102:
12560–12565.

Danzer SC, Crooks KR, Lo DC, and McNamara JO (2002)
Increased expression of brain-derived neurotrophic factor
induces formation of basal dendrites and axonal branching
in dentate granule cells in hippocampal explant cultures.
J. Neurosci. 22: 9754–9763.

Davis GW (2006) Homeostatic control of neural activity: From
phenomenology to molecular design. Annu. Rev. Neurosci.
29: 307–323.

Davis GW and Bezprozvanny I (2001) Maintaining the stability of
neural function: A homeostatic hypothesis. Annu. Rev.
Physiol. 63: 847–869.

Delgado IJ, Kim DS, Thatcher KN, LaSalle JM, and Van den
Veyver IB (2006) Expression profiling of clonal lymphocyte
cell cultures from Rett syndrome patients. BMCMed. Genet.
7: 61.

Denk W and Svoboda K (1997) Photon upmanship: Why
multiphoton imaging is more than a gimmick. Neuron 18:
351–357.

Desmond NL and Levy WB (1983) Synaptic correlates of
associative potentiation/depression: An ultrastructural study
in the hippocampus. Brain Res. 265: 21–30.

Desmond NL and Levy WB (1986a) Changes in the numerical
density of synaptic contacts with long-term potentiation in
the hippocampal dentate gyrus. J. Comp. Neurol. 253:
466–475.

298 Activity-Dependent Structural Plasticity of Dendritic Spines



Desmond NL and Levy WB (1986b) Changes in the
postsynaptic density with long-term potentiation in the
dentate gyrus. J. Comp. Neurol. 253: 476–482.

Desmond NL and Levy WB (1990) Morphological correlates of
long-term potentiation imply the modification of existing
synapses, not synaptogenesis, in the hippocampal dentate
gyrus. Synapse 5: 139–143.

Dhanrajan TM, Lynch MA, Kelly A, Popov VI, Rusakov DA, and
Stewart MG (2004) Expression of long-term potentiation in
aged rats involves perforated synapses but dendritic spine
branching results from high-frequency stimulation alone.
Hippocampus 14: 255–264.

Dudek SM and Bear MF (1992) Homosynaptic long-term
depression in area CA1 of hippocampus and effects of
NMDA receptor blockade. Proc. Natl. Acad. Sci. USA 89:
4363–4367.

Dunaevsky A and Mason CA (2003) Spine motility: A means
towards an end? Trends Neurosci. 26: 155–160.

Dunaevsky A, Tashiro A, Majewska A, Mason C, and Yuste R
(1999) Developmental regulation of spine motility in the
mammalian central nervous system. Proc. Natl. Acad. Sci.
USA 96: 13438–13443.

Engert F and Bonhoeffer T (1999) Dendritic spine changes
associated with hippocampal long-term synaptic plasticity.
Nature 399: 66–70.

Eyre MD, Richter-Levin G, Avital A, and Stewart MG (2003)
Morphological changes in hippocampal dentate gyrus
synapses following spatial learning in rats are transient. Eur.
J. Neurosci. 17: 1973–1980.

Fiala JC, Feinberg M, Popov V, and Harris KM (1998)
Synaptogenesis via dendritic filopodia in developing
hippocampal area CA1. J. Neurosci. 18: 8900–8911.

Fiala JC, Spacek J and Harris KM (2002) Dendritic spine
pathology: Cause or consequence of neurological
disorders? Brain Res. Brain Res. Rev. 39: 29–54.

Fifkova E and Anderson CL (1981) Stimulation-induced
changes in dimensions of stalks of dendritic spines in the
dentate molecular layer. Exp. Neurol. 74: 621–627.

Fifkova E and Delay RJ (1982) Cytoplasmic actin in neuronal
processes as a possible mediator of synaptic plasticity.
J. Cell Biol. 95: 345–350.

Fifkova E and Van Harreveld A (1977) Long-lasting
morphological changes in dendritic spines of dentate
granular cells following stimulation of the entorhinal area.
J. Neurocytol. 6: 211–230.

Fischer M, Kaech S, Knutti D, and Matus A (1998) Rapid actin-
based plasticity in dendritic spines. Neuron 20: 847–854.

Foster M and Sherringhton CS (1897) A Text Book of Physiology.
Part III. The Central Nervous System. London: Macmillan.

Foy MR, Xu J, Xie X, Brinton RD, Thompson RF, and Berger TW
(1999) 17beta-estradiol enhances NMDA receptor-mediated
EPSPs and long-term potentiation. J. Neurophysiol. 81:
925–929.

Frankfurt M, Gould E, Woolley CS, and McEwen BS (1990)
Gonadal steroids modify dendritic spine density in
ventromedial hypothalamic neurons: A Golgi study in the
adult rat. Neuroendocrinology 51: 530–535.

Fukuda T, Itoh M, Ichikawa T, Washiyama K, and Goto Y (2005)
Delayed maturation of neuronal architecture and
synaptogenesis in cerebral cortex of Mecp2-deficient mice.
J. Neuropathol. Exp. Neurol. 64: 537–544.

Gahwiler BH (1981) Organotypic monolayer cultures of nervous
tissue. J. Neurosci. Methods 4: 329–342.

Gartner A and Staiger V (2002) Neurotrophin secretion from
hippocampal neurons evoked by long-term-potentiation-
inducing electrical stimulation patterns. Proc. Natl. Acad.
Sci. USA 99: 6386–6391.

Gazzaley AH,Weiland NG,McEwen BS, andMorrison JH (1996)
Differential regulation of NMDA R1 mRNA and protein by

estradiol in the rat hippocampus. J. Neurosci. 16:
6830–6838.

Geinisman Y (2000) Structural synaptic modifications
associated with hippocampal LTP and behavioral learning.
Cereb. Cortex 10: 952–962.

Geinisman Y, de Toledo-Morrell L, Morrell F, Heller RE, Rossi M,
and Parshall RF (1993) Structural synaptic correlate of long-
term potentiation: Formation of axospinous synapses with
multiple, completely partitioned transmission zones.
Hippocampus 3: 435–445.

Geinisman Y, deToledo-Morrell L, and Morrell F (1991)
Induction of long-term potentiation is associated with
an increase in the number of axospinous synapses
with segmented postsynaptic densities. Brain Res. 566:
77–88.

Geinisman Y, Disterhoft JF, Gundersen HJ, et al. (2000)
Remodeling of hippocampal synapses after hippocampus-
dependent associative learning. J. Comp. Neurol. 417:
49–59.

Gibbs RB (1998) Levels of trkA and BDNF mRNA, but not NGF
mRNA, fluctuate across the estrous cycle and increase in
response to acute hormone replacement. Brain Res. 787:
259–268.

Gibbs RB and Aggarwal P (1998) Estrogen and basal forebrain
cholinergic neurons: Implications for brain aging and
Alzheimer’s disease-related cognitive decline. Horm. Behav.
34: 98–111.

Globus A, Rosenzweig MR, Bennett EL, and Diamond MC
(1973) Effects of differential experience on dendritic spine
counts in rat cerebral cortex. J. Comp. Physiol. Psychol. 82:
175–181.

Globus A and Scheibel AB (1966) Loss of dendrite spines as an
index of pre-synaptic terminal patterns. Nature 212:
463–465.

Gomez RA, Pozzo Miller LD, Aoki A, and Ramirez OA (1990)
Long-term potentiation-induced synaptic changes in
hippocampal dentate gyrus of rats with an inborn low or high
learning capacity. Brain Res. 537: 293–297.

Gould E, Woolley CS, Frankfurt M, and McEwen BS (1990)
Gonadal steroids regulate dendritic spine density in
hippocampal pyramidal cells in adulthood. J. Neurosci. 10:
1286–1291.

Gray E (1959a) Electron microscopy of synaptic contacts on
dendritic spines of the cerebral cortex. Nature 183:
1592–1594.

Gray EG (1959b) Axo-somatic and axo-dendritic synapses of
the cerebral cortex: An electron microscope study. J. Anat.
93: 420–433.

Greenough WT and Volkmar FR (1973) Pattern of dendritic
branching in occipital cortex of rats reared in complex
environments. Exp. Neurol. 40: 491–504.

Grutzendler J, Kasthuri N, and GanWB (2002) Long-term dendritic
spine stability in the adult cortex. Nature 420: 812–816.

Gutierrez R and Heinemann U (1999) Synaptic reorganization in
explanted cultures of rat hippocampus. Brain Res. 815:
304–316.

Guy J, Hendrich B, Holmes M, Martin JE, and Bird A (2001)
A mouse Mecp2-null mutation causes neurological
symptoms that mimic Rett syndrome. Nat. Genet. 27:
322–326.

Hao J, JanssenWG, Tang Y, et al. (2003) Estrogen increases the
number of spinophilin-immunoreactive spines in the
hippocampus of young and aged female rhesus monkeys.
J. Comp. Neurol. 465: 540–550.

Harms KJ and Dunaevsky A (2006) Dendritic spine plasticity:
Looking beyond development. Brain Res. (doi:10.1016/
j.brainres.2006.02.094).

Harris KM (1999) Structure, development, and plasticity of
dendritic spines. Curr. Opin. Neurobiol. 9: 343–348.

Activity-Dependent Structural Plasticity of Dendritic Spines 299



Harris KM and Kater SB (1994) Dendritic spines: Cellular
specializations imparting both stability and flexibility to
synaptic function. Annu. Rev. Neurosci. 17: 341–371.

Harris KM and Stevens JK (1989) Dendritic spines of CA1
pyramidal cells in the rat hippocampus: Serial electron
microscopy with reference to their biophysical
characteristics. J. Neurosci. 9: 2982–2997.

Harris KM and Sultan P (1995) Variation in the number, location
and size of synaptic vesicles provides an anatomical basis
for the nonuniform probability of release at hippocampal CA1
synapses. Neuropharmacology 34: 1387–1395.

Hartmann M, Brigadski T, Erdmann KS, et al. (2004) Truncated
TrkB receptor-induced outgrowth of dendritic filopodia
involves the p75 neurotrophin receptor. J. Cell Sci. 117:
5803–5814.

Hartmann M, Heumann R, and Lessmann V (2001) Synaptic
secretion of BDNF after high-frequency stimulation of
glutamatergic synapses. EMBO J. 20: 5887–5897.

Hebb DO (1949) The Organization of Behavior. New York: John
Wiley & Sons.

Hempstead BL (2002) The many faces of p75NTR. Curr. Opin.
Neurobiol. 12: 260–267.

Hering H and Sheng M (2001) Dendritic spines: Structure,
dynamics and regulation. Nat. Neurosci. Rev. 2: 880–888.

Holtmaat A, Wilbrecht L, Knott GW, Welker E, and Svoboda K
(2006) Experience-dependent and cell-type-specific spine
growth in the neocortex. Nature 441: 979–983.

Holtmaat AJ, Trachtenberg JT, Wilbrecht L, et al. (2005)
Transient and persistent dendritic spines in the neocortex in
vivo. Neuron 45: 279–291.

Horch HW and Katz LC (2002) BDNF release from single cells
elicits local dendritic growth in nearby neurons. Nat.
Neurosci. 5: 1177–1184.

Horch HW, Kruttgen A, Portbury SD, and Katz LC (1999)
Destabilization of cortical dendrites and spines by BDNF.
Neuron 23: 353–364.

Hosokawa T, Rusakov DA, Bliss TV, and Fine A (1995) Repeated
confocal imaging of individual dendritic spines in the living
hippocampal slice: Evidence for changes in length and
orientation associated with chemically induced LTP. J.
Neurosci. 15: 5560–5573.

HuangEJandReichardt LF (2003)Trk receptors: Roles in neuronal
signal transduction. Annu. Rev. Biochem. 72: 609–642.

Huttenlocher PR (1970) Dendritic development and mental
defect. Neurology 20: 381.

Huttenlocher PR (1974) Dendritic development in neocortex of
children with mental defect and infantile spasms. Neurology
24: 203–210.

Hyman C, Juhasz M, Jackson C, Wright P, Ip NY, and Lindsay
RM (1994) Overlapping and distinct actions of the
neurotrophins BDNF, NT-3, and NT-4/5 on cultured
dopaminergic and GABAergic neurons of the ventral
mesencephalon. J. Neurosci. 14: 335–347.

Isaac JT, Nicoll RA, and Malenka RC (1995) Evidence for silent
synapses: Implications for the expression of LTP. Neuron 15:
427–434.

James W (1890) Principles of Psychology. New York: Henry
Holt.

Jellinger K, Armstrong D, Zoghbi HY, and Percy AK (1988)
Neuropathology of Rett syndrome. Acta Neuropathol. (Berl.)
76: 142–158.

Ji Y, Pang PT, Feng L, and Lu B (2005) Cyclic AMP controls
BDNF-induced TrkB phosphorylation and dendritic spine
formation in mature hippocampal neurons. Nat. Neurosci. 8:
164–172.

Jontes JD and Smith SJ (2000) Filopodia, spines, and the
generation of synaptic diversity. Neuron 27: 11–14.

Jourdain P, Fukunaga K, and Muller D (2003) Calcium/
calmodulin-dependent protein kinase II contributes to

activity-dependent filopodia growth and spine formation.
J. Neurosci. 23: 10645–10649.

Jugloff DG, Jung BP, Purushotham D, Logan R, and Eubanks
JH (2005) Increased dendritic complexity and axonal
length in cultured mouse cortical neurons overexpressing
methyl-CpG-binding protein MeCP2. Neurobiol. Dis. 19:
18–27.

Kaplan DR and Miller FD (2000) Neurotrophin signal
transduction in the nervous system. Curr. Opin. Neurobiol.
10: 381–391.

Kasai H, Matsuzaki M, Noguchi J, Yasumatsu N, and Nakahara
H (2003) Structure-stability-function relationships of
dendritic spines. Trends Neurosci. 26: 360–368.

Kaufmann WE, MacDonald SM, and Altamura CR (2000)
Dendritic cytoskeletal protein expression in mental
retardation: An immunohistochemical study of the neocortex
in Rett syndrome. Cereb. Cortex 10: 992–1004.

Kaufmann WE and Moser HW (2000) Dendritic anomalies in
disorders associated with mental retardation. Cereb. Cortex
10: 981–991.

Kaufmann WE, Naidu S, and Budden S (1995)
Abnormal expression of microtubule-associated protein 2
(MAP-2) in neocortex in Rett syndrome. Neuropediatrics
26: 109–113.

Kaufmann WE, Worley PF, Taylor CV, Bremer M, and Isakson
PC (1997) Cyclooxygenase-2 expression during rat
neocortical development and in Rett syndrome. Brain Dev.
19: 25–34.

Kawakami M, Terasawa E, and Ibuki T (1970) Changes in
multiple unit activity of the brain during the estrous cycle.
Neuroendocrinology 6: 30–48.

Kennedy MB (1997) The postsynaptic density at glutamatergic
synapses. Trends Neurosci. 20: 264–268.

Kirov SA, Goddard CA, and Harris KM (2004a) Age-dependence
in the homeostatic upregulation of hippocampal dendritic
spine number during blocked synaptic transmission.
Neuropharmacology 47: 640–648.

Kirov SA and Harris KM (1999) Dendrites are more spiny on
mature hippocampal neurons when synapses are
inactivated. Nat. Neurosci. 2: 878–883.

Kirov SA, Petrak LJ, Fiala JC, and Harris KM (2004b) Dendritic
spines disappear with chilling but proliferate excessively
upon rewarming of mature hippocampus.Neuroscience 127:
69–80.

Kirov SA, Sorra KE, and Harris KM (1999) Slices have more
synapses than perfusion-fixed hippocampus from both
young and mature rats. J. Neurosci. 19: 2876–2886.

Kishi N and Macklis JD (2004) MECP2 is progressively
expressed in post-migratory neurons and is involved in
neuronal maturation rather than cell fate decisions.Mol. Cell.
Neurosci. 27: 306–321.

Knafo S, Ariav G, Barkai E, and Libersat F (2004) Olfactory
learning-induced increase in spine density along the apical
dendrites of CA1 hippocampal neurons. Hippocampus 14:
819–825.

Knott GW, Holtmaat A, Wilbrecht L, Welker E, and Svoboda K
(2006) Spine growth precedes synapse formation in the adult
neocortex in vivo. Nat. Neurosci. 9: 1117–1124.

Knusel B, Beck KD, Winslow JW, et al. (1992) Brain-derived
neurotrophic factor administration protects basal forebrain
cholinergic but not nigral dopaminergic neurons from
degenerative changes after axotomy in the adult rat brain.
J. Neurosci. 12: 4391–4402.

Kojima M, Takei N, Numakawa T, et al. (2001) Biological
characterization and optical imaging of brain-derived
neurotrophic factor-green fluorescent protein suggest an
activity-dependent local release of brain-derived
neurotrophic factor in neurites of cultured hippocampal
neurons. J. Neurosci. Res. 64: 1–10.

300 Activity-Dependent Structural Plasticity of Dendritic Spines



Kopec CD, Li B, Wei W, Boehm J, and Malinow R (2006)
Glutamate receptor exocytosis and spine enlargement
during chemically induced long-term potentiation.
J. Neurosci. 26: 2000–2009.

Korkotian E, Holcman D, and Segal M (2004) Dynamic
regulation of spine-dendrite coupling in cultured
hippocampal neurons. Eur. J. Neurosci. 20: 2649–2663.

Korkotian E and Segal M (1999a) Bidirectional regulation of
dendritic spine dimensions by glutamate receptors.
Neuroreport 10: 2875–2877.

Korkotian E and Segal M (1999b) Release of calcium from
stores alters the morphology of dendritic spines in cultured
hippocampal neurons. Proc. Natl. Acad. Sci. USA 96:
12068–12072.

Korkotian E and Segal M (2000) Structure-function relations in
dendritic spines: Is size important? Hippocampus 10:
587–595.

Korkotian E and Segal M (2001) Regulation of dendritic spine
motility in cultured hippocampal neurons. J. Neurosci. 21:
6115–6124.

Kozorovitskiy Y, Gross CG, Kopil C, et al. (2005) Experience
induces structural and biochemical changes in the adult
primate brain. Proc. Natl. Acad. Sci. USA 102: 17478–17482.

Lang C, Barco A, Zablow L, Kandel ER, Siegelbaum SA, and
Zakharenko SS (2004) Transient expansion of synaptically
connected dendritic spines upon induction of hippocampal
long-term potentiation. Proc. Natl. Acad. Sci. USA 101:
16665–16670.

Lappalainen R, Lindholm D, and Riikonen R (1996) Low levels of
nerve growth factor in cerebrospinal fluid of children with
Rett syndrome. J. Child Neurol. 11: 296–300.

Lee K, Oliver M, Schottler F, Creager R, and Lynch G (1979)
Ultrastructural effects of repetitive synaptic stimulation in the
hippocampal slice preparation: A preliminary report. Exp.
Neurol. 65: 478–480.

Lee KS, Schottler F, Oliver M, and Lynch G (1980) Brief bursts of
high-frequency stimulation produce two types of structural
change in rat hippocampus. J. Neurophysiol. 44: 247–258.

Lee SJ and McEwen BS (2001) Neurotrophic and
neuroprotective actions of estrogens and their therapeutic
implications. Annu. Rev. Pharmacol. Toxicol. 41: 569–591.

Lendvai B, Stern EA, Chen B, and Svoboda K (2000)
Experience-dependent plasticity of dendritic spines in the
developing rat barrel cortex in vivo. Nature 404: 876–881.

Leranth C, Shanabrough M, and Redmond DE Jr. (2002)
Gonadal hormones are responsible for maintaining the
integrity of spine synapses in the CA1 hippocampal subfield
of female nonhuman primates. J. Comp. Neurol. 447: 34–42.

Leuner B, Falduto J, and Shors TJ (2003) Associative memory
formation increases the observation of dendritic spines in the
hippocampus. J. Neurosci. 23: 659–665.

Lewin GR and Barde YA (1996) Physiology of the neurotrophins.
Annu. Rev. Neurosci. 19: 289–317.

Li C, Brake WG, Romeo RD, et al. (2004) Estrogen alters
hippocampal dendritic spine shape and enhances synaptic
protein immunoreactivity and spatial memory in female mice.
Proc. Natl. Acad. Sci. USA 101: 2185–2190.

Liao D, Hessler NA, and Malinow R (1995) Activation of
postsynaptically silent synapses during pairing-induced
LTP in CA1 region of the hippocampal slice. Nature 375:
400–404.

Lipani JD, Bhattacharjee MB, Corey DM, and Lee DA (2000)
Reduced nerve growth factor in Rett syndrome
postmortem brain tissue. J. Neuropathol. Exp. Neurol. 59:
889–895.

Lo DC (1995) Neurotrophic factors and synaptic plasticity.
Neuron 15: 979–981.

Lu B (2003) BDNF and activity-dependent synaptic modulation.
Learn. Mem. 10: 86–98.

Lu B, Pang PT, and Woo NH (2005) The yin and yang of
neurotrophin action. Nat. Rev. Neurosci. 6: 603–614.

Luikart BW, Nef S, Virmani T, et al. (2005) TrkB has a cell-
autonomous role in the establishment of hippocampal
Schaffer collateral synapses. J. Neurosci. 25: 3774–3786.

Majewska A, Brown E, Ross J, and Yuste R (2000a)
Mechanisms of calcium decay kinetics in hippocampal
spines: Role of spine calcium pumps and calcium diffusion
through the spine neck in biochemical
compartmentalization. J. Neurosci. 20: 1722–1734.

Majewska A, Tashiro A, and Yuste R (2000b) Regulation of spine
calcium dynamics by rapid spine motility. J. Neurosci. 20:
8262–8268.

Malenka RC and Bear MF (2004) LTP and LTD: An
embarrassment of riches. Neuron 44: 5–21.

Maletic-Savatic M, Malinow R, and Svoboda K (1999) Rapid
dendritic morphogenesis in CA1 hippocampal dendrites
induced by synaptic activity. Science 283: 1923–1927.

Malinow R and Malenka RC (2002) AMPA receptor
trafficking and synaptic plasticity. Annu. Rev. Neurosci. 25:
103–126.

Mamounas LA, Blue ME, Siuciak JA, and Altar CA (1995) Brain-
derived neurotrophic factor promotes the survival and
sprouting of serotonergic axons in rat brain. J. Neurosci. 15:
7929–7939.

Marin-Padilla M (1972a) Prenatal ontogenetic history of the
principal neurons of the neocortex of the cat (Felis
domestica). A Golgi study. II. Developmental differences and
their significances. Z. Anat. Entwicklungsgesch. 136:
125–142.

Marin-Padilla M (1972b) Structural abnormalities of the cerebral
cortex in human chromosomal aberrations: A Golgi study.
Brain Res. 44: 625–629.

Marin-Padilla M (1976) Pyramidal cell abnormalities in the motor
cortex of a child with Down’s syndrome. A Golgi study.
J. Comp. Neurol. 167: 63–81.

Martin SJ, Grimwood PD, and Morris RG (2000) Synaptic
plasticity and memory: An evaluation of the hypothesis.
Annu. Rev. Neurosci. 23: 649–711.

Martinowich K, Hattori D, Wu H, et al. (2003) DNA methylation-
related chromatin remodeling in activity-dependent BDNF
gene regulation. Science 302: 890–893.

Matsumoto A and Arai Y (1979) Synaptogenic effect of estrogen
on the hypothalamic arcuate nucleus of the adult female rat.
Cell Tissue Res. 198: 427–433.

Matsumoto A and Arai Y (1986) Male-female difference in
synaptic organization of the ventromedial nucleus of the
hypothalamus in the rat. Neuroendocrinology 42: 232–236.

Matsuzaki M, Ellis-Davies GC, Nemoto T, Miyashita Y, Iino M,
and Kasai H (2001) Dendritic spine geometry is critical for
AMPA receptor expression in hippocampal CA1 pyramidal
neurons. Nat. Neurosci. 4: 1086–1092.

Matsuzaki M, Honkura N, Ellis-Davies GC, and Kasai H (2004)
Structural basis of long-term potentiation in single dendritic
spines. Nature 429: 761–766.

Matus A (2000) Actin-based plasticity in dendritic spines.
Science 290: 754–758.

Matus A (2005) Growth of dendritic spines: A continuing story.
Curr. Opin. Neurobiol. 15: 67–72.

McAllister AK, Katz LC, and Lo DC (1997) Opposing roles for
endogenous BDNF and NT-3 in regulating cortical dendritic
growth. Neuron 18: 767–778.

McAllister AK, Katz LC, and Lo DC (1999) Neurotrophins and
synaptic plasticity. Annu. Rev. Neurosci. 22: 295–318.

McAllister AK, Lo DC, and Katz LC (1995) Neurotrophins
regulate dendritic growth in developing visual cortex. Neuron
15: 791–803.

McKinney RA, Capogna M, Durr R, Gahwiler BH, and
Thompson SM (1999) Miniature synaptic events maintain

Activity-Dependent Structural Plasticity of Dendritic Spines 301



dendritic spines via AMPA receptor activation. Nat.
Neurosci. 2: 44–49.

Miller M and Peters A (1981) Maturation of rat visual cortex. II. A
combined Golgi-electron microscope study of pyramidal
neurons. J. Comp. Neurol. 203: 555–573.

Minichiello L, Calella AM, Medina DL, Bonhoeffer T, Klein R, and
Korte M (2002) Mechanism of TrkB-mediated hippocampal
long-term potentiation. Neuron 36: 121–137.

Minichiello L, Korte M, Wolfer D, et al. (1999) Essential role for
TrkB receptors in hippocampus-mediated learning. Neuron
24: 401–414.

Miranda R, Blanco E, Begega A, Santin LJ, and Arias JL (2006)
Reversible changes in hippocampal CA1 synapses associated
with water maze training in rats. Synapse 59: 177–181.

Mizrahi A, Crowley JC, Shtoyerman E, and Katz LC (2004) High-
resolution in vivo imaging of hippocampal dendrites and
spines. J. Neurosci. 24: 3147–3151.

Moretti P, Levenson JM, Battaglia F, et al. (2006)
Learning and memory and synaptic plasticity are impaired
in a mouse model of Rett syndrome. J. Neurosci. 26:
319–327.

Moser MB (1999) Making more synapses: A way to store
information? Cell. Mol. Life Sci. 55: 593–600.

Moser MB, Trommald M, and Andersen P (1994) An increase in
dendritic spine density on hippocampal CA1 pyramidal cells
following spatial learning in adult rats suggests the formation of
new synapses. Proc. Natl. Acad. Sci. USA 91: 12673–12675.

Moser MB, Trommald M, Egeland T, and Andersen P (1997)
Spatial training in a complex environment and isolation alter
the spine distribution differently in rat CA1 pyramidal cells.
J. Comp. Neurol. 380: 373–381.

Mulkey RM and Malenka RC (1992) Mechanisms underlying
induction of homosynaptic long-term depression in area CA1
of the hippocampus. Neuron 9: 967–975.

Muller M, Gahwiler BH, Rietschin L, and Thompson SM (1993)
Reversible loss of dendritic spines and altered excitability
after chronic epilepsy in hippocampal slice cultures. Proc.
Natl. Acad. Sci. USA 90: 257–261.

Muller W and Connor JA (1991) Dendritic spines as individual
neuronal compartments for synaptic Ca2þ responses.
Nature 354: 73–76.

Murer MG, Yan Q, and Raisman-Vozari R (2001) Brain-derived
neurotrophic factor in the control human brain, and in
Alzheimer’s disease and Parkinson’s disease. Prog.
Neurobiol. 63: 71–124.

Murphy DD, Cole NB, and Segal M (1998) Brain-derived
neurotrophic factor mediates estradiol-induced dendritic
spine formation in hippocampal neurons. Proc. Natl. Acad.
Sci. USA 95: 11412–11417.

Murphy DD and Segal M (1996) Regulation of dendritic spine
density in cultured rat hippocampal neurons by steroid
hormones. J. Neurosci. 16: 4059–4068.

Murphy DD and Segal M (1997) Morphological plasticity of
dendritic spines in central neurons is mediated by activation
of cAMP response element binding protein. Proc. Natl. Acad.
Sci. USA 94: 1482–1487.

Murthy VN, Schikorski T, Stevens CF, and Zhu Y (2001)
Inactivity produces increases in neurotransmitter release
and synapse size. Neuron 32: 673–682.

Nagerl UV, Eberhorn N, Cambridge SB, and Bonhoeffer T (2004)
Bidirectional activity-dependent morphological plasticity in
hippocampal neurons. Neuron 44: 759–767.

Nakayama AY, Harms MB, and Luo L (2000) Small GTPases
Rac and Rho in the maintenance of dendritic spines and
branches in hippocampal pyramidal neurons. J. Neurosci.
20: 5329–5338.

Nan X, Ng HH, Johnson CA, et al. (1998) Transcriptional
repression by the methyl-CpG-binding protein MeCP2
involves a histone deacetylase complex.Nature 393: 386–389.

Nelson ED, Kavalali ET, and Monteggia LM (2006) MeCP2-
dependent transcriptional repression regulates excitatory
neurotransmission. Curr. Biol. 16: 710–716.

Neul JL and Zoghbi HY (2004) Rett syndrome: A prototypical
neurodevelopmental disorder. Neuroscientist 10: 118–128.

Newey SE, Velamoor V, Govek EE, and Van Aelst L (2005) Rho
GTPases, dendritic structure, and mental retardation.
J. Neurobiol. 64: 58–74.

Nimchinsky EA, Sabatini BL, and Svoboda K (2002) Structure
and function of dendritic spines. Annu. Rev. Physiol. 64:
313–353.

Noguchi J, Matsuzaki M, Ellis-Davies GC, and Kasai H (2005)
Spine-neck geometry determines NMDA receptor-
dependent Ca2þ signaling in dendrites. Neuron 46:
609–622.

Nuber UA, Kriaucionis S, Roloff TC, et al. (2005) Up-regulation
of glucocorticoid-regulated genes in a mouse model of Rett
syndrome. Hum. Mol. Genet. 14: 2247–2256.

Nusser Z, Lujan R, Laube G, Roberts JD, Molnar E, and
Somogyi P (1998) Cell type and pathway dependence of
synaptic AMPA receptor number and variability in the
hippocampus. Neuron 21: 545–559.

Nykjaer A, Willnow TE, and Petersen CM (2005) p75NTR—Live
or let die. Curr. Opin. Neurobiol. 15: 49–57.

O’Malley A, O’Connell C, Murphy KJ, and Regan CM (2000)
Transient spine density increases in the mid-molecular layer
of hippocampal dentate gyrus accompany consolidation of a
spatial learning task in the rodent. Neuroscience 99:
229–232.

O’Malley A, O’Connell C, and Regan CM (1998) Ultrastructural
analysis reveals avoidance conditioning to induce a transient
increase in hippocampal dentate spine density in the 6 hour
post-training period of consolidation. Neuroscience 87:
607–613.

Oertner TG and Matus A (2005) Calcium regulation of actin
dynamics in dendritic spines. Cell Calcium 37: 477–482.

Okamoto K, Nagai T, Miyawaki A, and Hayashi Y (2004) Rapid
and persistent modulation of actin dynamics regulates
postsynaptic reorganization underlying bidirectional
plasticity. Nat. Neurosci. 7: 1104–1112.

Otmakhov N, Khibnik L, Otmakhova N, et al. (2004) Forskolin-
induced LTP in the CA1 hippocampal region is NMDA
receptor dependent. J. Neurophysiol. 91: 1955–1962.

Papa M, Bundman MC, Greenberger V, and Segal M (1995)
Morphological analysis of dendritic spine development
in primary cultures of hippocampal neurons. J. Neurosci.
15: 1–11.

Papa M and Segal M (1996) Morphological plasticity in dendritic
spines of cultured hippocampal neurons. Neuroscience 71:
1005–1011.

Parnass Z, Tashiro A, and Yuste R (2000) Analysis of spine
morphological plasticity in developing hippocampal
pyramidal neurons. Hippocampus 10: 561–568.

Parnavelas JG, Globus A, and Kaups P (1973) Continuous
illumination from birth affects spine density of neurons in the
visual cortex of the rat. Exp. Neurol. 40: 742–747.

Parnavelas JG, Lynch G, Brecha N, Cotman CW, and Globus A
(1974) Spine loss and regrowth in hippocampus following
deafferentation. Nature 248: 71–73.

Patapoutian A and Reichardt LF (2001) Trk receptors: Mediators
of neurotrophin action. Curr. Opin. Neurobiol. 11: 272–280.

Percy AK (2002) Rett syndrome. Current status and new vistas.
Neurol. Clin. 20: 1125–1141.

Percy AK and Lane JB (2005) Rett syndrome: Model
of neurodevelopmental disorders. J. Child Neurol. 20:
718–721.

Peters A and Kaiserman-Abramof I (1970) The small pyramidal
neuron of the rat cerebral cortex. The perikarion, dendrites
and spines. J. Anat. 127: 321–356.

302 Activity-Dependent Structural Plasticity of Dendritic Spines



Peters A and Kaiserman-Abramof IR (1969) The small pyramidal
neuron of the rat cerebral cortex. The synapses upon
dendritic spines. Z. Zellforsch. Mikrosk. Anat. 100: 487–506.

Peters A, Palay SL, and Webster H (1991) The Fine Structure of
the Nervous System. Neurons and Their Supporting Cells.
New York: Oxford University Press.

Petrak LJ, Harris KM, and Kirov SA (2005) Synaptogenesis on
mature hippocampal dendrites occurs via filopodia and
immature spines during blocked synaptic transmission.
J. Comp. Neurol. 484: 183–190.

Petrozzino JJ, Pozzo Miller LD, and Connor JA (1995)
Micromolar Ca2þ transients in dendritic spines of
hippocampal pyramidal neurons in brain slice. Neuron 14:
1223–1231.

Pierce JP and Lewin GR (1994) An ultrastructural size principle.
Neuroscience 58: 441–446.

Poo MM (2001) Neurotrophins as synaptic modulators. Nat.
Rev. Neurosci. 2: 24–32.

Pozzo Miller LD and Aoki A (1991) Stereological analysis of the
hypothalamic ventromedial nucleus. II. Hormone-induced
changes in the synaptogenic pattern. Brain Res. Dev. Brain
Res. 61: 189–196.

Pozzo Miller LD and Aoki A (1992) Postnatal development of the
hypothalamic ventromedial nucleus: Neurons and synapses.
Cell. Mol. Neurobiol. 12: 121–129.

Pozzo Miller LD, Petrozzino JJ, Mahanty NK, and Connor JA
(1993) Optical imaging of cytosolic calcium,
electrophysiology, and ultrastructure in pyramidal neurons of
organotypic slice cultures from rat hippocampus.
Neuroimage 1: 109–120.

Pozzo-Miller L (2006) BDNF enhances dendritic Ca2þ signals
evoked by coincident EPSPs and back-propagating action
potentials in CA1 pyramidal neurons. Brain Res. 1104:
45–54.

Pozzo-Miller LD, Connor JA, and Andrews SB (2000)
Microheterogeneity of calcium signalling in dendrites.
J. Physiol. 525: 53–61.

Pozzo-Miller LD, Gottschalk W, Zhang L, et al. (1999a)
Impairments in high-frequency transmission, synaptic
vesicle docking, and synaptic protein distribution in the
hippocampus of BDNF knockout mice. J. Neurosci. 19:
4972–4983.

Pozzo-Miller LD, Inoue T, and Murphy DD (1999b) Estradiol
increases spine density and N-methyl-D-aspartate-
dependent Ca2þ transients in spines of CA1 pyramidal
neurons from hippocampal slices. J. Neurophysiol. 81:
1404–1411.

Purpura DP (1974) Dendritic spine ‘‘dysgenesis’’ and mental
retardation. Science 186: 1126–1128.

Purpura DP (1975a) Dendritic differentiation in human cerebral
cortex: Normal and aberrant developmental patterns. Adv.
Neurol. 12: 91–134.

Purpura DP (1975b) Normal and aberrant neuronal
development in the cerebral cortex of human fetus and
young infant. UCLA Forum Med. Sci. 141–169.

Rall W and Segev I (1987) Functional possibilities for synapses
on dendrites and dendritic spines. Edelman GM, Gall WE,
and Cowan WM (eds.) Synaptic Function, pp. 605–636. New
York: John Wiley & Sons.

Rampon C, Tang YP, Goodhouse J, Shimizu E, Kyin M, and
Tsien JZ (2000) Enrichment induces structural changes and
recovery from nonspatial memory deficits in CA1 NMDA R1-
knockout mice. Nat. Neurosci. 3: 238–244.

Richards DA, Mateos JM, Hugel S, et al. (2005) Glutamate
induces the rapid formation of spine head protrusions in
hippocampal slice cultures. Proc. Natl. Acad. Sci. USA 102:
6166–6171.

Riikonen R (2003) Neurotrophic factors in the pathogenesis of
Rett syndrome. J. Child Neurol. 18: 693–697.

Riikonen R and Vanhala R (1999) Levels of cerebrospinal fluid
nerve-growth factor differ in infantile autism and Rett
syndrome. Dev. Med. Child Neurol. 41: 148–152.

Rosch H, Schweigreiter R, Bonhoeffer T, Barde YA, and Korte M
(2005) The neurotrophin receptor p75NTR modulates long-
term depression and regulates the expression of AMPA
receptor subunits in the hippocampus. Proc. Natl. Acad. Sci.
USA 102: 7362–7367.

Rosenzweig MR and Bennett EL (1996) Psychobiology of
plasticity: Effects of training and experience on brain and
behavior. Behav. Brain. Res. 78: 57–65.

Roux PP and Barker PA (2002) Neurotrophin signaling through
the p75 neurotrophin receptor. Prog. Neurobiol. 67:
203–233.

Rusakov DA, Davies HA, Harrison E, et al. (1997) Ultrastructural
synaptic correlates of spatial learning in rat hippocampus.
Neuroscience 80: 69–77.

Sabatini BL, Maravall M, and Svoboda K (2001) Ca(2þ)
signaling in dendritic spines. Curr. Opin. Neurobiol. 11:
349–356.

Sabatini BL, Oertner TG, and Svoboda K (2002) The life cycle of
Ca(2þ) ions in dendritic spines. Neuron 33: 439–452.

Scheibel ME, Crandall PH, and Scheibel AB (1974) The
hippocampal-dentate complex in temporal lobe epilepsy.
A Golgi study. Epilepsia 15: 55–80.

Schikorski T and Stevens CF (1999) Quantitative fine-structural
analysis of olfactory cortical synapses. Proc. Natl. Acad. Sci.
USA 96: 4107–4112.

Schinder AF and Poo M (2000) The neurotrophin hypothesis for
synaptic plasticity. Trends Neurosci. 23: 639–645.

Segal I, Korkotian I, and Murphy DD (2000) Dendritic spine
formation and pruning: Common cellular mechanisms?
Trends Neurosci. 23: 53–57.

Segal M (2005) Dendritic spines and long-term plasticity. Nat.
Rev. Neurosci. 6: 277–284.

Segal RA and Greenberg ME (1996) Intracellular signaling
pathways activated by neurotrophic factors. Annu. Rev.
Neurosci. 19: 463–489.

Shahbazian M, Young J, Yuva-Paylor L, et al. (2002) Mice with
truncated MeCP2 recapitulate many Rett syndrome features
and display hyperacetylation of histone H3. Neuron 35:
243–254.

Shahbazian MD and Zoghbi HY (2002) Rett syndrome and
MeCP2: Linking epigenetics and neuronal function. Am.
J. Hum. Genet. 71: 1259–1272.

ShengM and Sala C (2001) PDZ domains and the organization of
supramolecular complexes. Annu. Rev. Neurosci. 24: 1–29.

Shepherd GM (1996) The dendritic spine: A multifunctional
integrative unit. J. Neurophysiol. 75: 2197–2210.

Sherwin BB (1996) Hormones, mood, and cognitive functioning
in postmenopausal women. Obstet. Gynecol. 87: 20S–26S.

Sherwin BB (2005) Estrogen and memory in women: How can
we reconcile the findings? Horm. Behav. 47: 371–375.

Shi SH, Hayashi Y, Petralia RS, et al. (1999) Rapid spine delivery
and redistribution of AMPA receptors after synaptic NMDA
receptor activation. Science 284: 1811–1816.

Smith CC and McMahon LL (2005) Estrogen-induced increase
in the magnitude of long-term potentiation occurs only when
the ratio of NMDA transmission to AMPA transmission is
increased. J. Neurosci. 25: 7780–7791.

Sorra KE and Harris KM (1998) Stability in synapse number and
size at 2 hr after long-term potentiation in hippocampal area
CA1. J. Neurosci. 18: 658–671.

Sorra KE and Harris KM (2000) Overview on the structure,
composition, function,development, and plasticity of
hippocampal dendritic spines. Hippocampus 10: 501–511.

Spacek J (1985) Three-dimensional analysis of dendritic spines.
II. Spine apparatus and other cytoplasmic components.
Anat. Embryol. 171: 235–243.

Activity-Dependent Structural Plasticity of Dendritic Spines 303



Spacek J and Harris KM (1997) Three-dimensional organization
of smooth endoplasmic reticulum in hippocampal CA1
dendrites and dendritic spines of the immature and mature
rat. J. Neurosci. 17: 190–203.

Stewart MG, Medvedev NI, Popov VI, et al. (2005) Chemically
induced long-term potentiation increases the number of
perforated and complex postsynaptic densities but does not
alter dendritic spine volume in CA1 of adult mouse
hippocampal slices. Eur. J. Neurosci. 21: 3368–3378.

Stoppini L, Buchs PA, and Muller D (1991) A simple method for
organotypic cultures of nervous tissue. J. Neurosci. Methods
37: 173–182.

Svoboda K, Tank DW, and Denk W (1996) Direct measurement
of coupling between dendritic spines and shafts. Science
272: 716–719.

Tada T and Sheng M (2006) Molecular mechanisms of dendritic
spine morphogenesis. Curr. Opin. Neurobiol. 16: 95–101.

Tanzi E (1893) I fatti e le induzioni nell’odierna isologia del
sistema nervosa. Rivista Sperimentale di Freniatria e di
Medicina Legale 19: 419–472.

Tao X, Finkbeiner S, Arnold DB, Shaywitz AJ, and Greenberg
ME (1998) Ca2þ influx regulates BDNF transcription by a
CREB family transcription factor-dependent mechanism.
Neuron 20: 709–726.

Tashiro A, Minden A, and Yuste R (2000) Regulation of dendritic
spine morphology by the Rho family of small GTPases:
Antagonistic roles of Rac and Rho. Cereb. Cortex 10:
927–938.

Terasawa E and Timiras PS (1968) Electrical activity during the
estrous cycle of the rat: Cyclic changes in limbic structures.
Endocrinology 83: 207–216.

Thoenen H (1995) Neurotrophins and neuronal plasticity.
Science 270: 593–598.

Thoenen H (2000) Neurotrophins and activity-dependent
plasticity. Prog. Brain. Res. 128: 183–191.

Thompson SM, Fortunato C, McKinney RA, Muller M, and
Gahwiler BH (1996) Mechanisms underlying the
neuropathological consequences of epileptic activity
in the rat hippocampus in vitro. J. Comp. Neurol. 372:
515–528.

Toni N, Buchs PA, Nikonenko I, Bron CR, and Muller D (1999)
LTP promotes formation of multiple spine synapses
between a single axon terminal and a dendrite. Nature
402: 421–425.

Toni N, Buchs PA, Nikonenko I, Povilaitite P, Parisi L, and
Muller D (2001) Remodeling of synaptic membranes after
induction of long-term potentiation. J. Neurosci. 21:
6245–6251.

Toran-Allerand CD (1996) Mechanisms of estrogen action
during neural development: Mediation by interactions with
the neurotrophins and their receptors? J. Steroid Biochem.
Mol. Biol. 56: 169–178.

Toresson H and Grant SG (2005) Dynamic distribution of
endoplasmic reticulum in hippocampal neuron dendritic
spines. Eur. J. Neurosci. 22: 1793–1798.

Trachtenberg JT, Chen BE, Knott GW, et al. (2002) Long-term
in vivo imaging of experience-dependent synaptic plasticity
in adult cortex. Nature 420: 788–794.

Trommald M, Hulleberg G, and Andersen P (1996) Long-term
potentiation is associated with new excitatory spine
synapses on rat dentate granule cells. Learn. Mem. 3:
218–228.

Tudor M, Akbarian S, Chen RZ, and Jaenisch R (2002)
Transcriptional profiling of a mouse model for Rett syndrome
reveals subtle transcriptional changes in the brain. Proc.
Natl. Acad. Sci. USA 99: 15536–15541.

Turrigiano GG (1999) Homeostatic plasticity in neuronal
networks: The more things change, the more they stay the
same. Trends Neurosci. 22: 221–227.

Turrigiano GG and Nelson SB (2004) Homeostatic plasticity in
the developing nervous system. Nat. Rev. Neurosci. 5:
97–107.

Tyler WJ, Alonso M, Bramham CR, and Pozzo-Miller LD (2002a)
From acquisition to consolidation: On the role of brain-
derived neurotrophic factor signaling in hippocampal-
dependent learning. Learn. Mem. 9: 224–237.

Tyler WJ, Perrett SP, and Pozzo-Miller LD (2002b) The role of
neurotrophins in neurotransmitter release. Neuroscientist 8:
524–531.

Tyler WJ and Pozzo-Miller L (2003) Miniature synaptic
transmission and BDNF modulate dendritic spine growth and
form in rat CA1 neurones. J. Physiol. 553: 497–509.

Tyler WJ and Pozzo-Miller LD (2001) BDNF enhances quantal
neurotransmitter release and increases the number of
docked vesicles at the active zones of hippocampal
excitatory synapses. J. Neurosci. 21: 4249–4258.

Tyler WJ, Zhang XL, Hartman K, et al. (2006) BDNF increases
release probability and the size of a rapidly recycling vesicle
pool within rat hippocampal excitatory synapses. J. Physiol.
574: 787–803.

Valverde F (1967) Apical dendritic spines of the visual cortex and
light deprivation in the mouse. Exp. Brain Res. 3: 337–352.

Valverde F (1971) Rate and extent of recovery from dark rearing
in the visual cortex of the mouse. Brain Res. 33: 1–11.

Van Harreveld A and Fifkova E (1975) Swelling of dendritic
spines in the fascia dentata after stimulation of the perforant
fibers as a mechanism of post-tetanic potentiation. Exp.
Neurol. 49: 736–749.

van Praag H, Kempermann G, and Gage FH (2000) Neural
consequences of environmental enrichment. Nat. Rev.
Neurosci. 1: 191–198.

Vanhala R, Korhonen L, Mikelsaar M, Lindholm D, and Riikonen
R (1998) Neurotrophic factors in cerebrospinal fluid and
serum of patients with Rett syndrome. J. Child Neurol. 13:
429–433.

Vicario-Abejon C, Owens D, McKay R, and Segal M (2002) Role
of neurotrophins in central synapse formation and
stabilization. Nat. Rev. Neurosci. 3: 965–974.

Volfovsky N, Parnas H, Segal M, and Korkotian E (1999)
Geometry of dendritic spines affects calcium dynamics in
hippocampal neurons: Theory and experiments.
J. Neurophysiol. 81: 450–462.

von Bohlen und Halbach O, Krause S, Medina D, Sciarretta C,
Minichiello L, and Unsicker K (2006) Regional- and age-
dependent reduction in trkB receptor expression in the
hippocampus is associated with altered spine morphologies.
Biol. Psychiatry 59: 793–800.

Wallace CS, Hawrylak N, and Greenough WT (1991) Studies of
synaptic structural modifications after long-term potentiation
and kindling: Contex for a molecular morphology. Baudry M
and Davis JL (eds.) Long-Term Potentiation. A Debate of
Current Issues, pp. 189–232. Cambridge, MA: The MIT Press.

Warren SG, Humphreys AG, Juraska JM, and Greenough WT
(1995) LTP varies across the estrous cycle: Enhanced
synaptic plasticity in proestrus rats. Brain Res. 703: 26–30.

Weiland NG (1992) Estradiol selectively regulates agonist
binding sites on the NMDA receptor complex in the CA1
region of the hippocampus. Endocrinology 131: 662–668.

Wenk GL and Hauss-Wegrzyniak B (1999) Altered cholinergic
function in the basal forebrain of girls with Rett syndrome.
Neuropediatrics 30: 125–129.

Widmer HR, Knusel B, and Hefti F (1993) BDNF protection
of basal forebrain cholinergic neurons after axotomy:
Complete protection of p75NGFR-positive cells. Neuroreport
4: 363–366.

Woo NH, Teng HK, Siao CJ, et al. (2005) Activation of p75NTR
by proBDNF facilitates hippocampal long-term depression.
Nat. Neurosci. 8: 1069–1077.

304 Activity-Dependent Structural Plasticity of Dendritic Spines



Woolley CS, Gould E, Frankfurt M, and McEwen BS (1990)
Naturally occurring fluctuation in dendritic spine density on
adult hippocampal pyramidal neurons. J. Neurosci. 10:
4035–4039.

Woolley CS and McEwen BS (1993) Roles of estradiol and
progesterone in regulation of hippocampal dendritic spine
density during the estrous cycle in the rat. J. Comp. Neurol.
336: 293–306.

Woolley CS and McEwen BS (1994) Estradiol regulates
hippocampal dendritic spine density via an NMDA receptor-
dependent mechanism. J. Neurosci. 14: 7680–7687.

Woolley CS, Weiland NG, McEwen BS, and Schwartzkroin PA
(1997) Estradiol increases the sensitivity of hippocampal
CA1 pyramidal cells to NMDA receptor-mediated synaptic
input: Correlation with dendritic spine density. J. Neurosci.
17: 1848–1859.

Woolley DE and Timiras PS (1962) The gonad-brain relationship:
Effects of female sex hormones on electroshock convulsions
in the rat. Endocrinology 70: 196–209.

Xu B, Gottschalk W, Chow A, et al. (2000) The role of brain-
derived neurotrophic factor receptors in the mature
hippocampus: Modulation of long-term potentiation through
a presynaptic mechanism involving TrkB. J. Neurosci. 20:
6888–6897.

Yacoubian TA and Lo DC (2000) Truncated and full-length TrkB
receptors regulate distinct modes of dendritic growth. Nat.
Neurosci. 3: 342–349.

Yurek DM, Lu W, Hipkens S, and Wiegand SJ (1996) BDNF
enhances the functional reinnervation of the striatum
by grafted fetal dopamine neurons. Exp. Neurol. 137:
105–118.

Yuste R and Bonhoeffer T (2001) Morphological changes in
dendritic spines associated with long-term synaptic
plasticity. Annu. Rev. Neurosci. 24: 1071–1089.

Yuste R and Bonhoeffer T (2004) Genesis of dendritic spines:
Insights from ultrastructural and imaging studies. Nat. Rev.
Neurosci. 5: 24–34.

Yuste R and Denk W (1995) Dendritic spines as basic functional
units of neuronal integration. Nature 375: 682–684.

Yuste R and Majewska A (2001) On the function of dendritic
spines. Neuroscientist 7: 387–395.

Yuste R, Majewska A, and Holthoff K (2000) From form to
function: Calcium compartmentalization in dendritic spines.
Nat. Neurosci. 3: 653–659.

Zagrebelsky M, Holz A, Dechant G, Barde YA, Bonhoeffer T,
and Korte M (2005) The p75 neurotrophin receptor negatively
modulates dendrite complexity and spine density in
hippocampal neurons. J. Neurosci. 25: 9989–9999.

Zhou Q, Homma KJ, and Poo MM (2004) Shrinkage of dendritic
spines associated with long-term depression of
hippocampal synapses. Neuron 44: 749–757.

Ziff EB (1997) Enlightening the postsynaptic density. Neuron 19:
1163–1174.

ZitoK, KnottG,ShepherdGM,Shenolikar S, andSvobodaK (2004)
Induction of spine growth and synapse formation by regulation
of the spine actin cytoskeleton. Neuron 44: 321–334.

Ziv NE and Smith SJ (1996) Evidence for a role of dendritic
filopodia in synaptogenesis and spine formation. Neuron 17:
91–102.

Zuo Y, Yang G, Kwon E, and Gan WB (2005) Long-term sensory
deprivation prevents dendritic spine loss in primary
somatosensory cortex. Nature 436: 261–265.

Activity-Dependent Structural Plasticity of Dendritic Spines 305



This page intentionally left blank 



14 Plasticity of Intrinsic Excitability as a Mechanism for
Memory Storage
R. Mozzachiodi and J. H. Byrne, The University of Texas Medical School at Houston, Houston, TX, USA

ª 2008 Elsevier Ltd. All rights reserved.

14.1 Introduction 307

14.2 Changes in Intrinsic Excitability Produced by Learning and Experience 307

14.2.1 Invertebrate Models 307

14.2.2 Vertebrate Models 309

14.3 Activity-Dependent Modulation of Intrinsic Excitability 311

14.4 Plasticity of Intrinsic Excitability as a Mechanism for Memory Storage: Hypotheses

and Lines of Evidence 313

14.5 Summary 314

References 314

14.1 Introduction

During the past several decades, the analysis of the

cellular and molecular mechanisms underlying

learning and memory revealed two major targets for

learning-dependent neuronal modulation: synaptic

efficacy and intrinsic excitability (for review see

Byrne, 1987).
The efficacy of a synapse is highly plastic and can be

modified by neuronal activity in different ways. Indeed,

different patterns of neuronal activity can lead to

distinct and enduring changes in synaptic strength

associated with phenomena such as long-term poten-

tiation (LTP) and long-term depression (LTD). In

addition, several behavioral training tasks, capable of

inducing nonassociative and associative forms of learn-

ing, alter synaptic efficacy, thus supporting a role for

synaptic plasticity in the storage of memory (e.g.,

Martin and Morris, 2002). Because of the extremely

large number of individual synaptic contacts that neu-

rons can form with other neurons as well as because of

some computational properties that synapses exhibit

such as associativity and input specificity, a memory

storage system based on changes in synaptic strength

has a potentially massive storage capacity (Poirazi and

Mel, 2001). Consequently, theories based on persistent

experience-driven changes in synaptic function have

been extensively used to explain the storage of infor-

mation (e.g., Fusi et al., 2005).
Nevertheless, an accumulating body of work indi-

cates that learning also leads to persistent changes in

intrinsic neuronal excitability (e.g., Brons and Woody,

1980; Crow and Alkon, 1980; Moyer et al., 1996; Cleary

et al., 1998; Antonov et al., 2001; Brembs et al., 2002;
Lorenzetti et al., 2006). These changes are due to
modifications of membrane conductances and can
affect electrophysiological properties including the
resting potential, the input resistance, the shape and
the threshold of the action potential, and the discharge
frequency (for reviews see Daoudal and Debanne,
2003; Debanne et al., 2003; Zhang and Linden, 2003).
What is the functional relevance of changes in intrinsic
neuronal excitability to memory storage?

In this chapter, we will review some of the earlier
work illustrating plasticity of intrinsic excitability
produced by experience together with some more
recent findings. In addition, we will discuss the impli-
cations of these results and the extent to which
changes in synaptic efficacy and changes in intrinsic
excitability can both contribute to memory storage.

14.2 Changes in Intrinsic
Excitability Produced by Learning and
Experience

Research over the past three decades has discovered
modifications in the intrinsic membrane properties
occurring in invertebrates and vertebrates following
different forms of nonassociative and associative
learning.

14.2.1 Invertebrate Models

Crow and Alkon (1980) were the first to report that
classical conditioning (i.e., the learned ability to
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associate a predictive stimulus with a subsequent
salient event) altered the excitability of the photo-
receptors in the nudibranch mollusk Hermissenda

crassicornis. The positive phototaxis that the animal
normally exhibits in response to illumination was
reduced when the animal was trained with multiple
paired presentations of light (conditioned stimulus,
CS) and rotation (unconditioned stimulus, US),
which activates the vestibular system (Crow and
Alkon, 1978). This form of learning was associative,
and the suppression of phototaxis, the conditioned
response, persisted for several days (Crow and Alkon,
1978). Classical conditioning produced changes in
several membrane properties of the type B photore-
ceptors, which are the primary sensory neurons of the
CS pathway. The type B photoreceptors are excited
by light and also by synaptic drive from the statocyst
cells, which are part of the vestibular system acti-
vated by rotation. The changes produced by classical
conditioning included increases in input resistance,
spontaneous firing and spike activity in response to
light presentation or current injection, and generator
potentials evoked by the CS (Crow and Alkon, 1980).
Importantly, these changes persisted when the
synaptic input to the photoreceptors was removed.
Voltage-clamp analysis of the type B photoreceptors
revealed that pairing-specific changes in several ionic
currents were the biophysical substrate of the afore-
mentioned altered membrane properties. Classical
conditioning decreased two Kþ currents, a rapidly
activating and inactivating Kþ current (IA) and a
Ca2þ-activated Kþ current (IK,Ca) (Alkon et al.,
1982, 1985; Farley, 1988), and also altered a vol-
tage-dependent Ca2þ current (Collin et al., 1988).
These biophysical changes were consistent with the
increase in excitability observed in the type B photo-
receptors following classical conditioning because a
reduction of IA and IK,Ca would tend to produce an
enhanced depolarization and increased spike activity
in the photoreceptors in response to the presentation
of light. The pairing-specific increase in intrinsic
excitability was observed for several days following
conditioning. Also, the magnitude of the increase in
excitability was positively correlated with the degree
of phototactic suppression, thus suggesting a causal
relationship between the biophysical changes in the
type B photoreceptors and the expression of the
conditioned response (Crow and Alkon, 1980).

Following the results observed in Hermissenda,
other learning-related changes in intrinsic excitabil-
ity were identified in other invertebrates including
annelids and mollusks. In the leech Hirudo medicinalis,

habituation and sensitization, two forms of nonasso-
ciative learning, altered in opposite directions the
intrinsic excitability of an identified neuron. Hirudo
exhibits a defensive withdrawal reflex that consists of
whole-body shortening in response to light touch of
the skin (Sahley, 1995). This reflex can be habituated,
when it is repetitively evoked, or sensitized, when a
strong, noxious stimulus is delivered (Sahley, 1995).
Sensitization, which is mediated by serotonin (5-HT),
requires the activity of a group of electrically coupled
interneurons called the S-cells (Sahley et al., 1994).
Sensitization increased the input resistance of the
S-cells as well as their spike threshold and the number
of action potentials evoked by intracellular depolar-
ization (Burrell et al., 2001). These effects were
mimicked by exogenous application of 5-HT
(Burrell and Sahley, 2005). Conversely, habituation
produced a decrease in intrinsic excitability (Burrell
et al., 2001). These results indicate that in the leech
bidirectional changes in intrinsic excitability represent
cellular correlates of two distinct forms of nonassocia-
tive learning.

The marine mollusk Aplysia californica has been
probably the most extensively used invertebrate
model to study the cellular and molecular mecha-
nisms of learning and memory. Several examples of
experience-dependent changes in intrinsic excitabil-
ity have been reported in Aplysia following both
nonassociative and associative learning of simple
defensive reflexes as well as associative learning of
more complex behaviors such as feeding. Long-term
(24-h) sensitization was associated with facilitation of
the sensorimotor neuron synapse (Cleary et al., 1998)
as well as changes in the biophysical properties of the
tail sensory neurons (Cleary et al., 1998). The intrin-
sic changes included increases in the excitability and
in the afterdepolarization following either a single
spike or a burst of action potentials (Cleary et al.,
1998). Voltage-clamp analysis revealed that long-
term sensitization reduced the net outward current
in the tail sensory neurons, which is consistent
with the increased excitability observed in these
neurons following learning (Scholz and Byrne,
1987). Interestingly, long-term sensitization training
also altered the biophysical properties of tail motor
neurons. These changes included a more hyperpolar-
ized resting membrane potential and a decrease in
the threshold for spike initiation (Cleary et al., 1998).
The changes produced by long-term sensitization in
the sensory neurons resembled those induced by
short-term sensitization, thus suggesting that the
phenotype of the expression mechanism for the
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short-term memory is preserved for the long-term
memory. However, this is not always the case.
Indeed, a more robust sensitization training protocol,
which produced morphological changes in the sen-
sory neurons and long-term synaptic facilitation of
the sensorimotor neuron synapse (Wainwright et al.,
2002), did not change the intrinsic excitability of the
sensory neurons (Wainwright et al., 2004), but
instead it induced narrowing of their action poten-
tials (Antzoulatos and Byrne, 2007).

In Aplysia, classical conditioning also produced
changes in the intrinsic excitability of sensory neurons.
In a simplified preparation of the Aplysia siphon-
withdrawal reflex, classical conditioning led to an
increased input resistance and excitability of the
siphon sensory neurons (Antonov et al., 2001, 2003).
The changes in intrinsic excitability, as well as the
pairing-specific strengthening of the sensorimotor
neuron synapses, were restricted to the sensory neu-
rons that were activated by mechanical stimulation of
the siphon (i.e., on-field neurons), thus providing CS
specificity to the expression of the conditioned
response (Antonov et al., 2001, 2003). The presence
of biophysical as well as synaptic changes following
both nonassociative and associative learning suggested
the intriguing hypothesis that the same cellular phe-
notype underlying nonassociative learning may also
serve as the physiological substrate for associative
memory (Byrne, 1987; Lechner and Byrne, 1998).

In Aplysia, the cellular mechanisms of associative
learning were also studied using a more complex
behavior (for a review see Baxter and Byrne, 2006).
Appetitive forms of classical and operant condition-
ing (i.e., the ability to learn the consequences of a
behavior) both increased the frequency of feeding
behavior after training (Lechner et al., 2000a,b;
Brembs et al., 2002; Baxter and Byrne, 2006;
Lorenzetti et al., 2006). Also, both operant and classi-
cal conditioning changed the biophysical properties
of neuron B51, a key element of the feeding neural
circuitry, but the changes were remarkably different.
Operant conditioning induced changes in B51 mem-
brane properties (i.e., increased input resistance and
decreased burst threshold), suggesting an increase in
intrinsic excitability, which can contribute to the
increased activity in B51 observed after training
(Nargeot et al., 1999a,b; Brembs et al., 2002;
Mozzachiodi et al., 2006). In contrast to operant
conditioning, classical conditioning did not alter the
input resistance, but increased the burst threshold of
B51, resulting in a decreased intrinsic excitability
(Lorenzetti et al., 2006).

These findings provided a biophysical substrate
for the hypothesis that at the cellular level operant
and classical conditioning are mediated by funda-
mentally different mechanisms (for a review see
Baxter and Byrne, 2006). The decreased excitability
in B51 was counterintuitive because classical condi-
tioning enhances feeding in response to the CS and
also strengthens the CS-evoked excitatory drive to
B51 (Lorenzetti et al., 2006). However, the analysis of
the responsiveness of B51 to the CS after training
revealed that classical conditioning indeed facilitated
the recruitment of B51, indicating that the factors
that enhanced the recruitment of B51 overpowered
the diminished excitability (Lorenzetti et al., 2006).
Although experimental evidence is needed, the pair-
ing-specific decrease in the excitability of B51 might
represent an adaptive mechanism to help shape the
CS specificity produced by classical conditioning.

Although most of the effects of learning on the
membrane properties involved changes in input resis-
tance and/or intrinsic excitability, other forms of
intrinsic modifications were described as a result of
experience in mollusks. For example, as mentioned
above, long-term sensitization in Aplysiawas associated
with an increase in the resting potential of the motor
neurons (Cleary et al., 1998). In the pond snail Lymnaea
stagnalis, long-term memory for appetitive classical
conditioning of feeding, induced by repetitive paired
presentations of mechanical stimulation of the lips
(CS) and application of sucrose as a feeding stimulant
(US; for a review see Benjamin et al., 2000), was
associated with a persistent depolarization in the mod-
ulatory neuron CV1a involved in the initiation of
feeding movements (Jones et al., 2003). The pairing-
specific depolarization of CV1a was positively corre-
lated with the fictive feeding response to the CS in
reduced preparations from conditioned animals, but it
was not associated with any change in other mem-
brane properties such as input resistance, spike
threshold, or spike frequency (Jones et al., 2003). The
time course of the persistent depolarization also mir-
rored the duration of retention of long-term memory
(Jones et al., 2003). This pairing-specific depolariza-
tion would render CV1a more likely to fire in
response to the CS and allow the CS to more effec-
tively generate feeding responses.

14.2.2 Vertebrate Models

The first evidence of experience-dependent changes
in neuronal excitability in a vertebrate model sys-
tem was reported by Brons and Woody in 1980.
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These authors used a conditioning paradigm in the
cat in which repetitive paired presentations of an
auditory click (CS) and a glabella tap (US), which
evoked an eyeblink response, led to the appearance
of the conditioned response consisting of a com-
bined eyeblink and nose twitch (Brons and Woody,
1980). Cellular analysis conducted in the sensory-
motor cortical areas and in the facial nucleus of
awake cats revealed that classical conditioning was
associated with an increased excitability as mea-
sured by the minimum amount of injected current
necessary to evoke an action potential (Brons and
Woody, 1980). An increase in input resistance was
also measured in neurons of the facial nucleus. The
persistence of the increased excitability, once the
conditioned response was extinguished, indicated
that this mechanism was not directly implicated
in the formation and retention of the conditioned
response (Brons and Woody, 1980). A detailed anal-
ysis of the biophysical substrate of the increased
excitability has not been pursued.

Several other examples of experience-dependent
changes in intrinsic excitability were identified in
vertebrate models. In the rabbit, delay eyelid condi-
tioning, which is performed using a tone as CS and a
co-terminating air puff as US, depends on the activa-
tion of both the cerebellar cortex and cerebellar deep
nuclei (for reviews see Kim and Thompson, 1997;
Christian and Thompson, 2003). Recordings from
Purkinje cells revealed a reduced spike threshold
and a reduced afterhyperpolarization (AHP) evoked
by bursts of spikes in slices from conditioned animals
when compared to control animals (Schreurs et al.,
1998). The AHP that follows action potentials is an
important determinant for the firing activity of neu-
rons, and a pairing-specific reduction of its amplitude
is consistent with an increased excitability observed
following classical conditioning. Importantly, these
changes were long-lasting (up to 30 days), restricted
to defined microzones of the cerebellar lobule HVI
and the degree of reduction in spike threshold posi-
tively correlated with the conditioned response in the
paired animals (Schreurs et al., 1997, 1998). Another
form of classical conditioning is trace eyelid condi-
tioning, which requires the hippocampus and occurs
when a trace interval is imposed between the CS
offset and the US onset. Cellular analysis of trace
eyelid conditioning revealed that hippocampal pyr-
amidal neurons in the CA1 and CA3 areas from
conditioned animals exhibited a greater number of
spikes evoked by depolarizing current injections
(Moyer et al., 1996; Thompson et al., 1996) and a

decreased AHP due to a reduction in the Ca2þ-
dependent Kþ current underlying the AHP as com-
pared to control animals (Coulter et al., 1989; Moyer
et al., 1996; Thompson et al., 1996). These changes
were consistent with a pairing-specific increase in
excitability. Although the increased excitability was
similar to that found following delay conditioning, it
was not restricted to a specific area, but it was instead
widespread through the dorsal hippocampus and also
could not be detected 7 days after training when the
memory for trace eyelid conditioning was still
retained (Moyer et al., 1996; Thompson et al.,
1996). These findings indicate that it is unlikely that
this transient increased excitability in hippocampal
neurons constitutes a part of the memory trace itself,
but it could represent a mechanism through which
the hippocampal circuit is set in a more permissive
state for input-specific synaptic modification to occur
during memory formation. A similar learning-depen-
dent reduction in AHP also occurred in CA1
pyramidal neurons in the dorsal hippocampus fol-
lowing a spatial learning task that depends on the
hippocampus (Oh et al., 2003).

In rats, pairing-specific enhancements in both
CS-evoked synaptic drive and neuronal excitability
(i.e., increased input resistance and a reduced amount
of injected current necessary to elicit an action
potential) were measured in vivo in neurons from
the lateral nucleus of the amygdala of anesthetized
rats trained with a conditioning paradigm during
which an odor (CS) was repetitively paired with a
foot shock (US; Rosenkranz and Grace, 2002). The
synaptic and the intrinsic changes were both pre-
vented when dopamine signaling, which is relevant
for amygdala-dependent forms of learning, was
pharmacologically blocked in the lateral nucleus of
the amygdala (Rosenkranz and Grace, 2002). These
results are consistent with the aforementioned studies
of Aplysia withdrawal reflexes in which both synaptic
and intrinsic plasticity occur together during memory
formation.

Changes in intrinsic excitability have also been
found in vertebrates following operant conditioning
tasks. In monkeys, operant conditioning of the spinal
stretch reflex is associated with changes in the intrin-
sic properties of the motor neurons. The spinal
stretch reflex is among the simplest vertebrate
reflexes and is largely mediated by a monosynaptic
pathway between Ia afferent neurons and alpha
motor neurons (Wolpaw, 1997). Because this reflex
is influenced by descending activity from supraspinal
structures, it can be operantly conditioned and
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animals can learn to gradually increase or decrease
this reflex or its electrical analog, the H-reflex
(Wolpaw, 1997). In particular, operantly conditioned
decrease in the H-reflex in monkeys was associated
with an increase in the depolarization needed for the
spinal motor neuron to fire and a decrease in its
conduction velocity (Carp and Wolpaw, 1994).
These apparently intrinsic changes were consistent
with the hypothesis that a positive shift in motor
neuron firing threshold and a consequent increase
in the depolarization needed to reach that threshold
could contribute to weaken the magnitude of the
H-reflex following operant conditioning. Modeling
studies proposed that a positive shift in the activation
of voltage dependence of Naþ channels might repre-
sent the biophysical substrate for the operantly
conditioned decrease in the H-reflex (Halter et al.,
1995).

Changes in excitability were also reported in rats
following an olfactory discrimination task (for a
review see Saar and Barkai, 2003). Rats were trained
to discriminate pairs of odors for a water reward.
Several consecutive days of training were required
for a rat to successfully discriminate between a first
pair of odors, but once the rat reached good perfor-
mance, its ability to learn to discriminate between a
new pair of odors improved dramatically and only 1
day was needed to achieve good performance (Saar
and Barkai, 2003). Cellular analysis revealed that
both spike frequency adaptation and AHP ampli-
tude were reduced in pyramidal neurons of the rat
olfactory cortex following olfactory discrimination
training when compared to naive or pseudo-trained
animals (Saar et al., 1998, 2001). These changes were
detected 1–3 days after training, but they decayed to
baseline values by 5–7 days after training (Saar et al.,
1998, 2001). It has been speculated that this example
of increased excitability is not per se a mechanism of
memory storage, but it might be involved in rule
learning, setting the neural circuits in the piriform
cortex in an excitable, more permissive state for
activity-dependent synaptic modifications to occur
(Saar and Barkai, 2003).

14.3 Activity-Dependent Modulation
of Intrinsic Excitability

In addition to learning tasks in vivo, intrinsic excitability
can be modulated by patterns of electrical stimulation
of neurons and neural pathways. Depending on the
protocol of stimulation, some of these patterns of

neuronal activity may induce either an enhancement
or a reduction of synaptic strength, or LTP (for a review
see Lynch, 2004) and LTD (for a review see Ito, 2001),
respectively. LTP, which is probably the most studied
example of activity-dependent modulation of synaptic
efficacy, can be induced in several areas of the verte-
brate brain, including the hippocampus, the amygdala,
the neocortex, and the cerebellar cortex, and is com-
monly considered to be a mechanism underlying
aspects of learning and memory (for reviews see Bliss
and Collingridge, 1993; Martin and Morris, 2002).
Because several forms of LTP andLTDcan be induced
in isolated brain slices, the biochemical cascades
underlying these forms of neuronal plasticity can be
analyzed.

Although most of the work on LTP has focused on
the mechanisms underlying the persistent augmenta-
tion of synaptic efficacy, several lines of evidence
indicate that, at least in some cases, LTP is also
accompanied by modifications in intrinsic excitabil-
ity. Bliss and Lømo, who first described LTP in the
dentate area of the rabbit hippocampus in 1973, also
reported an increase in the population spike (i.e., the
extracellularly recorded signal representing the
summation of the evoked action potentials in post-
synaptic neurons) accompanying LTP, which could
not be entirely explained by the LTP-evoked
increase in the population excitatory postsynaptic
potential (EPSP). This nonsynaptic component of
LTP was termed E-S potentiation, or E-S potentia-
tion (Bliss and Lømo, 1973). The mechanisms
underlying E-S potentiation are still subject to some
debate. Two hypotheses have been developed to
explain this phenomenon: an LTP-induced decrease
in the ratio of inhibitory to excitatory drive (e.g.,
Abraham et al., 1987; Chavez-Noriega et al., 1989)
and an LTP-induced increase in the intrinsic excit-
ability of the postsynaptic neurons through modulation
of voltage-dependent channels (e.g., Taube and
Schwartzkroin, 1988; Bernard and Wheal, 1995).
Several lines of evidence indicate that a reduction in
the ratio of inhibitory to excitatory drive is not suffi-
cient to account for the E-S potentiation, thus pointing
to a role for LTP-induced intrinsic plasticity, the con-
sequence of which would lead to a higher efficiency of
E-S coupling (e.g., Wathey et al., 1992). One example,
which suggests the modulation of voltage-dependent
channels as a mechanism underlying the increased
excitability accompanying synaptic LTP, has been
reported in hippocampal CA1 pyramidal neurons. In
these neurons, a pattern of synaptic inputs paired with
postsynaptic spikes induced a long-term increase of
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intrinsic excitability concurring with synaptic LTP
(Xu et al., 2005). The increased excitability was man-
ifested as a decrease in the action potential threshold
that was attributable to a shift in the activation curve of
voltage-gated Naþ channels (Xu et al., 2005). This
form of enduring increase of intrinsic excitability
shared a similar signaling pathway with the late phase
of synaptic LTP, which included the requirement of
activation of glutamate receptors of the N-methyl-D-
aspartate (NMDA) type, the influx of Ca2þ, the activ-
ity of Ca2þ/calmodulin-dependent protein kinase II
(CaMKII), and changes in protein synthesis (Xu et al.,
2005).

The modulation of the E-S coupling appears to be
bidirectional. In the CA1 region of the hippocampus,
LTD, normally induced by low-frequency patterns of
electrical stimulation, was accompanied by a reduction
of the E-S coupling (Daoudal et al., 2002). This reduc-
tion of the E-S coupling was largely due to a decrease
in the intrinsic excitability of hippocampal cells
(Daoudal et al., 2002). Therefore, opposite modulation
of the synaptic strength is associated with bidirectional
changes in E-S coupling, which reflect bidirectional
modifications of intrinsic excitability.

Other examples of activity-dependent changes in
intrinsic excitability produced by synaptic activation
have been reported in different brain areas. For
example, in the rat entorhinal cortex, persistent
graded increases in firing frequency were induced
in pyramidal neurons by repetitive excitatory synap-
tic activation (Egorov et al., 2002). These sustained
levels of firing could be either increased or decreased
in an input-specific manner and relied on activity-
dependent changes of Ca2þ-dependent cationic cur-
rent (Egorov et al., 2002). This intrinsic ability of the
neurons in the entorhinal cortex to generate graded
persistent activity has been proposed as a cellular
mechanism for working memory (Egorov et al.,
2002). Another example of modulation of intrinsic
excitability induced by synaptic activation has been
reported in the cerebellar cortex. High-frequency
stimulation of the mossy fiber-to-granule cells path-
way led to LTP and was also accompanied by a
persistent enhancement of intrinsic excitability of
granule cells, which was associated with increased
input resistance and decreased spike threshold
(Armano et al., 2000). Neurons of the cerebellar deep
nuclei also exhibited a rapid, synaptically driven,
increase in their intrinsic excitability, which required
Ca2þ influx through activation of NMDA-type gluta-
mate receptors (Aizemann and Linden, 2000).
However, in this case, the pattern of synaptic

stimulation used to activate these neurons did not
produce any facilitation of the synaptic input
(Aizemann and Linden, 2000). This last example
indicates that modulation of intrinsic excitability can
be expressed without the occurrence of changes in
synaptic function, thus providing a contribution to
the information storage independent from synaptic
plasticity.

Recent findings indicate that changes in intrinsic
excitability may not require synaptic activation. For
example, a train of high-frequency intracellular depo-
larizations delivered to pyramidal neurons in layer V
of the primary visual cortex produced an enduring
increase in intrinsic excitability (Cudmore and
Turrigiano, 2004). This change in excitability required
Ca2þ entry during neuronal activity and did not affect
the passive membrane properties, thus suggesting the
involvement of voltage-dependent channels (Cudmore
and Turrigiano, 2004). Another example of synaptic-
independent modulation of intrinsic excitability has
been reported in hippocampal CA1 pyramidal neurons
(Fan et al., 2005). A pattern of suprathreshold repeated
intracellular stimulation (i.e., theta-burst firing) pro-
duced a decrease in somatic excitability, which was
due to an upregulation of the hyperpolarization-acti-
vated cationic current Ih (Fan et al., 2005). This
decrease in excitability was prevented by Ca2þ chela-
tors; by low concentrations of tetrodotoxin, which
blocked back propagation of action potentials from
the soma to the dendrites; and by NMDA receptor
antagonists even in the absence of synaptic activation
(Fan et al., 2005). These findings suggest that during
theta-burst firing, back-propagating action potentials
would lead to Ca2þ influx through the NMDA recep-
tor, which, in turn, would increase the Ih via a
mechanism mediated by CaM kinase II.

Recent findings indicate that the synaptic drive
does not need to be excitatory to induce an increase
in intrinsic excitability. In the medial vestibular
nucleus, brief periods of inhibitory synaptic input,
or direct membrane hyperpolarization, triggered
a long-lasting increase in both the spontaneous
firing rate and firing responses to intracellular depo-
larization (Nelson et al., 2003). This increase in
excitability, termed firing rate potentiation, was due
to a decrease in cytosolic Ca2þ, which reduced CaM
kinase II activity and, in turn, downregulated BK-
type IK,Ca (Nelson et al., 2005). This novel form of
neuronal plasticity might contribute to motor learn-
ing in the vestibulo-ocular reflex.

The intrinsic changes produced by patterns of neu-
ronal activity are not restricted to ion channels and can
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include modulation of the activity of membrane trans-
porters. For example, interneurons of the rat dentate
gyrus exhibited a long-term depolarization of their
resting membrane potential after high-frequency stim-
ulation of the perforant path that was attributed to an
activity-dependent change in the rate of the electro-
genic Naþ pump (Ross and Soltesz, 2001). This
activity-dependent depolarization, which occurred in
the absence of any potentiation of the excitatory synap-
tic input, required the rise of intracellular Ca2þ and the
activation of alpha-amino-3-hydroxy-5-methyl-4-iso-
xazole propionic acid (AMPA), but not NMDA
receptors (Ross and Soltesz, 2001). As a result of the
depolarization, the interneurons of the dentate gyrus
responded with action potential discharge to pre-
viously subthreshold EPSPs even in the absence of
synaptic potentiation, thus indicating an increase in
the E-S coupling (Ross and Soltesz, 2001). Activity-
dependent changes in the function of the electrogenic
Naþ pump have been found also in invertebrate neu-
rons. In the leech, low-frequency repetitive stimulation
of touch (T) sensory neurons led to a lasting increase in
the amplitude of the AHP produced by the firing
discharge, which is due to an increase in the activity
of the electrogenic Naþ pump (Scuri et al., 2002). The
modulation of the Naþ pump activity was regulated by
both the influx of Ca2þ during neural activity and the
release of Ca2þ from intracellular stores. In addition,
phospholipase A2 and the downstream activation
of arachidonic acid metabolites, derived from the
5-lipoxygenase pathway, were necessary for the
increase of the AHP amplitude (Scuri et al., 2005).
The increase of the AHP amplitude was associated
with a persistent depression of the synaptic connection
between T cells and their follower neurons (Scuri et al.,
2002). This synaptic depression may be a cellular
mechanism contributing to short-term habituation.
Since 5-HT mediates sensitization in the leech (e.g.,
Catarsi et al., 1990; Sahley et al., 1994; Zaccardi et al.,
2004), it has effects on the amplitude of the AHP in T
neurons opposite those produced by repetitive stimu-
lation. Indeed, 5-HT reduced the AHP amplitude by
inhibiting the Naþ pump (Catarsi and Brunelli, 1991)
in a cyclic adenosine monophosphate (cAMP)-depen-
dent manner (Catarsi et al., 1993). Injection of cAMP
into a T neuron enhanced the synaptic connection
between the T cell and its follower neurons (Scuri
et al., 2007). Together these findings indicate that
bidirectional changes in the AHP amplitude that alter
synaptic efficacy may represent cellular mechanisms
underlying habituation and sensitization, two simple
forms of learning.

14.4 Plasticity of Intrinsic
Excitability as a Mechanism for
Memory Storage: Hypotheses and
Lines of Evidence

The general motif that emerges from the examples

above is that several different learning tasks, nonas-

sociative and associative, as well as activation of

neurons and neural pathways, induce changes in the

biophysical properties of neurons in both inverte-

brates and vertebrates. These neurophysiological

correlates have been identified at the level of sensory

neurons, interneurons, and motor neurons.
What is the functional relevance of these changes?

In some cases, a direct role for the intrinsic plasticity

in memory storage appears straightforward. For

example, in Aplysia and Hermissenda, because the loci

of plasticity induced by classical conditioning

were found at the level of the first central relay in

the circuits controlling the responses, neuron-wide

changes in intrinsic excitability in response to the

conditioned stimuli appear to be an appropriate

memory mechanism to express and retain the condi-

tioned response. However, in other cases the changes

in intrinsic excitability failed to correlate, or corre-

lated poorly, with the learned behavioral changes,

thus making it difficult to assess their contribution

to the storage of memory (e.g., Cleary et al., 1998).

Although additional results are required, one hypoth-

esis is that some of the intrinsic changes may not

function as part of the engram itself, but they may

represent either adaptive mechanisms to shape the

stimulus specificity of the learned response (as in the

case of classical conditioning of feeding in Aplysia

(Baxter and Byrne, 2006; Lorenzetti et al., 2006), or

mechanisms through which a neural circuit is set to a

permissive state to facilitate the occurrence of the

synaptic modifications necessary for memory forma-

tion (as in the case of trace eyelid conditioning in

rabbits (Moyer et al., 1996; Thompson et al., 1996) or

olfactory operant conditioning in rats (Saar and

Barkai, 2003).
Another issue that requires more investigation is

the extent to which the changes in intrinsic excit-

ability are complementary to experience-dependent

modifications in synaptic efficacy. The majority of

theoretical models of memory storage have been

largely based on persistent experience-driven changes

in synaptic function (Poirazi and Mel, 2001; Fusi

et al., 2005). Certain unique properties of the synapses

such as associativity and input specificity cause
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systems of memory storage based on changes in synap-
tic strength to have a potentially massive storage
capacity (Poirazi and Mel, 2001; Fusi et al., 2005). In
contrast, global changes in intrinsic excitability would
theoretically alter the throughput of all the synaptic
inputs impinging on a given neuron. If this is the case,
memory mechanisms based on neuron-wide altered
intrinsic excitability would have a lower storage ca-
pacity and would be less versatile than systems of
memory storage based on changes in synaptic strength.

Some recent results may help to reconcile differ-
ences between models of memory storage based on
synaptic plasticity and models based on intrinsic plas-
ticity. Patch-clamp techniques and simultaneous Ca2þ

imaging that allow for recordings from individual
dendrites (for a review see Magee and Johnston,
2005) have revealed that the induction of LTP was
accompanied by a local increase in dendritic excitabil-
ity that favored back propagation of action potentials
into that dendritic region with a subsequent boost in
the Ca2þ influx (Frick et al., 2004). A shift in the
inactivation curve of a transient A-type Kþ current
was found to account for the enhanced excitability
(Frick et al., 2004). Importantly, the activity-depen-
dent increase in dendritic excitability was localized at,
or in the vicinity of, the synaptic site, which was
potentiated in an input-specific manner following
electrical stimulation (Frick et al., 2004). A local
increase in dendritic excitability could facilitate
enhanced propagation of synaptic potentials toward
the site of action potential initiation (for a review see
Magee and Johnston, 2005). Therefore, enhancement
of local excitability could contribute to the higher
efficiency of coupling between synaptic potentials
and spike as observed following LTP induction.

Although validation in in vivo preparations is
required, these findings indicate that changes in
intrinsic excitability can be induced in restricted
membrane compartments and can be co-expressed
with changes in synaptic efficacy in a manner that
affects signal integration locally and can preserve
input specificity.

14.5 Summary

Data collected over the past decades in both verte-
brate and invertebrate model systems indicate that
learning and memory as well as patterns of electrical
stimulation of neurons and neural pathways not only
alter synaptic function but also produce changes in
intrinsic excitability. These changes in intrinsic

excitability can be neuron-wide or restricted to

specific membrane compartments such as the den-

drites, thus affecting neuronal function and signal

integration either globally or locally. Although the

functional relevance of certain changes in intrinsic

excitability in the context of a given form of learning

has not been fully elucidated, it is becoming clear

that experience-dependent changes in intrinsic excit-

ability may function as part of the engram itself, as

adaptive mechanisms to shape the stimulus specific-

ity of the learned response or also as mechanisms

through which a neural circuit is set to a permissive

state to facilitate the occurrence of the synaptic

modifications necessary for memory formation and

retrieval.
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15.1 Introduction

The anatomical discoveries in the nineteenth century

and the physiological studies in the twentieth cen-

tury showed that brains were networks of neurons

connected through synapses. This led to the theory

that learning could be the consequence of changes in

the strengths of the synapses.
The best-known theory of learning based on

synaptic plasticity is that proposed by Donald

Hebb, who postulated that connection strengths

between neurons are modified based on neural activ-

ities in the presynaptic and postsynaptic cells:

When an axon of cell A is near enough to excite cell

B and repeatedly or persistently takes part in firing

it, some growth process or metabolic change takes

place in one or both cells such that A’s efficiency, as

one of the cells firing B, is increased. (Hebb, 1949)

This postulate was experimentally confirmed in the
hippocampus with high-frequency stimulation of a

presynaptic neuron that caused long-term potentiation

(LTP) in the synapses connecting it to the postsynaptic

neuron (Bliss and Lomo, 1973). LTP takes place only if

the postsynaptic cell is also active and sufficiently

depolarized (Kelso et al., 1986). This is due to the

N-methyl-D-aspartate (NMDA) type of glutamate

receptor, which opens when glutamate is bound to

the receptor, and the postsynaptic cell is sufficiently

depolarized at the same time (See Chapter 16).

Hebb’s postulate has served as the starting point for
studying the learning capabilities of artificial neural

networks (ANN) and for the theoretical analysis and

computational modeling of biological neural systems.

The architecture of an ANN determines its behavior

and learning capabilities. The architecture of a net-

work is defined by the connections among the artificial

neural units and the function that each unit performs

on its inputs. Two general classes are feedforward and

recurrent architecture.
The simplest feedforward network has one layer

of input units and one layer of output units (Figure 1,

left). All connections are unidirectional and project

from the input units to the output units. The percep-

tron is an example of a simple feedforward network

(Rosenblatt, 1958). It can learn to classify patterns

from examples. It turned out that the perceptron can

only classify patterns that are linearly separable – that

is, if the positive patterns can be separated from all

negative patterns by a plane in the space of input

patterns. More powerful multilayer feedforward net-

works can discriminate patterns that are not linearly

separable. In a multilayer feedforward network, the

‘hidden’ layers of units between the input and output

layers allow more flexibility in learning features.

Multilayer feedforward networks have also been

applied to solve some other difficult problems

(Rumelhart and McClelland, 1986).
In contrast to strictly feedforward network models,

recurrent networks also have feedback connections
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among units in the network (Figure 1, right). A simple
recurrent network can have a uniform architecture

such as all-to-all connectivity combined with sym-
metric weights between units, as in a Hopfield
network (Hopfield, 1982), or it can be a network
with specific connections designed to model a partic-
ular biological system.

Modeling learning processes in networks implies
that the strengths of connections and other parame-
ters are adjusted according to a learning rule (See
Chapter 16). Other parameters that may change
include the threshold of the unit, time constants,

and other dynamical variables. A learning rule is a
dynamical equation that governs changes in the pa-
rameters of the network. There are three main
categories of learning rules: unsupervised, super-
vised, and reinforcement. Unsupervised learning
rules are those that require no feedback from a teach-

ing signal. Supervised learning rules require a
teacher, who provides detailed information on the
desired values of the output units of the network,
and connections are adjusted based on discrepancies
between the actual output and the desired one.
Reinforcement learning is also error correcting but
involves a single scalar signal about the overall per-

formance of the network. Thus, reinforcement
learning requires less-detailed information than
supervised learning.

A learning algorithm specifies how and under
what conditions a learning rule or a combination of
learning rules should be applied to adjust the network
parameters. For a simple task, it is possible to invent
an algorithm that includes only one type of learning
rule, but for more complex problems, an algorithm
may involve a combination of several different learn-

ing rules.
In the following sections, we give an overview of

basic learning rules and examples of learning

algorithms used in neural network models, and
describe specific problems solved by neural networks
with adjustable parameters.

15.2 Hebbian Learning

Implementations of Hebb’s rule can take different
forms (Sejnowski and Tesauro, 1988). Simple asso-
ciative Hebbian learning is based on the coincidence
of activities in presynaptic and postsynaptic neurons.
The dynamics of Hebbian learning are governed by a
differential equation:

dwij

dt
¼ � ? vi ? uj

where wij is the weight of a connection from an input
unit j with activity uj to an output unit i with activity
vi , and � is a learning rate.

The Hebbian learning rule has been used to
model a wide variety of problems, including feature
selectivity and cortical map development.

Cortical neurons respond selectively to particular
feature stimuli, such as selectivity for ocular domi-
nance and orientation in the visual cortex. To
understand challenges of modeling the development
of feature selectivity, consider a network with many
input units and one output unit. We would like to
explore under what conditions the output unit will
respond well to few input units and less to the others.
If we apply a stimulus to the input units and allow the
connections to develop according to the Hebbian
learning rule, then all connections will grow and
eventually saturate, and no selectivity will emerge.
To develop selectivity, some dependencies among
weights are needed, so that changes at one connec-
tion will influence the others. There are many
different ways to introduce dependencies. One

Figure 1 Network architectures. Left: Feedforward network. Right: Recurrent network. Open circles represent neuronal

units, and arrowhead lines represent synaptic connections.
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approach is to introduce weight normalization

(Miller and Mackay, 1994). A different approach,

based on competition among input patterns, called

the BCM (Bienenstock, Cooper, and Munro) rule

(Bienenstock et al., 1982), has been used to model

the development of orientation selectivity and ocular

dominance in neural networks.
Neuronal response selectivity varies across the

cortex in regular patterns called cortical maps.

Although some aspects of cortical map formation

during development are activity independent, neu-

ronal activity can modify the maps. Hebbian learning

rules have also been applied to model the effects of

cortical activity on map formations. For comprehen-

sive overviews of neural network models that

develop orientation selectivity maps and ocular dom-

inance columns, see Swindale (1996) and Ferster and

Miller (2000).
Models of cortical map formation can become

extremely complex when multiple features, such as

retinotopic location, ocular dominance, orientation

preference, and others, are considered simulta-

neously. To deal with such problems, a more

abstract class of models was developed by Kohonen

(1982). The Kohonen algorithm is usually applied to

two-layer networks with feedforward connections

from an input layer to an output layer. The input

layer is an N-dimensional vector layer. The output

layer is normally a one- or two-dimensional array.

There are no lateral connections in the output layer,

but the algorithm can accomplish what models with

lateral connections can achieve at less computational

cost. The algorithm does this by a weight updating

procedure that involves neighboring units. At every

step, it chooses a ‘winner’ among output units whose

weights are closest to the input pattern. Then

it updates the weights of the winner and the

nearby neighbors of the winner. The number of

neighbors that participate in weight updating is con-

trolled through a neighborhood function, which is

dynamically changed during learning to ensure con-

vergence. The neighborhood function starts out

long range and is reduced as learning proceeds.

This allows the network to organize a map rapidly

and then refine it more slowly with subsequent

learning.
Models based on the Kohonen algorithm perform

dimensionality reduction, which facilitates data

analysis, taking input vectors from a high-dimen-

sional feature space and projecting them onto a

low-dimensional representation.

15.3 Unsupervised Hebbian
Learning

If the goal of learning is to discover the statistical

structure in unlabeled input data, then the learning is

said to be unsupervised. A common method for unsu-

pervised learning is principal component analysis

(PCA). Suppose the data are a set of N-dimensional

input vectors. The task is to find an M<N dimen-

sional representation of N-dimensional input vectors

that contains as much information as possible of the

input data. This is an example of dimensionality

reduction, which can significantly simplify subse-

quent data analysis.
A simple network that can extract the first princi-

pal component (the one with the maximal variance)

is a network with N input units and one output unit.

At each time step an N-dimensional input vector is

applied to the input layer. If we allow the connec-

tions to be modified according to the Hebbian

learning rule, then in the case of zero mean value of

the input vector, the weights will form an N-dimen-

sional vector, along which the variance will be the

largest. This is the principal eigenvector or compo-

nent. A network with N input and M output units,

augmented with a generalized Hebbian learning rule,

can learn first M components. The projections of the

input data onto the components give us M-dimen-

sional representation of the N-dimensional input data.
PCA is appropriate when the data obey Gaussian

statistics, but images, audio recordings, and many

types of scientific data often do not have Gaussian

distributions. As an example of such a problem, con-

sider a room where a number of people are talking

simultaneously (cocktail party), and the task is to

focus on one of the speakers. The human brain can,

to some extent, solve this auditory source separation

problem by using knowledge of the speaker, but this

becomes a more difficult problem when the signals

are arbitrary. The goal of blind source separation

(BSS) is to recover source signals given only sensor

signals that are linear mixtures of the independent

source signals. Independent component analysis

(ICA) is a method that solves the BSS problem for

non-Gaussian signals. In contrast to correlation-

based algorithms such as PCA and factor analysis,

ICA finds a nonorthogonal linear coordinate system

such that the resulting signals are as statistically

independent from each other as possible.
One approach to BSS derives unsupervised learn-

ing rules based on information theory. The input is
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assumed to be N mixtures of N independent sources,
and the goal is to maximize the mutual information
between the inputs and the outputs of a two-layer
neural network. The resulting stochastic gradient
learning rules are highly effective in the blind separa-
tion and deconvolution of hundreds of non-Gaussian
sources (Bell and Sejnowski, 1995).

ICA is particularly effective at analyzing electro-
encephalograms (EEG) and functional magnetic
resonance imaging (fMRI) data ( Jung et al., 2001).
Consider, for example, electrical recordings of brain
activity at many different locations on the scalp.
These EEG potentials are generated by underlying
components of brain activity and various muscle and
eye movements. This is similar to the cocktail-party
problem: We would like to recover the original com-
ponents of the brain activity, but we can only observe
mixtures of the components. ICA can reveal interest-
ing information of the brain activity by giving access
to its independent components. ICA also gives useful
insights into task-related human brain activity from
fMRI recordings when the underlying temporal
structure of the sources is unknown.

Another application of ICA is feature extraction
(Lee, 1998). A fundamental problem in signal proces-
sing is to find suitable representations for images,
audio recordings, and other kinds of data. Standard
linear transformations used in image and auditory
processing, such the Fourier transforms and cosine
transforms, may not be optimal, and but it would be
useful to find the most efficient linear transformation,
based on the statistics of the data, to optimally com-
press the data.

15.4 Supervised Learning

Consider the problem of learning to retrieve an out-
put pattern given an input pattern. To remember the
patterns, the Hebbian rule can be applied to adjust
weights between input and output units. As men-
tioned earlier, however, the associative Hebbian
learning rule will lead to saturation with multiple
repetitions, which reduces the capacity of the net-
work. To resolve this problem, one can augment the
Hebbian rule with a weight normalization algorithm
as in the case of unsupervised learning algorithms.

Another disadvantage of using the associative
Hebbian learning rule is that weight adjustments
do not depend on the actual performance of the
network. An effective way to adjust weights would
be by using information of the actual performance of

the network. Supervised learning can do this.
Supervised learning requires a teacher, who pro-
vides detailed information of the desired outputs of
the network and adjusts the connections based on
discrepancies between the actual outputs and the
desired ones.

The perceptron uses a supervised learning rule to
learn to classify input patterns (Rosenblatt, 1958).
The perceptron is a two-layer network with one
output unit that can classify input patterns into two
categories. The Hebbian learning rule can be used to
solve the task, but the perceptron with the Hebbian
learning rule works well only if the number of input
patterns is significantly less than the number of input
units. An error-correcting supervised learning algo-
rithm for weight adjustments is more effective for a
large number of input patterns:

dwij

dt
_ uj ? Ri – við Þ

where wij is a weight of a connection from the input
unit j with activity uj to an output unit i with activity
vi , Ri is a target value of the output unit, and

vi ¼
X
j

wij ? uj

The perceptron learning rule uses the perfor-
mance of the network to decide how much
adjustment is needed and in which direction the
weights should be changed to decrease the discrep-
ancy between the actual network outputs and the
desired ones. If input patterns are linearly separable,
then the perceptron learning rule guarantees to find a
set of weights that allow pattern classification.

A simple unsupervised Hebbian learning rule
adjusts synaptic weights based on correlations between
presynaptic and postsynaptic neurons. However, this
approach is inefficient when the goal of the network is
to perform a specific function, rather than simply
represent data. To perform a specific task, the network
should receive some information about the task.

An example of how Hebbian plasticity can be
incorporated into a supervised learning framework
is a two-layer network that was trained to perform a
function approximation task (Swinehart and Abbott,
2005). The feedforward connections from input units
to output units were modified according to an unsu-
pervised Hebbian rule, and a supervised learning
mechanism was used to adjust connections from a
supervisor to the network. The supervisor is a net-
work that assesses the performance of the training
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network and, based on that information, modifies the
gains of the input units using an error-correcting
learning rule. The purpose of the supervised modu-
lation was to enhance connections between the input
and the output units to facilitate the synaptic plastic-
ity needed to learn the task. Thus, Hebbian plasticity
did not have direct access to the supervision, and the
supervised modulations did not produce any perma-
nent changes. Nonetheless, this network could learn
to approximate different functions. In the initial
phase the improvement in the network performance
was mostly due to the gain modulation, and the
synaptic adjustments were minimal. But later, the
synaptic adjustments and the gain modulation were
equally involved in shaping the performance. Once
the network learned the task with the supervisor,
it was possible to turn off the supervision, relying
only on further Hebbian plasticity to refine the
approximation.

The role of the supervisor in the model was to
compute an error by comparing the actual and
the desired output of the network and to use this
error to direct the modification of network parame-
ters such that the network performance improves.
Conventionally, the major targets of this process
were the synaptic weights. The novel feature of this
supervised learning scheme was that supervision took
place at the level of neuronal responsiveness rather
than synaptic plasticity.

A simple two-layer perceptron cannot solve
higher-order problems, but adding additional layers
to the feedforward network provides more representa-
tional power. Then new learning algorithms are
needed to train multilayer networks. The simple
error-correcting learning rule was effective for train-
ing two-layer networks. With the rule, the connections
from the input layer to the output one are adjusted
based on discrepancies between the desired output
and the actual output produced by the network. In a
multilayer network, however, there are intermediate
‘hidden’ layers that also need to be trained. The back-
propagation learning algorithm was developed to train
multilayer networks (Rumelhart and McClelland,
1986). The learning rule relies on passing an error
from the output layer back to the input layer.
Multilayer networks trained with the back-propaga-
tion learning rule have been effective in solving many
difficult problems.

An example of a multilayer network that was
trained using a back-propagation algorithm is a
model of song learning in songbirds (Fiete et al.,
2004). Juvenile male songbirds learn their songs

from adult male tutors of the same species. Birdsong

is a learned complex motor behavior driven by

a discrete set of premotor brain nuclei with well-

studied anatomy. Syringeal and respiratory motor

neurons responsible for song production are driven

by precisely executed sequences of neural activity in

the premotor nucleus robustus archistriatalis (RA) of

songbirds (Figure 2). Activity in RA is driven by

excitatory feedforward inputs from the forebrain

nucleus high vocal center (HVC), whose RA-project-

ing neural population displays temporally sparse,

precise, and stereotyped sequential activity.

Individual RA-projecting HVC neurons burst just

once in an entire song motif and fire almost no spikes

elsewhere in the motif. The temporal sparseness of

HVC activity implies that these HVC–RA synapses

are used in a special way during song; that is, each

synapse is used only once during the motif. The goal

of the work was to study the effect of HVC sparseness

on the learning speed of the network. They studied

multilayer feedforward network with an HVC layer

that provides input to a ‘hidden’ RA layer and RA

X

LMAN

L
HVc

NIf
RA

Uva
AVT DM

DLM

nXIIts

Syrinx
respiratory

system

Direct motor pathway

Anterior forebrain pathway

Figure 2 Schematic diagram of the major songbird brain

nuclei involved in song control. The thinner arrows show

the direct motor pathway, and the thicker arrows show
the anterior forebrain pathway. Abbreviations: Uva,

nucleus uvaeformis of the thalamus; NIf, nucleus interface

of neostriatum; L, field L (primary auditory area of the

forebrain); HVc, higher vocal center; RA, robust nucleus
of the archistriatum; DM, dorsomedial part of the nucleus

intercollicularis; nXIIts, tracheosyringeal part of the

hypoglossal nucleus; AVT, ventral area of Tsai of the

midbrain; X, area X of lobus parolfactorius; DLM,medial part
of the dorsolateral nucleus of the thalamus; LMAN, lateral

magnocellular nucleus of the anterior neostriatum. From

Doya K and Sejnowski TJ (2000) A computational model of
avian song learning. In: Gazzaninga MS (ed.) The New

Cognitive Neurosciences, 2nd edn., p. 469. Cambridge, MA:

MIT Press; used with permission.
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projecting to an output layer of motor units. Song
learning is thought to involve plasticity of synapses
from HVC to RA because these synapses display
extensive synaptic growth and redistribution during
the critical period. So in the model, the weights from
HVC layer to RA layer were modified. Because there
is no evidence of plasticity in the synapses from RA
to motor neurons, those connections in the model
were kept fixed. For learning, the connections from
HVC to RA were adjusted to minimize discrepancy
between the desired outputs and the actual outputs
produced by the network. They used the back-
propagation gradient descent rule and varied the
number of bursts in HVC neurons per motif. The
network learned the motif for any number of bursts in
HVC neurons, but the learning time for two bursts
per motif nearly doubled compared to the one burst
case and increased rapidly with the number of bursts.
Based on these simulations, they concluded that the
observed sparse coding in HVC minimized interfer-
ence and the time needed for learning. It is important
to note here that the back-propagation learning algo-
rithm was not used to model the biological learning
process itself, but rather to determine if the network
architecture can solve the problem and what con-
straints the representation may have on the speed of
learning.

15.5 Reinforcement Learning

Learning about stimuli or actions based solely on
rewards and punishments is called reinforcement
learning. Reinforcement learning is minimally super-
vised because animals are not told explicitly what
actions to take in a particular situation. The rein-
forcement learning paradigm has attracted
considerable interest because of the notion that the
learner is able to learn from its own experience at
attempting to perform a task without the aid of an
intelligent ‘teacher.’ In contrast, in the more com-
monly employed paradigm of supervised learning, a
detailed ‘teacher signal’ is required that explicitly
tells the learner what the correct output pattern is
for every input pattern.

A computational model of birdsong learning based
on reinforcement learning has been proposed (Doya
and Sejnowski, 2000). A young male songbird learns
to sing by imitating the song of a tutor, which is
usually the father or other adult males in the colony.
If a young bird does not hear a tutor song during a
critical period, it will sing short, poorly structured

songs. If a bird is deafened during the period when it

practices vocalization, it develops highly abnormal

songs. Thus, there are two phases in song learning –

the sensory learning phase, when a young bird mem-

orizes song templates, and the sensorimotor learning

phase, in which the bird establishes the motor pro-

grams using auditory feedback. These two phases can

be separated by several months in some species,

implying that birds have remarkable capability for

memorizing complex temporal sequences. Once a

song is crystallized, its pattern is very stable. Even

deafening the bird has little immediate effect.
The anterior forebrain pathway, which is not

involved in song production, is necessary for song

learning. In the previously discussed model (Fiete

et al., 2004), it was assumed that HVC is a locus of

pattern memorization during the first phase of learn-

ing, song acquisition, and RA is a motor command

area. Therefore, the patterns stored in HVC serve as

inputs to RA to produce motor commands. It was also

assumed that evaluation of the similarity of the pro-

duced song to the memorized tutor song takes place

in area X in the anterior forebrain. This assumption is

supported by a finding that area X receives dopami-

nergic input. Depending on how closely the produced

song is to the tutor’s song, the connections from HVC

to RA are modulated via the lateral magnocellular

nucleus (LMAN).
The learning algorithm consisted of making small

random changes in the HVC to RA synapses and

keeping the new weights only if overall performance

was improved. The network learned artificial song

motifs and was even able to replicate realistic bird-

songs within the number of trials that birds take to

learn their songs.
Reinforcement learning has thus far had few prac-

tical successes in solving large-scale complex real-

world problems. In the case of reinforcement learning

with delay, the temporal credit assignment aspect of

the problem has made learning very slow. However, a

method called temporal difference (TD) learning has

overcome some of these limitations (Sutton and

Barto, 1998). The basic idea of TD learning is to

compute the difference between temporally succes-

sive predictions. In other words, the goal of learning

is to make the learner’s current prediction for the

current input pattern more closely match the predic-

tion at the next time step. One of the most effective of

these TD methods is an algorithm called TD(�), in
which there is an exponentially decaying feedback of

the error in time, so that previous estimates for
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previous states are also corrected. The time scale
of the exponential decay is governed by the �
parameter.

Perhaps the most successful application of TD(�)
is TD-Gammon, which was designed for networks
to learn to play backgammon (Tesauro, 1995).
Backgammon is an ancient two-player game that is
played on an effectively one-dimensional track. The
players take turns rolling dice and moving their
checkers in opposite directions along the track as
allowed by the dice roll. The first player to move
all his checkers all the way forward and off his end of
the board is the winner.

At the heart of TD-Gammon is a neural network
with a standard multilayer architecture. Its output is
computed by a feedforward flow of activation from
the input nodes, representing the game position, to
the output node, which evaluates the strength of the
position. Each of the connections in the network is
parameterized by a real valued weight. Each of the
nodes in the network outputs a real number equal to
a weighted linear sum of inputs feeding into it, fol-
lowed by a nonlinear sigmoid operation. At each time
step, the TD(�) algorithm is applied to the output,
which is then back-propagated to change the net-
work’s weights.

During training, the neural network selects moves
for both sides. At each time step during the course of
a game, the neural network scores every possible
legal move. The move that is then selected is the
move with maximum expected outcome for the side
making the move. In other words, the neural network
learns by playing against itself. At the start of self-
play, the network’s weights are random, and hence its
initial strategy is random. But after a few hundred
thousand games, TD-Gammon played significantly
better than any previous backgammon program,
equivalent to an advanced level of play. In particular,
it is not dependent on a human teacher, which would
limit the level of play it can achieve (Tesauro
and Sejnowski, 1989). After one million games,
TD-Gammon was playing at a championship level.

One of the essential features of reinforcement
learning is a trade-off between exploration and
exploitation. The learning system should exploit a
successful strategy to reach the goal of the task it
learns, but it should also explore other strategies to
find out if there is a better one. In models, exploration
has been implemented by stochasticity. The source of
such stochasticity in the brain remains unclear. A
model implementing this trade-off between explora-
tion and exploitation has been proposed (Seung,

2003). The model is based on the probabilistic nature
of synaptic release by a presynaptic terminal when an
action potential arrives at the terminal. The model
combines this local synaptic release-failure event and
a global reward signal received outside based on the
output of the model. The main assumption is that
synapses are hedonistic: they increase their probabil-
ities of release or failure depending on which action
immediately preceded reward. This concept of the
hedonistic synapse is potentially relevant to any
brain area in which a global reinforcement signal is
received (Klopf, 1982).

This version of reinforcement learning was used
to address the matching law phenomenon (Seung,
2003). When animals are presented with repeated
choices between competing alternatives, they distrib-
ute their choices so that returns from two alternatives
are approximately the same. A return is the total
reward obtained from an alternative divided by the
number of times it was chosen. Before trials, the
alternatives are baited with unequal probabilities.
The network had to learn a probabilistic strategy in
which one alternative is favored over the other one.
The network started from equal choices for both
alternatives, but over time, it learned a preference
that satisfied the matching law.

In the present model, stochastic vesicle release
was assumed to be a source of stochasticity in the
brain. However, there might be many other possible
sources of noise, such as fluctuations in quantal size,
irregular action potential firing, and on a slower time
scale, the stochastic creation and destruction of
synapses. Thus, identifying specific sources of ran-
domness is essential for connecting mathematical
models and neurobiology.

15.6 Spike-Timing Dependent
Plasticity

The traditional coincidence version of the Hebbian
learning rule implies simply that the correlation of
activities of presynaptic and postsynaptic neurons
drives learning. This approach has been implemented
in many types of neural network models using average
firing rate or average membrane potentials of neurons.
Although Hebb’s formulation implicitly recognized the
idea of causality and relative spike timing (Hebb, 1949;
Sejnowski, 1999), this was not appreciated by a gen-
eration of modelers because rate coding was generally
accepted as the primary form of information proces-
sing, and high-frequency stimulation protocols were
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used to induce plasticity at synapses. More recently,
the relative timing of spikes has been shown to be
critical for the direction and magnitude of synaptic
plasticity in the cortex as well as the hippocampus
(Markram et al., 1997; Bi and Poo, 1998). Potentiation
of a synapse takes place if the presynaptic spike pre-
cedes the postsynaptic spike, and depression occurs
when presynaptic spike follows the postsynaptic
spike. This spike-timing dependent plasticity (STDP)
is an asymmetric function of relative spike times in the
presynaptic and postsynaptic neurons. The time win-
dow for the plasticity can be as short as 10ms and as
long as 100ms, depending on the synapse.

A natural application for STDP is temporal
sequence learning (See Chapter 15). If neurons are
activated in a sequential manner then, due to the
asymmetry of the learning rule, synapses from pre-
viously activated neurons to following active neurons
will be strengthened. For example, such a spike-tim-
ing dependent learning algorithm has been used to
train a network to link sequential hippocampal place
cells while a rat navigates a maze (Blum and Abbott,
1996). The goal was to predict the direction of a
future motion on the basis of a previous experience.
Asymmetric synaptic weights develop in the model
because of the temporal asymmetry of LTP induc-
tion and because place fields are activated
sequentially during locomotion. This learning algo-
rithm closely resembles the STDP learning rule. The
only essential difference is time scale, which in the
model was 200 ms, longer than the STDP windows
found in cortical or hippocampal neurons.

This model of a navigational map was based on
three observations. First, NMDA-dependent LTP in
hippocampal slices occurs only if presynaptic activity
precedes postsynaptic activity by less than approxi-
mately 200 ms. Presynaptic activity following
postsynaptic firing produces either no LTP or long-
term depression (LTD). Second, place cells are
broadly tuned and make synaptic connections with
each other both within the CA3 region and between
CA3 and CA1. Third, a spatial location can be deter-
mined by appropriately averaging the activity of an
ensemble of hippocampal place cells. These three
observations imply that when an animal travels
through its environment, causing different sets of
place cells to fire, information about both temporal
and spatial aspects of its motion will be reflected in
changes of the strengths of synapses between place
cells. Because this LTP affects a subsequent place cell
firing, it can shift the spatial location coded by the
place cell activity. These shifts suggest that an animal

could navigate by heading from its present location
toward the position coded by the place cell activity.
To illustrate both how a spatial map arises and how it
can be used to guide movement, these ideas were
applied to navigation in the Morris maze. The net-
work was trained using this spike-timing dependent
learning algorithm to form a direction map, which
improved with training.

Timing is important in auditory processing, and a
number of perceptual tasks, such as sound localiza-
tion, explicitly use temporal information. Sound
localization is important to the survival of many
species, in particular to those that hunt in the dark.
Interaural time differences (ITD) are often used as a
spatial cue. However, the question of how temporal
information from both ears can be transmitted to a
site of comparison, where neurons are tuned to ITDs,
and how those ITD-tuned neurons can be organized
in a map remains unclear. A network model based on
STDP can successfully account for a fine precision of
barn owl sound localization (Kempter et al., 2001).
The model converts ITDs into a place code by com-
bining axonal delay lines from both ears and STDP
in synapses with distributed delays. The neurons are
organized as a single-layer network for each fre-
quency and receive inputs from both ears through
axonal arbors. The axons have different time delays.
After training, each neuron adjusts its connections to
axons with the appropriate time delays in agreement
with the neuron’s spatial position. In this way, a map
with neurons tuned to particular ITDs can be
formed.

There is an interesting connection between STDP
and TD learning at the computational level (Rao and
Sejnowski, 2003). If, consistent with TD learning,
synaptic weights between Hodgkin–Huxley type
spiking neurons are updated based on the difference
in the postsynaptic voltage at time t þ �t and at
time t, where t is the time when the presynaptic
neuron fired a spike, and �t is a fixed time interval,
then the learning rule resembles the conventional
STDP learning rule. Networks with this spike-
dependent TD learning rule are able to learn and
predict temporal sequences, as demonstrated by the
development of direction selectivity in a recurrent
cortical network. The network consisted of a single
chain of recurrently connected excitatory neurons.
Each neuron initially received symmetric excitatory
and inhibitory inputs of the same magnitude. For
training, the neurons in the network were exposed
to 100 trials of retinotopic sensory inputs consisting of
moving pulses of excitation in the rightward direction.
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The effect of learning on the network was in devel-
oping a profound asymmetry in the pattern of
excitatory connections from preceding and successor
neurons. The synaptic conductances of excitatory
connections from the left side were strengthened,
whereas the ones from the right side were weakened.
Because neurons on the left side fired (on average)
a few milliseconds before a considered neuron,
whereas neurons on the right side fired (on average)
a few milliseconds after, as a result, the synaptic
strengths of connections from the left side were
increased, whereas the synaptic strengths for connec-
tions from the right side were decreased. As expected
from the learned pattern of connections, the neuron
responded vigorously to rightward motion but not to
leftward motion.

To investigate the question of how selectivity for
different directions of motion may emerge simulta-
neously, they also simulated a network comprising
two parallel chains of neurons, with mutual inhibition
between corresponding pairs of neurons along the
two chains. As in the previous simulation, a given
excitatory neuron received both excitation and inhi-
bition from its predecessors and successors. To break
the symmetry between the two chains, they provided
a slight bias in the recurrent excitatory connections,
so that neurons in one chain fired slightly earlier than
neurons in the other chain for a given motion direc-
tion. To evaluate the consequences of spike-based
TD learning in the two-chain network, the model
neurons were exposed alternately to leftward- and
rightward-moving stimuli for a total of 100 trials. As
in the previous simulation, the excitatory and inhib-
itory connections to a neuron in one chain showed
asymmetry after training, with stronger excitatory
connections from the left neurons and stronger
inhibitory connections from the right neurons. A
corresponding neuron in the other chain exhibited
the opposite pattern, and as expected from the
learned patterns of connectivity, neurons in one
chain were selective to rightward motion, and neu-
rons in the other chain were selective to the leftward
motion. This explanation was consistent with the
development of directionally selective neurons in
the visual cortex of kittens.

15.7 Plasticity of Intrinsic
Excitability

Several lines of evidence argue for the presence of
activity-dependent modification of intrinsic neuronal

excitability during development and learning
(Daoudal and Debanne, 2003; See Chapter 14). In
the dentate gyrus of the hippocampus, for example,
in addition to homosynaptic LTP of excitatory
synaptic transmission, the probability of discharge
of the postsynaptic neurons to a fixed excitatory
synaptic input is enhanced by high-frequency stim-
ulation (HFS, 100Hz) of the afferent fibers (Bliss
et al., 1973). This second component has been called
excitatory postsynaptic potential (EPSP)-to-spike
potentiation (E-S potentiation) (Frick et al., 2004).
Synaptic plasticity (LTP) and nonsynaptic E-S
potentiation are complementary. As in LTP, E-S
potentiation requires the activation of NMDA recep-
tor (NMDAR) for its induction. These two forms of
plasticity may share common induction pathways. In
a recent study of deep cerebellar nuclei neurons,
tetanization of inputs to these neurons produces a
rapid and long-lasting increase in intrinsic excitabil-
ity that depends on NMDAR activation (Aizenman
and Linden, 2000). These studies suggest that plas-
ticity of intrinsic excitability may be important in
developmental plasticity and information storage.

Another form of plasticity in intrinsic excitability
has been demonstrated in spontaneously firing vestib-
ular nucleus neurons, which may be responsible for
learning of the vestibuloocular reflex. Purkinje cells,
which are inhibitory, contact a subset of the neuron in
the vestibular nucleus, which receive direct vestibular
input and project to the oculomotor nuclei. Brief
periods of synaptic inhibition or membrane hyperpo-
larization produced a dramatic increase in both
spontaneous firing rate and responses to intracellularly
injected current (Gittis and du Lac, 2006). A similar
change occurred after silencing the vestibular nerve.
Neurons in the vestibular system fire at remarkably
high rates in the intact animal, with resting rates on the
order of 50–100 spikes/s and responses to head move-
ments ranging up to 300 spikes/s. Loss of peripheral
vestibular function silences the vestibular nerve,
resulting in a significant loss of spontaneous firing in
the neurons of the vestibular nucleus, which then
returns to control values within about a week, even
in the absence of vestibular nerve recovery. This plas-
ticity of intrinsic excitability could potentially
contribute either to adaptive changes in vestibular
function during recovery from peripheral damage or
to oculomotor learning in intact animals.

A similar phenomenon has been demonstrated in
cultured neocortical pyramidal neurons (Desai et al.,
1999). Prolonged activity blockade lowers the thresh-
old for spike generation, and neurons fire at a higher

Neural Computation Theories of Learning 325



frequency for any given level of current injection.
These changes occurred through selective modifica-
tions in the magnitude of voltage-dependent currents:
sodium currents increase and persistent potassium cur-
rents decrease, whereas calcium currents and transient
potassium currents are unaltered. Increase of neuronal
excitability in response to reduced activity may con-
tribute to the activity-dependent stabilization of firing
rates. The stability in neuronal firing rates is main-
tained through many mechanisms, and regulation of
neuronal excitability may be one of them.

Information about the outside world is transformed
into spike trains in the nervous system. How do the
neurons learn to represent the information, and do
they change their behavior based on changing external
stimuli? In the discussion of unsupervised learning and
the ICA algorithm, it was shown that information
theoretical approaches can be effective in solving
real-world problems. A similar information theoretical
approach can be implemented to search for an optimal
representation. A Hodgkin–Huxley type model of a
neuron that can adjust its membrane conductances to
maximize information transfer has been proposed
(Stemmler and Koch, 1999). The slope of the neuronal
gain function should line up with the peak of the input
to maximize information transfer. The learning rules
they implemented in the model performed this
matchup by adjusting the membrane conductances.
The conductance modulations did not require calcu-
lation of mutual information but were based solely on
local characteristics of the neuron. They showed that
for different input distributions the model could suc-
cessfully line up the gain function and the input
distributions leading to maximization of information
transfer. Thus, the ability of activity-dependent selec-
tive modification of the gain functions based on the
active balance of inward and outward ion channels
could serve a number of important functions, includ-
ing fine-tuning of the output properties of neurons to
match the properties of their inputs.

Plasticity of intrinsic excitability can also participate
in regulating the conventional synaptic plasticity. For
details, see the previously discussed model, which com-
bines Hebbian and supervised learning (Swinehart and
Abbott, 2005), in the section titled ‘Supervised learning.’

15.8 Homeostatic Plasticity

Correlation-based Hebbian plasticity is thought to be
crucial for information storage because it produces
associative changes in the strength of individual

synaptic connections. However, correlation-based
learning in neural networks can be unstable.
According to the Hebb rule, if a presynaptic neuron
participates in firing of a postsynaptic neuron, it leads
to strengthening the synapses between the neurons.
This makes it more likely that next time the presynap-
tic neuron fires, it will cause firing in the postsynaptic
neuron, which leads to further strengthening of the
synapse. Simple associative Hebbian algorithm causes
instability in the network by increasing the total activ-
ity of the network and losing selectivity among
synapses. To keep the network stable and maintain
the selectivity of the network, an additional mechanism
must stabilize the properties of neuronal networks.

Homeostatic plasticity is a mechanism by which the
neurons regulate the network’s activity (Turrigiano
and Nelson, 2000). There are many different ways
neural activities could be regulated to keep them
within a functional dynamical range. One mechanism
that could maintain relatively constant activity levels is
to increase the strength of all excitatory connections
into a neuron in response to a prolonged drop in firing
rates, and vice versa. This form of homeostatic plastic-
ity is called synaptic scaling.

Regulating synaptic strength is not the only mech-
anism by which homeostatic activity can be
maintained. Previously discussed plasticity of intrinsic
excitability also contributes to the homeostatic regula-
tion by controlling the firing rates of the neurons.

All theoretical models implementing associative
Hebbian learning rule have to deal with the instability
problem. For example, the BCM learning rule deals
with unconstrained growth of synaptic weights by
dynamically adjusting the threshold between poten-
tiation and depression (Bienenstock et al., 1982). This
algorithm is biologically plausible and reflects experi-
mental findings indicating that calcium level is crucial
for the direction of plasticity. The dynamical thresh-
old modulation implemented in the BCM rule not
only prevents the synapses from unconstrained
growth but also maintains the activity level of the
units at the appropriate value (See Chapter 16).

In the next section we present some other exam-
ples of learning algorithms involving homeostatic
plasticity as a critical element of learning.

15.9 Complexity of Learning

The learning paradigms discussed earlier were based
on a single mechanism for plasticity (e.g., STDP
versus homeostatic and synaptic versus intrinsic
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neuronal). However, many difficult tasks cannot be
solved using a single learning rule, but require com-
binations of several learning rules working together.
Another essential element of modeling learning pro-
cesses is the time scale of learning. There are
multiple time scales for plasticity, from milliseconds
to years, and depending on the demands of the task,
different mechanisms for plasticity with different
time scales may be involved.

Long-term memory is vulnerable to degradation
from passive decay of the memory trace and ongoing
formation of new memories. Memory based on
synapses with two states shows exponential decay,
but experimental data shows that forgetting (memory
degradation) follows a power law. A cascade model
was developed to address this problem (Fusi et al.,
2005). In the model, synapses had two states, weak
and strong, but in addition to transition between
these two states, there were metaplastic transitions
within each state. Based on the stage of metaplastic-
ity, the synapses showed the range of behavior from
being highly plastic to being resistant to any plastic-
ity at all. The metaplastic transitions effectively
introduced multiple time scales into the model.

The cascade model outperformed alternative
models and exhibited a power law for the decay of
memory as a function of time. The dependence of
memory lifetime on the number of synapses in the
model is also a power law function. Memory lifetimes
diminish when the balance between excitation and
inhibition is disturbed, but the effect is much less
severe in the cascade model than in noncascade
models.

The function of homeostatic plasticity is to main-
tain the activity of the cortex at a functional level. But
are there any other computational or functional
advantages of such plasticity? One study has shown
that a combination of Hebbian and homeostatic plas-
ticity can lead to temporal sharpening in response to
multiple applications of transient sensory stimuli
(Moldakarimov et al., 2006). The model included
two types of homeostatic mechanisms, fast and slow.
Relatively fast plasticity was responsible for main-
taining the average activity of the units. To maintain
activity in the excitatory neurons at a target homeo-
static level, they implemented a learning rule,
according to which inhibitory connections have
been adjusted. The slow plasticity was used to
determine the value of the target average activities.
Thus, the model had three time scales for synaptic
adjustments: Hebbian, fast homeostatic, and slow
homeostatic mechanisms. Repeated presentations of

a transient signal taught the network to respond to
the signal with a high amplitude and short duration,
in agreement with experimental findings. This shar-
pening enhances the processing of transients and may
also be relevant for speech perception.

A standard approach in models of self-organized
map (SOM) formation is the application of Hebbian
plasticity augmented with a mechanism of weight
normalization. A conventional way to normalize
weights is based on a sum of weights coming into
each neuron: The soma collects information on every
weight, sums them, and then decides on the amount
of normalization. An alternative approach to weight
normalization has been proposed (Sullivan and de Sa,
2006). The normalization algorithm did not need
information from every synapse but rather was
based on the average activities of the units and
homeostatic plasticity. When Hebbian and homeo-
static mechanisms were combined, the average
activities of the units were better maintained com-
pared to the standard Hebbian models.

Dimensionality reduction facilitates the classifica-
tion, the visualization, and the storage of high-
dimensional data. A simple and widely used method
is PCA, which finds the directions of greatest
variance in the data set and represents each data
point by its coordinates along each of these direc-
tions. A new deep network model has been proposed
to transform the high-dimensional data into a low-
dimensional code (Hinton and Salakhutdinov, 2006).
The adaptive multilayer network consisted of two
subnetworks, an encoder and decoder. The encoder
transformed high-dimensional data into a low-
dimensional code. The code layer was then used as
the input layer to the decoder network to reconstruct
the original input pattern.

The two networks were trained together to mini-
mize the discrepancy between the original data and
its reconstruction. The required gradients were
obtained using the chain rule to back-propagate
error derivatives, first through the decoder network
and then through the encoder network. In general, it
is difficult to optimize the weights in a multilayer
network with many hidden layers. Large initial
weights typically lead to poor local minima; with
small initial weights, the gradients in the early layers
are tiny, making it impossible to train. But if the
initial weights are close to a good solution, gradient
descent back-propagation works well. A good initial
network was obtained with unsupervised learning
based on Restricted Boltzmann Machine (RBM)
learning algorithm. First, the input layer of the
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multilayer network was used as a visible layer of
RBM, and the next layer served as a feature layer.
After learning one layer of feature detectors, the
weights were fixed and used for learning a second
layer of feature detectors. This layer-by-layer learn-
ing was repeated many times. After pretraining
multiple layers of feature detectors, the model was
unfolded to produce the encoder and decoder net-
works that initially used the same weights. The
global fine-tuning stage used back-propagation
through the whole network to adjust the weights for
optimal reconstruction.

They applied the algorithm to multiple tasks
including handwritten digits visualization, grayscale
images, and documents generalization. In all these
tasks, the new algorithm outperformed different
approaches based on PCA and other supervised
algorithms.

15.10 Conclusions

We have discussed learning rules and learning algo-
rithms designed for neural network models and
described some problems that can be solved by neural
networks with modifiable connections. Neural com-
putation is a broad field that continues to grow; only a
few selected studies have been used to illustrate gen-
eral principles.

Although early modeling efforts focused mainly
on traditional synaptic plasticity, such as LTP and
LTD, relatively new homeostatic plasticity mecha-
nisms are also being explored. Although synaptic
plasticity was once presumed to be the primary
neural mechanism of learning, recent models have
incorporated changes of intrinsic properties of the
neurons as well.

Most experimental studies of learning have
studied the mechanisms of synaptic plasticity in
reduced preparations. Recently the focus has shifted
to relating the changes in the synapses with behav-
ioral learning. For example, inhibitory avoidance
learning in rats produced the same changes in hippo-
campal glutamate receptors as induction of LTP with
HFS (Whitlock et al., 2006). Because the learning-
induced synaptic potentiation occluded HFS-induced
LTP, they concluded that inhibitory avoidance train-
ing induced LTP in hippocampus.

Theoretical approaches can integrate local mech-
anisms with whole system behavior. Even after
locating particular sites where changes occur, it is
still not clear to what degree those changes are

directly related to the learning. Building a computa-

tional model that integrates learning mechanisms

allows one to evaluate the importance of different

sites of plasticity. The observed plasticity for some

sites may be secondary, or compensatory to the pri-

mary sites of learning (Lisberger and Sejnowski,

1992).
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16.1 Introduction

In this chapter, a computational approach to the
function of the hippocampus in memory is described
and compared to other approaches. The theory is
quantitative and takes into account the internal and
systems-level connections of the hippocampus, the
effects on memory of damage to different parts of
the hippocampus, and the responses of hippocampal
neurons recorded during memory tasks. The theory
was developed by Rolls (1987, 1989a,b,c, 1996b,
2007), Treves and Rolls (1992, 1994), and with
other colleagues (Rolls et al., 2002; Rolls and
Stringer, 2005; Rolls and Kesner, 2006). The theory
was preceded by the work of Marr (1971), who
developed a mathematical model, which, although
not applied to particular networks within the hippo-
campus and dealing with binary neurons and binary
synapses that utilized heavily the properties of the
binomial distribution, was important in utilizing
computational concepts and in considering how
recall could occur in a network with recurrent col-
lateral connections. Analyses of these autoassociation
or attractor networks developed rapidly (Gardner-
Medwin, 1976; Kohonen, 1977; Hopfield, 1982; Amit,
1989; Treves and Rolls, 1991; Rolls and Treves,
1998). Rolls (1987, 1989b) produced a theory of the
hippocampus in which the CA3 neurons operated as

an autoassociation memory to store episodic mem-
ories including object and place memories, and the
dentate granule cells operated as a preprocessing
stage for this by performing pattern separation so
that the mossy fibers could act to set up different
representations for each memory to be stored in the
CA3 cells. He suggested that the CA1 cells operate as
a recoder for the information recalled from the CA3
cells to a partial memory cue, so that the recalled
information would be represented more efficiently to
enable recall, via the backprojection synapses, of ac-
tivity in the neocortical areas similar to that which
had been present during the original episode. At
about the same time, McNaughton and Morris
(1987) suggested that the CA3 network might be an
autoassociation network, and that the mossy fiber–
to-CA3 connections might implement detonator
synapses. The concepts that the diluted mossy fiber
connectivity might implement selection of a new
random set of CA3 cells for each new memory and
that a direct perforant path input to CA3 was needed
to initiate retrieval were introduced by Treves and
Rolls (1992). Since then, many investigators have
contributed to our understanding of hippocampal
computation, with some of these approaches
described in the section titled ‘Comparison with
other theories of hippocampal function’ and through-
out the chapter.
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16.2 A Theory of Hippocampal
Function

16.2.1 Systems-Level Functions of the
Hippocampus

Any theory of the hippocampus must state at the sys-
tems level what is computed by the hippocampus.
Some of the relevant evidence comes from the effects
of damage to the hippocampus, the responses of
neurons in the hippocampus during behavior, and
the systems-level connections of the hippocampus,
described in more detail elsewhere (Rolls and Kesner,
2006; Rolls, 2007).

16.2.1.1 Evidence from the effects

of damage to the hippocampus

Damage to the hippocampus or to some of its connec-
tions such as the fornix in monkeys produces deficits in
learning about the places of objects and about the places
where responses should be made (Buckley and Gaffan,
2000). For example, macaques and humans with
damage to the hippocampal system or fornix are
impaired in object–place memory tasks in which not
only the objects seen but where they were seen must be
remembered (Gaffan, 1994; Burgess et al., 2002; Crane
and Milner, 2005). Posterior parahippocampal lesions
in macaques impair even a simple type of object-place
learning in which the memory load is just one pair of
trial-unique stimuli (Malkova and Mishkin, 2003).
Further, neurotoxic lesions that selectively damage
the primate hippocampus impair spatial scenememory,
tested by the ability to remember where in a scene to
touch to obtain reward (Murray et al., 1998). Rats with
hippocampal lesions are impaired in using environ-
mental spatial cues to remember particular places
(O’Keefe and Nadel, 1978; Jarrard, 1993; Cassaday
and Rawlins, 1997; Martin et al., 2000; Kesner et al.,
2004). These memory functions are important in event
or episodic memory, in which the ability to remember
what happened where on typically a single occasion is
important.

It will be suggested below that an autoassociation
memory implemented by the CA3 neurons enables
event or episodic memories to be formed by enabling
associations to be formed between spatial and other
including object representations.

16.2.1.2 The necessity to recall

information from the hippocampus

Information stored in the hippocampus will need to
be retrieved and affect other parts of the brain in

order to be used. The information about episodic
events recalled from the hippocampus could be
used to help form semantic memories (Rolls, 1989b,d,
1990a; Treves and Rolls, 1994). For example, remem-
bering many particular journeys could help to build a
geographic cognitive map in the neocortex. The
hippocampus and neocortex would thus be comple-
mentary memory systems, with the hippocampus
being used for rapid, on-the-fly, unstructured storage
of information involving activity potentially arriving
from many areas of the neocortex, while the neocor-
tex would gradually build and adjust the semantic
representation on the basis of much accumulating
information (Rolls, 1989b; Treves and Rolls, 1994;
McClelland et al., 1995; Moscovitch et al., 2005).
The present theory shows how information could be
retrieved within the hippocampus and how
this retrieved information could enable the activity
in neocortical areas that was present during the
original storage of the episodic event to be reinstated,
thus implementing recall, by using hippocampo-
neocortical backprojections (see Figure 1).

16.2.1.3 Systems-level neurophysiology

of the primate hippocampus

The systems-level neurophysiology of the hippocam-
pus shows what information could be stored or
processed by the hippocampus. To understand how
the hippocampus works, it is not sufficient to state
just that it can store information – one needs to know
what information. The systems-level neurophysiology
of the primate hippocampus has been reviewed
recently by Rolls and Xiang (2006), and a brief sum-
mary is provided here because it provides a perspective
relevant to understanding the function of the human
hippocampus that is somewhat different from that pro-
vided by the properties of place cells in rodents, which
have been reviewed elsewhere (see McNaughton et al.,
1983; O’Keefe, 1984; Muller et al., 1991; Jeffery et al.,
2004; Jeffery and Hayman, 2004).

The primate hippocampus contains spatial cells
that respond when the monkey looks at a certain part
of space, for example, at one quadrant of a video
monitor, while the monkey is performing an object–
place memory task in which he must remember
where on the monitor he has seen particular images
(Rolls et al., 1989). Approximately 9% of the hippo-
campal neurons have such spatial view fields, and
about 2.4% combine information about the position
in space with information about the object that is in
that position in space (Rolls et al., 1989). The repre-
sentation of space is for the majority of hippocampal
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neurons in allocentric – not egocentric – coordinates

(Feigenbaum and Rolls, 1991). These spatial view

cells can be recorded while monkeys move them-

selves round the test environment by walking (or

running) on all fours (Rolls et al., 1997a, 1998;

Robertson et al., 1998; Georges-François et al.,

1999). These hippocampal spatial view neurons

respond significantly differently for different allo-

centric spatial views, and have information about

spatial view in their firing rate, but do not respond

differently just on the basis of eye position, head

direction, or place. If the view details are obscured

by curtains and darkness, then some spatial view

neurons (especially those in CA1 and less those in

CA3) continue to respond when the monkey looks

toward the spatial view field, showing that these

neurons can be updated for at least short periods by

idiothetic (self-motion) cues including eye position

and head direction signals (Rolls et al., 1997b;

Robertson et al., 1998).
A fundamental question about the function of the

primate including human hippocampus is whether

object as well as allocentric spatial information is

represented. To investigate this, Rolls et al. (2005)

made recordings from single hippocampal formation

neurons while macaques performed an object–place

memory task that required the monkeys to learn

associations between objects, and where they were

shown in a room. Some neurons (10%) responded

differently to different objects independently of loca-

tion; other neurons (13%) responded to the spatial

view independently of which object was present at
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the location; and some neurons (12%) responded to a
combination of a particular object and the place
where it was shown in the room. These results show
that there are separate as well as combined represen-
tations of objects and their locations in space in the
primate hippocampus. This is a property required in
an episodic memory system, for which associations
between objects and the places where they are seen
are prototypical. The results thus show that a
requirement for a human episodic memory system,
separate and combined neuronal representations of
objects and where they are seen out there in the
environment, are present in the primate hippocam-
pus (Rolls et al., 2005). What may be a corresponding
finding in rats is that some rat hippocampal neurons
respond on the basis of the conjunction of location
and odor (Wood et al., 1999).

Primate hippocampal neuronal activity has also
been shown to be related to the recall of memories.
In a one–trial object place recall task, images of an
object in one position on a screen and of a second
object in a different position on the screen were
shown successively. Then one of the objects was
shown at the top of the screen, and the monkey had
to recall the position in which it had been shown
earlier in the trial and to touch that location (Rolls
and Xiang, 2006). In addition to neurons that
responded to the objects or places, a new type of
neuronal response was found in which 5% of hippo-
campal neurons had place-related responses when a
place was being recalled by an object cue.

The primate anterior hippocampus (which corre-
sponds to the rodent ventral hippocampus) receives
inputs frombrain regions involved in reward processing
such as the amygdala and orbitofrontal cortex (Pitkanen
et al., 2002). To investigate how this affective inputmay
be incorporated into primate hippocampal function,
Rolls and Xiang (2005) recorded neuronal activity
while macaques performed a reward-place association
task in which each spatial scene shown on a video
monitor had one location, which if touched yielded a
preferred fruit juice reward, and a second location that
yielded a less preferred juice reward. Each scene had
different locations for the different rewards. Of 312
hippocampal neurons analyzed, 18% responded more
to the location of the preferred reward in different
scenes, and 5% to the location of the less preferred
reward (Rolls and Xiang, 2005). When the locations of
the preferred rewards in the scenes were reversed, 60%
of 44 neurons tested reversed the location to which they
responded, showing that the reward–place associations
could be altered by new learning in a few trials. The
majority (82%) of these 44 hippocampal reward–place

neurons tested did not respond to object–reward asso-
ciations in a visual discrimination object–reward
association task. Thus the primate hippocampus con-
tains a representation of the reward associations of
places out there being viewed, and this is a way in
which affective information can be stored as part of an
episodic memory, and how the current mood state may
influence the retrieval of episodic memories. There is
consistent evidence that rewards available in a spatial
environment can influence the responsiveness of rodent
place neurons (Hölscher et al., 2003; Tabuchi et al.,
2003).

16.2.1.4 Systems-level anatomy

The primate hippocampus receives inputs via the
entorhinal cortex (area 28) and the highly developed
parahippocampal gyrus (areas TF and TH) as well as
the perirhinal cortex from the ends of many processing
streams of the cerebral association cortex, including the
visual and auditory temporal lobe association cortical
areas, the prefrontal cortex, and the parietal cortex
(Van Hoesen, 1982; Amaral, 1987; Amaral et al., 1992;
Suzuki and Amaral, 1994b; Witter et al., 2000b;
Lavenex et al., 2004) (see Figure 1). The hippocampus
is thus by its connections potentially able to associate
together object and spatial representations. In addition,
the entorhinal cortex receives inputs from the
amygdala and the orbitofrontal cortex, which could
provide reward-related information to the hippocam-
pus (Suzuki and Amaral, 1994a; Carmichael and Price,
1995; Stefanacci et al., 1996; Pitkanen et al., 2002).

The primary output from the hippocampus to neo-
cortex originates in CA1 and projects to subiculum,
entorhinal cortex, and parahippocampal structures
(areas TF-TH), as well as prefrontal cortex (Van
Hoesen, 1982; Witter, 1993; Delatour and Witter,
2002; van Haeften et al., 2003) (see Figure 1), though
there are other outputs (Rolls and Kesner, 2006).

16.2.2 The Operation of Hippocampal
Circuitry as a Memory System

16.2.2.1 Hippocampal circuitry

(see Figure 1; Amaral and Witter, 1989;

Storm-Mathiesen et al., 1990; Amaral, 1993; Witter

et al., 2000b; Naber et al., 2001; Lavenex et al.,

2004)

Projections from the entorhinal cortex layer 2
reach the granule cells (of which there are 106 in
the rat) in the dentate gyrus (DG), via the perforant
path (pp) (Witter, 1993). The granule cells project to
CA3 cells via the mossy fibers (mf), which provide a
sparse but possibly powerful connection to the 3?105
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CA3 pyramidal cells in the rat. Each CA3 cell
receives approximately 50 mf inputs, so that the
sparseness of this connectivity is thus 0.005%. By
contrast, there are many more – possibly weaker –
direct perforant path inputs also from layer 2 of the
entorhinal cortex onto each CA3 cell, in the rat on
the order of 4?103. The largest number of synapses
(approximately 1.2?104 in the rat) on the dendrites of
CA3 pyramidal cells is, however, provided by the
(recurrent) axon collaterals of CA3 cells themselves
(rc) (see Figure 2). It is remarkable that the recurrent
collaterals are distributed to other CA3 cells
throughout the hippocampus (Amaral and Witter,
1989; Amaral et al., 1990; Ishizuka et al., 1990;
Amaral and Witter, 1995), so that effectively the
CA3 system provides a single network, with a con-
nectivity of approximately 2% between the different
CA3 neurons given that the connections are bilateral.
The neurons that comprise CA3, in turn, project to
CA1 neurons via the Schaffer collaterals. In addition,
projections that terminate in the CA1 region origi-
nate in layer 3 of the entorhinal cortex (see Figure 1).

16.2.2.2 Dentate granule cells

The theory is that the dentate granule cell stage of
hippocampal processing that precedes the CA3 stage
acts in a number of ways to produce during learning

the sparse yet efficient (i.e., nonredundant) represen-
tation in CA3 neurons that is required for the
autoassociation implemented by CA3 to perform
well (Rolls, 1989b; Treves and Rolls, 1992; Rolls
and Kesner, 2006; Rolls et al., 2006).

The first way is that the perforant path – the
dentate granule cell system with its Hebb-like mod-
ifiability is suggested to act as a competitive learning
network to remove redundancy from the inputs pro-
ducing a more orthogonal, sparse, and categorized
set of outputs (Rolls, 1987, 1989a,b,d, 1990a,b, Rolls
and Treves, 1998; Rolls, 2007). (Competitive net-
works are described elsewhere: Hertz et al., 1991;
Rolls and Treves, 1998; Rolls and Deco, 2002; Rolls,
2008). The nonlinearity in the N-methyl-D-aspartate
(NMDA) receptors may help the operation of such a
competitive net, for it ensures that only the most
active neurons left after the competitive feedback
inhibition have synapses that become modified and
thus learn to respond to that input (Rolls, 1989a).
Because of the feedback inhibition, the competitive
process may result in a relatively constant number of
strongly active dentate neurons relatively indepen-
dently of the number of active perforant path inputs
to the dentate cells. The operation of the dentate
granule cell system as a competitive network may
also be facilitated by a Hebb rule of the form:

�wij ¼ k : ri ðr 9j –wij Þ; ½1�

where k is a constant, ri is the activation of the dendrite
(the postsynaptic term), r9j is the presynaptic firing rate,
wij is the synaptic weight, and r9j and wij are in appro-
priate units (Rolls, 1989a). Incorporation of a rule such
as this which implies heterosynaptic long-term depres-
sion (LTD) as well as long-term potentiation (LTP)
(see Levy and Desmond, 1985; Levy et al., 1990) makes
the sum of the synaptic weights on each neuron remain
roughly constant during learning (cf. Oja, 1982; see
Rolls, 1989a; Rolls and Treves, 1998; Rolls, 2008;
Rolls and Deco, 2002).

This functionality could be used to help build
hippocampal place cells in rats from the grid cells
present in the medial entorhinal cortex (Hafting
et al., 2005). Each grid cell responds to a set of places
in a spatial environment, with the places to which a
cell responds set out in a regular grid. Different grid
cells have different phases (positional offsets) and
grid spacings (or frequencies) (Hafting et al., 2005).
We (Rolls et al., 2006) have simulated the dentate
granule cells as a system that receives as inputs the
activity of a population of entorhinal cortex grid cells
as the animal traverses a spatial environment and

3,600 Perforant
path inputs

Recurrent
collaterals

Mossy fiber
inputs

Pyramidal cell layer

Outputs

300,000 CA3 neurons

12,000

46

Figure 2 The numbers of connections from three different

sources onto each CA3 cell from three different sources in

the rat. After Treves A and Rolls ET (1992) Computational
constraints suggest the need for two distinct input systems

to the hippocampal CA3 network.Hippocampus 2: 189–199;

Rolls ET and Treves A (1998) Neural Networks and Brain

Function. Oxford: Oxford University Press.
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have shown that the competitive net builds dentate-

like place cells from such entorhinal grid cell inputs

(see Figure 3). This occurs because the firing states

of entorhinal cortex cells that are active at the same

time when the animal is in one place become asso-

ciated together by the learning in the competitive

net, yet each dentate cell represents primarily one

place because the dentate representation is kept

sparse, thus helping to implement symmetry break-

ing (Rolls et al., 2006).
The second way is also a result of the competitive

learning hypothesized to be implemented by the

dentate granule cells (Rolls, 1987, 1989a,b,d, 1990a,b,

1994). It is proposed that this allows overlapping (or

very similar) inputs to the hippocampus to be separated

in the following way (see also Rolls, 1996b). Consider

three patterns B, W, and BW, where BW is a linear

combination of B and W. (To make the example very

concrete, we could consider binary patterns where

B¼ 10, W¼ 01, and BW¼ 11.) Then the memory

system is required to associate B with reward and W

with reward, but BW with punishment. Without the

hippocampus, rats might have more difficulty in solving

such problems, particularly when they are spatial, for
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Figure 3 Simulation of competitive learning in the dentate gyrus to produce place cells from the entorhinal cortex grid cell
inputs. (a), (b). Firing rate profiles of two entorhinal cortex grid cells with frequencies of four and seven cycles. In the

simulation, cells with frequencies of four to seven cycles were used, and with 25 phases or spatial offsets. (A phase is defined

as an offset in the X and Y directions, and five offset values were used in each direction.) The standard deviation of the peak
heights was set to 0.6. (c), (d): Firing rate profiles of two dentate gyrus cells after competitive network training with the Hebb

rule. After Rolls ET, Stringer SM, and Elliot T (2006) Entorhinal cortex grid cells can map to hippocampal place cells by

competitive learning. Netw. Comput. Neural Sys. 17: 447–465.
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the dentate/CA3 system in rodents is characterized by

being implicated in spatial memory. However, it is a

property of competitive neuronal networks that they

can separate such overlapping patterns, as has been

shown elsewhere (Rolls, 1989a; Rolls and Treves,

1998; Rolls, 2008); normalization of synaptic weight

vectors is required for this property. It is thus an

important part of hippocampal neuronal network archi-

tecture that there is a competitive network that

precedes the CA3 autoassociation system. Without the

dentate gyrus, if a conventional autoassociation net-

work were presented with the mixture BW having

learned B and W separately, then the autoassociation

network would produce a mixed output state and

would therefore be incapable of storing separate mem-

ories for B, W, and BW. It is suggested, therefore, that

competition in the DG is one of the powerful computa-

tional features of the hippocampus and could enable it

to help solve spatial pattern separation tasks (Rolls and

Kesner, 2006).
This computational hypothesis and its predictions

have been tested. Rats with DG lesions are impaired

at a metric spatial pattern separation task (Gilbert

et al., 2001; Goodrich-Hunsaker et al., 2005) (see

Figure 4). The recoding of grid cells in the entorhi-

nal cortex (Hafting et al., 2005) into small place field

cells in the dentate granule cells that has been mod-

eled (Rolls et al., 2006) can also be considered to be a

case where overlapping inputs must be recoded so

that different spatial components can be treated

differently. I note that Sutherland and Rudy’s con-
figural learning hypothesis was similar but was not
tested with spatial pattern separation. Instead, when
tested with, for example, tone and light combinations,
it was not consistently found that the hippocampus
was important (Sutherland and Rudy, 1991; O’Reilly
and Rudy, 2001). I suggest that application of the
configural concept, but applied to spatial pattern
separation, may capture part of what the DG – acting
as a competitive network – could perform, particu-
larly when a large number of such overlapping spatial
memories must be stored and retrieved.

The third way in which the DG is hypothesized to
contribute to the sparse and relatively orthogonal
representations in CA3 arises because of the very
low contact probability in the mf–CA3 connections
and is described in the section titled ‘Mossy fiber
inputs to the CA3 cells’ and by Treves and Rolls
(1992).

A fourth way is that, as suggested and explained in
the section titled ‘Mossy fiber inputs to the CA3
cells,’ the dentate granule cell–mf input to the CA3
cells may be powerful, and its use, particularly during
learning, would be efficient in forcing a new pattern
of firing onto the CA3 cells during learning.

In the ways just described, the dentate granule
cells could be particularly important in helping to
build and prepare spatial representations for the
CA3 network. The actual representation of space
in the primate hippocampus includes a representa-
tion of spatial view, whereas in the rat hippocampus
it is of the place where the rat is. The representation
in the rat may be related to the fact that with a much
less developed visual system than the primate, the
rat’s representation of space may be defined more by
the olfactory and tactile as well as distant visual cues
present and may thus tend to reflect the place where
the rat is. However, the spatial representations in the
rat and primate could arise from essentially the same
computational process as follows (Rolls, 1999; de
Araujo et al., 2001). The starting assumption is that
in both the rat and the primate, the dentate granule
cells (and the CA3 and CA1 pyramidal cells)
respond to combinations of the inputs received. In
the case of the primate, a combination of visual
features in the environment will, because of the
fovea providing high spatial resolution over a typical
viewing angle of perhaps 10�–20�, result in the for-
mation of a spatial view cell, the effective trigger for
which will thus be a combination of visual features
within a relatively small part of space. In contrast, in
the rat, given the very extensive visual field
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subtended by the rodent retina, which may extend
over 180�–270�, a combination of visual features
formed over such a wide visual angle would effec-
tively define a position in space that is a place (de
Araujo et al., 2001).

Although spatial view cells are present in the
parahippocampal areas (Rolls et al., 1997a, 1998;
Robertson et al., 1998; Georges-François et al., 1999),
and neurons with place-like fields (though in some
cases as a grid [Hafting et al., 2005]) are found in the
medial entorhinal cortex (Moser and Moser, 1998;
Brun et al., 2002; Fyhn et al., 2004; Moser, 2004),
there are backprojections from the hippocampus to
the entorhinal cortex and thus to parahippocampal
areas, and these backprojections could enable the hip-
pocampus to influence the spatial representations
found in the entorhinal cortex and parahippocampal
gyrus. On the other hand, as described above, the grid-
like place cells in the medial entorhinal cortex could, if
transformed by the competitive net functionality of
the dentate cells, result in the place cell activity (with-
out a repeating grid) that is found in dentate and rat
hippocampal neurons.

16.2.2.3 CA3 as an autoassociation

memory

16.2.2.3.(i) Arbitrary associations and pattern

completion in recall Many of the synapses in the
hippocampus show associative modification as shown
by long-term potentiation, and this synaptic modifi-
cation appears to be involved in learning (see Morris,
1989, 2003; Morris et al., 2003; Lynch, 2004). On the
basis of the evidence summarized above, Rolls (1987,
1989a,b,d, 1990a,b, 1991) and others (McNaughton
and Morris, 1987; Levy, 1989; McNaughton, 1991)
have suggested that the CA3 stage acts as an auto-
association memory that enables episodic memories
to be formed and stored in the CA3 network, and that
subsequently the extensive recurrent collateral con-
nectivity allows for the retrieval of a whole
representation to be initiated by the activation of
some small part of the same representation (the
cue). The crucial synaptic modification for this is in
the recurrent collateral synapses. A description of the
operation of autoassociative networks is provided by
Hertz et al. (1991), Rolls and Treves (1998), Rolls and
Deco (2002), and Rolls (2007). The architecture of an
autoassociation network is shown in Figure 2, and
the learning rule is as shown in eqn [1], except that
the subtractive term could be the presynaptic firing
rate (Rolls and Treves, 1998; Rolls and Deco, 2002).

The hypothesis is that because the CA3 operates
effectively as a single network, it can allow arbitrary
associations between inputs originating from very
different parts of the cerebral cortex to be formed.
These might involve associations between informa-
tion originating in the temporal visual cortex about
the presence of an object, as well as information
originating in the parietal cortex about where it is. I
note that although there is some spatial gradient in
the CA3 recurrent connections, so that the connec-
tivity is not fully uniform (Ishizuka et al., 1990),
nevertheless the network will still have the properties
of a single interconnected autoassociation network
allowing associations between arbitrary neurons to
be formed, given the presence of many long-range
connections that overlap from different CA3 cells.

Crucial issues include how many memories could
be stored in this system (to determine whether
the autoassociation hypothesis leads to a realistic
estimate of the number of memories that the hippo-
campus could store); whether the whole of a memory
could be completed from any part; whether the auto-
association memory can act as a short-term memory,
for which the architecture is inherently suited, and
whether the system could operate with spatial repre-
sentations, which are essentially continuous because
of the continuous nature of space. These and related
issues are considered in the remainder of this section
and in more detail elsewhere (Rolls and Kesner, 2006;
Rolls, 2008).

16.2.2.3.(i).(a) Storage capacity We have
performed quantitative analyses of the storage and
retrieval processes in the CA3 network (Treves and
Rolls, 1991, 1992). We have extended previous for-
mal models of autoassociative memory (see Amit,
1989) by analyzing a network with graded response
units, so as to represent more realistically the con-
tinuously variable rates at which neurons fire, and
with incomplete connectivity (Treves, 1990; Treves
and Rolls, 1991). We have found that in general, the
maximum number pmax of firing patterns that can be
(individually) retrieved is proportional to the num-
ber CRC of (associatively) modifiable recurrent
collateral synapses per cell, by a factor that increases
roughly with the inverse of the sparseness a of the
neuronal representation (Each memory is precisely
defined in the theory: It is a set of firing rates of
the population of neurons – which represent a
memory – that can be stored and later retrieved,
with retrieval being possible from a fraction of the
originally stored set of neuronal firing rates.) The
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sparseness of response (or selectivity) of a single cell to
a set of stimuli (which in the brain has approximately
the same value as the sparseness of the response of the
population of neurons to any one stimulus, which
can in turn be thought of as the proportion of neurons
that is active to any one stimulus if the neurons
had binary responses; see Franco et al., 2007) is
defined as

a ¼
�X

i¼1;n
ri=n

�2 X
i¼1;n

r 2i =n
� �

;
.

½2�

where ri is the firing rate to the ith stimulus in the set
of n stimuli. The sparseness ranges from 1/n, when
the cell responds to only one stimulus, to a maximal
value of 1.0, attained when the cell responds with the
same rate to all stimuli. Approximately,

pmax ffi CRC

a lnð1=aÞ k; ½3�

where k is a factor that depends weakly on the
detailed structure of the rate distribution, on the con-
nectivity pattern, and so on, but is roughly on the
order of 0.2–0.3 (Treves and Rolls, 1991). The sparse-
ness a in this equation is strictly the population
sparseness (Treves and Rolls, 1991; Franco et al.,
2007). The population sparseness ap would be mea-
sured by measuring the distribution of firing rates of
all neurons to a single stimulus at a single time. The
single-cell sparseness or selectivity as would be mea-
sured by the distribution of firing rates to a set of
stimuli, which would take a long time. These concepts
are elucidated by Franco et al. (2007). The sparseness
estimates obtained by measuring early gene changes,
which are effectively population sparsenesses, would
thus be expected to depend greatly on the range of
environments or stimuli in which these were
measured. If the environment was restricted to
one stimulus, this would reflect the population
sparseness. If the environment was changing, the
measure from early gene changes would be rather
undefined, as all the populations of neurons activated
in an undefined number of testing situations would be
likely to be activated. For example, for CRC¼ 12,000
and a¼ 0.02, pmax is calculated to be approximately
36,000. This analysis emphasizes the utility of having
a sparse representation in the hippocampus, for this
enables many different memories to be stored. Third,
in order for most associative networks to store infor-
mation efficiently, heterosynaptic LTD (as well as
LTP) is required (Fazeli and Collingridge, 1996;

Rolls and Deco, 2002; Rolls and Treves, 1990, 1998;
Treves and Rolls, 1991). Simulations that are fully
consistent with the analytic theory are provided by
Simmen et al. (1996) and Rolls et al. (1997b).

We have also indicated how to estimate I, the total
amount of information (in bits per synapse) that can
be retrieved from the network. I is defined with
respect to the information ip (in bits per cell) con-
tained in each stored firing pattern, by subtracting
the amount il lost in retrieval and multiplying by
p/CRC:

I ¼ p

CRC
ðip – iiÞ ½4�

The maximal value Imax of this quantity was found
(Treves and Rolls, 1991) to be in several interesting
cases around 0.2–0.3 bits per synapse, with only a
mild dependency on parameters such as the sparse-
ness of coding a.

We may then estimate (Treves and Rolls, 1992)
how much information has to be stored in each pat-
tern for the network to efficiently exploit its
information retrieval capacity Imax. The estimate is
expressed as a requirement on ip:

ip > a lnð1=aÞ ½5�
As the information content of each stored pattern

ip depends on the storage process, we see how the
retrieval capacity analysis, coupled with the notion
that the system is organized so as to be an efficient
memory device in a quantitative sense, leads to a
constraint on the storage process.

A number of points that arise are treated else-
where (Rolls and Kesner, 2006; Rolls, 2007). Here I
note that given that the memory capacity of the
hippocampal CA3 system is limited, it is necessary
to have some form of forgetting in this store, or
another mechanism to ensure that its capacity is not
exceeded. (Exceeding the capacity can lead to a loss
of much of the information retrievable from the
network.) Heterosynaptic LTD could help this for-
getting, by enabling new memories to overwrite old
memories (Rolls, 1996a, 2007). The limited capacity
of the CA3 system does also provide one of the
arguments that some transfer of information from
the hippocampus to neocortical memory stores may
be useful (see Treves and Rolls, 1994). Given its
limited capacity, the hippocampus might be a useful
store for only a limited period, which might be on the
order of days, weeks, or months. This period may
well depend on the acquisition rate of new episodic
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memories. If the animal were in a constant and lim-
ited environment, then as new information is not
being added to the hippocampus, the representations
in the hippocampus would remain stable and persis-
tent. These hypotheses have clear experimental
implications, both for recordings from single neurons
and for the gradient of retrograde amnesia, both of
which might be expected to depend on whether the
environment is stable or frequently changing. They
show that the conditions under which a gradient of
retrograde amnesia might be demonstrable would be
when large numbers of new memories are being
acquired, not when only a few memories (few in the
case of the hippocampus being less than a few hun-
dred) are being learned.

16.2.2.3.(i).(b) Recall A fundamental property
of the autoassociation model of the CA3 recurrent
collateral network is that the recall can be symmetric,
that is, the whole of the memory can be retrieved
from any part. For example, in an object–place auto-
association memory, an object could be recalled from
a place retrieval cue, and vice versa. This is not the
case with a pattern association network. If, for exam-
ple, the CA3 activity represented a place–spatial
view, and perforant path inputs with associative
synapses to CA3 neurons carried object information
(consistent with evidence that the lateral perforant
path [LPP] may reflect inputs from the perirhinal
cortex connecting via the lateral entorhinal cortex
[Hargreaves et al., 2005]), then an object could recall
a place, but a place could not recall an object.

A prediction of the theory is thus that the CA3
recurrent collateral associative connections enable
arbitrary associations to be formed between whatever
is represented in the hippocampus, in that, for exam-
ple, any place could be associated with any object,
and in that the object could be recalled with a spatial
recall cue, or the place with an object recall cue.

In one test of this, Day et al. (2003) trained rats in a
study phase to learn in one trial an association between
two flavors of food and two spatial locations. During a
recall test phase they were presented with a flavor that
served as a cue for the selection of the correct location.
They found that injections of an NMDA blocker
(AP5) or alpha-amino-3-hydroxy-5-methyl-isoxazole-
4-propionic acid (AMPA) blocker (CNQX) to the dor-
sal hippocampus prior to the study phase impaired
encoding, but injections of AP5 prior to the test phase
did not impair the place recall, whereas injections of
CNQX did impair the place recall. The interpretation
is that somewhere in the hippocampus NMDA

receptors are necessary for forming one-trial odor–
place associations, and that recall can be performed
without further involvement of NMDA receptors.

In a hippocampus subregion test of this, rats in a
study phase are shown one object in one location, and
then a second object in another location. (There are
50 possible objects and 48 locations.) In the test phase,
the rat is shown one object in the start box and then
after a 10-s delay must go to the correct location
(choosing between two marked locations). CA3
lesions made after training in the task produced
chance performance on this one-trial object–place
recall task. A control, fixed visual conditional-to-
place task (Rolls and Kesner, 2006) with the same
delay was not impaired, showing that it is recall after
one-trial (or rapid) learning that is impaired. In the
context of arbitrary associations between whatever is
represented in CA3, the theory also predicts that
cued place–object recall tasks and cued place–odor
recall tasks should be impaired by CA3 lesions.

Evidence that the CA3 system is not necessarily
required during recall in a reference memory spatial
task, such as the water maze spatial navigation for a
single spatial location task, is that CA3-lesioned rats
are not impaired during recall of a previously learned
water maze task (Brun et al., 2002; Florian and
Roullet, 2004). However, if completion from an
incomplete cue is needed, then CA3 NMDA recep-
tors are necessary (presumably to ensure satisfactory
CA3–CA3 learning), even in a reference memory
task (Nakazawa et al., 2002). Thus, the CA3 system
appears to be especially needed in rapid, one-trial
object–place recall and when completion from an
incomplete cue is required.

In a neurophysiological investigation of one-trial
object–place learning followed by recall of the spatial
position in which to respond when shown the object,
Rolls and Xiang (2005) showed that some primate
hippocampal (including CA3) neurons respond to an
object cue with the spatial position in which the
object had been shown earlier in the trial. Thus,
some hippocampal neurons appear to reflect spatial
recall given an object recall cue.

16.2.2.3.(i).(c) Completion Another funda-
mental property is that the recall can be complete
even from a small fragment. Thus, it is a prediction
that when an incomplete retrieval cue is given, CA3
may be especially important in the retrieval process.
Tests of this prediction of a role for CA3 in pattern
completion have been performed, as follows.
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Rats were tested on a cheese board with a black
curtain with four extramaze cues surrounding the
apparatus. (The cheese board is like a dry-land
water maze with 177 holes on a 119-cm-diameter
board.) Rats were trained to move a sample phase
object covering a food well that could appear in one
of five possible spatial locations. During the test
phase of the task, following a 30-s delay, the animal
needs to find the same food well in order to receive
reinforcement with the object now removed. After
reaching stable performance in terms of accuracy to
find the correct location, rats received lesions in CA3.
During postsurgery testing, four extramaze cues were
always available during the sample phase. However,
during the test phase zero, one, two, or three cues
were removed in different combinations. The results
indicate that controls performed well on the task
regardless of the availability of one, two, three, or
all cues, suggesting intact spatial pattern completion.
Following the CA3 lesion, however, there was an
impairment in accuracy compared to the controls
especially when only one or two cues were available,
suggesting impairment in spatial pattern completion
in CA3-lesioned rats (Gold and Kesner, 2005) (see
Figure 5). A useful aspect of this task is that the test

for the ability to remember a spatial location learned
in one presentation can be tested with a varying
number of available cues, and many times in which
the locations vary, to allow for accurate measurement
of pattern completion ability when the information
stored on the single presentation must be recalled.

In another study, Nakazawa et al. (2002) trained
CA3 NMDA receptor-knockout mice in an analo-
gous task, using the water maze. When the animals
were required to perform the task in an environment
where some of the familiar cues were removed, they
were impaired in performing the task. The result
suggests that the NMDA receptor–dependent synap-
tic plasticity mechanisms in CA3 are critical to
perform the pattern completion process in the
hippocampus.

16.2.2.3.(ii) Continuous spatial patterns and

CA3 representations The fact that spatial pat-
terns, which imply continuous representations of
space, are represented in the hippocampus has led
to the application of continuous attractor models to
help understand hippocampal function. This has
been necessary because space is inherently continu-
ous, because the firing of place and spatial view cells
is approximately Gaussian as a function of the dis-
tance away from the preferred spatial location,
because these cells have spatially overlapping fields,
and because the theory is that these cells in CA3 are
connected by Hebb-modifiable synapses. This speci-
fication would inherently lead the system to operate
as a continuous attractor network. Continuous attrac-
tor network models have been studied by Amari
(1977), Zhang (1996), Taylor (1999), Samsonovich
and McNaughton (1997), Battaglia and Treves
(1998), Stringer et al. (2002a,b, 2004), Stringer and
Rolls (2002), and Rolls and Stringer (2005) (see Rolls,
2007; Rolls and Deco, 2002) and are described next.

A continuous attractor neural network (CANN)
can maintain the firing of its neurons to represent any
location along a continuous physical dimension such
as spatial position and head direction. It uses excit-
atory recurrent collateral connections between the
neurons (as are present in CA3) to reflect the distance
between the neurons in the state space of the animal
(e.g., place or head direction). These networks can
maintain the bubble of neural activity constant for
long periods wherever it is started, to represent the
current state (head direction, position, etc.) of the
animal, and are likely to be involved in many aspects
of spatial processing and memory, including spatial
vision. Global inhibition is used to keep the number
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Figure 5 Pattern completion impairment produced by
CA3 lesions. The mean (and SEM) degree of error in finding

the correct place in the cheeseboard task when rats were

tested with 1, 2, 3, or 4 of the cues available. A graded

impairment in the CA3 lesion group as a function of the
number of cues available was found. The task was learned

in the study phase with the four cues present. The

performance of the control group is also shown. After Gold
AE and Kesner RP (2005) The role of the CA3 subregion of

the dorsal hippocampus in spatial pattern completion in the

rat. Hippocampus 15: 808–814.

Computational Models of Hippocampal Functions 341



of neurons in a bubble or packet of actively firing

neurons relatively constant and to help to ensure that

there is only one activity packet. Continuous attrac-

tor networks can be thought of as very similar to

autoassociation or discrete attractor networks (see

Rolls and Deco, 2002) and have the same architec-

ture, as illustrated in Figure 6. The main difference is

that the patterns stored in a CANN are continuous

patterns, with each neuron having broadly tuned

firing that decreases with, for example, a Gaussian

function as the distance from the optimal firing loca-

tion of the cell is varied, and with different neurons

having tuning that overlaps throughout the space.

Such tuning is illustrated in Figure 7. For compar-

ison, autoassociation networks normally have discrete

(separate) patterns (each pattern implemented by the

firing of a particular subset of the neurons), with no

continuous distribution of the patterns throughout the

space (see Figure 7). A consequent difference is that

the CANN can maintain its firing at any location in

the trained continuous space, whereas a discrete

attractor or autoassociation network moves its popula-

tion of active neurons toward one of the previously

learned attractor states, and thus implements the recall

of a particular previously learned pattern from an

incomplete or noisy (distorted) version of one of the

previously learned patterns.
The energy landscape of a discrete attractor net-

work (see Rolls and Deco, 2002) has separate energy

minima, each one of which corresponds to a learned

pattern, whereas the energy landscape of a continu-

ous attractor network is flat, so that the activity

packet remains stable with continuous firing wher-

ever it is started in the state space. (The state space

refers to the set of possible spatial states of the animal

in its environment, e.g., the set of possible places in a

room.)
So far we have said that the neurons in the con-

tinuous attractor network are connected to each

other by synaptic weights wij that are a simple func-

tion, for example, Gaussian, of the distance between

the states of the agent in the physical world (e.g., head

directions, spatial views, etc.) represented by the

neurons. In many simulations, the weights are set by

formula to have weights with these appropriate

Gaussian values. However, Stringer et al. (2002b)

showed how the appropriate weights could be set

up by learning. They started with the fact that since

External input
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       activation

ri = Output firing
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Figure 6 The architecture of a continuous attractor neural

network. The architecture is the same as that of a discrete
attractor neural network.
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Figure 7 The types of firing patterns stored in continuous

attractor networks are illustrated for the patterns present on

neurons 1–1000 for Memory 1 (when the firing is that

produced when the spatial state represented is that for
location 300), and for Memory 2 (when the firing is that

produced when the spatial state represented is that for

location 500). The continuous nature of the spatial

representation results from the fact that each neuron has a
Gaussian firing rate that peaks at its optimal location. This

particular mixed network also contains discrete

representations that consist of discrete subsets of active
binary firing rate neurons in the range 1001–1500. The firing

of these latter neurons can be thought of as representing the

discrete events that occur at the location. Continuous

attractor networks by definition contain only continuous
representations, but this particular network can store mixed

continuous and discrete representations, and is illustrated

to show the difference of the firing patterns normally stored

in separate continuous attractor and discrete attractor
networks. For this particular mixed network, during learning,

Memory 1 is stored in the synaptic weights, then Memory 2,

etc., and each memory contains a part that is continuously
distributed to represent physical space and a part that

represents a discrete event or object.
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the neurons have broad tuning that may be Gaussian
in shape, nearby neurons in the state space will have
overlapping spatial fields, and will thus be coactive to
a degree that depends on the distance between them.
The authors postulated that therefore the synaptic
weights could be set up by associative learning based
on the coactivity of the neurons produced by external
stimuli as the animal moved in the state space. For
example, head direction cells are forced to fire during
learning by visual cues in the environment that pro-
duces Gaussian firing as a function of head direction
from an optimal head direction for each cell. The
learning rule is simply that the weights wij from head
direction cell j with firing rate rHD

j to head direction
cell i with firing rate rHD

i are updated according to an
associative (Hebb) rule:

�wij ¼ krHD
i rHD

j ; ½6�

where �wij is the change of synaptic weight and k is
the learning rate constant. During the learning phase,
the firing rate rHD

i of each head direction cell i might
be the following the Gaussian function of the displa-
cement of the head from the optimal firing direction
of the cell:

rHD
i ¼ e – s

2
HD=2	

2
HD ; ½7�

where sHD is the difference between the actual head
direction x (in degrees) of the agent and the optimal
head direction xi for head direction cell i, and 	HD is
the standard deviation. Stringer et al. (2002b) showed
that after training at all head directions, the synaptic
connections develop strengths that are an almost
Gaussian function of the distance between the cells
in head direction space.

16.2.2.3.(iii) Combined continuous and discrete

memory representations in the same (e.g., CA3)

network, and episodic memory Space is continu-
ous, and object representations are discrete. If these
representations are to be combined in, for example,
an object–place memory, then we need to understand
the operation of networks that combine these repre-
sentations. It has now been shown that attractor
networks can store both continuous patterns and dis-
crete patterns (as illustrated in Figure 7) and can
thus be used to store, for example, the location in
(continuous, physical) space (e.g., the place out there
in a room represented by spatial view cells) where an
object (a discrete item) is present (Rolls et al., 2002).

16.2.2.3.(iv) The capacity of a continuous

attractor network, and multiple charts If spa-
tial representations are stored in the hippocampus,
the important issue arises in terms of understanding
memories that include a spatial component or con-
text of how many such spatial representations could
be stored in a continuous attractor network. The very
interesting result is that because there are in general
low correlations between the representations of
places in different maps or charts (where each map
or chart might be of one room or locale), very many
different maps can be simultaneously stored in a
continuous attractor network (Battaglia and Treves,
1998a).

16.2.2.3.(v) Idiothetic update by path

integration We have considered how spatial
representations could be stored in continuous
attractor networks and how the activity can be
maintained at any location in the state space in a
form of short-term memory when the external (e.g.,
visual) input is removed. However, many networks
with spatial representations in the brain can be
updated by internal, self-motion (i.e., idiothetic)
cues even when there is no external (e.g., visual)
input. The way in which path integration could be
implemented in recurrent networks such as the CA3
system in the hippocampus or in related systems is
described next.

Single-cell recording studies have shown that
some neurons represent the current position along a
continuous physical dimension or space even when
no inputs are available, for example, in darkness.
Examples include neurons that represent the posi-
tions of the eyes (i.e., eye direction with respect to the
head), the place where the animal is looking in space,
head direction, and the place where the animal is
located. In particular, examples of such classes of
cells include head direction cells in rats (Ranck,
1985; Taube et al., 1990; Muller et al., 1996; Taube
et al., 1996) and primates (Robertson et al., 1999),
which respond maximally when the animal’s head is
facing in a particular preferred direction; place cells
in rats (O’Keefe and Dostrovsky, 1971; McNaughton
et al., 1983; O’Keefe, 1984; Muller et al., 1991;
Markus et al., 1995) that fire maximally when the
animal is in a particular location; and spatial view
cells in primates that respond when the monkey is
looking toward a particular location in space (Rolls
et al., 1997a; Robertson et al., 1998; Georges-François
et al., 1999).
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One approach to simulating the movement of an
activity packet produced by idiothetic cues (which is
a form of path integration whereby the current loca-
tion is calculated from recent movements) is to
employ a look-up table that stores (taking head direc-
tion cells as an example), for every possible head
direction and head rotational velocity input generated
by the vestibular system, the corresponding new head
direction (Samsonovich and McNaughton, 1997). An
analogous approach has been described for entorhinal
cortex grid cells (McNaughton et al., 2006). Another
approach involves modulating the strengths of the
recurrent synaptic weights in the continuous attractor
on one but not the other side of a currently repre-
sented position, so that the stable position of the
packet of activity, which requires symmetric connec-
tions in different directions from each node, is lost,
and the packet moves in the direction of the tempo-
rarily increased weights, although no possible
biological implementation was proposed of how the
appropriate dynamic synaptic weight changes might
be achieved (Zhang, 1996). Another mechanism (for
head direction cells) (Skaggs et al., 1995) relies on a
set of cells, termed (head) rotation cells, which are
coactivated by head direction cells and vestibular
cells and drive the activity of the attractor network
by anatomically distinct connections for clockwise
and counterclockwise rotation cells, in what is effec-
tively a look-up table. However, these proposals did
not show how the synaptic weights for this path
integration could be achieved by a biologically plau-
sible learning process.

Stringer et al. (2002b) introduced a proposal with
more biological plausibility about how the synaptic
connections from idiothetic inputs to a continuous
attractor network can be learned by a self-organizing
learning process. The mechanism associates a short-
term memory trace of the firing of the neurons in the
attractor network reflecting recent movements in the
state space (e.g., of places) with an idiothetic velocity
of movement input (see Figure 8). This has been
applied to head direction cells (Stringer et al.,
2002b), rat place cells (Stringer et al., 2002a,b), and
primate spatial view cells (Stringer et al., 2004, 2005;
Rolls and Stringer, 2005). These attractor networks
provide a basis for understanding cognitive maps and
how they are updated by learning and by self-motion.
The implication is that to the extent that path
integration of place or spatial view representations
is performed within the hippocampus itself, then
the CA3 system is the most likely part of the hippo-
campus to be involved in this, because it has

the appropriate recurrent collateral connections.
Consistent with this, Whishaw and colleagues
(Maaswinkel et al., 1999; Whishaw et al., 2001;
Wallace and Whishaw, 2003) have shown that path
integration is impaired by hippocampal lesions. Path
integration of head direction is reflected in the firing
of neurons in the presubiculum, and mechanisms
outside the hippocampus probably implement path
integration for head direction.

16.2.2.3.(vi) The dynamics of the recurrent

network The analysis described earlier of the
capacity of a recurrent network such as the CA3
considered steady-state conditions of the firing rates
of the neurons. The question arises of how quickly
the recurrent network would settle into its final state.
With reference to the CA3 network, how long does it
take before a pattern of activity, originally evoked in
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Figure 8 Neural network architecture for two-dimensional
continuous attractor models of place cells. There is a

recurrent network of place cells with firing rates r P, which

receives external inputs from three sources: (i) the visual
system IV, (ii) a population of head direction cells with firing

rates r HD, and (iii) a population of forward velocity cells with

firing rates r FV. The recurrent weights between the place

cells are denoted by w RC, and the idiothetic weights to the
place cells from the forward velocity cells and head

direction cells are denoted by w FV.
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CA3 by afferent inputs, becomes influenced by the
activation of recurrent collaterals? In a more general
context, recurrent collaterals between the pyramidal
cells are an important feature of the connectivity of
the cerebral neocortex. How long would it take these
collaterals to contribute fully to the activity of cor-
tical cells? If these settling processes took on the
order of hundreds of milliseconds, they would be
much too slow to contribute usefully to cortical ac-
tivity, whether in the hippocampus or the neocortex
(Rolls, 1992; Panzeri et al., 2001; Rolls and Deco,
2002; Rolls, 2003).

It has been shown that if the neurons are not
treated as McCulloch-Pitts neurons, which are sim-
ply updated at each iteration, or cycle of time steps
(and assume the active state if the threshold is
exceeded), but instead are analyzed and modeled as
integrate-and-fire neurons in real continuous time,
then the network can effectively relax into its recall
state very rapidly in one or two time constants of the
synapses (Treves, 1993; Battaglia and Treves, 1998b;
Rolls and Treves, 1998; Rolls and Deco, 2002). This
corresponds to perhaps 20ms in the brain. One factor
in this rapid dynamics of autoassociative networks
with brain-like integrate-and-fire membrane and
synaptic properties is that with some spontaneous
activity, some of the neurons in the network are
close to threshold already before the recall cue is
applied, and hence some of the neurons are very
quickly pushed by the recall cue into firing, so that
information starts to be exchanged very rapidly
(within 1–2ms of brain time) through the modified
synapses by the neurons in the network. The pro-
gressive exchange of information starting early on
within what would otherwise be thought of as an
iteration period (of perhaps 20ms, corresponding to
a neuronal firing rate of 50 spikes/s) is the mecha-
nism accounting for rapid recall in an autoassociative
neuronal network made biologically realistic in this
way. Further analysis of the fast dynamics of these
networks if they are implemented in a biologically
plausible way with integrate-and-fire neurons, is pro-
vided in Section 7.7 of Rolls and Deco (2002), in
Appendix A5 of Rolls and Treves (1998), by Treves
(1993), and by Panzeri et al. (2001).

16.2.2.3.(vii) Mossy fiber inputs to the CA3

cells We hypothesize that the mf inputs force effi-
cient information storage by virtue of their strong
and sparse influence on the CA3 cell firing rates
(Rolls, 1987, 1989b,d; Treves and Rolls, 1992). (The
strong effects likely to be mediated by the mfs were

also emphasized by McNaughton and Morris [1987]
and McNaughton and Nadel [1990].) We hypothe-
size that the mf input appears to be particularly
appropriate in several ways.

First of all, the fact that mf synapses are large and
located very close to the soma makes them relatively
powerful in activating the postsynaptic cell. (This
should not be taken to imply that a CA3 cell can be
fired by a single mf excitatory postsynaptic potential
[EPSP].)

Second, the firing activity of dentate granule cells
appears to be very sparse (Jung and McNaughton,
1993), and this, together with the small number of
connections on each CA3 cell, produces a sparse
signal, which can then be transformed into an even
sparser firing activity in CA3 by a threshold effect.
For example, if only one granule cell in 100 were
active in the dentate gyrus, and each CA3 cell
received a connection from 50 randomly placed
granule cells, then the number of active mf inputs
received by CA3 cells would follow a Poisson dis-
tribution of average 50/100¼ 1/2, that is, 60% of the
cells would not receive any active input, 30% would
receive only one, 7.5% two, little more than 1%
would receive three, and so on. (It is easy to show
from the properties of the Poisson distribution and
our definition of sparseness that the sparseness of
the mf signal as seen by a CA3 cell would be
x/(1þ x), with x ¼ CMFaDG, assuming equal
strengths for all mf synapses.) If three mf inputs
were required to fire a CA3 cell and these were the
only inputs available, we see that the activity in CA3
would be roughly as sparse, in the example, as in the
dentate gyrus. CMF is the number of mf connections
to a CA3 neuron, and aDG is the sparseness of the
representation in the dentate granule cells.

Third, nonassociative plasticity of mfs (see Brown
et al., 1989, 1990) might have a useful effect in enhan-
cing the signal-to-noise ratio, in that a consistently
firing mf would produce nonlinearly amplified cur-
rents in the postsynaptic cell, which would not
happen with an occasionally firing fiber (Treves
and Rolls, 1992). This plasticity, and also learning
in the dentate, would also have the effect that similar
fragments of each episode (e.g., the same environ-
mental location) recurring on subsequent occasions
would be more likely to activate the same population
of CA3 cells, which would have potential advantages
in terms of economy of use of the CA3 cells in
different memories, and in making some link between
different episodic memories with a common feature,
such as the same location in space.
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Fourth, with only a few, and powerful, active mf
inputs to each CA3 cell, setting a given sparseness of
the representation provided by CA3 cells would be
simplified, for the EPSPs produced by the mfs would
be Poisson distributed with large membrane potential
differences for each active mf. Setting the average
firing rate of the dentate granule cells would effectively
set the sparseness of the CA3 representation, without
great precision being required in the threshold setting
of the CA3 cells (Rolls et al., 1997b). Part of what is
achieved by the mf input may be setting the sparseness
of the CA3 cells correctly, which, as shown above, is
very important in an autoassociative memory store.

Fifth, the nonassociative and sparse connectivity
properties of the mf connections to CA3 cells may be
appropriate for an episodic memory system that can
learn very fast, in one trial. The hypothesis is that the
sparse connectivity would help arbitrary relatively
uncorrelated sets of CA3 neurons to be activated for
even somewhat similar input patterns without the need
for any learning of how best to separate the patterns,
which in a self-organizing competitive network would
take several repetitions (at least) of the set of patterns.

The mf solution may thus be adaptive in a system
that must learn in one trial, and for which the CA3
recurrent collateral learning requires uncorrelated sets
of CA3 cells to be allocated for each (one-trial) epi-
sodic memory. The hypothesis is that the mf sparse
connectivity solution performs the appropriate func-
tion without the mf system having to learn by repeated
presentations of how best to separate a set of training
patterns. The perforant path input would, the quanti-
tative analysis shows, not produce a pattern of firing in
CA3 that contains sufficient information for learning
(Treves and Rolls, 1992).

On the basis of these points, we predict that
the mfs may be necessary for new learning in the
hippocampus but may not be necessary for recall
of existing memories from the hippocampus.
Experimental evidence consistent with this predic-
tion about the role of the mfs in learning has been
found in rats with disruption of the dentate granule
cells (Lassalle et al., 2000).

As acetylcholine turns down the efficacy of the
recurrent collateral synapses between CA3 neurons
(Hasselmo et al., 1995), then cholinergic activation
also might help to allow external inputs rather than
the internal recurrent collateral inputs to dominate
the firing of the CA3 neurons during learning, as the
current theory proposes. If cholinergic activation at
the same time facilitated LTP in the recurrent col-
laterals (as it appears to in the neocortex), then

cholinergic activation could have a useful double
role in facilitating new learning at times of behavioral
activation, when presumably it may be particularly
relevant to allocate some of the limited memory
capacity to new memories.

16.2.2.3.(viii) Perforant path inputs to CA3

cells By calculating the amount of information
that would end up being carried by a CA3 firing
pattern produced solely by the perforant path input
and by the effect of the recurrent connections, we
have been able to show (Treves and Rolls, 1992) that
an input of the perforant path type, alone, is unable to
direct efficient information storage. Such an input is
too weak, it turns out, to drive the firing of the cells,
as the dynamics of the network are dominated by the
randomizing effect of the recurrent collaterals. This
is the manifestation, in the CA3 network, of a general
problem affecting storage (i.e., learning) in all auto-
associative memories. The problem arises when the
system is considered to be activated by a set of input
axons making synaptic connections that have to com-
pete with the recurrent connections, rather than
having the firing rates of the neurons artificially
clamped into a prescribed pattern.

An autoassociative memory network needs affer-
ent inputs also in the other mode of operation, that is,
when it retrieves a previously stored pattern of ac-
tivity. We have shown (Treves and Rolls, 1992) that
the requirements on the organization of the afferents
are in this case very different, implying the necessity
of a second, separate input system, which we have
identified with the perforant path to CA3. In brief,
the argument is based on the notion that the cue
available to initiate retrieval might be rather small,
that is, the distribution of activity on the afferent
axons might carry a small correlation, q<< 1, with
the activity distribution present during learning. In
order not to lose this small correlation altogether, but
rather transform it into an input current in the CA3
cells that carries a sizable signal – which can then
initiate the retrieval of the full pattern by the recur-
rent collaterals – one needs a large number of
associatively modifiable synapses. This is expressed
by the formulas that give the specific signal S pro-
duced by sets of associatively modifiable synapses, or
by nonassociatively modifiable synapses: If CAFF is
the number of afferents per cell,

SASS �
ffiffiffiffiffiffiffiffiffiffi
CAFF

p
ffiffiffi
p

p q SNONASS � 1ffiffiffiffiffiffiffiffiffiffi
CAFF

p q: ½8�
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Associatively modifiable synapses are therefore
needed and are needed in a number CAFF of the
same order as the number of concurrently stored
patterns p, so that small cues can be effective, whereas
nonassociatively modifiable synapses – or even more
so, nonmodifiable ones – produce very small signals,
which decrease in size the larger the number of
synapses. In contrast with the storage process, the
average strength of these synapses does not play
now a crucial role. This suggests that the perforant
path system is the one involved in relaying the cues
that initiate retrieval.

16.2.2.4 CA1 cells

16.2.2.4.(i) Associative retrieval at the CA3 to

CA1 (Schaffer collateral) synapses The CA3
cells connect to the CA1 cells by the Schaeffer col-
lateral synapses. The following arguments outline the
advantage of this connection being associatively
modifiable and apply independently of the relative
extent to which the CA3 or the direct entorhinal
cortex inputs to CA1 drive the CA1 cells during the
learning phase.

The amount of information about each episode
retrievable from CA3 has to be balanced against the
number of episodes that can be held concurrently in
storage. The balance is regulated by the sparseness of
the coding. Whatever the amount of information per
episode in CA3, one may hypothesize that the orga-
nization of the structures that follow CA3 (i.e., CA1,
the various subicular fields, and the return projec-
tions to neocortex) should be optimized so as to
preserve and use this information content in its
entirety. This would prevent further loss of informa-
tion, after the massive but necessary reduction in
information content that has taken place along the
sensory pathways and before the autoassociation
stage in CA3. We have proposed (Treves and Rolls,
1994; Treves, 1995) that the need to preserve the
full information content present in the output of an
autoassociative memory requires an intermediate
recoding stage (CA1) with special characteristics. In
fact, a calculation of the information present in the
CA1 firing pattern, elicited by a pattern of activity
retrieved from CA3, shows that a considerable frac-
tion of the information is lost if the synapses are
nonmodifiable, and that this loss can be prevented
only if the CA3 to CA1 synapses are associatively
modifiable. Their modifiability should match the
plasticity of the CA3 recurrent collaterals. The addi-
tional information that can be retrieved beyond that
retrieved by CA3 because the CA3 to CA1 synapses

are associatively modifiable is strongly demonstrated
by the hippocampal simulation described by Rolls
(1995) and is quantitatively analyzed by Schultz and
Rolls (1999).

16.2.2.4.(ii) Recoding in CA1 to facilitate

retrieval to the neocortex If the total amount of
information carried by CA3 cells is redistributed over
a larger number of CA1 cells, less information needs
to be loaded onto each CA1 cell, rendering the code
more robust to information loss in the next stages.
For example, if each CA3 cell had to code for two bits
of information, for example, by firing at one of four
equiprobable activity levels, then each CA1 cell (if
there were twice as many as there are CA3 cells)
could code for just 1 bit, for example, by firing at
one of only two equiprobable levels. Thus, the same
information content could be maintained in the over-
all representation while reducing the sensitivity to
noise in the firing level of each cell. In fact, there are
more CA1 cells than CA3 cells in rats (2.5� 105).
There are even more CA1 cells (4.6� 106) in humans
(and the ratio of CA1 to CA3 cells is greater). The
CA1 cells may thus provide the first part of the
expansion for the return projections to the enormous
numbers of neocortical cells in primates, after the
bottleneck of the single network in CA3, the number
of neurons in which may be limited because it has to
operate as a single network.

Another argument on the operation of the CA1
cells is also considered to be related to the CA3
autoassociation effect. In this, several arbitrary pat-
terns of firing occur together on the CA3 neurons and
become associated together to form an episodic or
whole scene memory. It is essential for this
CA3 operation that several different sparse represen-
tations are present conjunctively in order to form the
association. Moreover, when completion operates in
the CA3 autoassociation system, all the neurons fir-
ing in the original conjunction can be brought into
activity by only a part of the original set of conjunc-
tive events. For these reasons, a memory in the CA3
cells consists of several different simultaneously
active ensembles of activity. To be explicit, the
parts A, B, C, D, and E of a particular episode
would each be represented, roughly speaking, by its
own population of CA3 cells, and these five popula-
tions would be linked together by autoassociation. It
is suggested that the CA1 cells, which receive these
groups of simultaneously active ensembles, can
detect the conjunctions of firing of the different
ensembles that represent the episodic memory and
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allocate by competitive learning neurons to represent
at least larger parts of each episodic memory (Rolls,
1987, 1989a,b,d, 1990a,b). In relation to the simple
example above, some CA1 neurons might code for
ABC, and others for BDE, rather than having to
maintain independent representations in CA1 of A,
B, C, D, and E. This implies a more efficient repre-
sentation, in the sense that when eventually, after
many further stages, neocortical neuronal activity is
recalled (as discussed later), each neocortical cell
need not be accessed by all the axons carrying each
component A, B, C, D, and E but, instead, by fewer
axons carrying larger fragments, such as ABC and
BDE. This process is performed by competitive net-
works, which self-organize to find categories in the
input space, where each category is represented by a
set of simultaneously active inputs (Rolls and Treves,
1998; Rolls, 2000; Rolls and Deco, 2002).

16.2.2.4.(iii) CA1 inputs from CA3 vs direct

entorhinal inputs Another feature of the CA1
network is its double set of afferents, with each of
its cells receiving most synapses from the Schaeffer
collaterals coming from CA3, but also a proportion
(about 1/6; Amaral et al., 1990) from direct perforant
path projections from entorhinal cortex. Such projec-
tions appear to originate mainly in layer 3 of
entorhinal cortex (Witter et al., 1989) from a popula-
tion of cells only partially overlapping with that
(mainly in layer 2) giving rise to the perforant path
projections to DG and CA3. This suggests that it is
useful to include in CA1 not only what it is possible
to recall from CA3 but also the detailed information
present in the retrieval cue itself (see Treves and
Rolls, 1994).

Another possibility is that the perforant path input
provides the strong forcing input to the CA1 neurons
during learning and that the output of the CA3 sys-
tem is associated with this forced CA1 firing during
learning (McClelland et al., 1995). During recall, an
incomplete cue could then be completed in CA3, and
the CA3 output would then produce firing in CA1
that would correspond to that present during the
learning. This suggestion is essentially identical to
that of Treves and Rolls (1994) about the backprojec-
tion system and recall, except that McClelland et al.
(1995) suggest that the output of CA3 is associated at
the CA3 to CA1 (Schaeffer collateral) synapses with
the signal present during training in CA1, whereas in
the theory of Treves and Rolls (1994), the output of
the hippocampus consists of CA1 firing, which is
associated in the entorhinal cortex and earlier

cortical stages with the firing present during learning,
providing a theory of how the correct recall is imple-
mented at every backprojection stage though the
neocortex (see the next section).

16.2.2.5 Backprojections to the neocortex

– a hypothesis

The need for information to be retrieved from the
hippocampus to affect other brain areas was noted in
the introduction. The way in which this could be
implemented via backprojections to the neocortex is
now considered.

It is suggested that the modifiable connections
from the CA3 neurons to the CA1 neurons allow
the whole episode in CA3 to be produced in CA1.
This may be assisted as described above by the direct
perforant path input to CA1. This might allow details
of the input key for the recall process, as well as the
possibly less information-rich memory of the whole
episode recalled from the CA3 network, to contribute
to the firing of CA1 neurons. The CA1 neurons
would then activate, via their termination in the
deep layers of the entorhinal cortex, at least the
pyramidal cells in the deep layers of the entorhinal
cortex (see Figure 1). These entorhinal cortex layer
5 neurons would then, by virtue of their backprojec-
tions (Lavenex and Amaral, 2000; Witter et al.,
2000a) to the parts of cerebral cortex that originally
provided the inputs to the hippocampus, terminate in
the superficial layers (including layer 1) of those
neocortical areas, where synapses would be made
onto the distal parts of the dendrites of the (super-
ficial and deep) cortical pyramidal cells (Rolls, 1989a,
1989b, 1989d). The areas of cerebral neocortex in
which this recall would be produced could include
multimodal cortical areas (e.g., the cortex in the
superior temporal sulcus, which receives inputs
from temporal, parietal, and occipital cortical areas,
and from which it is thought that cortical areas such
as 39 and 40, related to language, developed), and
also areas of unimodal association cortex (e.g., infer-
ior temporal visual cortex). The backprojections, by
recalling previous episodic events, could provide
information useful to the neocortex in the building
of new representations in the multimodal and uni-
modal association cortical areas, which by building
new long-term representations can be considered as a
form of memory consolidation (Rolls, 1989a,b,d,
1990a,b), or in organizing actions.

The hypothesis of the architecture with which this
would be achieved is shown in Figure 1. The feed-
forward connections from association areas of the
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cerebral neocortex (solid lines in Figure 1) show

major convergence as information is passed to CA3,

with the CA3 autoassociation network having the

smallest number of neurons at any stage of the pro-

cessing. The backprojections allow for divergence

back to neocortical areas. The way in which I suggest

that the backprojection synapses are set up to have

the appropriate strengths for recall is as follows

(Rolls, 1989a,b,d). During the setting up of a new

episodic memory, there would be strong feedforward

activity progressing toward the hippocampus. During

the episode, the CA3 synapses would be modified,

and via the CA1 neurons and the subiculum, a

pattern of activity would be produced on the back-

projecting synapses to the entorhinal cortex. Here

the backprojecting synapses from active backprojec-

tion axons onto pyramidal cells being activated by

the forward inputs to entorhinal cortex would be

associatively modified. A similar process would be

implemented at preceding stages of neocortex, that is,

in the parahippocampal gyrus/perirhinal cortex

stage, and in association cortical areas, as shown in

Figure 1.
The concept is that during the learning of an

episodic memory, cortical pyramidal cells in at least

one of the stages would be driven by forward inputs

but would simultaneously be receiving backprojected

activity (indirectly) from the hippocampus, which

would, by pattern association from the backproject-

ing synapses to the cortical pyramidal cells, become

associated with whichever cortical cells were being

made to fire by the forward inputs. Then, later on,

during recall, a recall cue from perhaps another part

of cortex might reach CA3, where the firing during

the original episode would be completed. The result-

ing backprojecting activity would then, as a result of

the pattern association learned previously, bring back

the firing in any cortical area that was present during

the original episode. Thus, retrieval involves rein-

stating the activity that was present in different

cortical areas during the learning of an episode.

(The pattern association is also called heteroassocia-

tion, to contrast it with autoassociation. The pattern

association operates at multiple stages in the back-

projection pathway, as made evident in Figure 1.) If

the recall cue was an object, this might result in recall

of the neocortical firing that represented the place in

which that object had been seen previously. As noted

elsewhere in this chapter and by McClelland et al.

(1995), that recall might be useful to the neocortex to

help it build new semantic memories, which might

inherently be a slow process and is not part of the
theory of recall.

16.2.2.6 Backprojections to the neocortex

– quantitative aspects

A plausible requirement for a successful hippocampus-
directed recall operation is that the signal generated
from the hippocampally retrieved pattern of activity,
and carried backward toward neocortex, remains
undegraded when compared to the noise due, at each
stage, to the interference effects caused by the concur-
rent storage of other patterns of activity on the same
backprojecting synaptic systems. That requirement is
equivalent to that used in deriving the storage capacity
of such a series of heteroassociative memories, and it
was shown in Treves and Rolls (1991) that the max-
imum number of independently generated activity
patterns that can be retrieved is given, essentially, by
the same formula as eqn (3) above where, however, a is
now the sparseness of the representation at any given
stage and C is the average number of (back)projections
each cell of that stage receives from cells of the pre-
vious one. (k9 is a similar, slowly varying factor to that
introduced above.) If p is equal to the number of
memories held in the hippocampal memory, it is lim-
ited by the retrieval capacity of the CA3 network, pmax.
Putting together the formula for the latter with that
shown here, one concludes that, roughly, the require-
ment implies that the number of afferents of (indirect)
hippocampal origin to a given neocortical stage (CHBP),
must be CHBP¼CRCanc/aCA3, where C

RC is the num-
ber of recurrent collaterals to any given cell in CA3,
the average sparseness of a representation is anc, and
aCA3 is the sparseness of memory representations there
in CA3.

This requirement is very strong: Even if represen-
tations were to remain as sparse as they are in CA3,
which is unlikely, to avoid degrading the signal, CHBP

should be as large as CRC, that is, 12,000 in the rat. If
then CHBP has to be of the same order as CRC, one is
led to a very definite conclusion: A mechanism of the
type envisaged here could not possibly rely on a set
of monosynaptic CA3-to-neocortex backprojections.
This would imply that, to make a sufficient number
of synapses on each of the vast number of neocortical
cells, each cell in CA3 has to generate a dispropor-
tionate number of synapses (i.e., CHBP times the ratio
between the number of neocortical and the number
of CA3 cells). The required divergence can be kept
within reasonable limits only by assuming that the
backprojecting system is polysynaptic, provided that
the number of cells involved grows gradually at each
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stage, from CA3 back to neocortical association areas
(Treves and Rolls, 1994) (cf. Figure 1).

The theory of recall by the backprojections thus
provides a quantitative account of why the cerebral
cortex has as many backprojection as forward projec-
tion connections. Further aspects of the operation of
the backprojecting systems are described elsewhere
(Rolls, 2008).

16.3 Comparison with Other
Theories of Hippocampal Function

The overall theory described here is close in differ-
ent respects to those of a number of other
investigators (Marr, 1971; Brown and Zador, 1990;
McNaughton and Nadel, 1990; Eichenbaum et al.,
1992; Gaffan, 1992; Squire, 1992; Moscovitch et al.,
2005), and of course priority is not claimed on all the
propositions put forward here.

Some theories postulate that the hippocampus per-
forms spatial computation. The theory of O’Keefe and
Nadel (1978), that the hippocampus implements a
cognitive map, placed great emphasis on spatial func-
tion. It supposed that the hippocampus at least holds
information about allocentric space in a form that
enables rats to find their way in an environment
even when novel trajectories are necessary, that is, it
permits an animal to ‘go from one place to another
independent of particular inputs (cues) or outputs
(responses), and to link together conceptually parts
of the environment which have never been experi-
enced at the same time’ (O’Keefe and Nadel, 1978).
O’Keefe (1990) extended this analysis and produced a
computational theory of the hippocampus as a cogni-
tive map, in which the hippocampus performs
geometric spatial computations. Key aspects of the
theory are that the hippocampus stores the centroid
and slope of the distribution of landmarks in an envi-
ronment and stores the relationships between the
centroid and the individual landmarks. The hippo-
campus then receives as inputs information about
where the rat currently is and where the rat’s target
location is and computes geometrically the body turns
and movements necessary to reach the target location.
In this sense, the hippocampus is taken to be a spatial
computer, which produces an output that is very
different from its inputs. This is in contrast to the
present theory, in which the hippocampus is a mem-
ory device that is able to recall what was stored in
it, using as input a partial cue. A prototypical example
in Rolls’ theory is the learning of object–place

association memory and the recall of the whole mem-
ory from a part, which can be used as a model of event
or episodic memory. O’Keefe’s theory postulates that
the hippocampus actually performs a spatial compu-
tation. A later theory (Burgess et al., 1994, 2000) also
makes the same postulate, but now the firing of place
cells is determined by the distance and approximate
bearing to landmarks, and the navigation is performed
by increasing the strength of connections from place
cells to goal cells and then performing a gradient-
ascent style search for the goal using the network.

McNaughton et al. (1991) have also proposed that
the hippocampus is involved in spatial computation.
They propose a compass solution to the problem of
spatial navigation along novel trajectories in known
environments, postulating that distances and bearings
(i.e., vector quantities) from landmarks are stored,
and that computation of a new trajectory involves
vector subtraction by the hippocampus. They postu-
late that a linear associative mapping is performed,
using as inputs a cross-feature (combination) repre-
sentation of (head) angular velocity and (its time
integral) head direction, to produce as output the
future value of the integral (head direction) after
some specified time interval. The system can be
reset by learned associations between local views of
the environment and head direction, so that when
later a local view is seen, it can lead to an output from
the network that is a (corrected) head direction. They
suggest that some of the key signals in the computa-
tional system can be identified with the firing of
hippocampal cells (e.g., local view cells) and subicu-
lar cells (head direction cells). It should be noted that
this theory requires a (linear) associative mapping
with an output (head direction) different in form
from the inputs (head angular velocity over a time
period, or local view). This is pattern association
(with the conditioned stimulus local view and the
unconditioned stimulus head direction), not autoas-
sociation, and it has been postulated that this pattern
association can be performed by the hippocampus (cf.
McNaughton and Morris, 1987). This theory is again
in contrast to the present theory, in which the hippo-
campus operates as a memory to store events that
occur at the same time and can recall the whole
memory from any part of what was stored. (A pattern
associator uses a conditioned stimulus to map an
input to a pattern of firing in an output set of neurons,
which is like that produced in the output neurons by
the unconditioned stimulus. A description of pattern
associations and autoassociators in a neurobiological
context is provided by Rolls (1996a, 2007) and Rolls
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and Treves (1998). The present theory is fully con-
sistent with the presence of spatial view cells and
whole-body motion cells in the primate hippocampus
(Rolls, 1999; Rolls and O’Mara, 1993; Rolls and
Xiang, 2006) (or place or local view cells in the rat
hippocampus, and head direction cells in the presu-
biculum), for it is often important to store and later
recall where one has been (views of the environment,
body turns made, etc.), and indeed such (episodic)
memories are required for navigation by dead reck-
oning in small environments.

The present theory thus holds that the hippocam-
pus is used for the formation of episodic memories
using autoassociation. This function is often neces-
sary for successful spatial computation but is not
itself spatial computation. Instead, I believe that spa-
tial computation is more likely to be performed in the
neocortex (utilizing information if necessary recalled
from the hippocampus). Consistent with this view,
hippocampal damage impairs the ability to learn new
environments but not to perform spatial computa-
tions such as finding one’s way to a place in a familiar
environment, whereas damage to the parietal cortex
and parahippocampal cortex can lead to problems
such as topographical and other spatial agnosias in
humans (see Gruesser and Landis, 1991; Kolb and
Whishaw, 2003). This is consistent with spatial
computations normally being performed in the neo-
cortex. In monkeys, there is evidence for a role of the
parietal cortex in allocentric spatial computation. For
example, monkeys with parietal cortex lesions are
impaired at performing a landmark task in which
the object to be chosen is signified by the proximity
to it of a landmark (another object; Ungerleider and
Mishkin, 1982).

A theory closely related to the present theory of
how the hippocampus operates has been developed
by McClelland et al. (1995). It is very similar to the
theory we have developed (Rolls, 1987, 1989a,b,d;
Treves and Rolls, 1992, 1994; Rolls, 2007) at the
systems level, except that it takes a stronger position
on the gradient of retrograde amnesia, emphasizes
that recall from the hippocampus of episodic infor-
mation is used to help build semantic representations
in the neocortex, and holds that the last set of
synapses that are modified rapidly during the learn-
ing of each episode are those between the CA3 and
the CA1 pyramidal cells, as described above (see
Figure 1). It also emphasizes the important point
that the hippocampal and neocortical memory sys-
tems may be quite different, with the hippocampus
specialized for the rapid learning of single events or

episodes and the neocortex for the slower learning of

semantic representations, which may necessarily

benefit from the many exemplars needed to shape

the semantic representation.
Lisman and colleagues (2005) have considered how

the memory of sequences could be implemented in the

hippocampus. This theory of sequential recall within

the hippocampus is inextricably linked to the internal

timing within the hippocampus imposed, he believes,

by the theta and gamma oscillations, and this makes it

difficult to recall each item in the sequence as it is

needed. It is not specified how one would read out

the sequence information, given that the items are

only 12ms apart. The Jensen and Lisman (1996)

model requires short, time constant NMDA channels

and is therefore unlikely to be implemented in the

hippocampus. Hasselmo and Eichenbaum (2005) have

taken up some of these sequence ideas and incorporated

them into their model, which has its origins in the Rolls

and Treves model (Rolls, 1989b; Treves and Rolls,

1992, 1994), but proposes, for example, that sequences

are stored in entorhinal cortex layer III. The proposal

that acetylcholine could be important during encoding

by facilitating CA3–CA3 LTP, and should be lower

during retrieval (Hasselmo et al., 1995), is an important

concept.
Another type of sequence memory uses synaptic

adaptation to effectively encode the order of the

items in a sequence (Deco and Rolls, 2005). This

could be implemented in recurrent networks such

as the CA3 or the prefrontal cortex.
In this chapter, we have seen that quantitative

approaches to the functions of the hippocampus in

memory are being developed by a number of inves-

tigators and that these theories are consistent with

the quantitative circuitry of the hippocampus as well

as with neuronal recordings and the effects of lesions.

Moreover, we have seen that the predictions of these

theories are now being tested.
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17.1 Introduction

Research investigating learning and memory from a
neurobiological perspective provides support for the
hypothesis that multiple memory systems exist in the
mammalian brain (for reviews, see Eichenbaum and
Cohen, 2001; White and McDonald, 2002). Several
theories outlining the psychological operating princi-
ples that define different types of memory have been
proposed (e.g., Hirsh, 1974; O’Keefe and Nadel, 1978;
Olton and Papas, 1979; Cohen and Squire, 1980;
Mishkin and Petri, 1984; Graf and Schacter, 1985). In
lower animals in particular, theoretical development
of the sets of psychological mechanisms that distin-
guish different types of memory has been significantly
influenced by the classic debate between cognitive
(e.g., Tolman, 1932) and stimulus-response (e.g.,
Thorndike, 1933; Hull, 1943) learning theorists. One
prominent dual-memory theory draws a distinction
between declarative and procedural memory (Cohen
and Squire, 1980; Squire and Zola-Morgan, 1991;
Eichenbaum and Cohen, 2001). In lower animals,
declarative memory involves the acquisition, consoli-
dation, and retrieval of relational representations that
allow for flexibility during behavioral expression
(Eichenbaum and Cohen, 2001) in a manner analogous
to the cognitive (Tolman, 1932) view of learning and
memory. Declarative memory relies largely on a neu-
roanatomical system composed of the hippocampus
and related structures in the medial temporal lobe

(Squire et al., 1993; Eichenbaum and Cohen, 2001). In
contrast, procedural memory involves the acquisition,
consolidation, and retrieval of individual representa-
tions that are behaviorally expressed in an inflexible
manner (Eichenbaum and Cohen, 2001), analogous, at
least in part, to the stimulus-response or habit (Hull,
1943) view of learning and memory.

In rats, numerous findings from studies employing
lesion, pharmacological, molecular, and electrophy-
siological approaches provide converging evidence
supporting the hypothesis that the dorsal striatum
(i.e., caudate-putamen) mediates the formation of
stimulus–response habits. The goals of the present
chapter are to provide a brief historical perspective to
the development of this hypothesis and to summarize
evidence of the role of the dorsal striatum in this form
of procedural learning. Studies employing brain
lesion techniques and pharmacological approaches
in rats are emphasized, particularly in those instances
in which dorsal striatal involvement in procedural
and declarative memory tasks has been directly
compared. However, it should be noted that neuro-
behavioral findings from electrophysiological (e.g.,
Graybiel et al., 1994; Rolls, 1994; Graybiel, 1998;
Jog et al., 1999) and molecular (e.g., Colombo et al.,
2003; Teather et al., 2005; Pittenger et al., 2006)
experiments in rats and nonhuman primates also
implicate the dorsal striatum in procedural learning.

In addition to dorsal striatal-dependent stimulus-
response memory, learning that is selectively mediated
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by other brain structures might also be considered
procedural in nature, at least to the extent that they
involve acquisition, consolidation, and retrieval of
information that is behaviorally expressed in a rela-
tively inflexible, stimulus-bound manner (Eichenbaum
and Cohen, 2001). For example, under this definition,
cerebellar-dependent classical conditioning of skeletal
musculature (for review, see Thompson, 2005) and
basolateral amygdala-dependent stimulus-affect learn-
ing (for review, see McDonald andWhite, 2002) might
also be broadly construed as forms of procedural learn-
ing (Squire and Zola-Morgan, 1991). Findings of
several studies have dissociated the roles of the dorsal
striatum and basolateral amygdala in learning and
memory. Therefore, following a consideration of dorsal
striatal involvement in stimulus-response learning,
data suggesting that learning based on stimulus-affect
associations is mediated by the basolateral amygdala is
briefly discussed.

17.2 The Neural Bases of Procedural
Learning: Emergence of the Dorsal
Striatal Hypothesis

In lower animals, the hypothesis that multiple mem-
ory systems exist was derived from an analysis of the
effects of damage to the hippocampal system on
behavior across a wide range of learning tasks (for
reviews, see Hirsh, 1974; O’Keefe and Nadel, 1978;
Olton, 1979). Similar to the selective behavioral pat-
tern that is observed in rats, lesions of the
hippocampal system in monkeys impair behavior in
tasks requiring declarative/cognitive memory and
spare acquisition of tasks that can be acquired by a
putative procedural or habit learning mechanism (for
review, see Mishkin and Appenzeller, 1987). In an
attempt to identify the neural bases of this spared
learning, the hypothesis that the primate dorsal stria-
tum and associated putamen mediate procedural
learning that involves the formation of stimulus–
response habits was introduced (Mishkin et al.,
1984; Mishkin and Petri, 1984; Mahut et al., 1984).
At the time that it was originally proposed, this
hypothesis was based largely on anatomical consid-
erations. Specifically, the dorsal striatum receives
sensory stimulus input from all regions of the cortex
via topographically arranged corticostriatal projec-
tions and can readily influence motor output via
downstream projections to brainstem structures
and/or via corticothalamic-basal ganglia loops (e.g.,
Webster, 1961; Van Hoesen et al., 1981; Alexander

et al., 1986). Thus, it was suggested that the dorsal
striatum is anatomically well situated to mediate
S-R habit learning across various sensory modalities
(Mishkin and Petri, 1984; Mahut et al., 1984),
although the behavioral evidence implicating the
striatum in procedural learning in nonhuman pri-
mates was fairly meager (Divac et al., 1967; Buerger
et al., 1974).

As noted by Iversen (1979), researchers interested
in the neurobiology of learning and memory were
not likely encouraged to examine a potential role for
the dorsal striatum in view of Karl Lashley’s prema-
ture conclusion that ‘‘the evidence seems conclusive
that in mammals the basal ganglia are not an essential
link in the patterning of learned activities’’ (Lashley,
1950, p. 454). Nonetheless, prior to the advent of
multiple memory system theories, several experi-
ments examining the effects of lesions of the dorsal
striatum on learning were conducted in rats. When
considered in retrospect, the findings of many of
these studies are consistent with the hypothesized
role of this structure in procedural learning and
memory. For example, dorsal striatal lesions impair
acquisition of various conditioned avoidance beha-
viors that can be readily acquired using a procedural
learning mechanism (e.g., Kirkby and Kimble, 1968;
Winocur and Mills, 1969; Neill and Grossman, 1971;
Mitcham and Thomas, 1972; Allen and Davidson,
1973; Kirkby and Polgar, 1974). In addition, by the
mid-1970s several studies in rats had demonstrated a
modulatory effect of posttraining electrical stimula-
tion of the dorsal striatum on memory consolidation
using various tasks that could conceivably be
acquired using a procedural learning mechanism
(for review, see Kesner and Wilburn, 1974).

17.3 Dorsal Striatum and Procedural
Learning: Dissociation Lesion
Experiments

The impairments observed following dorsal striatal
lesions in simultaneous discrimination learning in
monkeys (Divac et al., 1967; Buerger et al., 1974)
and in conditioned avoidance behaviors in rats (for
review, see Oberg and Divac, 1979) are consistent
with a putative role for this brain structure in proce-
dural learning and memory. However, rather than
impairing learning or memory processes per se, a
lesion-induced deficit in acquisition of a single type
of task may reflect an influence on nonmnemonic
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factors that are involved in task performance (e.g.,
sensory, motor, or motivational processes).

Dissociation methodology provides an experi-
mental design that more directly addresses the
question of whether a particular brain structure
plays a selective role in learned behavior. In a single
dissociation design, the role of a single brain structure
(X) in behavior is contrasted using a pair of behav-
ioral tasks (A, B). For example, lesions of the dorsal
striatum impair retention of an egocentric left-right
discrimination in a radial maze but do not impair
retention of an allocentric place learning task (Cook
and Kesner, 1988). In addition, dorsal striatal lesions
impair acquisition of a tactile discrimination proce-
dural learning task in a T maze but do not impair
declarative memory guiding goal-arm alternation
(Colombo et al., 1989). These examples of single
dissociations provide evidence consistent with a
selective role of the dorsal striatum in procedural
learning and are clearly more compelling than
studies using only one behavioral task. Nonetheless,
the presence of single dissociations may not reflect
a strict functional independence of procedural
and declarative memory systems in the brain
(Eichenbaum and Cohen, 2001; Packard, 2002).

A more stringent test of the hypothesis that the
dorsal striatum selectively mediates procedural
learning employs double dissociation methodology.
In this experimental design, the function of two brain
structures in behavior is contrasted in two behavioral
tasks. Ideally, this approach involves the use of a pair
of tasks that possess similar nonmnemonic (e.g., sen-
sory, motor, motivational) characteristics but that
differ in terms of the type of learning and memory
processes required. The first study to implement this
design to investigate the role of the dorsal striatum in
learning employed two radial maze tasks to compare
the effects of dorsal striatum and hippocampal system
lesions on procedural and declarative memory in rats
(Packard et al., 1989). In a declarative or cognitive
memory version of the task, rats obtained food
rewards by visiting each arm of the radial maze
once within a daily training session, and reentries
into maze arms that were previously visited are
scored as errors. This task requires rats to remember
which maze arms have been previously visited within
a trial and is essentially a test of declarative knowl-
edge that may involve spatial working memory
(Olton, 1979) and/or the use of a cognitive mapping
strategy (O’Keefe and Nadel, 1978). In a procedural
memory version of the task, rats obtained food
rewards by visiting four randomly selected and

illuminated maze arms twice within a daily training
session, and visits to unlit maze arms are scored as
errors. Every visit to an illuminated maze arm was
reinforced, and thus there was no requirement to use
declarative memory to remember specific arm
entries. Rather, this task can be acquired by a proce-
dural or habit learning mechanism by which a light
cue (i.e., a stimulus) evokes approach behavior (i.e., a
response). Pretraining electrolytic lesions of the dor-
sal striatum produce a dissociation in behavior in
these two radial maze tasks, impairing acquisition of
the procedural task and leaving acquisition of the
declarative task unaffected (Figure 1). In contrast,
lesions of the fimbria-fornix (a major input/output
pathway of the hippocampus) selectively impaired
acquisition of the declarative radial maze task, result-
ing in a double dissociation of the effects of dorsal
striatal and hippocampal system lesions on learning
(Packard et al., 1989). These findings were later
replicated in a study examining the effects of neuro-
toxic lesions of the dorsal striatum and hippocampus
(McDonald and White, 1993).

Although lesions of the dorsal striatum selectively
impair acquisition of visual discrimination behavior
in a procedural learning version of the radial maze
task (Packard et al., 1989; McDonald and White,
1993), it is possible that this deficit reflects disruption
of a stimulus–stimulus (light–food) association, rather
than a stimulus–response (light–approach) associa-
tion. The nature of the association guiding the
expression of learned behavior can be assessed in
a reinforcer devaluation paradigm (Adams and
Dickinson, 1981). Rats exposed to reinforcer devalu-
ation following acquisition of the dorsal striatal-
dependent radial maze task continue to approach
illuminated maze arms, indicating that performance
of the task involves expression of a stimulus-
response/habit form of procedural memory (Sage
and Knowlton, 2000).

A second study used two water maze tasks to
demonstrate that the selective role of the dorsal stria-
tum in procedural learning generalizes to aversively
motivated behavior (Packard andMcGaugh, 1992). In
these tasks, two rubber balls differing in visual appear-
ance (vertical vs. horizontal black and white stripes)
served as visual cues. One ball (correct) was located
on top of a platform that could be used to escape the
water, and the other ball (incorrect) was located on
top of a thin rod that did not provide escape. In a
declarative version of the task, the correct platform
was located in the same spatial location on every trial.
However, the visual pattern on the ball associated
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with the correct platform varied across trials, and thus
acquisition of this task required animals to use a
spatial form of declarative memory. In a procedural
version of the task, the visual pattern on the ball
associated with the correct platform was consistent,
but the platform was located in different spatial loca-
tions across trials. Therefore, this task can be acquired

by a procedural learning mechanism that involved

performing an approach response to a specific visual
cue. Pretraining lesions of the dorsal striatum impair
acquisition of the procedural task without affecting
acquisition of the declarative task (Figure 2). An
analogous dissociation is observed using a single-
platform water maze task in which rats are trained
to swim to a visible escape platform that is always

located in the same spatial location. In this situation,
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Figure 2 (a) A two-platform water maze task that can be acquired using a stimulus (visual pattern)–response (approach)

form of procedural learning (Packard and McGaugh, 1992). Rats learn to swim to a correct (C) escape platform with a distinct

visual pattern (ball with vertical stripes). Contact with an incorrect and inescapable platform (ball with horizontal stripes) is
scored as an error. The spatial location of both balls varies across trials, and therefore a spatial form of declarative memory is

not adequate for task acquisition. (b) Lesions of the caudate (i.e., dorsal striatum) severely impair acquisition, consistent with

the hypothesis that the dorsal striatum mediates procedural learning and memory. Note that lesions of the hippocampal
system (i.e., fornix) have no effect on acquisition. Data/graph used with permission from PackardMG andMcGaugh JL (1992)
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Figure 1 (a) In a radial maze task that can be acquired using a procedural learningmechanism, rats obtain eight food pellets
by visiting each of four randomly selected and illuminated maze arms twice within a daily training session (Packard et al.,

1989). This task can be acquired using a stimulus (light)–response (approach) form of procedural learning. Consistent with this

suggestion, rats trained in this task and exposed to reinforcer devaluation continue to approach illuminated maze arms (Sage

and Knowlton, 2000). Radial maze illustration used with permission from Eichenbaum H and Cohen NJ (2001) From
Conditioning to Conscious Recollection: Memory Systems of the Brain. Oxford Psychology Series, no. 35. New York: Oxford

University Press. (b) Lesions of the caudate (i.e., dorsal striatum) severely impair acquisition, consistent with the hypothesis

that the dorsal striatum mediates procedural learning and memory. Note that lesions of the hippocampal system (i.e., fornix)
actually enhance acquisition. This finding suggests that in some learning situations, hippocampus-dependent declarative

memory interferes with dorsal striatal–dependent procedural memory (for a review of competitive interactions amongmultiple

memory systems, see Poldrack and Packard, 2003). Data/graph used with permission from Packard MG, Hirsh R, and White

NM (1989) Differential effects of fornix and caudate nucleus lesions on two radial maze tasks: Evidence for multiple memory
systems. J. Neurosci. 9: 1465–1472.
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when the visible platform is moved to a new spatial
location following training, rats with pretraining
lesions of the dorsal striatum exhibit a declarative/
cognitive strategy and swim to the spatial location
that the platform was previously located in, whereas
control rats exhibit a procedural/habit strategy and
swim to the visible platform in its new location
(McDonald and White, 1994).

A third example of a lesion study providing evi-
dence of a selective role for the dorsal striatum in
procedural learning employed a plus-maze task that
was originally introduced as a means of distinguishing
between cognitive and stimulus-response habit the-
ories of learning (Tolman et al., 1946, 1947). The
plus-maze apparatus is arranged so that a goal box
(e.g., east or west) can be approached from one of
two start boxes (e.g., north or south). In a dual-solution
version of the task, rats are trained to obtain food from
a consistently baited goal box (e.g., east) from the same
start box (e.g., north). According to a declarative or
cognitive view of learning, rats trained in this task
learn the spatial location of the reinforcer, and this
relational information can be used to guide an
approach response to the baited goal box. In contrast,
according to a procedural or stimulus-response view
of learning, rats can learn to approach the baited goal
box by acquiring a response tendency (i.e., a specific
body turn) at the choice point of the maze. Note that
either a declarative or a procedural learning mecha-
nism can be used to successfully acquire this dual-
solution task. Following acquisition, a probe trial in
which rats are given a trial starting from the opposite
start box (e.g., north) can be used to assess the type of
learning acquired. Thus, rats with declarative knowl-
edge of the spatial location of the reinforcer should
continue to approach the baited goal box on the probe
trial (i.e., termed place learning), whereas rats that
have learned a specific body turn should choose the
opposite goal box on the probe trial (i.e., termed
response learning). The hypothesis that the dorsal
striatum may play a selective role in the expression
of procedural/response learning in the plus-maze was
examined using a reversible brain lesion technique
(Packard and McGaugh, 1996). In this study, rats
were trained in a daily session to obtain food from a
consistently baited goal box and were allowed to
approach this maze arm from the same start box on
each trial. Following 7 days of training (i.e., on day 8),
rats were given a probe trial to determine whether
they had acquired the task using place information
or had learned a specific body turn response. Prior
to the probe trial, a localized and reversible brain

lesion was produced via intradorsolateral striatal injec-
tions of the sodium channel blocker lidocaine. On the
day 8 probe trial, rats receiving lidocaine or saline
vehicle injections into the dorsal striatum were
predominantly place learners. Thus, consistent with
the findings from the radial and water maze studies
described above, infusions of lidocaine into the dorsal
striatum did not impair the expression of declarative/
place learning. With extended training in the dual-
solution plus-maze, intact rats eventually switch from
the use of place learning to a response-learning ten-
dency (Ritchie et al., 1950; Hicks, 1964). Therefore,
the rats were trained for an additional 7 days, given a
second probe trial on day 16, and again received
intracerebral injections of lidocaine prior to the
probe trial. On this second probe trial, rats receiving
vehicle injections into the dorsal striatum were now
predominantly response learners. However, rats
receiving intradorsal striatal injections of lidocaine
prior to the second probe trial exhibited place learn-
ing, indicating a blockade of the expression of response
learning (Figure 3). The selective impairment in
expression of response learning in the plus-maze
following neural inactivation of the dorsolateral stria-
tum is consistent with other evidence implicating this
brain region in egocentric learning (e.g., Potegal. 1969;
Cook and Kesner, 1988; Kesner et al., 1993). The
results also suggest that the shift or transition from
the use of place learning to response learning in a
dual-solution plus-maze task involves the gradual
recruitment of a dorsal striatal-based procedural
learning system to guide behavior. The functional
integrity of the dorsolateral striatum is also necessary
for the acquisition of a single-solution plus-maze task
that requires rats to use procedural response learning
by varying the start point on each trial and reinforcing
the same body turn at the choice point (Chang and
Gold, 2004).

It is important to note that in the radial maze
(Packard et al., 1989; McDonald and White, 1993),
water maze (Packard andMcGaugh, 1992; McDonald
and White, 1994), and plus-maze, (Packard and
McGaugh, 1996) tasks described above, lesions of
the hippocampal system produce the opposite effect
of dorsal striatal lesions. Specifically, hippocampal
damage impairs acquisition of the declarative/cogni-
tive versions of the tasks and spares (or in some cases
enhances) acquisition of procedural learning.
Moreover, the individual pairs of maze tasks used in
these studies possess the same motivational, sensory,
and motoric characteristics, suggesting that the dou-
ble dissociations observed reflect differential roles of
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the hippocampus and dorsal striatum in declarative
and procedural memory, rather than lesion-induced
deficits in non-mnemonic factors. The observed dou-
ble dissociations also allow for a more compelling
argument that deficits in task acquisition following
dorsal striatal lesions in studies employing a single
task reflect a selective impairment of procedural

learning. Examples include one-way and two-way
active avoidance (e.g., Kirkby and Kimble, 1968;
Neill and Grossman, 1971; Kirkby and Polgar, 1974;
Mitcham and Thomas, 1972; Winocur, 1974), audi-
tory discrimination learning (Adams et al., 2001), and
straight-alley runway behavior (Kirkby et al., 1981;
Salinas and White, 1998).

Training

Food

Probe trial

Place

Test choice

0 Saline Lidocaine Saline Lidocaine
Caudate nucleus

injection

Test day 8

Hippocampal
injection

Saline Lidocaine Saline Lidocaine
Caudate nucleus

injection

Test day 16

Hippocampal
injection

1

2

3

4

N
um

be
r 

of
 a

ni
m

al
s

5
6

7

8

9

10

11

13

12

14
Place

Response

Response

Figure 3 (a) In a dual-solution plus-maze task (Tolman et al., 1946), rats are trained to obtain food from a consistently baited

goal box (e.g., west) from the same start box (e.g., south). Either a declarative (i.e., place) or a procedural (i.e., response)
memory mechanism can be used to acquire this task. Following acquisition, a probe trial starting from the opposite start box

(e.g., north) is used to assess the type of learning strategy employed. Rats approaching the maze arm that was baited during

training are designated place learners, whereas rats that perform the specific body turn that was reinforced during training are

designated response learners. Photograph of E.C. Tolman provided courtesy of James L. McGaugh. (b) On an initial probe
trial (day 8), rats receiving intrastriatal saline or lidocaine are predominantly place learners, indicating that inactivation of the

striatum does not impair expression of declarative memory. On a second probe trial given after additional training (day 16),

rats receiving saline have switched to the use of response learning. In contrast, rats receiving intrastriatal lidocaine display

place learning, indicating a blockade of the expression of procedural learning. Note that hippocampal injections of lidocaine
produce the opposite effect, blocking expression of place (day 8), but not response learning (day 16). Thus, the transition to

response learning involves an anatomical shift from the use of the hippocampus to the dorsal striatum. In rats receiving

intrastriatal lidocaine, the use of place at the time point at which saline-treated rats have transitioned to response learning
indicates a continued functional independence of declarative and procedural memory. Data/graph used with permission from

Packard MG and McGaugh JL (1996) Inactivation of the hippocampus or caudate nucleus with lidocaine differentially affects

expression of place and response learning. Neurobiol. Learn. Mem. 65: 65–72.
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17.4 The Dorsal Striatum and
Procedural Memory Revisited:
Functional Heterogeneity

Although extensive evidence supports a role for the

dorsal striatum in a stimulus–response form of pro-

cedural learning (for reviews, see White, 1997;

Packard and Knowlton, 2002; Yin and Knowlton,

2006), increasing evidence from brain lesion studies

in rats suggests that this function does not involve the

entirety of this brain structure. Rather, lateral, but not

medial, regions of the dorsal striatum may be partic-

ularly critical in procedural learning that results in

the formation of stimulus–response habits. The

hypothesis that functional heterogeneity exists in

the learning and memory processes mediated by the

dorsal striatum is based in part on recognition that

this brain structure receives input from all areas of

the neocortex (e.g., Webster, 1961; Carman et al.,

1963; Webster, 1965; Kemp and Powell, 1970;

Veening et al., 1980; McGeorge and Faull, 1989).

This idea was explored behaviorally in several early

lesion experiments investigating the functional

relationship between the frontal cortex and the ante-

romedial regions of the dorsal striatum in delayed

alternation behavior and reversal learning (Rosvold,

1968; Divac, 1968, 1972; Kolb, 1977; for reviews, see

Iversen, 1979; Oberg and Divac, 1979).
In rats, damage to the medial dorsal striatum can

in some cases produce cognitive learning deficits

fairly similar to those observed following hippocam-

pal system damage (e.g., Divac, 1968; Kolb, 1977;

Whishaw et al., 1987; Devan et. al., 1999; Devan and

White, 1999; but see also Packard and McGaugh,

1992; DeCoteau and Kesner, 2000; Adams et al.,

2001; Sakamoto and Okaichi, 2001). Consistent with

the idea that medial and lateral regions of the dorsal

striatum are differentially involved in learning and

memory, lesions of the posterior dorsomedial, but not

the dorsolateral striatum, block the ability of reinfor-

cer devaluation to reduce instrumental responding

(Yin et. al., 2004, 2005, 2006). These findings suggest

that the dorsomedial striatum selectively mediates

expression of behavior based on action-outcome

associations in instrumental conditioning, whereas

the dorsolateral striatum selectively mediates stimu-

lus–response habit formation. In addition, pretraining

lesions of a posterior region of the dorsomedial stria-

tum, but not the dorsolateral striatum, result in

the predominant use of response learning in the

dual-solution plus-maze (Yin and Knowlton, 2004).

Further examples of dissociations between the role of
medial and lateral regions of the dorsal striatum in
learning include evidence that neurotoxic lesions of
the dorsolateral, but not dorsomedial striatum, impair
acquisition of an operant visual discrimination
task (Reading et al., 1991) and of a conditional
discrimination task that presumably involves stimu-
lus-response procedural learning (Featherstone and
McDonald, 2004a,b).

In addition to evidence suggesting that lateral, but
not medial, regions of the rat dorsal striatum mediate
procedural learning involving stimulus–response habit
formation, other findings indicate that mnemonic
function of the lateral dorsal striatum is organized
based on the nature of the sensory information pro-
vided by cortical input. For example, lesions of the
ventrolateral dorsal striatum, an area that receives
olfactory cortical input, impairs procedural learning
involving olfactory, but not visual sensory, information
(Viaud and White, 1989). In contrast, lesions of the
posteroventrolateral dorsal striatum, an area that
receives visual cortical input, impairs procedural
learning involving visual but not olfactory sensory
information (Viaud and White, 1989). Similarly, the
impairing effect of lesions of the dorsolateral striatum
on response learning in the plus-maze may reflect a
role for the vestibular/kinesthetic information that this
striatal region receives from the somatosensory cortex.

In summary, modification of the hypothesis that
stimulus-response procedural learning is mediated by
the dorsal striatum is likely necessary to account for
evidence indicating functional heterogeneity in the
mnemonic functions of this brain structure. At least
two levels of functional heterogeneity in the mnem-
onic functions of the dorsal striatum may exist.
Specifically, a medial-to-lateral anatomical gradient
may exist in the dorsal striatum that corresponds to a
differential functional involvement in declarative and
procedural memory, respectively. Second, within the
lateral regions of the dorsal striatum, stimulus-
response procedural learning appears to be organized
based on the nature of the specific sensory input that
is received from different cortical regions.

17.5 Dorsal Striatum and Procedural
Learning: Pharmacological
Experiments

The dorsal striatum contains several different neuro-
transmitters and neuropeptides (for review, see
Graybiel, 1990). With regard to the function of this
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brain structure in procedural learning and memory,
several studies have focused on the role of
dopaminergic, glutamatergic, and cholinergic neuro-
transmission. Dopaminergic projections to the dorsal
striatum originate in the substantia nigra (Moore and
Bloom, 1978; Gerfen and Wilson, 1996) and may
provide a reinforcing signal that is critical in the
initial formation of stimulus–response associations
(White 1989a; White et al., 1994). Corticostriatal
projections are primarily glutamatergic in nature
(Fonnum et al., 1981) and are hypothesized to pro-
vide sensory or stimulus information embedded in
stimulus–response associations (White 1989; White
et al., 1994). Acetylcholine is present in the dorsal
striatum within a substantial population of interneu-
rons (Lynch et al., 1972) and can interact with
dopaminergic transmission to modulate habit mem-
ory (White et al., 1994). In addition, the proportional
amounts of acetylcholine release in the hippocampus
and dorsal striatum may influence the use of habit
memory relative to other available learning strategies
(for review, see Gold, 2004).

Evidence implicating each of these three neuro-
transmitters in dorsal striatal-dependent procedural
learning and memory is briefly described here.
Particular emphasis is placed on studies investigating
the effects of posttraining manipulations of neurotrans-
mission in the dorsal striatum on the consolidation of
procedural memory. This experimental approach is
based on evidence that memory is in a labile state
following early exposure(s) to new information
(Muller and Pilzecker 1900) and can therefore be either
strengthened or weakened by experimental manipula-
tions (e.g., Duncan, 1949; Breen and McGaugh, 1961;
McGaugh, 1966). Importantly, this approach avoids
several potential nonmnemonic confounds that arise
in interpretation of drug effects on memory when
pretraining pharmacological treatments are adminis-
tered (for review, see McGaugh, 1989).

17.5.1 Dopamine

Impairments in the acquisition of various condi-
tioned avoidance behaviors following depletion of
dopamine in the nigrostriatal pathway memory pro-
vided the initial evidence of a possible role for striatal
dopamine in procedural learning and memory (Neill
et al., 1974; Zis et al., 1974). Subsequent research
demonstrated that posttraining electrical stimulation
of the nigrostriatal bundle enhances memory (Major
and White, 1978), and this effect is blocked by

administration of the dopamine receptor antagonist
pimozide (White and Major, 1978). An enhancement
of procedural memory is also observed following
posttraining injections of the indirect catecholamine
agonist amphetamine directly into the dorsal stria-
tum (Carr and White, 1984). Moreover, in a manner
analogous to the double dissociation produced by
irreversible lesions, posttraining intracerebral infu-
sions of amphetamine (Viaud and White, 1989) or
the dopamine D2 receptor agonist quinpirole (White
and Viaud, 1991) into the ventrolateral dorsal striatum
selectively enhance procedural memory involving
olfactory sensory information, whereas infusion of
these drugs into the posteroventrolateral dorsal stria-
tum selectively enhances procedural memory
involving visual sensory information. The latter find-
ings suggest that dopamine release in the dorsal
striatum enhances memory consolidation underlying
procedural memory in a site-specific manner that is
dependent on the nature of the sensory input provided
by corticostriatal projections.

The first study to directly compare the role of
dopaminergic function in the dorsal striatum in
declarative and procedural learning and memory
utilized versions of the two radial maze tasks
described earlier (Packard and White, 1991). In a
declarative memory version of the task, rats were
first allowed to obtain food from four of eight ran-
domly selected maze arms. They were then removed
from the maze and received an intradorsal striatal
injection of saline vehicle, amphetamine, the dopa-
mine D1 receptor agonist SKF 38393, or the
dopamine D2 receptor agonist quinpirole. Eighteen
hours later, the rats were returned to the maze for a
retention test with all eight maze arms open, and only
the four arms that had not been visited prior to the
delay contained food. In a procedural memory ver-
sion of the task, rats obtained food rewards by visiting
four randomly selected and illuminated maze arms.
Rats were removed from the maze following training
on day 5 and received an intradorsal striatal injection
of either vehicle, amphetamine, SKF 38393, or quin-
pirole and were returned for a retention test 24 h
later. Posttraining injection of all three dopamine
agonists enhanced memory in the procedural mem-
ory radial maze task but had no effect on memory in
the declarative memory radial maze task (Packard
and White, 1991). Similarly, in a cued water maze
task in which a visible escape platform is moved
to a new spatial location on each trial, procedural
memory consolidation is enhanced by posttraining
peripheral injections of amphetamine and quinpirole
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(Packard and McGaugh, 1994) and by intradorsal
striatum infusions of amphetamine (Packard et al.,
1994; Packard and Teather, 1998). In contrast, post-
training intradorsal striatal infusions of amphetamine
have no effect on memory in a declarative/cognitive
version of the water maze task in which rats are
trained to swim to a hidden escape platform that is
located in the same spatial location across trials.

In each of the above studies, posttraining intra-
dorsal striatal infusions of amphetamine or direct
dopamine agonists that were delayed until 2 h after
training did not enhance memory. The time-
dependent nature of the effects of the posttraining
infusions suggest that the drug treatments enhanced
the consolidation of procedural memory and argue
against the possibility that the drugs affected behav-
ior by influencing nonmnemonic factors (McGaugh,
1989). Posttraining intradorsal striatal injection of
the dopamine receptor antagonist cis-flupenthixol
impairs procedural memory in the radial maze
(Legault et al., 2006), suggesting that intact dopamine
function is a necessary component of habit formation.

Whereas extensive evidence implicates dorsal stria-
tal dopamine in the initial consolidation of procedural
memory, other findings suggest that dopaminergic
function in this brain region may not be necessary for
the expression of stimulus–response habits after they
have been acquired (but see also Aosaki et al., 1994).
For example, 6-hydroxydopamine lesions of the
nigrostriatal pathway impair acquisition of active
avoidance conditioning but do not affect task perfor-
mance when the lesions are produced after acquisition
has occurred (Zis et al., 1974). In addition, relative to
early stages of training, significant decreases in neuro-
nal responses of midbrain dopamine neurons are
observed in monkeys following extended habit training
(Ljungberg et al., 1992), and peripheral administration
of dopamine receptor antagonists impair performance
of a simple appetitive response only during early stages
of training (Choi et al., 2005).

Taken together, evidence indicating a role for dor-
sal striatal dopamine in memory consolidation but not
the expression of procedural memory is consistent
with the hypothesis that dopamine release may act as
a reinforcing signal in the initial formation of stimulus–
response habits (White, 1989a). According to this view,
dopamine release in the dorsolateral striatum may
function as the proverbial stamp or glue (e.g.,
Thorndike, 1933) that binds stimulus–response asso-
ciations rather than providing a representation of
a specific stimulus or response. Note that the hypothe-
sized reinforcing effect of dopamine on habit

formation in the dorsal striatum is active in both
appetitively and aversively motivated habit learning
tasks (Packard and White, 1991; Packard and
McGaugh, 1994; Packard and Teather, 1998).
Therefore, this dopaminergic function is conceptually
different (White, 1989b) than the putative reward
signal often associated with dopamine release in the
nucleus accumbens. In contrast to the stimulus–
response learning mediated by the dorsal striatum,
the nucleus accumbens has been implicated in stimu-
lus-reward learning (for review, see Cador et al., 1989)
and hippocampus-dependent declarative memory (for
review, see Setlow, 1997).

17.5.2 Glutamate

Glutamatergic input to the dorsal striatum is
supplied primarily via corticostriatal projections
(Fonnum et al., 1981). Glutamate release in the dorsal
striatum resulting from activation of corticostriatal
pathways is hypothesized to provide sensory input
critical to the formation of stimulus–response habits
(White, 1989; White et al., 1994), and behavioral
evidence is consistent with a role for this transmitter
in procedural learning. For example, in a cued water
maze task in which rats are trained to swim to a
visible escape platform, procedural memory consoli-
dation is impaired by posttraining intradorsal striatal
injection of the glutamatergic N-methyl-D-aspartate
(NMDA) receptor antagonist AP5 (Packard and
Teather, 1997) and enhanced by injection of gluta-
mate (Packard and Teather, 1999). In contrast,
posttraining intradorsal striatal infusions of AP5 or
glutamate have no effect on memory in a declarative
version of the water maze task in which rats are
trained to swim to a hidden escape platform that is
located in the same spatial location across trials. The
role of dorsal striatal glutamate in procedural
memory is not limited to the fast excitatory
neurotransmission mediated by NMDA receptor
activation, as posttraining intrastriatal infusions of
metabotropic glutamate receptor antagonists (i.e.,
MCPG, ACPD) also impair memory consolidation
in procedural, but not declarative, memory water
maze tasks (Packard et al., 2001).

Further evidence of a selective role for dorsal stria-
tal glutamate in procedural learning and memory was
obtained using the dual-solution plus-maze task
(Packard, 1999). As described previously, rats that are
given extended training in this task eventually transi-
tion from the use of hippocampus-dependent place
learning to dorsal striatal-dependent response learning
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(Packard andMcGaugh, 1996). Interestingly, the tran-
sition to procedural learning can be facilitated by
posttraining intradorsal striatal injections of glutamate.
Specifically, intradorsal striatal injections of glutamate
following initial training trials in the plus-maze result
in the predominant use of response learning during an
early probe trial on which control rats predominantly
display place learning. Thus, in a task for which a
declarative and a procedural learning strategy each
provide an adequate solution, an increase in glutama-
tergic tone in the dorsolateral striatum during early
learning appears to favor a more rapid adoption
of procedural/response learning. In contrast, post-
training intrahippocampal infusions of glutamate
following early training in the plus-maze prevents
the transition to procedural learning that is normally
produced by extended training. This finding suggests
that a relative increase in glutamatergic tone in the
hippocampus during early training is detrimental to
the development of dorsal striatal-dependent proce-
dural memory.

Consistent with an enhancing function of
glutamate on memory consolidation underlying pro-
cedural learning (Packard, 1999), infusions of the
NMDA receptor antagonist AP5 into the dorsolateral
striatum impair acquisition of response learning in a
plus-maze (Palencia and Raggozino, 2005). The region
of the dorsal striatum targeted in these two latter
studies receives glutamatergic input from somatosen-
sory cortex (Fonnum et al., 1981; McGeorge and
Faull, 1989). Therefore, similar to dopamine (Viaud
and White, 1989, 1991), glutamatergic input to lateral
regions of the dorsal striatum may enhance procedural
memory in a site-specific manner that is organized
based on the nature of the sensory information pro-
vided by the cortex. Moreover, infusions of AP5 into
the dorsomedial striatum do not impair acquisition of
response learning in the plus-maze (Palencia and
Ragozzino, 2004), consistent with evidence from the
lesion studies reviewed earlier indicating that this
region of the dorsal striatum does not mediate proce-
dural learning.

17.5.3 Acetylcholine

Prominent cholinergic systems (e.g., the basal fore-
brain cholinergic system) provide diffuse projections
to widespread regions of the mammalian brain. In
contrast, acetylcholine within the dorsal striatum is
contained within a population of interneurons (Lynch
et al., 1972). Numerous studies examining the effects

of posttraining intracerebral injections of acetylcho-
line agonist and antagonist drugs on avoidance
behavior implicate dorsal striatal cholinergic activity
in consolidation of procedural memory (Haycock
et al., 1973; Prado-Alcala and Cobos-Zapian, 1977,
1979; Prado-Alcala et al., 1981; Packard et al., 1996).
Taken together, these several findings indicate that
posttraining intrastriatal infusions of cholinergic ago-
nists (e.g., oxotremorine, choline) enhance procedural
memory consolidation in a time-dependent manner,
whereas cholinergic antagonists (e.g., atropine,
scopolamine) impair memory. In addition, immuno-
toxin-induced ablation of striatal cholinergic neurons
impairs acquisition of a tone-cued T maze task but
does not impair declarative memory in a hidden
platform water maze task (Kitabatake et. al., 2003),
suggesting that the facilitatory role of striatal acetyl-
choline may be selective for procedural memory.

A series of experiments using intracerebral micro-
dialysis to monitor neurotransmitter release in the
hippocampus and dorsolateral striatum during perfor-
mance of the dual-solution plus-maze task suggests
that the relative amount of acetylcholine release in
these two brain regions influences the use of striatal-
dependent procedural learning (for review, see Gold,
2004). For example, following training in the plus-
maze, rats that exhibit response learning on a subse-
quent probe trial also display a higher ratio of
acetylcholine release in the dorsolateral striatum rela-
tive to the hippocampus, whereas the opposite pattern
of acetylcholine release is observed in rats displaying
place learning (McIntyre et al., 2003). In addition, the
transition from hippocampus-dependent place learn-
ing to dorsal-striatal response learning that occurs
with extended training in the plus-maze (e.g.,
Packard and McGaugh, 1996; Packard, 1999) coin-
cides temporally with an asymptotic value of
acetylcholine release in the dorsolateral striatum
(Chang and Gold, 2003). A similar relationship
between increases in acetylcholine release and transi-
tion from a spatial strategy to a response learning
strategy was observed in rats trained in a food-
rewarded Y maze task (Pych et al., 2005).

Finally, the cholinergic interneurons in the stria-
tum appear to correspond to the tonically active
neurons (TANs) that have been identified in this
brain structure using in vivo electrophysiological
recordings (for review, see Zhou et al., 2002).
During procedural sensorimotor learning, striatal
TANs develop responsiveness to conditioned stimuli
(reflected in part as a brief pause in tonic firing) and
are hypothesized to integrate dopaminergic and
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cholinergic transmission in the striatum and ulti-
mately influence the activity of afferent projection
neurons (Aosaki et al., 1994). The idea that dopamine
and acetylcholine interact to influence striatal-
dependent procedural learning is supported by sev-
eral pharmacological studies in rats (for reviews, see
Beninger, 1983; White et al., 1994).

In summary, several lines of evidence implicate
dorsal striatal dopamine, glutamate, and acetylcho-
line in stimulus–response procedural learning.
Similar to the effects of irreversible and reversible
brain lesions, posttraining pharmacological manipu-
lations also result in a double dissociation of dorsal
striatal and hippocampal involvement in procedural
and declarative memory, respectively. For example,
in the radial maze, water maze, and plus-maze, intra-
hippocampal infusions of dopaminergic and
glutamatergic drugs selectively affect consolidation
underlying declarative memory. Thus, as multiple
memory systems evolved in the vertebrate brain
(Sherry and Schacter, 1987), a role for specific neu-
rotransmitters in different types of memory appears
to have been conserved. A challenge for future
research is to understand how activity of essentially
the same neurotransmitters can differentially influ-
ence the type of information acquired in multiple
memory systems. The relative activation of transmit-
ter systems produced by engaging in a particular
learning task appears to shape the participation of
different brain structures in guiding learned behavior
(Packard, 1999; Gold, 2004; Korol, 2004). However,
future research investigating potential differences in
the physiological characteristics of the various forms
of synaptic plasticity that have been observed in brain
structures mediating declarative and procedural
memory (e.g., long-term potentiation and long-term
depression; Garcia-Munoz et al., 1992; Lovinger
et al., 1993; Charpier and Deniau, 1997; Fino et al.,
2005) may ultimately help define the neural mecha-
nisms that allow independent brain systems to
acquire different types of information in a given
learning situation.

17.6 Procedural Learning Beyond the
Dorsal Striatum: Amygdala and
Stimulus-Affect Associations

In addition to findings implicating the dorsal stria-
tum in procedural learning involving stimulus–
response habits, other research suggests that the
amygdala may mediate a form of procedural learning

in which stimulus–affect associations are acquired.
This hypothesis is consistent with extensive evi-
dence indicating involvement of the amygdala in
specific fear conditioning paradigms (for reviews,
see Davis, 1992; LeDoux, 1995). However, the role
of the amygdala in stimulus–affect procedural learn-
ing is clearly not limited to aversively motivated
tasks (e.g., Cador et al., 1989). For example, the
functional integrity of the basolateral amygdala is
necessary for acquisition of conditioned place pref-
erence behavior for both natural rewards (e.g., food,
McDonald and White, 1993; Schroeder and Packard,
2002) and addictive drugs (e.g., amphetamine; Hiroi
and White, 1991; Hsu et al., 2002). In a conditioned
place preference task, rats are confined on alternat-
ing days to one distinct environmental context
paired with natural or drug rewards and a second
context that is not paired with the rewarding treat-
ment. On a reward-free test session given following
training, the amount of time spent in the two envi-
ronments is measured, and rats demonstrate a
reliable preference for the environment previously
paired with the rewarding stimulus. The conditioned
place preference task has been used to demonstrate a
double dissociation between the roles of the basolat-
eral amygdala and dorsal striatum in stimulus–affect
and stimulus–response procedural learning
(McDonald and White, 1993). Specifically, lesions
of the basolateral amygdala but not dorsal striatum
impair acquisition of stimulus–affect learning under-
lying conditioned place preference behavior. In
contrast, lesions of the dorsal striatum but not baso-
lateral amygdala impair acquisition of stimulus–
response learning underlying simultaneous visual
discrimination behavior.

Finally, activation of efferent basolateral amygdala
projections can act to modulate memory consolidation
occurring in other brain structures, including declara-
tive memory processes mediated by the hippocampus
and procedural learning mediated by the dorsal stria-
tum (e.g., Packard et al., 1994; for review, see Cahill and
McGaugh, 1998; McGaugh, 2002). The modulatory
role of the basolateral amygdala on memory consoli-
dation is associated in part with hormonal influences
on emotional arousal (for review, see McGaugh, 2004;
See Chapter 27). Moreover, an organism’s emotional
state may interact with amygdala function to influence
the relative use of multiple memory systems. For
example, peripheral and intrabasolateral amygdala
injections of anxiogenic drugs result in a predominant
use of dorsal striatal-dependent procedural learning
in the dual-solution plus-maze task (Packard and
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Wingard, 2004). Finally, the memory storage and
modulation views have at times been contrasted as
mutually exclusive and competing theories of amyg-
dala function (e.g., Cahill et al., 1999; Fanselow and
LeDoux, 1999). However, a time-limited modulatory
role for the basolateral amygdala in some types of
learning and memory (e.g., hippocampus-dependent
declarative or dorsal striatal-dependent habit memory)
does not necessarily rule out a possible long-term role
for this structure in stimulus–affect procedural learning
and memory (or vice versa).

17.7 Conclusions

Significant progress has been made in identifying the
neuroanatomical and neurochemical bases of stimu-
lus–response habit learning in lower animals.
Extensive evidence supports the hypothesis that this
form of procedural learning is mediated by a neural
system that contains the dorsal striatum as a primary
component. Studies employing irreversible and rever-
sible brain lesion techniques have dissociated the role
of the dorsal striatum in procedural and declarative
memory. In addition, pharmacological experiments
indicate a selective role for dorsal striatal dopamine,
acetylcholine, and glutamate in memory consolidation
underlying stimulus–response procedural learning.

Finally, although the present chapter focused on
studies involving rats, it is important to note that
similar evidence for the role of the dorsal striatum
in procedural learning also exists in nonhuman pri-
mates (e.g., Teng et al., 2000; Fernandez-Ruiz. et al.,
2001) and humans (e.g., Knowlton et al., 1996;
for reviews, see Packard and Knowlton, 2002).
Understanding the influence of the dorsal striatal
habit learning system on human behavior ranging
from adaptive social interaction and self-regulation
(e.g., Lieberman, 2000; Wood et al., 2002) to maladap-
tive psychopathology (e.g., White, 1996; McDonald
et al., 2004; Marsh et al., 2004; Everitt and Robbins,
2005) is an exciting and challenging prospect for
future research.
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18.1 Introduction

Survival of animals is dependent on their capacity
to adapt to their environment by modifying their be-
havior. The experience-induced modification of
behavior is a manifestation of learning, whereas mem-
ory is the retention of a learned behavior over time. A
conceptual scheme that has driven the investigation of
learning for the largest part of the twentieth century
rests on the distinction between associative and non-
associative forms of learning. Nonassociative learning is
best exemplified by habituation and sensitization.
Habituation is defined as the gradual waning of a
behavioral response to a weak or moderate stimulus
that is presented repeatedly. Following habituation, the
response may be restored to its initial state either
passively with time (i.e., spontaneous recovery), or
with the presentation of a novel stimulus (i.e., dishabit-
uation). Sensitization is defined as the enhancement of a

behavioral response elicited by a weak stimulus follow-
ing another, usually noxious stimulus. Sensitization can
also develop in response to a moderate stimulus that is
presented repeatedly at relatively short intervals.

Associative learning refers to the formation of an
association either between two stimuli (i.e., classical
conditioning), or between a behavior and a stimulus
(i.e., operant conditioning). In classical conditioning,
a novel or weak stimulus (conditioned stimulus; CS)
is paired with a stimulus that generally elicits a
reflexive response (unconditioned stimulus and
response, respectively; US and UR). After sufficient
training with contingent CS-US presentations (which
may be a single trial), the CS comes to elicit a learned
response (conditioned response; CR), which often
resembles the UR (or some aspect of it). Operant
conditioning is an experimental procedure in which
the behavior of an animal may be followed by either a
desirable or an aversive stimulus, arranged by the
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experimenter. The desirable stimulus (e.g., food) will
typically increase the future occurrence of this be-
havior (a process called positive reinforcement). An
aversive stimulus (e.g., a noxious electric shock) will
tend to decrease the future probability of this behav-
ior (a process called punishment). A behavior can also
be reinforced when it becomes contingent with the
removal of an aversive stimulus from the animal’s
environment (i.e., negative reinforcement). Thus,
through the processes of operant conditioning an
animal learns the consequences of its behavior.

Humans and other animals are capable of display-
ing more complex forms of learning than the four
types described above. However, these four types are
likely to constitute the building blocks for more
complex forms of learning. Thus, a major goal of
neurobiologists is to explain the anatomical, bio-
physical, and molecular processes of the nervous
system that underlie simple forms of learning and
memory. Specifically, what parts of the nervous sys-
tem are critical for learning? How is information
about a learned event acquired and encoded in neu-
ronal terms? How is information stored, and, once
stored, how is it retrieved? Most neuroscientists
believe that the answers to these questions lie in
understanding the ways in which the properties of
individual nerve cells in general, and synaptic con-
nections, in particular, change when learning occurs.
To that end, the investigation of neuronal mecha-
nisms of learning and memory in invertebrates has
been very fruitful over the past 40 years. This chapter
will focus on mechanisms of habituation and sensitiza-
tion in Aplysia and other invertebrates. A detailed

discussion of mechanisms of associative learning in
Aplysia and other invertebrates can be found in the
next chapter (See Chapter 19).

18.2 Habituation and Sensitization in
Aplysia

18.2.1 Aplysia Withdrawal Reflexes and
Underlying Neural Circuits

One animal that is well suited for the examination of
the molecular, cellular, morphological, and network
mechanisms underlying neuronal plasticity and learn-
ing and memory is the marine mollusc Aplysia. This
animal has a relatively simple nervous system with
large, identifiable neurons that are accessible
for detailed anatomical, biophysical, and biochemical
studies. Neurons and neural circuits that mediate
many behaviors in Aplysia have been identified. In
several cases, these behaviors can be modified by
learning. Moreover, specific loci within neural circuits
at which modifications occur during learning have
been identified and aspects of the cellular mechanisms
underlying these modifications have been analyzed.

Two withdrawal reflexes of Aplysia have been used
extensively to analyze the neuronal mechanisms con-
tributing to nonassociative and associative learning
(for reviews, see Hawkins and Kandel, 1984; Carew
and Sahley, 1986; Byrne, 1987; Byrne et al., 1991,
1993). The first behavior is the siphon–gill withdrawal
reflex. Within the mantle cavity is the respira-
tory organ of the animal, the gill, and protruding
from the mantle cavity is the siphon (Figure 1). The

Relaxed

Siphon–gill(a) (b) Tail–siphonReflex Reflex

RelaxedWithdrawn

Gill

Siphon

Stimulus

StimulusTail

Withdrawn1. 1.2. 2.

Figure 1 Siphon–gill and tail–siphon withdrawal reflexes of Aplysia. (a) Siphon–gill withdrawal. Dorsal view of Aplysia (1)
Relaxed position. (2) A stimulus (e.g., a water jet, brief touch, or weak electric shock) applied to the siphon causes the siphon

and the gill to withdraw into the mantle cavity. (b) Tail–siphon withdrawal reflex. (1) Relaxed position. (2) A stimulus applied to

the tail elicits a reflex withdrawal of the tail and siphon.
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siphon–gill withdrawal reflex is elicited when a tactile

or electrical stimulus is delivered to the siphon and

results in withdrawal of the siphon and gill

(Figure 1(a)). A second behavior that has been exam-

ined extensively is the tail–siphon withdrawal reflex.

Tactile or electrical stimulation of the tail elicits a

coordinated set of defensive responses, two compo-

nents of which are a reflex withdrawal of the tail and

the siphon (Figure 1(b)).
A prerequisite for the analysis of the neural and

molecular basis of learning is an understanding of the

neural circuit that controls the behavior. The afferent

limb of the siphon–gill withdrawal reflex consists of

sensory neurons with somata in the abdominal ganglion.

The siphon sensory neurons (SN) monosynaptically

excite gill and siphon motor neurons (MN) that are

also located in the abdominal ganglion (Figure 2).

Activation of the gill and siphon motor neurons leads

to contraction of the gill and siphon. Excitatory, inhib-

itory, and modulatory interneurons (IN) in the

withdrawal circuit have also been identified, although

only excitatory interneurons are illustrated in Figure 2.

The afferent limb of the tail–siphon withdrawal reflex

consists of a bilaterally symmetric cluster of sensory

neurons that are located in the left and right pleural

ganglia (Walters et al., 1983a). These sensory neurons

make monosynaptic excitatory connections with motor

neurons in the adjacent pedal ganglion, which produce
withdrawal of the tail (Figure 2). In addition, the tail
sensory neurons form synapses with various identified
excitatory and inhibitory interneurons (Buonomano
et al., 1992; Cleary and Byrne, 1993; Xu et al., 1994).
Some of these interneurons activate motor neurons in
the abdominal ganglion, which control reflex withdraw-
al of the siphon. Moreover, several additional neurons
modulate the tail–siphon withdrawal reflex (Raymond
and Byrne, 1994; Cleary et al., 1995) (Figure 3(a1)).

The sensory neurons for both the siphon–gill and
tail–siphon withdrawal reflexes are similar and
appear to be important plastic elements in the neural
circuits. Changes in their membrane properties and
the strength of their synaptic connections (synaptic
efficacy) are associated with learning and memory.
Moreover, the properties of these neurons are modu-
lated by in vitro analogs of behavioral training.

18.2.2 Habituation

Habituation, perhaps the simplest form of nonasso-
ciative learning, refers to the gradual waning of the
responses elicited by a repeatedly presented stimulus.
Repeated presentation of a relatively weak stimulus
will most probably lead to habituation, whereas
repeated presentation of a relatively strong stimulus

Tail

Siphon

Abd. G.

Right
pIeural G.

Right
pedal G.

Left
pIeural G.

Left
pedal G.

SNSN

ININ

MN

MNMN
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ganglion

(a) (b)
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Siphon

SN

IN
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Figure 2 Simplified circuit diagrams of the siphon–gill (a) and tail–siphon (b) withdrawal reflexes. Stimuli activate the afferent

terminals of mechanoreceptor sensory neurons (SN) whose somata are located in central ganglia. The sensory neurons make

excitatory synaptic connections (triangles) with interneurons (IN) and motor neurons (MN). The excitatory interneurons

provide a parallel pathway for excitation of the motor neurons. Action potentials elicited in the motor neurons, triggered by the
combined input from the SNs and INs, propagate out peripheral nerves to activate muscle cells and produce the subsequent

reflex withdrawal of the organs. Modulatory neurons (not shown here but see Figure 3(a1)), such as those containing

serotonin (5-HT), regulate the properties of the circuit elements, and, consequently, the strength of the behavioral responses.
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may lead to sensitization, which is discussed in the
next section of the chapter. Habituation is generally
distinguished from simple fatigue or sensory adapta-
tion because responsiveness can be rapidly restored
(dishabituated) by the presentation of a novel stimu-
lus to the animal. The parametric features of
habituation have been previously described in detail
by Thompson and Spencer (1966).

Habituation shares some features with more com-
plex forms of learning. First, habituation has a
temporal gradient. Similar to most forms of learning,
each trial has only a transient effect, which necessi-
tates the presentation of multiple trials. Second, the
interval at which training trials are presented is crit-
ical. Massing many trials together may lead to faster,
albeit only short-lived habituation. In contrast,

spacing trials too far apart may lead to little or no
habituation. Therefore, an optimal intertrial interval
exists, which is determined by the stimulus features
and the response system. Third, the effects of habit-
uation training are reversible. As mentioned above,
they can be reversed spontaneously with the passage
of time (spontaneous recovery), or they may be
reversed by the presentation of a novel stimulus
(dishabituation). Fourth, habituation learning is stim-
ulus-specific. Although habituation can generalize to
novel stimuli, this generalization is limited and
depends on the degree of physical similarity between
the trained and novel stimuli. Habituation is an indis-
pensable form of learning. It is probably the earliest
manifestation of the ability of all animals to store and
retrieve the memory of a stimulus, as well as the
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Figure 3 Model of heterosynaptic facilitation of the sensorimotor connection that contributes to short-term sensitization in

Aplysia. (a1) Sensitizing stimuli activate facilitatory interneurons (IN) that release modulatory transmitters, one of which is

5-HT. The modulator leads to an alteration of the properties of the sensory neuron (SN). (a2, a3) An action potential in a SN

after the sensitizing stimulus results in greater transmitter release and hence a larger postsynaptic potential in the motor
neuron (MN) than an action potential prior to the sensitizing stimulus. For short-term sensitization the enhancement of

transmitter release is due, at least in part, to broadening of the action potential and an enhanced flow of Ca2þ into the sensory

neuron. (b) Molecular events in the sensory neuron. 5-HT released from the facilitatory interneuron (Part a1) binds to at least

two distinct classes of receptors on the outer surface of the membrane of the sensory neuron, which leads to the transient
activation of two intracellular second messengers: DAG and cAMP. These second messengers, acting though their

respective protein kinases, affect multiple cellular processes, the combined effects of which lead to enhanced transmitter

release when a subsequent action potential is fired in the sensory neuron. See section 18.2.3.1 for abbreviation definitions.
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ability to filter out stimuli that are inconsequential.
The latter is a necessary element of selective atten-
tion, which places behavior under the dynamic
control of stimuli that carry important behavioral
contingencies.

A major step in the understanding of neural mech-
anisms of habituation was made in the early 1970s
(Pinsker et al., 1970; Carew and Kandel, 1973). In a
group of three seminal articles, it was reported that the
siphon–gill withdrawal reflex of Aplysia can display
habituation, that habituation was accompanied by a
decrease in the spike activity of gill motor neurons in
response to tactile stimulation of the siphon, and that an
activity-induced decrease in the efficacy of sensorimo-
tor synapses could be responsible for the reduced
responsiveness of motor neurons and for behavioral
habituation (Castellucci et al., 1970; Kupfermann
et al., 1970; Pinsker et al., 1970). Starting with those
early reports, behavioral habituation of withdrawal
reflexes became tightly linked to homosynaptic depres-
sion of sensorimotor synapses. Since then, the vast
majority of research studies that aimed at understand-
ing the mechanisms of habituation focused on
understanding the mechanisms of synaptic depression,
which, similar to habituation, can appear in both short-
and long-term forms.

18.2.2.1 Short-term depression of Aplysia

sensorimotor synapses

Quantal analysis of sensorimotor synapses suggested
that short-term homosynaptic depression involves pri-
marily a decrease in presynaptic transmitter release
(Castellucci and Kandel, 1974). The presynaptic nature
of synaptic depression was also supported by a more
recent report that repeated application of exogenous
glutamate to the postsynaptic neuron did not result in
depression, that blockade of postsynaptic glutamate
receptors did not block depression, and that synaptic
depression did not correlate with changes in the ampli-
tude of miniature excitatory postsynaptic potentials
(mEPSPs) (Armitage and Siegelbaum, 1998). To
account for the depressive effect of repeated activity
of sensory neurons on transmitter release, an early
model of depression relied on cumulative inactivation
of calcium channels and decline in the calcium enter-
ing the presynaptic terminal and triggering release
(Klein et al., 1980).

Extensive parametric analysis of the kinetics of
depression and recovery from depression as a func-
tion of the stimulation frequency revealed that the
mechanisms must be more complex than just a
decrease in calcium influx or a depletion of

presynaptic vesicles (Byrne, 1982). A quantitative

model of transmission at the sensorimotor synapse

suggested that the inactivation kinetics of presynaptic

calcium channels cannot account for the kinetics of

depression; neither does simple depletion of releasa-

ble vesicles (Gingrich and Byrne, 1985). Rather, the

model suggested the existence of dynamic interac-

tions between use-dependent depletion of readily

releasable vesicles and calcium-dependent mobiliza-

tion of stored vesicles to supply the releasable ones.

This model of synaptic depression was supported by

morphological studies of the sensorimotor synapse,

which indicated that the fraction of readily releasable

vesicles decreased with activity, parallel to synaptic

depression (Bailey and Chen, 1988b).
A subsequent study of spontaneous release from

cultured sensory neurons revealed that synaptic

depression was accompanied by a decrease in the

frequency of mEPSPs (Eliot et al., 1994). However,

the change in mini EPSP frequency did not parallel

the synaptic depression in magnitude or in duration.

This finding argued against the depletion of presyn-

aptic terminals with releasable vesicles as the sole

mechanism of depression, and suggested that depres-

sion may be due to a change in excitation–secretion

coupling as well. However, this decrease in excita-

tion–secretion coupling does not appear to be due to

the decrease in calcium influx that had been pre-

viously suggested (Klein et al., 1980): Calcium

imaging of cultured sensory neurons revealed that

the calcium transients are unaffected by repetitive

activity (Armitage and Siegelbaum, 1998).
Based on theoretical and statistical analyses of

transmission at the sensorimotor synapse, another

model of synaptic depression put forth the activity-

dependent inactivation of individual release sites,

proposing the transient switching off of presynaptic

release machinery following an action potential

(Royer et al., 2000). A similar model of synaptic

depression arising from inactivation of release sites

was suggested by Gover et al. (2002). Finally, the

comparison of transmitter release from cultured sen-

sory neurons stimulated by hypertonic solutions

versus electrical activity revealed that both types of

stimuli draw transmitter from the same presynaptic

pool, and suggested that depression is mediated by

both depletion of releasable transmitter and a change

in excitation–secretion coupling (Zhao and Klein,

2002). Thus, the most recently proposed model of

depression of sensorimotor synapses relies again on

activity-dependent depletion of releasable vesicles,
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acknowledging though that there must be at least one
other process that contributes as well.

Despite their differences, the studies outlined in
this section have two common elements. First, they
all supported the presynaptic nature of depression.
Second, they all employed repetitive stimulation of
the synapse at intervals at least as long as 1 s.
However, when the sensorimotor synapse is stimu-
lated at 10Hz (100-ms interval), but not at 1Hz,
depression of evoked excitatory postsynaptic poten-
tials (EPSPs) partly results from desensitization of
the postsynaptic receptors (Antzoulatos et al., 2003).
Therefore, both the kinetics of synaptic depression
(Byrne, 1982; Eliot et al., 1994) and the mechanisms
underlying it depend on the stimulation regime.

Another form of short-term depression of Aplysia
sensorimotor synapses can be elicited by brief expo-
sure to the neuropeptide Phe-Met-Arg-Phe-NH2

(FMRFa). Because activation of a third type of
synapse, a modulatory one, and release of a neuro-
modulator are required, this form of plasticity is
termed heterosynaptic. In contrast, depression arising
exclusively from intrinsic activity is termed homo-
synaptic depression. FMRFa-immunoreactive
inhibitory interneurons have been identified that
innervate tail and siphon sensory neurons (Mackey
et al., 1987; Small et al., 1992; Xu et al., 1994). These
interneurons are activated by shock to nerves that
innervate the tail, and stimulation of these neurons
inhibits sensorimotor synapses. However, the extent
to which activation of these FMRFa-immunoreactive
neurons contributes to habituation has not been
determined.

Applying FMRFa to sensory neurons leads to a
hyperpolarization of the membrane potential, a
decrease in the duration of the action potential, and
inhibition of synaptic transmission via the modula-
tion of potassium conductances (Abrams et al., 1984;
Ocorr and Byrne, 1985; Belardetti et al., 1987; Critz
et al., 1991; Pieroni and Byrne, 1992). Moreover,
FMRFa directly affects presynaptic Ca2þ currents
(Blumenfeld et al., 1990; Edmonds et al., 1990) and
the release machinery itself, as indicated by a
decrease in the frequency of mEPSPs (Dale and
Kandel, 1990). The second messenger mediating the
actions of FMRFa seems to be arachidonic acid (AA)
produced by phospholipid metabolism (Piomelli
et al., 1987) and its downstream metabolite 12-hydro-
peroxyeicosatetraenoic acid (12-HPETE) (Buttner
et al., 1989). Recently, FMRFa was found to inhibit
one member of the MAP kinase family, extracellular
signal-regulated protein kinase (ERK), but activate

another, p38 mitogen-activated protein kinase (p38
MAPK) (Guan et al., 2003; Fioravante et al., 2006).
The latter probably activates a phospholipase A2
molecule, which in turn can release AA from phos-
pholipids (Piomelli, 1991). FMRFa also engages
protein phosphatases in regulating the outward
potassium currents (Ichinose and Byrne, 1991), in
particular protein phosphatase 1 (PP1). In other sys-
tems, p38 MAPK can activate PP1 (Westermarck
et al., 2001), raising the interesting possibility
that FMRFa exercises its actions on sensory
neuron conductances through a p38 MAPK-PP1
pathway.

18.2.2.2 Long-term depression of Aplysia

sensorimotor synapses

Repetitive stimulation of Aplysia withdrawal reflexes
can lead to both short- and long-term habituation
(Pinsker et al., 1970; Carew and Kandel, 1973;
Stopfer et al., 1996). Short- and long-term habitua-
tion share aspects of a common mechanism, synaptic
depression. However, whereas short-term synaptic
depression arises primarily from transient changes
in release, long-term depression has been attributed
to persistent structural changes in sensory neurons
(Bailey and Chen, 1988a). Extensive morphological
analyses of sensory neurons from habituated animals
have revealed that the number of synaptic contacts is
reduced compared to controls. Moreover, the struc-
ture of presynaptic terminals is affected, with fewer
synaptic vesicles and reduced size of active zones
(the sites of transmitter release).

In addition, activation of sensory neurons at 2Hz
for 15min induces prolonged (at least 80min) homo-
synaptic depression (long-term depression; LTD) of
isolated Aplysia sensorimotor synapses in cell culture
(Lin and Glanzman, 1996). This form of depression
relies on activation of postsynaptic N-methyl-
D-aspartate (NMDA)-like receptors and is sensitive
to postsynaptic Ca2þ, because infusion of the calcium
chelator BAPTA into the postsynaptic motor neuron
blocks induction of LTD, but not short-term synaptic
depression. Similarly, prolonged habituation of the
siphon-elicited gill withdrawal reflex in reduced prep-
arations was recently shown to depend on activity of
postsynaptic glutamate receptors both of the NMDA
and non-NMDA type (Ezzeddine and Glanzman,
2003).

A more extensively studied form of long-term
synaptic depression in Aplysia is elicited by repeated
application of the neuropeptide FMRFa (Montarolo
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et al., 1988; Guan et al., 2003). FMRFa-induced LTD
requires transcription, translation (Montarolo et al.,
1988; Bailey et al., 1992), but also gene silencing
(Guan et al., 2002). Inducing events in FMRFa-
mediated LTD include activation of p38 MAPK and
recruitment of the transcription repressor CREB2
(cAMP response element binding protein) to the pro-
moter region of genes such as c/ebp (Guan et al., 2003;
Fioravante et al., 2006).

Little is known about the mechanisms underlying
consolidation of LTD. Two genes that are regulated
by FMRFa and could be important in the consolida-
tion of LTD are sensorin (Sun et al., 2001) and Aplysia

cell adhesion molecule (Schacher et al., 2000), even
though the requirement of their regulation for LTD
has not been demonstrated. Finally, expression of het-
erosynaptic LTD is accompanied by morphological
changes, including loss of presynaptic varicosities and
retraction of neurites (Schacher and Montarolo, 1991).

18.2.3 Sensitization

Sensitization refers to the augmentation of the behav-
ioral response elicited by a test stimulus. Sensitization
to a test stimulus can be induced in one of two ways.
First, it can be induced by presentation of another,
usually strong stimulus. An example of such sensitiza-
tion is pseudoconditioning, where an increase in
responsiveness to the CS in a classical conditioning
procedure may not be due to associative learning
(as in classical conditioning), but instead due to the
sensitization induced by the strong US. Second, sensi-
tization can be induced by the mere repetition of the
test stimulus. As mentioned above, the repetition of a
weak stimulus will lead to habituation of the behavioral
response, whereas repetition of a moderate to strong
stimulus may lead to sensitization. This form of sensi-
tization can sometimes appear as a transient rise
in response magnitude before habituation eventually
ensues.

Both forms of sensitization have been studied in
Aplysia, with major emphasis on the former one
described above. Similar to habituation, sensitization
was also attributed early on to plasticity of the sen-
sorimotor synapse (see next section). Although
habituation was attributed to homosynaptic depres-
sion of the synapse, sensitization was attributed to
heterosynaptic facilitation, induced by the diffuse
release of neuromodulators, such as serotonin. Also
similar to habituation, sensitization can appear both
in short- and long-term forms, which have been

extensively studied in their neuronal analogs, short
and long-term synaptic facilitation.

18.2.3.1 Short-term sensitization

In Aplysia, sensitization of withdrawal reflexes can be
induced by electric shocks to the tail or the lateral
body wall of the animal (Carew et al., 1971).
Peripheral electric shock has been shown to modulate
transmission at the sensorimotor synapse through het-
erosynaptic facilitation (Carew et al., 1971; Walters
et al., 1983a,b).

Several lines of evidence suggest that serotonin (5-
HT) is the neurotransmitter involved in heterosynaptic
facilitation. First, 5-HT is present in Aplysia hemo-
lymph, and its concentration increases in sensitized
animals (Levenson et al., 1999). Recent studies also
indicated that 5-HT concentration increases in several
regions of the Aplysia CNS in response to nerve stim-
ulation (Marinesco and Carew, 2002). Second,
serotonergic cells are present (Hawkins, 1989; Nolen
and Carew, 1994) and serotonergic fibers are in close
proximity to sensory neurons (SNs) (Zhang et al., 1991;
Marinesco and Carew, 2002; Zhang et al., 2003). Third,
depletion of endogenous 5-HT by addition of a neu-
rotoxin (5,7-DHT) blocks the ability of tail stimuli to
sensitize the gill-withdrawal reflex (Glanzman et al.,
1989). Along the same lines, application of the 5-HT
receptor antagonist cyproheptadine blocks facilitation
induced by nerve stimulation (Mercer et al., 1991).
Finally, exogenously applied 5-HT mimics the actions
of tail stimulation both in facilitating the strength of
synaptic connections and in increasing the strength of
reflex responses (Brunelli et al., 1976; Walters et al.,
1983a, b; Abrams et al., 1984; Zhang et al., 1997), and
nerve shock-induced 5-HT release correlates with
synaptic plasticity (Marinesco et al., 2006).

The conclusions drawn from studies conducted in
the 1970s and 1980s led to the formulation of a model
for short-term sensitization, according to which sensi-
tizing stimuli activate serotonergic facilitatory
interneurons, releasing 5-HT and activating a serial
cascade of events in the sensory neurons. The binding
of 5-HT to one class of receptors on the outer surface
of the membrane of the sensory neurons leads to the
activation of adenylyl cyclase, which in turn, leads to
an elevation of the intracellular level of the second
messenger adenosine-39,59-monophosphate (cyclic
AMP, cAMP) in sensory neurons. When cAMP binds
to the regulatory subunit of cAMP-dependent protein
kinase (protein kinase A, PKA), the catalytic subunit is
freed and can now add phosphate groups to specific
substrate proteins and, hence, alter their functional
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properties (Bernier et al., 1982; Ocorr and Byrne, 1985;
Pollock et al., 1985; Ocorr and Byrne, 1986; Ocorr et al.,
1986; Sweatt et al., 1989). One effect of activated PKA
is phosphorylation of a class of membrane channels (S-
Kþ channels, named for their ability to be modulated
by serotonin) and reduction of the S-Kþ conductance
(GK,S) (Klein and Kandel, 1980; Klein et al., 1982;
Siegelbaum et al., 1982). Consequently, a test stimulus
triggers a greater number of action potentials in the
sensory neuron after sensitization. Each of these spikes
is broader, leading to increased Ca2þ influx and
enhanced transmitter release. As a result, the follower
motor neuron is more intensely activated, and the
behavioral response is enhanced (i.e., sensitized).
Thus, it was previously believed that serotonin (5-
HT) exerted all of its actions in the sensory neurons
via the cAMP-mediated reduction of GK,S.

Later studies, however, indicated that the effects
of 5-HT are more complex than originally suggested.
Not only GK,S is modulated by 5-HT, but also at
least three other conductances: 5-HT increases a
dihydropyridine-sensitive Ca2þ current (GCa,Nif)
(Braha et al., 1990; Edmonds et al., 1990), decreases
a component of the Ca2þ-activated Kþ current
(GK,Ca) (Walsh and Byrne, 1989), and modulates a
voltage-dependent Kþ current (GK,V) (Baxter and
Byrne, 1989, 1990a; Goldsmith and Abrams, 1992;
Hochner and Kandel, 1992; Sugita et al., 1994;
White et al., 1994). The effects of channel modulation
appear to be synergistic, favoring increased sensory
neuron excitability or transmitter release. Spike
broadening, which has a major impact on transmitter
release, is probably due to modulation of GK,V rather
than GK,S, whereas GK,S and GK,Ca appear to be
critical for regulating membrane excitability, with
modest effects on spike duration (Baxter and Byrne,
1990a, b). The 5-HT-induced increase in GCa,Nif

does not appear to contribute to enhanced transmit-
ter release, as this conductance is not directly
responsible for triggering exocytosis of synaptic vesi-
cles, although it may contribute to accumulation of
presynaptic calcium during intense activity
(Edmonds et al., 1990).

Two of the three 5-HT-induced effects on Kþ

conductances (modulation of GK,S and GK,Ca) are
mediated exclusively by PKA. The effects of 5-HT
on GK,V appear to be caused by activation of two
second messenger pathways, only one of which is the
cAMP pathway mentioned above (Hochner and
Kandel, 1992). Serotonin also appears to act through
another class of receptors to increase the level of the
second messenger diacylglycerol (DAG). DAG

activates protein kinase C (PKC), leading to its trans-
location (Sossin, 2007). PKC, like PKA, is involved in
the spike-duration-dependent process of facilitation
(Sugita et al., 1992, 1994). In addition, a nifedipine-
sensitive Ca2þ conductance (GCa,Nif) and the delayed
Kþ conductance (GK,V) are regulated by PKC. The
modulation of GK,V contributes importantly to the
increase in duration of the action potential
(Figure 3(a3)). Because of its small magnitude, the
modulation of GCa,Nif appears to play a minor role in
the facilitatory process.

The role of ionic conductances in modulation of
synaptic transmission is relatively well understood.
Less well understood is a second process that has a
profound effect on synaptic transmission, but which
is independent of spike duration (spike-duration
independent process; SDI). The existence of the sec-
ond process was first postulated based on a
mathematical model of a sensory neuron (Gingrich
and Byrne, 1985, 1987). Experimental studies have
provided support for the SDI process (Hochner et al.,
1986; Braha et al., 1990; Pieroni and Byrne, 1992;
Klein, 1993, 1994). Although the mechanism is poorly
understood, the SDI process is likely to include
mobilization of vesicles into a readily releasable
pool. This process appears to be particularly impor-
tant when the sensory neuron is depressed by
previous low frequency (ISI¼ 10 s) stimulation
(Braha et al., 1990; Ghirardi et al., 1992; Pieroni and
Byrne, 1992; Klein, 1993; Sugita et al., 1997), making
the SDI process an attractive candidate for dishabit-
uation mechanisms and for maintaining synaptic
strength during high levels of release (see below).
The relative contribution of PKA and PKC to facil-
itation of previously depressed synapses varies as a
function of the extent of preexisting depression. In
nondepressed synapses, 5-HT produces short-term
facilitation that can be blocked completely by inhib-
itors of PKA but is not affected by H7, an inhibitor of
PKC. In contrast, as synapses become more
depressed, the inhibitor of PKC becomes progres-
sively more effective in blocking 5-HT-induced
short-term facilitation (Braha et al., 1990; Ghirardi
et al., 1992; Sugita et al., 1997).

Nevertheless, it has only recently become clear
that, apart from dishabituation, sensitization may also
involve facilitation of depressed synapses, because a
moderate stimulus does not trigger a single spike in
the sensory neuron, but a burst of spikes (Phares et al.,
2003). By the end of this burst, the motor neuron
responses depress substantially, regardless of the state
of the first response. Enhancement of these depressed
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responses by sensitization is likely to involve the SDI
process.

Progress has been made in understanding the sec-
ond-messenger cascades involved in the SDI process
and identified synaptic terminal proteins as down-
stream targets. These targets include synapsin and
SNAP-25, highly conserved synaptic proteins that
appear to regulate homosynaptic depression and
short-term heterosynaptic facilitation. Synapsin is loca-
lized in presynaptic nerve terminals, where it interacts
with synaptic vesicles, actin and spectrin (Jovanovic
et al., 1996; Matsubara et al., 1996; Hosaka et al.,
1999; Zimmer et al., 2000). Because the interaction of
synapsin with actin and synaptic vesicles is regulated
by phosphorylation, synapsin is believed to reversibly
tether synaptic vesicles in a reserve pool, thereby reg-
ulating vesicle availability and mobilization (Hilfiker
et al., 1998, 1999). The Aplysia isoform of synapsin
(apSyn) contains the same domain arrangement as
other vertebrate and invertebrate synapsins (Angers
et al., 2002). Several potential regulatory sites have
been identified throughout the sequence of apSyn. In
addition to the PKA/CAMK I consensus phosphoryl-
ation site in the A-domain, two potential MAPK sites
and several PKC sites are detected. In ganglia and in
cultured cells, synapsin localizes in presynaptic vari-
cosities and forms distinct puncta, presumably due to
the aggregation of protein and its interaction with
vesicle membranes (Angers et al., 2002).

ApSyn is phosphorylated following application of
5-HT, which results in short-term facilitation of the
sensorimotor synapse. This phosphorylation requires
PKA andMAPK. Also, 5-HT results in a reduction in
the number of apSyn puncta, which represents the
dissociation of the protein from synaptic vesicles (and
probably the cytoskeleton) upon phosphorylation.
The reduction of apSyn puncta after 5-HT is
dynamic and reversible, and it requires PKA and
MAPK activity (Angers et al., 2002). Finally, recent
results from apSyn overexpression experiments indi-
cated that synapsin regulates basal synaptic strength,
homosynaptic depression and 5-HT-induced recov-
ery from depression (Fioravante et al., 2007).

Based on the results described above, the following
model has been proposed (Angers et al., 2002): At rest,
most vesicles are clustered in a filamentous protein
network forming the reserve pool, and 5-HT can mod-
ulate the function of apSyn by altering its
phosphorylation state via PKA andMAPK. Upon phos-
phorylation, apSyn molecules dissociate from the
vesicles and the cytoskeleton, allowing vesicles to be
mobilized to release sites when they become depleted.

Another highly conserved synaptic protein,
SNAP-25, has recently been implicated in the reg-
ulation of short-term facilitation, especially in
previously depressed synapses. In these synapses,
PKC, rather than PKA, predominantly mediates 5-
HT-induced dedepression (Ghirardi et al., 1992;
Dumitriu et al., 2006) through phosphorylation of
SNAP-25 (Houeland et al., 2007) and probably
other, yet unidentified synaptic targets.

18.2.3.2 Long-term sensitization
Whereas short-term sensitization can be induced by a
single brief stimulus, the induction of long-term sen-
sitization, whose memory can persist for days to
weeks, requires a more extensive training regime
(e.g., repeating the sensitizing stimuli over a 1.5-h
period). Compared with short-term sensitization, less
is known about the cellular mechanisms underlying
long-term sensitization. One simplifying hypothesis is
that the mechanisms underlying the expression of
long-term sensitization are the same as those of
short-term sensitization, but extended in time. Some
evidence supports this hypothesis. For example, simi-
lar to short-term sensitization, Kþ conductances and
excitability of sensory neurons are also modified by
long-term sensitization (Scholz and Byrne, 1987;
Cleary et al., 1998).

Biophysical properties of neurons mediating the
Aplysia withdrawal reflexes have been examined fol-
lowing long-term sensitization induced by a single 1.5-
h-long training session (1-day protocol), or by
four such sessions repeated at 24-h intervals (4-day
protocol). Twenty-four hours following the 1-day
protocol of long-term sensitization training, three bio-
physical properties of tail sensory neurons are altered:
Neuronal excitability, the after-depolarization follow-
ing long current pulses, and the after-depolarization
following short current pulses (Cleary et al., 1998). In
addition to the biophysical properties of sensory neu-
rons, 1-day training affects two properties of motor
neurons: The resting membrane potential is increased
and the spike threshold is decreased (Cleary et al.,
1998). Long-term sensitization also correlates with
facilitation of the sensorimotor synapses, both after
1-day training and after 4-day training (Frost et al.,
1985; Cleary et al., 1998; Wainwright et al., 2004;
Antzoulatos and Byrne, 2007). Surprisingly, although
short-term sensitization is associated with spike broad-
ening in sensory neurons (see above), long-term
sensitization is associated with spike narrowing in
sensory neurons (Antzoulatos and Byrne, 2007). The
functional effects of the spike narrowing are not clear,

Sensitization and Habituation: Invertebrate 381



but narrowing of the spike may be related to a
decrease in spike propagation failures that occurs in
response to high-frequency peripheral stimulation
after long-term sensitization.

Another branch of the research on long-term sen-
sitization has focused on the morphological effects of
sensitization training on sensory neurons. One-day
training for long-term sensitization does not induce
gross structural changes in sensory neuron morphol-
ogy, even though it does induce long-term changes in
excitability and synaptic strength (Cleary et al.,
1998). In contrast to 1-day training, 4-day training
is more effective at inducing outgrowth when com-
pared to untrained controls (Bailey and Chen, 1983;
Wainwright et al., 2002;, 2004). This outgrowth
includes an increase in the total arborization length
of sensory neuron branches, in the number of sensory
neuron branch points and varicosities, and in the
number of synaptic contacts between sensory and
motor neurons (Wainwright et al., 2002, 2004).

Biochemical correlates of long-term sensitization
have also been examined. Most of these studies have
focused on the induction phase, identifying changes in
levels of the second messenger cAMP and regulation
of several proteins (Barzilai et al., 1989; Eskin et al.,
1989; Muller and Carew, 1998; Zwartjes et al., 1998).
Progress has been made in identifying biochemical
changes related to the consolidation or expression of
long-term sensitization. Recently, long-term training
was observed to produce enhanced uptake of

glutamate (Levenson et al., 2000), the putative trans-
mitter of sensory neurons (Antzoulatos and Byrne,
2004). This increase in uptake occurred in sensory
neurons and appeared to be caused by an increased
number of glutamate transporters. Although the func-
tional role of this enhanced uptake is presently
unclear, it indicates that clearance of glutamate from
the cleft may be an important factor in the regulation
of synaptic efficacy (Chin et al., 2002b). A change in
glutamate uptake could potentially exert a significant
effect on synaptic efficacy by regulating the amount
of transmitter available for release, the rate of clear-
ance from the cleft, and thereby the duration of the
EPSP and the degree of receptor desensitization
(Antzoulatos et al., 2003).

A substantial amount of data indicates that the
induction of both short- and long-term sensitization
partly share common cellular pathways (Figure 4).
For example, both forms of sensitization activate
the cAMP/PKA cascade. In the long-term form,
however, activation is prolonged and sufficient to
induce gene transcription and new protein synthesis
(Castellucci et al., 1989; Levenson et al., 1999). This
finding is consistent with the relatively long duration
of the training period required for inducing long-
term sensitization and the lasting duration of the
effects. cAMP presumably exerts its major effects by
activation of PKA (Schacher et al., 1988; Scholz and
Byrne, 1988; O’Leary et al., 1995; Muller and Carew,
1998). Activated PKA translocates to the nucleus,
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where it phosphorylates and activates the transcription
factor CREB1. Activated CREB1, which is necessary
for long-term facilitation (LTF), binds to the promoter
region of responsive genes, and induces their expres-
sion (Dash et al., 1990, 1991; Bartsch et al., 1998; Guan
et al., 2002). A prolonged increase in cAMP also leads
to the induction and subsequent expression of a gene
encoding the protein ubiquitin C-terminal hydrolase
(Ap-Uch). This neuron-specific enzyme enhances the
degradation of certain proteins including the regula-
tory subunits of PKA (Hegde et al., 1997). With fewer
regulatory subunits of PKA to bind to catalytic sub-
units, the catalytic subunits are persistently active and
may contribute to long-term facilitation of transmitter
release (Muller and Carew, 1998).

In addition to the cAMP/PKA cascade, sensitiza-
tion training and prolonged 5-HT application also
activate MAPK (Sacktor and Schwartz, 1990; Sossin
and Schwartz, 1992, 1993; Sossin et al., 1994; Sossin
and Schwartz, 1994; Martin et al., 1997a; Sharma
et al., 2003; Sharma and Carew, 2004). Prolonged
application of 5-HT results in persistent phosphoryl-
ation (and subsequent activation) of MAPK though
activation of a tyrosine receptor kinase-like molecule
(ApTrk) (Ormond et al., 2004), cAMP (Martin et al.,
1997b; Michael et al., 1998) (but see Dyer et al., 2003),
and/or the neuropeptide sensorin (Hu et al., 2004b).
Activated MAPK translocates to the nucleus (Martin
et al., 1997b) where it may regulate gene transcrip-
tion, possibly through inhibition of the transcription
factor CREB2 (Bartsch et al., 1995). Since under basal
conditions CREB2 acts as a repressor of gene tran-
scription, its inhibition may lead to derepression and
net gene expression in concert with CREB1
(Figure 4). The involvement of additional transcrip-
tion factors such as ApAF (Aplysia activating factor)
(Bartsch et al., 2000; Lee et al., 2006) and ApLLP
(Aplysia LAPS18-like protein) (Kim et al., 2003a,
2006) in learning-induced gene expression is currently
being investigated.

Recently, it has become clear that the role of tran-
scription factors in long-term memory formation is not
limited to the induction phase but may also extend to
the consolidation phase. For example, prolonged treat-
ment with 5-HT leads to the binding of CREB1 to the
promoter of its own gene and induces CREB1 synthe-
sis (Mohamed et al., 2005). The newly synthesized
CREB1 appears to be necessary for LTF (Liu et al.,
2008). This observation agrees well with earlier find-
ings that the requirement for gene expression is not
limited to the induction phase. The necessity of pro-
longed transcription and translation for LTF observed

at 24 h persists for at least 7–9 h after induction
(Alberini et al., 1994; O’Leary et al., 1995). These
results suggest that CREB1 can regulate its own level
of expression, giving rise to a CREB1 positive feedback
loop that is necessary for memory consolidation.

In addition to CREB1, several other proteins are
regulated during LTF. One of the newly synthesized
proteins, intermediate filament protein (IFP) (Noel
et al., 1993), is thought to contribute to the new growth
observed after prolonged treatment with 5-HT.
Increased synthesis of calmodulin (CaM) (Zwartjes
et al., 1998) also occurs, but the functional significance
of this effect has not been determined. The neuro-
peptide sensorin is also upregulated by 5-HT and is
thought to contribute to the formation and stabiliza-
tion of new synapses (Hu et al., 2004a,b).

Aplysia tolloid/BMP-like protein (apTBL-1) (Liu
et al., 1997) is also synthesized in response to
increases in cAMP. Tolloid and the related molecule
BMP-1 appear to function as secreted Zn2þ pro-
teases. A signal sequence at the amino terminal
indicates that apTBL-1 is secreted to the extracellu-
lar space where one of its actions may be to activate
members of the TGF-� family of growth factors
(Figure 4). Indeed, in sensory neurons, TGF-�
mimics the effects of 5-HT in that it produces long-
term increases in synaptic strength and excitability of
the sensory neurons (Zhang et al., 1997; Farr et al.,
1999). Interestingly, TGF-� activates the MEK/
MAPK pathway in the sensory neurons and induces
MAPK translocation to the nucleus (Chin et al.,
2002a, 2006), where it phosphorylates CREB1 (Chin
et al., 2006). This activation could yield another
round of protein synthesis to further consolidate
long-term sensitization.

LTF involves not only increased synthesis but also
downregulation of proteins such as the regulatory
subunit of PKA (discussed earlier in this section) and
a homolog of neuronal cell adhesion molecule
(NCAM). Downregulation of NCAM alters the inter-
action of the neuron with other cells and allows the
restructuring of the axon arbor (Mayford et al., 1992;
Bailey et al., 1997). The sensory neuron could then
form additional connections with the same postsynap-
tic target or make new connections with other cells.

18.2.3.3 Other temporal domains for

the memory of sensitization

Operationally, memory has frequently been divided
into two temporal domains, short-term and long-
term. It has become increasingly clear from studies
of a number of memory systems that this distinction
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is overly restrictive. For example, in Aplysia, Carew
and his colleagues (Sutton et al., 2001) and Kandel
and his colleagues (Ghirardi et al., 1995) discovered
an intermediate phase of memory that has distinctive
temporal characteristics and a unique molecular sig-
nature. The intermediate-phase memory (ITM) for
sensitization is expressed approximately 30min to 3 h
after the beginning of training. It declines completely
prior to the onset of long-term memory. Like long-
term sensitization, its induction requires protein syn-
thesis, but unlike long-term memory, it does not
require mRNA synthesis. The expression of the
intermediate-phase memory requires the persistent
activation of PKA (Muller and Carew, 1998; Sutton
and Carew, 2000; Sutton et al., 2001).

An intermediate-term facilitation (ITF) of the
sensorimotor synapse, which is produced by applica-
tion of five pulses of 5-HT (an analog of sensitization
training), corresponds to the ITM as it displays simi-
lar temporal dynamics and requires protein synthesis
but not RNA synthesis (Ghirardi et al., 1995; Sutton
and Carew, 2000). This latter feature of ITF distin-
guishes it from short-term facilitation, which requires
neither protein nor RNA synthesis, and long-term
facilitation, which requires both (see above).
Depending on the induction protocol, ITF may
require intermediate-term activation of PKA or
PKC (Sossin et al., 1994; Sutton and Carew, 2000;
Pepio et al., 2002; Lim and Sossin, 2006). These
kinases can be activated for hours following pro-
longed treatment with 5-HT (Muller and Carew,
1998; Sutton and Carew, 2000). Finally, activation
of previously silent release sites has also been impli-
cated in ITF and could be a mechanism for memory
consolidation (Kim et al., 2003b).

In addition to the intermediate-phase memory, it
is likely that Aplysia has different phases of long-term
memory. For example, at 24 h after sensitization
training there is increased synthesis of a number of
proteins, some of which are different from those
whose synthesis is increased during and immediately
after training (Noel et al., 1993). These results sug-
gest that the memory for sensitization that persists for
more than 24 h may be dependent on the synthesis of
proteins occurring at 24 h and may have a different
molecular signature than the 24-h memory.

Based on the experimental results reviewed
above, a synthesis of the sensitization mechanisms
in Aplysia can now be attempted. A brief sensitizing
experience can affect the animal transiently
(i.e., short-term sensitization), through an increase
in the excitability of sensory neurons and in the

efficacy of sensory neuron synapses. Short-term facil-

itation is achieved through spike-broadening-

mediated and spike-duration-independent increases

in transmitter release. These modifications, lasting up

to several minutes, are mediated by phosphorylation

of Kþ channels and other effector molecules, such as

synapsin. More prolonged training, which typically

involves multiple, appropriately timed stages of sen-

sitization, can lead to modifications lasting 24 h or

more. A single day of sensitization training leads to

persistent increases in the efficacy of sensory neuron

synapses and in the excitability of sensory neurons.

Long-term facilitation after a single day of training

does not involve gross structural changes of sensory

neurons or changes in the number of synaptic

varicosities. With 4 days of training, long-term

sensitization is still accompanied by synaptic facilita-

tion, but changes in sensory neuron excitability are

not as prominent as they are after short-term training

or after a single session of long-term training. After 4

days of training, long-term synaptic facilitation is

achieved through an increase in the number of

synaptic contacts. Collectively, these results indicate

that facilitation of sensory neuron synapses is a ubiq-

uitous feature of sensitization. However, the

mechanisms that support the facilitation vary over

time and with the extent of training. The conversion

of one type of long-term expression mechanism to

another is interesting, as it presumably reflects the

engagement of a distinct set of genes that are part of

an overall program for the expression of particularly

enduring forms of long-term memory.

18.3 Habituation and Sensitization in
Other Invertebrates

18.3.1 Gastropod Molluscs

18.3.1.1 Tritonia
To escape a noxious stimulus, the opisthobranch

Tritonia diomedea initiates stereotypical oscillatory

swimming. This escape swim can be dissected into

several components, including number of cycles per

swim, latency to swim onset, and swim cycle period.

The various swim components can exhibit habituation,

dishabituation, and/or sensitization (Frost et al., 1996).

In particular, the escape swim undergoes habituation

and dishabituation of the number of cycles per swim

(Mongeluzi and Frost, 2000). Swimming probability

can also decrease as a result of habituation (Brown,
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1998). This habituation is accompanied by sensitization
of the latency to swim onset (Frost et al., 1998).

The neural circuit underlying swim consists of sen-
sory neurons, precentral pattern generating (CPG)
neurons, and motor neurons. This circuit can be stud-
ied in the isolated perfused brain of Tritonia, where
electrical stimulation of a nerve can elicit fictive swim-
ming patterns (Dorsett et al., 1973). Habituation of
fictive swimming correlates with a decrease in the
cycle number and cycle period of swim motor pro-
grams (Frost et al., 1996; Brown, 1997) and appears to
involve plasticity at multiple loci, including decrement
at the first afferent synapse. Sensitization appears to
involve enhanced excitability and synaptic strength in
one of the CPG interneurons. Modulation of interneu-
rons can be mediated by 5-HT, which has diverse
effects on multiple loci of the circuit (Sakurai et al.,
2006).

18.3.1.2 Land snail (Helix)

Land snails withdraw in response to weak tactile stim-
ulation. The withdrawal behavior is mediated by a
neuronal circuit involving four groups of nerve cells:
Sensory neurons, motor neurons, modulatory neurons,
and command neurons (Balaban, 2002). This with-
drawal can be habituated or sensitized, depending
on the intensity of stimulation. Habituation of the
withdrawal behavior emerges from depletion of neuro-
transmitter at sensory cell synapses as well as
heterosynaptic inhibition mediated by FMRFa-con-
taining neurons (Balaban et al., 1991). Sensitization
appears to be mediated by serotonergic modulatory
cells whose spiking frequency increases following nox-
ious stimulation (Balaban, 2002). These serotonergic
cells are electrically coupled so that they get recruited
and fire synchronously in response to strong excitatory
input. One gene that is upregulated by external noxious
input is the Helix Command Specific #2 (HCS2)
(Balaban et al., 2001). The HCS2 gene encodes a pre-
cursor protein whose processed products may function
as neuromodulators or neurotransmitters mediating the
withdrawal reactions of the snail (Korshunova et al.,
2006). Application of neurotransmitters and second
messengers known to be involved in withdrawal be-
havior result in upregulation of HCS2 gene (Balaban,
2002).

The mechanisms underlying habituation and sen-
sitization in the Helix can be further investigated by
reconstructing behaviorally relevant synapses in
culture. Using this approach, mechanosensory neu-
ron-withdrawal interneuron synapses were found to
display several forms of short-term synaptic plasticity

such as facilitation, augmentation, and posttetanic
potentiation (Fiumara et al., 2005).

18.3.2 Arthropods

18.3.2.1 Crayfish (Procambarus clarkii)

A crayfish escapes from noxious stimuli by flipping its
tail. A key component of the tail-flip circuit is a pair of
large neurons called the lateral giants (LGs), which run
the length of the animal’s nerve cord. The LGs are the
decision and command cells for the tail-flip. The cray-
fish tail-flip response exhibits habituation (Wine et al.,
1975) and sensitization (Krasne and Glanzman, 1986).
Plastic changes induced during learning involve modu-
lation of the strength of synaptic input driving the LGs
(Edwards et al., 1999). A diminution of transmitter
release with repeated activation of afferents is thought
to underlie habituation (Krasne and Roberts, 1967;
Zucker, 1972). An inhibitory pathway was also identi-
fied that can tonically inhibit the LGs (Krasne and
Wine, 1975; Vu and Krasne, 1992, 1993; Vu et al.,
1993). This putatively GABAergic (Vu and Krasne,
1993) (but see Heitler et al., 2001) inhibitory pathway
also plays a major role in habituation (Krasne and
Teshiba, 1995). In addition to the regulation of synaptic
strength, habituation also results in decreased excit-
ability of LGs (Araki and Nagayama, 2005). Bath
application of the endogenous neuromodulators 5-
HT and octopamine decrease the rate of LG habitua-
tion to repetitive sensory stimulation (Araki et al.,
2005). Octopamine is also thought to at least partly
mediate sensitization, because it mimics the
sensitizing effects of strong stimulation on the tail-flip
(Glanzman and Krasne, 1986; Krasne and Glanzman,
1986).

18.3.2.2 Honeybee (Apis mellifera)

Honeybees, like other insects, are superb at learning.
For example, classical conditioning of feeding behavior
can be produced by pairing a visual or olfactory stim-
ulus with sugar solution to the antennae. Numerous
studies described the molecular mechanisms underly-
ing memory formation, which involve upregulation of
the cAMP pathway and activation of PKA resulting in
CREB-mediated transcription of downstream genes
(Menzel, 2001). Nonassociative learning has also been
studied in the honeybee, albeit to a lesser extent.
Habituation of the proboscis extension reflex can be
elicited by repeatedly touching one antenna with a
droplet of sugar water (Braun and Bicker, 1992) and
lasts for at least 10min (Bicker and Hahnlein, 1994).
Following habituation, the proboscis extension

Sensitization and Habituation: Invertebrate 385



response can be restored spontaneously with time
(spontaneous recovery) (Bicker and Hahnlein, 1994)
or by stimulating the contralateral antenna (dishabitu-
ation) (Braun and Bicker, 1992). Application of
tyramine, a metabolic precursor of the endogenous
neuromodulator octopamine, accelerates the rate of
habituation of the reflex (Braun and Bicker, 1992).
Recently, activation of PKA was implicated in habitu-
ation of the reflex, but not dishabituation or
spontaneous recovery, suggesting that the cellular
mechanisms mediating habituation, dishabituation,
and spontaneous recovery are distinct (Muller and
Hildebrandt, 2002). With repeated training sessions
over 2 days, long-term memory for habituation lasting
for 24 h can be demonstrated (Bicker and Hahnlein,
1994). Finally, sensitization of the antenna reflex can be
produced as a result of presenting gustatory stimuli to
the antennae (Mauelshagen, 1993; Menzel et al., 1999).

18.3.2.3 Drosophila melanogaster

Because the neural circuitry in the fruit fly is both
complex and inaccessible, the fly might seem to be an
unpromising subject for studying the neural basis of
learning. However, the ease with which genetic studies
are performed compensates for the difficulty in per-
forming electrophysiological studies (DeZazzo and
Tully, 1995). A multitude of behaviors have been
used as a model system to study nonassociative learn-
ing in Drosophila, including proboscis extension (Duerr
and Quinn, 1982), thoracic bristle-elicited cleaning
reflex (Corfas and Dudai, 1989), landing response
(Rees and Spatz, 1989; Asztalos et al., 1993), jump-
and-flight escape response (Engel and Wu, 1996), and
odor-elicited startle response (Cho et al., 2004).
Habituation has been demonstrated in all of these
behaviors and molecular pathways underlying this
form of learning have been identified and include the
cAMP/PKA pathway (dunce and rutabaga mutants)
(Duerr and Quinn, 1982; Corfas and Dudai, 1989;
Engel and Wu, 1996; Cho et al., 2004), protein phos-
phatase 1 (Asztalos et al., 1993), and cGMP-dependent
protein kinase (PKG) (Engel et al., 2000). In flies carry-
ing the rutabaga mutation, which leads to diminished
cAMP synthesis, habituation of the cleaning reflex is
abnormally short-lived but dishabituation is unaffected
(Corfas and Dudai, 1989). Moreover, in flies carrying
the dunce mutation, which results in elevated cAMP
levels, habituation rates of the jump-and-flight reflex
are moderately increased but spontaneous recovery
and dishabituation are not affected (Engel and Wu,
1996). These results reinforce the idea that the pro-
cesses underlying habituation, dishabituation, and

spontaneous recovery are distinct (also see the section
titled ‘Honeybee (Apis mellifera)’). Finally, in the dunce
and rutabaga flies, sensitization of the proboscis-exten-
sion reflex dissipates more rapidly compared to wild-
type controls (Duerr and Quinn, 1982).

18.3.3 Annelids

18.3.3.1 Leech

In the leech Hirudo medicinalis, nonassociative learn-
ing has been studied in several well characterized
behaviors: Movements in response to light and
water currents (Ratner, 1972), bending (Lockery
and Kristan, 1991), shortening reflex to repeated
light (Lockery et al., 1985) or tactile stimulation
(Belardetti et al., 1982; Boulis and Sahley, 1988;
Sahley et al., 1994), and swimming (Catarsi et al.,
1993; Zaccardi et al., 2001).

In the shortening reflex of the leech, the neuronal
changes underlying habituation and sensitization
occur in the pathway from mechanosensory neurons
to electrically coupled neurons, the S cells (Bagnoli
and Magni, 1975; Sahley et al., 1994). Habituation of
this reflex can reach asymptotic levels after 20 train-
ing trials and correlates with decreased S-cell
excitability (Burrell et al., 2001). The reflex can be
restored following application of a single noxious
stimulus (dishabituation) (Boulis and Sahley, 1988).
The potentiation of the shortening reflex observed
during sensitization requires the S neurons, as their
ablation disrupts sensitization (Sahley et al., 1994).
This potentiation is mediated by 5-HT through an
increase of cAMP (Belardetti et al., 1982), which also
increases S-cell excitability (Burrell et al., 2001).
Depletion of 5-HT disrupts sensitization (Sahley
et al., 1994). Interestingly, ablation of the S cells
only partly disrupts dishabituation, indicating that
separate processes contribute to dishabituation and
sensitization (Ehrlich et al., 1992; Sahley et al., 1994).

An additional mechanism that could potentially
contribute to habituation of the shortening reflex
involves depression of the synapses of touch (T) sen-
sory neurons onto their follower target neurons. This
synaptic depression has been associated with an
increase in the amplitude of the T-cell after-hyper-
polarizing potential (AHP) that follows their discharge
(Brunelli et al., 1997; Scuri et al., 2002). The lasting
increase in AHP amplitude, following low-frequency
stimulation of T cells, has been attributed, in turn, to
increased activity of the electrogenic Naþ pump, and
requires activation of phospholipase A2 and the down-
stream arachidonic acid metabolites (Scuri et al., 2005).

386 Sensitization and Habituation: Invertebrate



18.3.4 Nematoda

18.3.4.1 Caenorhabditis elegans

C. elegans is a valuable model system for cellular and
molecular studies of learning. Its principal advantages
are threefold. First, its nervous system is extremely
simple. It has a total of 302 neurons, the anatomical
connectivity of which has been described at the elec-
tron microscopy level. Second, the developmental
lineage of each neuron is completely specified. Third,
its entire genome has been sequenced, making it highly
amenable to a number of genetic and molecular ma-
nipulations. C. elegans responds to a vibratory stimulus
applied to the medium in which they locomote by
swimming backwards. This reaction, known as the tap
withdrawal reflex, exhibits habituation, dishabituation,
sensitization, and long-term (24-h) retention of habit-
uation training (Rankin et al., 1990). Laser ablation
studies have been used to elucidate the neural circuitry
supporting the tap withdrawal reflex and to identify
likely sites of plasticity within the network. Plastic
changes during habituation appear to occur at the
chemical synapses between presynaptic sensory neu-
rons and postsynaptic command interneurons (Wicks
and Rankin, 1997). Analysis of several C. elegansmutants
has revealed that synapses at the locus of plasticity in
the network may be glutamatergic (Rose and Rankin,
2001). Mutation of the gene coding for the brain-spe-
cific inorganic phosphate transporter eat-4 results in
more rapid habituation compared to wild-type worms
and slower recovery (Rankin and Wicks, 2000). The
protein coded by eat-4 is involved in the regulation of
glutamatergic transmission and is homologous to the
mammalian vesicular glutamate transporter VGLUT1
(Bellocchio et al., 2000). Eat-4 worms also do not dis-
play dishabituation, suggesting that neurotransmitter
regulation plays a role in habituation and dishabitua-
tion (Rankin and Wicks, 2000). Moreover, worms that
carry a mutation in glr-1, an excitatory glutamate
receptor expressed in postsynaptic command interneu-
rons, do not display long-term memory for habituation
(Rose et al., 2003). In general, the study of behavioral
genetics in the worm has provided significant insights
into the ways in which genes regulate behavior
(Rankin, 2002).

18.4 Emerging Principles

As a result of research on several invertebrate model
systems, some general principles have emerged. A list
of these principles might include the following:

(1) short-term and long-term forms of learning and

memory require changes in existing neural circuits,

(2) these changes may involve multiple cellular mech-

anisms within single neurons, (3) second messenger

systems play a role in mediating cellular changes,

(4) changes in the properties of membrane channels

are commonly correlated with learning and memory,

(5) changes in intrinsic excitability (See Chapter 14)

and synaptic efficacy are correlated with short- and

long-term memory, and (6) long-term memory

requires new protein synthesis and growth, whereas

short-term memory does not.
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19.1 Aplysia Classical Conditioning
and Operant Conditioning

The simple nervous system and the relatively large

identifiable neurons of the marine mollusk Aplysia

provide a useful model system to examine the cellu-

lar and molecular mechanisms of the two major forms

of associative learning, classical conditioning and

operant (instrumental) conditioning. The ability to

associate a predictive stimulus with a subsequent

salient event (i.e., classical conditioning) and the abil-

ity to associate an expressed behavior with the

consequences (i.e., operant conditioning) allow for

a predictive understanding of a changing environ-

ment. Although operationally distinct, there has

been considerable debate whether at some funda-

mental level classical and operant conditioning are

mechanistically distinct or similar (e.g., Rescorla and

Solomon, 1967; Gormezano and Tait, 1976; Dayan

and Balleine, 2002). Studies utilizing the defensive

withdrawal reflexes of Aplysia have provided much

information on the mechanisms underlying classical

conditioning. Recent studies utilizing the feeding

behavior of Aplysia are providing for a comparative

analysis of the mechanisms underlying classical and

operant conditioning, using the same behavior and

studying the same neuron. This comparative analysis

can help to resolve the issue of whether similar or

different mechanisms underlie these two forms of

associative learning.

19.2 Classical Conditioning

19.2.1 Behavioral Studies

The initial studies of classical conditioning in Aplysia

focused on defensive reflex behaviors and used aversive

conditioning procedures. A tactile or electrical stimulus

delivered to the siphon of the animal resulted in a reflex

withdrawal of the gill and siphon, a reaction which

presumably protects sensitive structures from harmful

stimuli. Aversive classical conditioning in this species

can be demonstrated by presenting a conditioned

stimulus (CS), a brief, weak tactile stimulus to the

siphon which produced a small siphon withdrawal,

and an unconditioned stimulus (US), a short-duration

noxious electric shock to the tail which produced a large

withdrawal of the siphon (the unconditioned response,

UR). After repeated pairings of the CS and US, the CS

alone produced a large siphon withdrawal (the condi-

tioned response, CR). This withdrawal was enhanced

beyond that produced by the US alone (sensitization

control) or unpaired or random presentations of the CS

or the US (Carew et al., 1981), and this conditioning

persisted for as long as 4 days. Carew et al. (1983) also

found that this reflex exhibited differential classical

conditioning. CS (tactile stimulation) were delivered

to either the siphon or to the mantle region. One CS

(the CSþ) is paired with the US (electric shock to the

tail) and the other is explicitly unpaired (theCS�). After
conditioning, the CSþ produced a greater withdrawal

than the CS�.
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In addition to the classical conditioning of defensive
reflexes, classical conditioning can also be applied to
feeding behavior. Aplysia feed by protracting a toothed
structure called the radula into contact with seaweed.
The radula grasps seaweed by closing and retracting,
which results in the ingestion of the seaweed. Inedible
objects can be rejected if the radula protracts while
closed (grasping the object) and then opens as it retracts
to release the object. Thus, the timing of radula closure
determines which behavior will occur. Feeding behav-
ior can be classically conditioned with an appetitive
protocol (Colwill et al., 1997; Lechner et al., 2000a).
This appetitive protocol (Lechner et al., 2000a) con-
sisted of tactile stimulation of the lips with a fine-tipped
paint brush (CS), and the US was a small piece of
seaweed, which the animals were allowed to eat. The
animals were trained by repeatedly pairing the CS and
the US. After training, presentation of the CS elicited
an increase in ingestive behavior (CR).

19.2.2 Neural Mechanisms of Aversive
Classical Conditioning in Aplysia

A cellular mechanism called activity-dependent neu-
romodulation contributes to associative learning in

Aplysia (Hawkins et al., 1983; Walters and Byrne,
1983; Antonov et al., 2001). A general cellular scheme
of activity-dependent neuromodulation is illustrated in
Figure 1. Two sensory neurons (SN1 and SN2) con-
stitute the pathways for the conditioned stimuli (CSþ

and CS�) and make weak subthreshold connections to
a motor neuron. Delivering a reinforcing stimulus or
US alone has two effects. First, the US activates the
motor neuron and produces the UR. Second, the US
activates a diffuse modulatory system that nonspecifi-
cally enhances transmitter release from all the sensory
neurons. This nonspecific enhancement contributes to
sensitization. Temporal specificity, which is character-
istic of associative learning, occurs when there is
pairing of the CS (spike activity in SN1) with the US,
which causes a selective amplification of the modula-
tory effects in SN1. Unpaired activity does not amplify
the effects of the US in SN2. The amplification of the
modulatory effects in SN1 leads to an enhancement of
the ability of SN1 to activate the motor neuron and
produce the CR.

A reduced preparation for the siphon-withdrawal
reflex was developed that consists of the isolated tail,
siphon, and central nervous system (CNS) of the
animal (Antonov et al., 2001). A classical conditioning

Paired activity

Motor
neuron

Motor
neuron

URUS CR

CS+CS+ CS–CS–

SN2 SN2

FN

SN1 SN1

(a) Learning (b) Memory

FN

Figure 1 General model of activity-dependent neuromodulation. (a) Learning. A motivationally potent reinforcing stimulus

(US) activates a motor neuron to produce the unconditioned response (UR) and a facilitatory neuron (FN) or modulatory
system that regulates the strength of the connection between sensory neurons (SN1 and SN2) and the motor neuron.

Increased spike activity in one sensory neuron (SN1) immediately before the modulatory signal amplifies the degree and

duration of the modulatory effects, perhaps through the Caþ2 sensitivity of the modulatory evoked second messenger, with

contributions from the postsynaptic neuron. The unpaired sensory neuron (SN2) does not show an amplification of the
modulatory effects. (b) Memory: The amplified modulatory effects cause increases in transmitter release and/or excitability of

the paired neuron, which in turn strengthens the functional connection between the paired sensory neuron (SN1) and the

motor neuron. The associative enhancement of synaptic strength represents the conditioned response (CR).
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training protocol was performed with tactile stimu-
lation of the siphon as the CS and an electric shock to
the tail as the US. Paired training significantly
increased the amplitude of the siphon withdrawal,
indicating successful conditioning. The classical con-
ditioning protocol also produced a pairing-specific
increase in the strength of the sensorimotor neuron
synapse.

Experimental analyses of sensitization of defensive
reflexes in Aplysia have shown that the neuromodula-
tor released by the reinforcing stimulus, which is
believed to be serotonin, activates the enzyme aden-
ylyl cyclase in the sensory neuron. The activation of
adenylyl cyclase increases the synthesis of the second
messenger cyclic adenosine monophosphate (cAMP),
which activates the cAMP-dependent protein kinase,
and the subsequent protein phosphorylation leads to
a modulation in several properties of the sensory
neurons. These changes include modulation of mem-
brane conductances and other processes which facilitate
synaptic transmission. This facilitation results in the
increased activation of the motor neuron and the
sensitization of the reflex. The pairing specificity of
the associative conditioning is at least partly due to
an increase in the level of cAMP beyond that pro-
duced by serotonin alone (Ocorr et al., 1985; Abrams
and Kandel, 1988). The influx of Caþ2 associated with
the CS (spike activity) amplifies the US-mediated
modulatory effect by interacting with a Caþ2-sensi-
tive component of the adenylyl cyclase (Abrams and
Kandel, 1988). A critical role for Caþ2-stimulated
cyclase is also suggested by studies ofDrosophila show-
ing that the adenylyl cyclase of a mutant deficient in
associative learning exhibits a loss of Caþ2/calmodu-
lin sensitivity.

The postsynaptic cell (i.e., motor neuron) also con-
tributes to the plasticity of the synapse (Murphy and
Glanzman, 1997; Bao et al., 1998). The postsynaptic
membrane of the motor neuron contains N-methyl-D-
aspartate (NMDA)-like receptors. If these receptors are
blocked, then the associative modification of the
synapse is disrupted. NMDA receptors require concur-
rent delivery of glutamate and depolarization in order
to allow the entry of calcium. Activity in the sensory
neuron (CS) provides the glutamate, and the US depo-
larizes the cell. The subsequent increase in intracellular
Caþ2 may release a retrograde signal from the postsyn-
aptic cell to the presynaptic terminal. This retrograde
signal would then act to further enhance the cAMP
cascade in the sensory neuron. Presynaptically blocking
protein kinase A (PKA) by injecting a peptide inhibitor
into the sensory neuron, or postsynaptically blocking

Caþ2 by injecting BAPTA (1,2-bis-(o-aminophenoxy)-
ethane-N,N,N9,N9-tetraacetic acid) into the motor
neuron, also blocked the pairing-specific strengthening
of the sensorimotor neuron synapse (Antonov et al.,
2003) using the simplified preparation for classical
conditioning mentioned earlier. The plasticity in the
sensorimotor neuron synapse can be blocked by an
injection to the postsynaptic motor neuron alone, sug-
gesting that a retrograde signal is an integral part of the
process.

This mechanism for associative learning appears
to be an elaboration of a process already in place that
mediates sensitization, which is a simpler form of
learning (See Chapter 18 for a review of the mecha-
nisms of sensitization). This finding raises the
interesting possibility that even more complex
forms of learning may use simpler forms as building
blocks, an idea that has been suggested by psycholo-
gists for many years but has only recently become
testable at the cellular level.

19.2.3 Neural Mechanisms of Appetitive
Classical Conditioning in Aplysia

The feeding system of Aplysia has many advantages.
For example, much of the cellular circuitry control-
ling feeding behavior has been identified, so it is
possible to study neurons with known behavioral
significance. The in vivo training protocol for classi-
cal conditioning (Lechner et al., 2000a) has been used
to examine correlates of classical conditioning in
several neurons that are important for the expression
of feeding behavior. Classical conditioning led to the
pairing-specific strengthening of the CS-evoked ex-
citatory synaptic input to pattern-initiating neuron
B31/32, although no changes were observed in the
membrane properties, such as input resistance or the
threshold for bursting (Lechner et al., 2000b). If B31/
32 receives a greater excitatory input from the CS,
then this neuron would be more likely to initiate a
feeding motor pattern, and the feeding motor pat-
terns evoked by the CS would be mostly ingestive
(Lechner et al., 2000b). However, B31/32 promotes
the initiation of feeding motor patterns without
defining which type of pattern (i.e., ingestive or eges-
tive) is expressed (Hurwitz et al., 1996). Thus, the
pairing-specific increase in excitatory input to B31/
32 alone cannot account for the specific increase in
the ingestive behavior that is observed following
in vivo classical conditioning (Lechner et al., 2000a).

Correlates of classical conditioning were measured
in neuron B51 following the in vivo classical
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conditioning protocol (Lorenzetti et al., 2006).

Neuron B51 is pivotal for the expression of ingestive

motor patterns, and B51 exhibits a characteristic all-

or-nothing sustained level of activity (i.e., plateau

potential; Plummer and Kirk, 1990) during ingestive

motor patterns (Nargeot et al., 1999a). Classical con-

ditioning induced a significant pairing-specific

increase in the CS-evoked excitatory synaptic input

to B51, as well as an increase in the number of

CS-elicited plateau potentials. The pairing-specific

strengthening of the excitatory synaptic input can

increase the likelihood that B51 is recruited into a

motor pattern, which can contribute to the pairing-

specific increase in the number of CS-evoked plateau

potentials. An increase in the recruitment of B51

should bias the feeding central pattern generator

(CPG) toward the expression of ingestive motor pat-

terns (Nargeot et al., 1999b). Thus, the effects

produced by classical conditioning appear to be dis-

tributed among elements of the feeding CPG such as

B31/32 and B51, with the pairing-specific plasticity in

B31/32 contributing to the increased number of

motor patterns, while the pairing-specific plasticity

in B51 is biasing the nature of the motor patterns

toward ingestion.
In addition to the pairing-specific enhancement of

the CS-evoked excitatory synaptic input to B51,

classical conditioning can alter the intrinsic biophys-

ical properties of B51. Classical conditioning raised

the threshold for eliciting a burst (i.e., plateau poten-

tial) in B51 without affecting either the resting

membrane potential or input resistance. This result

adds to an increasing body of evidence that, in addi-

tion to changes in synaptic efficacy, changes in the

intrinsic neuronal excitability also contribute to the

storage of memory (for reviews see Daoudal and

Debanne, 2003; Zhang and Linden, 2003; See also

Chapter 14). The pairing-specific decrease in the

excitability would make B51 less likely to be active,

whereas the increase in the excitatory synaptic input

would facilitate the recruitment of the neuron.

However, the training produced more CS-evoked

plateau potentials in B51 in the paired group as

compared to the unpaired group. Thus, the factors

that enhance the recruitment of B51 overpower the

diminished excitability and bias B51 toward produ-

cing more plateau potentials, resulting in a greater

number of ingestive motor patterns. This pairing-

specific decrease in the excitability of B51 could be

an adaptive mechanism to help shape the CS speci-

ficity produced by classical conditioning.

An in vitro analog of classical conditioning has
been developed for the feeding system of Aplysia

(Mozzachiodi et al., 2003). This preparation used
isolated ganglia from naive animals. Stimulation of
the anterior tentacular nerve was chosen as the ana-
log of the CS. Specifically, the fourth branch of the
anterior tentacular nerve was used because this
branch innervates the lip region, which is the site of
stimulation for the in vivo CS. Stimulation of the
esophageal nerve was used as the analog of the US.
The ganglia were trained by repeatedly pairing the
CS with the US. After training, the ganglia produced
more motor patterns (analogs of the CR) after CS
delivery, indicating that conditioning was successful
in this reduced analog. The in vitro analog of classical
conditioning was then performed while monitoring
the membrane properties and CS-elicited synaptic
input to B31/32, CBI-2 (Mozzachiodi et al., 2003),
and B51 (Lorenzetti et al., 2006). The in vitro training
protocol produced an increase in the CS-elicited
synaptic input to both B31/32 and to B51, an increase
in the burst threshold of B51, and an increased num-
ber of CS-elicited plateau potentials in B51, similar
to what was observed following in vivo training. In
addition, in vitro classical conditioning led to a pair-
ing-specific enhancement of the CS-elicited synaptic
input to CBI-2 (Mozzachiodi et al., 2003), which is
one of the command-like interneurons controlling the
activity of the feeding CPG (Rosen et al., 1991).
Synergism among these effects can help produce the
pairing-specific increase in the number of CS-evoked
bites observed following in vivo classical conditioning.

These results provide further support that mem-
ory can be distributed among multiple sites of
plasticity, similar to what has been observed with
other animal model systems. In Lymnaea, appetitive
classical conditioning strengthened the CS-evoked
excitatory synaptic drive to feeding motor neurons
(Staras et al., 1999) and induced a persistent depolar-
ization in the modulatory neuron CV1a (Jones et al.,
2003). In Aplysia, empirical studies (e.g., Trudeau and
Castellucci, 1993; for review see also Cleary et al.,
1995) and theoretical work (White et al., 1993; Lieb
and Frost, 1997) on the neural circuits controlling
defensive withdrawal reflexes emphasize the role of
both sensory neurons and interneurons as sites of
learning-related plasticity underlying behavioral
sensitization. In vertebrates, the plasticity produced
by delay classical conditioning of the eyelid response
is distributed between the cerebellar cortex and the
deep cerebellar nuclei (for reviews see Raymond
et al., 1996; Kim and Thompson, 1997). Trace

398 Cellular Mechanisms of Associative Learning in Aplysia



classical conditioning of the same reflex can also
involve the hippocampus (for review see Christian
and Thompson, 2003). Therefore, studies in both
invertebrate and vertebrate neural circuits support
the concept that multiple sites of plasticity contribute
to the storage of information for associative and non-
associative forms of memory.

19.3 Operant Conditioning

19.3.1 Behavioral Studies

Feeding behavior in Aplysia can be modified by pair-
ing feeding with an aversive stimulus. If food is
wrapped in a tough plastic net, Aplysia bite and
attempt to swallow the food. However, netted food
cannot be swallowed, and so it is rejected. The inabil-
ity to consume the food appeared to be an aversive
stimulus that modified the feeding behavior, because
the trained animals no longer attempted to bite the
netted food (Susswein et al., 1986).

Feeding behavior can also be operantly condi-
tioned with an appetitive stimulus (Brembs et al.,
2002). The reinforcement signal for the in vivo train-
ing protocol was a brief shock to the esophageal
nerve. The esophageal nerve is believed to be part
of the pathway mediating food reward because bursts
of activity in this nerve occur when the animal suc-
cessfully ingests food (Brembs et al., 2002). In
addition, lesions to this nerve blocked in vivo appeti-
tive classical conditioning (Lechner et al., 2000a).
Also, the in vitro analog of classical conditioning
discussed earlier successfully increased the number
of CS-elicited motor patterns when esophageal nerve
shock was used as the US (Mozzachiodi et al., 2003).
In the operant conditioning paradigm, the contingent
reinforcement of biting behavior by a shock to the
esophageal nerve produced an increase in the fre-
quency of biting, when measured both immediately
after training and 24 h after training, as compared to
animals trained with a yoke-control procedure
(Brembs et al., 2002).

19.3.2 Neural Mechanisms of Appetitive
Operant Conditioning in Aplysia

We have previously discussed B51 (Plummer and
Kirk, 1990) as being implicated in the expression of
ingestive behavior and as a correlate of classical con-
ditioning. B51 is active predominantly during the
retraction phase (Nargeot et al., 1997), and when

B51 is recruited into a pattern, it recruits radula
closure motor neurons (see Figure 2).

The in vivo training protocol for operant condi-
tioning was used to examine correlates in neuron B51
(Brembs et al., 2002). Operant conditioning led to
changes in the membrane properties of B51. The
input resistance was increased and the threshold for
bursting was decreased. These changes increase the
likelihood of B51 activation and thereby contribute
to the conditioned increase in the ingestive response.

An in vitro analog of operant conditioning was
developed using only the isolated buccal ganglia,
which is responsible for generating the motor patterns
involved in feeding (Nargeot et al., 1999a). These
motor patterns can either be ingestive or egestive. In
this analog of operant conditioning, motor patterns
corresponding to ingestion were used as the analog of
the behavior. The ingestive motor pattern was selec-
tively reinforced by contingently shocking the
esophageal nerve, which was the analog of the rein-
forcement. The conditioning procedure resulted in an
increase in the likelihood of ingestive patterns being
produced (Nargeot et al., 1999a). The contingent
reinforcement also resulted in the modulation of the
membrane properties of neuron B51 (Nargeot et al.,
1999a). The input resistance increased and the thresh-
old for eliciting a burst decreased in a manner similar
to the in vivo operant conditioning protocol. These
changes in the membrane properties of B51 make the
cell more excitable and more likely to be recruited
into a motor pattern, thus helping to explain the
increase in the frequency of expression of the inges-
tive motor patterns following the in vitro analog of
operant conditioning. Furthermore, these results for
the membrane properties of B51 can be replicated
when induced electrical activity in B51 was substi-
tuted for the analog of the behavior, instead of an
ingestive motor pattern, which was then contingently
reinforced with a shock to the esophageal nerve
(Nargeot et al., 1999b).

The esophageal nerve, which is used to send both
a reinforcement signal with operant conditioning and
a US signal with classical conditioning, contains
dopaminergic processes (Kabotyanski et al., 1998).
Esophageal nerve stimulation produced a postsynap-
tic potential (PSP) in B51 and this PSP was blocked
by the dopamine antagonist ergonovine (Nargeot
et al., 1999c). This dopamine antagonist also blocked
the acquisition of the associative changes induced by
in vitro analogs of both operant conditioning
(Nargeot et al., 1999c) and classical conditioning
(Reyes et al., 2005).
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The analog was further reduced by removing
neuron B51 from the ganglia and placing it in culture

(Lorenzetti et al., 2000; Brembs et al., 2002). This

single, isolated neuron was conditioned by contin-

gently reinforcing induced electrical activity (the

analog of behavior) with a direct and temporally

discrete application of dopamine (the analog of rein-

forcement). After conditioning, the input resistance

of B51 increased and the threshold for bursting

decreased, similar to the in vivo and in vitro analogs

of operant conditioning described above. The mem-

brane properties of B51 were modulated such that the

cell was more likely to be active in the future. Such a

highly reduced preparation is a promising candidate

to study the mechanisms of dopamine-mediated

reward and the conditioned expression of behavior

at the level of the intracellular signaling cascades.
The operant conditioning of the feeding behavior

of Aplysia increased the expression of the ingestive

responses. The excitability of B51 was also increased

by the operant protocol, accounting for the bias in the

output of the CPG toward ingestion. However,

increasing the excitability of B51 is not likely to
increase the total number of patterns expressed.
Thus, another site of plasticity is probably induced
by the operant protocol. A likely candidate for this
additional site of plasticity is in a cell or synapse that
is responsible for pattern initiation (e.g., B31).
Though these possible sites of plasticity have not
yet been explored, it seems likely that both operant
and classical conditioning lead to the distribution of
memory at multiple sites within the neural circuit.

19.4 Conclusions

The feeding system of Aplysia, with its relatively sim-
ple circuitry, provides a model system for a systematic
comparison of the mechanisms underlying classical
and operant conditioning. Some interesting similari-
ties as well as differences are beginning to emerge
(Table 1). One similarity is the nature of the rein-
forcement pathway and its neurotransmitter. The
esophageal nerve mediates the reinforcement signal

High probability
of recruitment

Protraction

Protraction

Retraction

Retraction

Closure

Closure

(b) Ingestive pattern

Low probability
of recruitmentB51

B51

Ret.

Ret.

Prot.

Prot.

Motor
activity

(a) Egestive pattern

Motor
activity

Contingent
reinforcement

Figure 2 Model of operant conditioning of feeding in Aplysia. The cellular network that mediates feeding behavior is
represented by the elements in circles. Motor activity comprising two basic feeding patterns is depicted below. (a) At first, the

radula protraction-generating element (Prot.) is active, followed by the radula retraction element (Ret.). In the naive state,

neuron B51 has a low probability for recruitment and thus does not take part in the feeding motor program. Radula closure

occurs during the protraction phase. Consequently, the pattern elicited is egestive. (b) Neuron B51 now has a higher
probability for recruitment following contingent reinforcement. B51 is now active during the motor program, leading to radula

closure occurring primarily during the retraction phase. Thus, the pattern elicited will now be ingestive.
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for appetitive operant conditioning (Nargeot et al.,
1997) and the US pathway for appetitive classical
conditioning (Lechner et al., 2000a; Mozzachiodi

et al., 2003). Also, this pathway appears to use dopa-
mine as a transmitter, which is consistent with the
long-held view that dopamine can mediate the US/

reinforcement for appetitive forms of both classical
and operant conditioning in both vertebrates and

invertebrates (for review see Schultz, 2002).
Appetitive classical conditioning of feeding

behavior in Aplysia produced two major changes in

neuron B51. The synaptic input along the CS path-
way into B51 was increased. This increase in the CS

pathway suggests that the conditioned sensory path-
way receives a preferential boost, while the other
sensory pathways could remain unchanged. The sec-

ond change seen with B51 was an increase in the
burst threshold. This change acts on the level of the

pattern generation machinery and makes the expres-
sion of ingestive feeding responses less likely. Thus,
the animal would be less likely to feed unless the CS

was present. Identical changes in the properties of
B51 were expressed in intact animals trained with a
classical conditioning protocol and in an in vitro ana-

log of classical conditioning using isolated ganglia
(Lorenzetti et al., 2006).

Appetitive operant conditioning of feeding
behavior in Aplysia also produced two major changes
in neuron B51. Both changes were made to the intrin-

sic membrane properties of the cell. First, the input
resistance was increased. Second, the burst threshold

was decreased. Both of these changes act in the same
direction and would make B51 more likely to be
active, thus accounting for the increased expression

of the behavior following reinforcement. Identical
changes in the membrane properties of B51 were

expressed in intact animals trained with an operant
conditioning protocol (Brembs et al., 2002), in an
in vitro analog of operant conditioning using isolated

ganglia (Nargeot et al., 1999a,b), and in a single-cell

analog consisting of neuron B51 in culture (Brembs

et al., 2002).
B51 is a cellular locus for the changes induced by

both operant and classical conditioning. No pairing-

specific changes in the input resistance were observed

following classical conditioning, which was in contrast

to the contingent-dependent increase in this parame-

ter measured in B51 following both in vivo and in vitro

operant conditioning. Both operant and classical con-

ditioning modified the threshold level for activation

of neuron B51, but in opposite directions, revealing

key differences in the cellular mechanisms underlying

these two forms of associative learning and suggesting

a difference at the molecular level. B51 appears to be a

coincidence detector for both the CS–US association

(classical conditioning) and the contingency between

ingestive behavior and reinforcement (operant condi-

tioning). Because dopamine likely mediates both the

US and the reinforcement, a key problem is the elu-

cidation of the mechanisms that lead to the induction

of the opposite effects on the burst threshold. One

possibility is that the coincidence detector for classical

conditioning involves an association between a trans-

mitter released by the CS and dopamine, whereas for

operant conditioning it involves an association

between the cellular effects of B51 burst activity and

dopamine.
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20.1 Introduction

The two best understood and most extensively stud-

ied aspects of procedural learning are classical

conditioning of discrete skeletal muscle responses

and conditioning of fear. Indeed, more is known

about the neural substrates of these two forms of

learning than about any other aspects of learning

and memory (See Chapter 21). A schema illustrating

the different forms or aspects of memory is shown in

Figure 1. The major distinction is between declara-

tive and procedural memory (see Squire and

Knowlton, 1994). Classical or Pavlovian conditioning

is the sine qua non of procedural memory; it is defined

by the procedure used. The ‘‘neutral’’ conditioned

stimulus (CS) and the reflex-eliciting unconditioned

stimulus (US) are presented paired together, with CS

onset preceding US onset, and the outcome com-

pared to various control procedures where the

stimuli are not paired together. The stimuli are pre-

sented to the organism regardless of what the

organism does, in contrast to instrumental or operant

learning, where the organism’s response can control

the occurrence of the stimuli, for example, respond-

ing so as to avoid presentation of the US.

Another way of distinguishing between declarative
and procedural memory is in terms of awareness –

declarative memory provides the capacity for con-

scious recollection of facts and events, whereas

procedural memory is typically not accessible to con-

scious recollection – it can’t be brought to mind and

declared. Rather, procedural memory is expressed

through performance (see Clark and Thompson, in

press, for a more detailed discussion and history of

these concepts).
Classical conditioning provides a temporal struc-

ture where the organism learns about the causal

fabric of the environment. The CS provides the

organism with information concerning the subse-

quent occurrence of another stimulus. However,

mere temporal pairings of the CS and US, simple

contiguity, are not sufficient for learning. Instead, it

is the contingency, the probability that the CS will be

followed by the US, that determines learning. As

Rescorla showed in classic studies, if there are many

presentations of the US alone, as well as paired pre-

sentations of CS and US, little or nothing may be

learned (see Rescorla, 1988). Indeed the learning that

occurs in classical conditioning is a good predictor of

the probability one stimulus will be followed by
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another. This causal aspect of classical conditioning
has led many to believe it is the most basic aspect of
learning and memory.

Here, we focus on providing a comparative analysis
of the behavioral and neurobiological mechanisms of
two of the most well-understood forms of classical
conditioning: eyeblink and fear conditioning.

20.2 Classical Conditioning
of the Eyeblink Response

Eyeblink conditioning is perhaps the most widely stud-
ied form of procedural learning in mammals, including
humans. In standard delay conditioning, a tone or a
light precedes and coterminates with a reflex-eliciting
stimulus such as a puff of air to the cornea. Following
several presentations of these paired stimuli, an eye-
blink conditioned response (CR) will develop that
reflects the learned contingency between the CS and
US. Extensive investigation into the neural substrates
of this associative memory has resulted in perhaps the
most complete description of mammalian memory for-
mation to date (see Thompson and Krupa, 1994;
Thompson and Kim, 1996; Kim and Thompson,
1997; Yeo and Hesslow, 1998; Nores et al., 2000;
Steinmetz, 2000a,b; Woodruff-Pak and Steinmetz,
2000; Christian and Thompson, 2003, for reviews).

20.2.1 The Nature of the Eyeblink
Conditioned Response

Gormezano et al. (1962) showed some years ago in
separate studies in the rabbit that conditioned eyeball
retraction, nictitating membrane (NM) extension, and
external eyelid closure all had essentially identical
acquisition functions. Simultaneous recording of NM
extension and external eyelid closure (electromyo-
graphic (EMG) recordings from orbicularis oculi)
during acquisition and extinction showed that they
were, in essence, perfectly correlated, both within trials
and over training (McCormick et al., 1982c; Lavond
et al., 1990). Furthermore, some degree of conditioned
contraction of facial and neck musculature also devel-
oped and was also strongly correlated with NM
extension. These observations led to characterization
of the CR as a ‘‘synchronous facial ‘flinch’ centered
about closure of the eyelids and extension of the
NM’’ (McCormick et al., 1982c: 773; see Thompson
and Krupa, 1994, for overview). Substantial learning-
induced increases in neuronal unit activity that corre-
late very closely with the conditioned NM extension

response have been reported in several motor nuclei:
oculomotor, trochlear, motor trigeminal, abducens,
accessory abducens, and facial. These are all compo-
nents of the same global CR involving, to the extent
studied, essentially perfectly coordinated activity in a
number of muscles and associated motor nuclei. The
NM extension response is but one component of the
CR. The suggestion that different motor nuclei might
somehow exhibit different CR in the eyeblink condi-
tioning paradigm (Delgado-Garcia et al., 1990) is not
supported by evidence.

The CR and the unconditioned response (UR) are
similar in eyeblink conditioning in the sense that, to a
large extent, the same muscles and motor nuclei are
engaged. However, the CR and the UR differ funda-
mentally in a number of respects. The minimum onset
latency of the CR to a tone CS in well-trained rabbits,
measured as NM extension, is about 90–100ms; the
minimum onset latency of the NM extension UR to a
3-psi corneal airpuff US in the rabbit is about
25–40ms. Perhaps most important, the variables that
determine the topographies of the UR and CR are
quite different. The topography of the UR is under the
control of the properties of the US: for example, stim-
ulus intensity, rise-time, and duration. In marked
contrast, the topography of the CR is substantially
independent of the properties of the US and is deter-
mined primarily by the interstimulus interval (the
CS-US onset interval) – the CR peaking at about the
onset of the US over a wide range of effective CS-US
onset intervals (Coleman and Gormezano, 1971;
Steinmetz, 1990a). This key property of the CR cannot
be derived from the properties of the US or the UR.
The CR and the UR also differ in that certain compo-
nents of the UR can be elicited separately by
appropriate peripheral stimuli, but the CR always
occurs as a global coordinated response (McCormick
et al., 1982c). Another important difference is that the
CR exhibits much greater plasticity in recovery from
lesions of the motor nuclei that impair performance of
the UR than does the UR itself (Disterhoft et al., 1985;
Steinmetz et al., 1992a).

In sum, the conditioned eyeblink response involves
highly coordinated activity in a number of motor
nuclei and muscles; it is one global defensive response
that is conditioned to a neutral stimulus as a result of
associative training. Electrical stimulation of the small
critical region of the cerebellar interpositus nucleus
(see following) elicits this full complement of coordi-
nated behaviors; it is a ‘higher motor program.’ The
very small lesion of interpositus nucleus, which is
effective in completely and permanently abolishing
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the conditioned NM extension response, also comple-
tely and permanently abolishes all other components
of the CR that have been studied – eyeball retraction,
external eyelid closure, orbicularis oculi EMG – with-
out producing any impairment in performance of the
reflex response (Steinmetz et al., 1992a).

20.2.2 Brain Systems Engaged in Eyeblink
Conditioning

Electrophysiological recordings of neural activity
in eyeblink conditioning indicate that a number
of brain areas and systems become engaged, most
prominently motor nuclei, the hippocampus, and
the cerebellum (see Thompson and Kim, 1996;
Steinmetz et al., 2001; Christian and Thompson,
2003, for overviews). In all these systems neuronal
activity in the CS period increases over the course
of learning and precedes the onset of the behav-
ioral CR within trials. Indeed, this increased
pattern of action potential discharges in the hippo-
campus and cerebellum predicts the occurrence
and the actual temporal form of the CR (but not
the reflex response). In standard delay conditioning
when the CS and the US overlap, the cerebellar
system is critical, but the hippocampal system is
not (see below and Berger et al., 1986; Thompson
and Krupa, 1994, for overviews.) Within the cere-
bellar system, the following regions developed the
predictive response: relevant motor nuclei, a region
of the fifth nucleus, various reticular brainstem
regions, the cerebellar cortex (ansiform and ante-
rior lobes), the cerebellar interpositus nucleus, the
pontine nuclei, and the red nucleus (McCormick
et al., 1983).

20.2.3 The Cerebellar System

20.2.3.1 Lesions

The initial discovery of the key role of the cerebel-
lum in eyeblink conditioning involved both large
aspiration lesions including cerebellar cortex and
nuclei and electrolytic lesions of the dentate-
interpositus nuclear region (McCormick et al.,
1981). Neuronal recordings in both cortex and nuclei
showed learning-induced increases of neuronal unit
activity that preceded and predicted the occurrence
of the behavioral CR, as noted earlier. Stimulation of
the critical nuclear region elicited the eyeblink
before training; the circuit is hard-wired from nuclei
to behavior, as noted. In a subsequent series of studies

it was found that the key nuclear region is the ante-
rior lateral interpositus nucleus ipsilateral to the
trained eye. Very large lesions of the cerebellar cor-
tex that did not damage the interpositus nucleus did
not abolish the behavioral CR, although CR latency
was altered such that the eye closed and opened
before the onset of the US – the timing of the behav-
ioral response was no longer adaptive (McCormick
and Thompson, 1984a,b; Logan, 1991).

In these initial studies it was shown that the inter-
positus lesion effect was ipsilateral – it abolished the
eyeblink CR on the side of the lesion but did not
impair eyeblink conditioning of the contralateral eye,
providing a control for possible nonspecific or
state variables (McCormick et al., 1982a). Strikingly,
no recovery of the CR is observed even with exten-
sive postlesion training (Steinmetz et al., 1992b).
Furthermore, if the lesion is made before training,
learning is completely prevented. These lesions had
no effects at all on performance of the UR. There
have now been more than 30 studies on several
species of mammals showing that appropriate lesions
of the anterior interpositus nucleus before training
completely prevent learning of the eyeblink and
other discrete responses, and completely and perma-
nently abolish already learned responses (Christian
and Thompson, 2003).

Kainic acid lesions of the interpositus as small as
about 1mm3 in the anterior lateral region of the
nucleus abolished the CR, indicating extreme local-
ization of the critical region and ruling out the
possibility that fibers of passage were involved
(Lavond et al., 1984b). Finally, lesions of the output
of the cerebellar nuclei, the superior cerebellar ped-
uncle (scp), abolished the behavioral CR with no
effect on the UR (McCormick et al., 1982b;
Rosenfeld et al., 1985; Voneida, 2000 (limb flexion
CR in cat)). It is important to emphasize that the
cerebellar interpositus nucleus is essential for the
learning of all discrete movements trained with an
aversive US: eyeblink, limb flexion, head turn, etc.
To the extent tested, the memory traces for all those
learned movements are stored at separate loci in the
interpositus nucleus. Eyeblink conditioning has
simply been the most widely studied, although
there is also considerable evidence for head turn
and for limb flexion conditioning (see Voneida,
2000; Mintz and Wang-Ninio, 2001; Christian and
Thompson, 2003).

Results of clinical studies of eyeblink conditioning
in humans with brain damage are strikingly parallel
to the infrahuman animal literature. Appropriate
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cerebellar lesions markedly impair or completely

prevent learning of the standard delay eyeblink-

conditioning task; if the cerebellar damage is unilat-

eral, only the ipsilateral eye is affected (Daum et al.,

1993; Woodruff-Pak, 1997). In general, effective

lesions are large, including damage to cerebellar cor-

tical regions and nuclei, although exact extent of

damage is difficult to determine from the brain

scans. Schugens et al. (2000) conclude that damage

to cerebellar nuclei appears likely in most of these

studies.

20.2.3.2 Recordings

As noted briefly, recordings of neuronal unit activity

from the interpositus nucleus during eyeblink condi-

tioning revealed populations of cells in the critical

region of the nucleus that, as a result of training,

discharged prior to the execution of the learned eye-

blink response and fired in a pattern of increased

frequency of response that predicted the temporal

form of the behavioral CR (the ‘neuronal model’ of

the CR in at least 20 studies to date in several species

of mammals (Christian and Thompson, 2003)).

Single-unit activity sampled from the interpositus

and immediately adjacent regions can be categorized

into several distinct response patterns (Tracy, 1995).

Some cells show stimulus-evoked activity to the CS

and/or the US over the course of training, a pattern

that demonstrates appropriate convergence of sen-

sory information in the interpositus but does not

directly support a role for the interpositus in CR

generation. Likewise, some cells show behavior-

related changes in firing patterns coincident with

but not prior to the onset of the CR. However,

many cells, particularly in the critical region of

the anterior dorsolateral interpositus, significantly

increase firing in a precise temporal pattern that is

delayed from the onset of the CS, occurs before the

onset of the behavior, and is temporally correlated

with the onset of the behavior. It is clear from record-

ings such as these that neurons in the interpositus are

capable of contributing to the generation of the CR.

While there are certainly several distinct response

profiles for single cells that are likely to reflect func-

tional subdivisions within the population of neurons

in the deep nuclei, it is compelling that multiple- and

single-unit activity recorded from the critical interpo-

situs region reflects an increase in activity appropriately

timed to effect the downstream motor pathway and

culminate in the well-timed CR.

20.2.4 The Pathways

A large literature is in general agreement in identify-
ing the essential circuitry for classical conditioning of
eyeblink and other discrete responses. This circuitry
follows closely the well-established anatomy of the
cerebellar system (Brodal, 1981) and is in general
accord with classical theories of cerebellar learning
(Marr, 1969; Albus, 1971; Ito, 1972; Gilbert, 1975;
Eccles, 1977). We summarize this work only briefly
here. See Christian and Thompson (2003) for detailed
citation of evidence.

20.2.4.1 The UR pathways

The eyeblink reflex in the rabbit is a coordinated
response involving simultaneous and perfectly cor-
related external eyelid closure, eyeball retraction,
and resulting passive extension of the NM, as
noted.

In terms of the reflex pathways, there are direct
projections from neurons in regions of the trigeminal
nucleus to the accessory abducens (and abducens)
nuclei and to the facial nucleus, as well as indirect
projections relaying via the brainstem reticular
formation, at least to the facial nucleus. Although
the CR and UR share many common features, there
are critical qualitative differences between the two
that include both variations in the intrinsic properties
and the neural substrates responsible for each
response (see earlier discussion). Standard eyeblink
training procedures typically result in a progressive
increase in the amplitude of the UR due to both
associative and nonassociative factors (Steinmetz
et al., 1992a). Interpositus lesions can impair the
associative component of the UR increase (Wikgren
et al., 2002).

Lesions of the interpositus that are successful in
abolishing the CR have only a transient depressive
effect on UR amplitude in initial postlesion assays at
the same US intensity level used in prelesion train-
ing (Steinmetz et al., 1992a). Subsequent training
fully restored UR amplitudes to prelesion levels,
demonstrating a lack of interpositus involvement in
the sustained eyeblink reflex modification following
conditioning. Steinmetz et al. (1992a) investigated
numerous parameters of the UR including ampli-
tude, rise time, frequency, and latency in the same
animals at several US intensities and found no sig-
nificant lasting effects of interpositus lesions in any
of these properties. Ivkovich et al. (1993) lowered
US intensity levels to threshold to equate ampli-
tudes of prelesion CRs and URs, and it was again
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shown that interpositus lesions that completely abol-
ished the CR had no significant effect on postlesion
UR amplitude.

20.2.4.2 The CR pathway

Neurons in a localized region of the interpositus
nucleus ipsilateral to the trained eye develop a neu-
ronal model of the learned behavioral CR; lesions of
this region selectively abolish the CR with no effect in
the UR; electrical stimulation of this region evokes
the eyeblink response before training (as noted). This
region of the interpositus projects via the superior
cerebellar peduncle to a region of the contralateral
magnocellular red nucleus. Lesions of the peduncle
abolish the CR, as do lesions of the key region of red
nucleus, where neurons also show a model of the
learned response. Stimulation of this rubral region
also elicits the eyeblink response. The descending
rubral pathways project contralaterally to premotor
and motor nuclei, seventh for external eyelid closure,
and accessory sixth and sixth for NM extension.
Overwhelming evidence identifies this circuit as
the efferent CR pathway for the conditioned eye-
blink response (see detailed review in Thompson
and Krupa, 1994). A similar pathway projecting
to the spinal cord subserves classical conditioning of
the limb flexion response in the cat (Voneida, 1999,
2000).

20.2.4.3 The CS pathway

The pontine nuclei send axons as mossy fibers directly
to the cerebellar cortex and interpositus nucleus,
mostly contralaterally. The pontine nuclei in turn
receive projections from auditory, visual, somatosen-
sory, and association systems, both cortical and
subcortical. Appropriate lesions of the pontine nuclei
can abolish the CR established to a tone CS but not a
light CS, i.e., can be selective for CS modality (inter-
positus lesions abolish the CR to all modalities of CS)
(Steinmetz et al., 1987). Lesions of the region of the
pons receiving projections from the auditory cortex
abolish the CR established with electrical stimulation
of auditory cortex as a CS (Knowlton and Thompson,
1992; Knowlton et al., 1993). Extensive lesions of the
middle cerebellar peduncle (mcp), which conveys
mossy fibers from the pontine nuclei and other sources
to the cerebellum, abolish the CR to all modalities of
CS (Lewis et al., 1987).

Electrical stimulation of the pontine nuclei serves
as a ‘supernormal’ CS, yielding more rapid learning
than does a tone or light CS (Steinmetz et al., 1986;

Tracy et al., 1998; Freeman and Rabinak, 2004).
Stimulation of the mcp itself is an effective CS
(Steinmetz, 1990a; Svensson and Ivarsson, 1999),
and lesion of the interpositus nucleus abolishes the
CR established with a pontine or middle peduncle
stimulation CS (Steinmetz et al., 1986). When ani-
mals are trained using electrical stimulation of the
pontine nuclei as a CS (corneal airpuff US), some
animals show immediate and complete transfer of the
behavioral CR and of the learning-induced neural
responses in the interpositus nucleus to a tone CS
(Steinmetz, 1990b) and complete transfer from pe-
ripheral CSs to mossy fiber stimulation in the mcp
(Hesslow et al., 1999). These results indicate that the
pontine–mcp stimulus and tone must activate a large
number of memory circuit elements (neurons) in
common. In sum, the mossy fiber system, coming
mostly from the pontine nuclei, is the CS-activated
pathway to the cerebellum (Thompson et al., 1997).

20.2.4.4 The US pathway

Neurons in the inferior olive (IO) send climbing fiber
projections contralaterally directly to cerebellar cor-
tex and interpositus nucleus. The critical region of
the IO for eyeblink conditioning is the dorsal acces-
sory olive (DAO), which receives predominantly
somatosensory input relayed from the spinal cord
and appropriate cranial nuclei, including nociceptive
input (Brodal, 1981). Lesions of the critical region of
the IO, the face representation in the DAO,
completely prevent learning if made before training
and result in extinction of the CR if made after
training (McCormick et al., 1985; Mintz et al.,
1994). Neurons in this critical DAO region do not
respond to auditory stimuli (CS), respond only to US
onset, and show no learning-related activity, and the
US-evoked response decreases as animals learn
(Sears and Steinmetz, 1991). Electrical microstimula-
tion of this region serves as a very effective US
(Mauk et al., 1986). All these data argue that the
DAO-climbing fibers system is the essential US-
reinforcing pathway for the learning of discrete
responses (Thompson et al., 1998).

In a classic but largely forgotten study, Brogden
and Gantt (1942) reported that stimulation of cere-
bellar white matter elicited discrete behavioral
movements, for example, limb flexion, head turn,
eyeblink, and these movements so elicited could
easily be conditioned to any neutral stimulus, for
example, light or sound. These observations have
been replicated and extended in recent years
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(Thompson et al., 2000). Swain et al. (1992) used a
tone CS and showed that stimulation of cerebellar
white matter in lobule HVI (rabbit) did indeed elicit
movements: eyeblink, NM extension, and move-
ments of the head and upper lip. These movements
all conditioned, extinguished, and reconditioned to a
tone CS in a manner identical to CRs established
with aversive peripheral USs. Further, kainic acid
lesions of the interpositus that spared fibers abolished
both the CR and the white matter stimulation–elic-
ited UR, thus ruling out antidromic activation via
pontine nuclei or IO of the UR (Swain et al., 1999).

Shinkman et al. (1996) stimulated cerebellar cor-
tical parallel fibers as a CS (white matter US) with
similar results. In this study the parallel fiber stimulus
(CS) intensity was well below movement threshold.
With sufficiently intense stimulation, movements
could be evoked by this parallel fiber stimulus.
Interestingly, these were often quite different from
the behavioral response (UR) evoked by the white
matter US. However, as a result of training, the ear-
lier subthreshold parallel fiber CS now evoked a CR
that was identical to the white matter UR and often
quite different from the suprathreshold response
evoked by the parallel fiber stimulus prior to training.
There is extraordinary plasticity in the organization
of the parallel fiber actions on the cerebellar circuitry
(see also Poulos and Thompson, 2004).

Evidence is consistent with stimulation of climbing
fibers in cerebellar white matter as the US effective for
learning. To our knowledge the IO-climbing fiber
system is the only system in the brain, other than reflex
afferents, where the exact response elicited by electri-
cal stimulation can be conditioned to any neutral
stimulus. Thus, such movements elicited by stimula-
tion of the motor neocortex cannot be so conditioned
(Loucks, 1935; Wagner et al., 1967; Thompson et al.,
2000). We therefore argue that this system is the essen-
tial reinforcing pathway for the learning of discrete
responses.

The interpositus nucleus sends direct GABAergic
(GABA: gamma-aminobutyric acid) projections to
the DAO (Nelson and Mugnaini, 1989). Hence, as
learning-induced increases in interpositus neuron
activity develop, inhibition of the DAO neurons
will increase (Hesslow and Ivarsson, 1996). This
accounts for the fact that US-evoked activity in the
DAO decreases as learning develops (Sears and
Steinmetz, 1991), consistent with the Rescorla and
Wagner (1972) formulation. This also appears to
serve as a part of the neural circuit essential for the
behavioral learning phenomenon of ‘blocking,’ where

prior training to one CS, for example, tone, prevents
subsequent learning to a light CS when it is then
presented together with the tone in paired compound
stimulus training (Kamin, 1969). Infusion of picro-
toxin in the DAO to block the GABA inhibition from
the interpositus during compound stimulus training
completely blocks the development of behavioral
blocking (Kim et al., 1998).

20.2.4.5 Conjoint activation of CS

and US pathways

If the aforementioned hypotheses concerning the
identities of the CS and US pathways are correct, it
should be possible to train behavioral conditioned
responses by conjoint stimulation of these pathways.
Steinmetz et al. (1989) stimulated the pontine nuclei –
mossy fibers as a CS (below movement threshold)
and DAO-climbing fibers as a US. Stimulus (US)-
elicited movements included eyeblink, head turn,
and limb flexion. The stimulus-elicited movements
were learned to the mossy fiber stimulation CS just as
was the case for peripheral CSs. In an even more
reduced preparation, the CS was stimulation of par-
allel fibers by an electrode (concentric pair of ovoids)
resting on the surface of the cortex of lobule HVI,
and the US was a stimulation delivered through an
electrode pair in the white matter directly beneath
the surface electrode, as noted (Shinkman et al.,
1996). Again, the movements elicited by white matter
stimulation were learned in a normal fashion to the
parallel fiber stimulation CS. It is tempting but pre-
mature to conclude that this procedure established a
memory trace in the localized region of cortical tis-
sue activated.

20.2.4.6 Reversible inactivation

Although the evidence cited is consistent with the
interpositus nucleus being the site of the conditioned
eyeblink memory trace, it does not prove this
hypothesis. Predictive neuronal models of the CR
develop in the interpositus nucleus, the red nucleus,
and the motor nuclei, as noted. Further, lesions of the
interpositus, of the scp (that conveys all the efferent
projections from the interpositus), and of the red
nucleus all abolish the CR with no effect on the
UR. Lesions of the motor nuclei of course abolish
both the CR and the UR. The technique of reversible
inactivation was used to determine where within
the circuit the memory trace was formed and
stored (see Clark and Lavond, 1993; Thompson
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et al., 1993; Thompson and Krupa, 1994; Christian

and Thompson, 2003, for details).
Several parts of the cerebellar circuit, illustrated in

Figure 2, have been reversibly inactivated for the dura-

tion of training (eyeblink conditioning) in naive animals.

Motor nuclei essential for generating UR and CR (pri-

marily seventh and accessory sixth and adjacent

reticular regions) were inactivated during standard

tone–airpuff training. The animals showed no CRs

and no URs during this inactivation training; indeed,

performance was completely abolished. However, the

animals exhibited asymptotic CR performance and nor-

mal UR performance from the very beginning of

postinactivation training. Thus, performance of the

CR and UR is completely unnecessary and makes no

contribution at all to formation of the memory trace –

the CR and the UR are completely efferent from the

trace. Inactivation of the magnocellular red nucleus

during training had no effect on the UR, but completely

prevented expression of the CR. Animals showed

asymptotic learned performance of the CR from the

beginning of postinactivation training. Consequently,

the red nucleusmust be efferent from thememory trace.

Inactivation of the dorsal anterior interpositus and
overlying cortex resulted in no expression of CRs
during inactivation training and in no evidence of
any learning during inactivation training. In subse-
quent postinactivation training, animals learned
normally as though completely naive; they showed
no savings at all relative to noninactivated control
animals. If any part of the memory trace were estab-
lished prior to the interpositus nucleus in the
essential circuit, then the animals would have
shown savings, but they did not. None of the methods
of inactivation had any effect at all on the perfor-
mance of the UR on US-alone trials. Infusions of
very low doses of muscimol (1.0 nmole in 0.1 ml of
vehicle) limited to the anterior lateral interpositus
nucleus (with no significant 3H label in cerebellar
cortex) completely prevented learning of the eye-
blink CR.

Finally, the output of the cerebellum was inacti-
vated by infusion of tetrodotoxin (TTX) in the scp
during training. This inactivates both descending and
ascending efferent projections of the cerebellar hemi-
sphere. TTX infusion in the scp completely prevented
expression of the CR (with no effect on the UR) during
training. In subsequent postinactivation training the
animals immediately showed asymptotic learned per-
formance of the CR. Collectively, these data strongly
support the hypothesis that the memory trace is
formed and stored in the interpositus nucleus.

20.2.5 Mechanisms of Memory Storage
in the Interpositus Nucleus

Infusion of GABA antagonists, picrotoxin or bicu-
culline methiodide, into the interpositus in trained
animals blocks performance of the behavioral eye-
blink CR and the neuronal unit model of the CR in
the interpositus in a dose-dependent manner with
no effects on the UR (Mamounas et al., 1987).
Picrotoxin infusion in the interpositus during train-
ing completely prevents learning (Bao et al., 2002).
Infusion of the GABAB antagonist baclofen in the
interpositus during training similarly prevents learn-
ing and performance of the CR (Ramirez et al.,
1997). These results suggest that GABA and its
actions on GABA receptors in the interpositus are
important for both learning and performance of the
CR. However, equivalent doses of strychnine had no
effect on the CR or the UR, suggesting that glycine
receptors are not involved (Mamounas et al., 1987).
Infusion of AP5 into the interpositus markedly
impaired acquisition of the eyeblink CR (Chen
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eyeblink conditioning, information pertaining to a tone
conditional stimulus (CS) is relayed to the cerebellar cortex
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the pontine nucleus, while nociceptive information about the

airpuff unconditional stimulus (US) is conveyed by
the trigeminal nucleus to the inferior olive, which in turn

projects to both the cerebellar cortex and interpositus

nucleus. Conditional eyeblink responses established and

maintained within the cerebellar cortex and interpositus
nucleus are relayed to the red nucleus. The final common
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response is expressed via facial motor nuclei. Modified from

Thompson DF and Krupa DJ (1994) Organization of memory
traces in the mammalian brain. Ann. Rev. Neurosci. 17: 519–

549, with permission.
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and Steinmetz, 2000). However, after learning, AP5
infusion had little effect on CRs. This argues for a
role of glutamate N-methyl-D-aspartate (NMDA)
receptors in the interpositus in acquisition but not
performance of the CR.

Bracha et al. (1998) reported that infusion of ani-
somycin into the region of the interpositus nucleus
impaired acquisition of the eyeblink CR but had no
effect on expression of the CR. Gomi et al. (1999)
reported that infusion of actinomycin D into the
interpositus nucleus completely prevented acquisi-
tion of the eyeblink CR but had no effect on
performance of the learned response. By the same
token Chen and Steinmetz (2000) reported that infu-
sion of the protein kinase inhibitor H7 into the
interpositus markedly impaired acquisition but had
no effect on performance of the learned response.
Results of all these studies argue strongly that protein
synthesis (both transcription and translation) in the
interpositus nucleus is necessary for learning of the
eyeblink CR, but not for its expression once learned.
Indeed, Gomi et al. (1999) identified a kinase whose
expression was increased in interpositus neurons fol-
lowing eyeblink conditioning. The cDNA was
isolated, and the deduced amino acid sequence of
the kinase contains the KKIAMRE motif, conserved
among cell division cycle 2–related kinases. All these
results argue for the formation of neuronal/synaptic
plasticity, a memory trace, in the interpositus itself.
Even with 1 month of overtraining or rest, the mem-
ory trace remains in the interpositus (Christian and
Thompson, 2005).

Extremely important direct evidence for a
strengthening of the mossy fiber–interpositus neuron
synapses has been presented by Kleim et al. (2002),
using eyeblink conditioning in the rat. They demon-
strated a highly significant increase in the number of
excitatory synapses in the interpositus nucleus but no
change in inhibitory synapses following eyeblink con-
ditioning, compared to unpaired stimulation control
animals. We note that some years earlier Racine et al.
(1986) reported the development of long-term poten-
tiation (LTP) in interpositus following mossy fiber
tetanus in the rat in vivo, a result recently replicated
in vitro by Linden (Aizenman and Linden, 2000).

In sum, the evidence is now very strong from
behavioral, physiological, pharmacological, anatomi-
cal, and inactivation studies that the basic associative
memory trace in eyeblink conditioning is established
in the interpositus nucleus. The next step is to elu-
cidate the causal chain from behavioral training to
increased synaptic efficacy and synapse formation.

20.2.6 Cerebellar Cortex

After more than two decades of research, the role of
the cerebellar cortex in eyeblink conditioning is still
unclear and embedded in controversy (see Yeo and
Hardiman, 1992; Christian and Thompson, 2003, for
reviews). However, it is clear that it plays a very
important role in normal learning – animals with
large cortical lesions learn more slowly than normal
and not as well. In the first study to explicitly address
cerebellar cortical function in eyeblink conditioning,
large aspiration lesions of ansiform or ansiform and
paramedian lobules in well-trained rabbits resulted in
the expression of short-latency, small-amplitude CRs
(McCormick and Thompson, 1984b). Yeo and associ-
ates reported that lesions of lobule HVI of cerebellar
cortex abolished the conditioned eyeblink response
(Yeo et al., 1984, 1985). However, subsequent studies
in several laboratories, including Yeo’s, have been
unable to replicate this result (e.g., Lavond et al.,
1987; Clark et al., 1990; Yeo and Hardiman, 1992)
Harvey et al., 1993; Perrett and Mauk, 1995; .

In an experiment designed to assess the role of the
cortex in acquisition, extensive unilateral lesions
including complete removal of HVI and HVIIa
lobules and significant portions of the anterior lobe
were shown to significantly impair the rate of learn-
ing (Lavond and Steinmetz, 1989). Lesioned animals
took seven times longer to reach criterion, and
asymptotic levels of CR frequency were much
reduced. Despite these specific learning deficits, ani-
mals were able to achieve significant levels of
conditioned responding in the absence of HVI. This
result was confirmed by another study in which
extensive cortical lesions were shown to significantly
impair the rate of acquisition but not prevent learn-
ing (Logan, 1991). Animals with complete or near-
complete removal of HVI and crura I and II of the
ansiform lobe took six times longer to reach criterion.
Rabbits with less extensive damage to HVI and the
ansiform lobe showed moderate decreases in learning
rates. Both moderate and extensive lesions decreased
asymptotic CR frequency, whereas extensive lesions
also impaired CR magnitude and timing.

Using a different methodological approach to
investigate cortical function, the HVI lobule has
been temporarily inactivated via infusions of the
GABAA receptor agonist muscimol, during both
acquisition and retention. Muscimol acts to hyper-
polarize neurons, prohibitively raising the firing
threshold and thus disrupting the cortical output
mediated by Purkinje cells. Muscimol inactivation
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restricted to the ventral HVI region has no effect on
the rate of acquisition or quality of the CRs (Krupa,
1993). Extensive cortical inactivation encompassing
both HVI and portions of the anterior lobe signifi-
cantly impairs but does not prevent acquisition and
has no effect on the CR performance once the animal
reaches asymptotic levels of conditioned responding
(Krupa, 1993; Thompson et al., 2001). Similarly,
reversible inactivation of the HVI region achieved
with a cortical cooling probe significantly decreased
the learning rate but did not disrupt CR expression in
well-trained animals (Clark et al., 1997).

The great difficulty in all these studies is the
limitation of the permanent lesion approach. The
depths of cortical tissue in lobule HVI are only a
millimeter or so above the critical region of the inter-
positus nucleus. It is impossible to remove all relevant
cerebellar cortex without damaging the interpositus
nucleus. To circumvent these anatomical complica-
tions, several attempts have been made to investigate
the effects of functionally inactivating the entire cer-
ebellar cortex. The most definitive of these studies
tested acquisition of eyeblink conditioning in mutant
mice (pcd mice) in which Purkinje cells degenerate
approximately 2 weeks postnatally (Chen et al., 1996).
Elimination of these sole-output neurons in the cor-
tex effectively eliminates the cerebellar cortex itself.
pcd mice show significant deficits in both the rate of
acquisition and the asymptotic level of conditioning,
but nevertheless express significant levels of learning
and extinction in the absence of cortical input to the
interpositus. Peak latencies of the CRs in the mutants
were significantly decreased compared to wild-type
mice, although the effect was not great. A later study
confirmed that the interpositus was responsible for
the residual learning, by demonstrating that bilateral
lesions of the interpositus in pcd mice completely
block acquisition (Chen et al., 1999). In a recent
study, OX7-saporin, an immunotoxin selective for
Purkinje cells, was infused intraventricularly prior to
conditioning, and deficits in both acquisition and
extinction were observed which correlated with cell
loss in HVI and the anterior lobe (Nolan and
Freeman, 2006).

Functional and reversible lesions of the entire
cerebellar cortex can also be achieved through a
targeted disruption of the Purkinje cell afferents
at the level of the interpositus. In one study, applica-
tion of the GABA antagonist picrotoxin into
the anterior interpositus nucleus resulted in short-
latency, reduced-amplitude, prolonged CRs but at a
frequency similar to that observed in the absence of

infusion (Garcia and Mauk, 1998). These results are
contradicted by other studies in which picrotoxin
infusions into the interpositus blocked the expression
of CRs completely (Mamounas et al., 1987; Bao et al.,
2002). A much more precise elimination of cortical
input can be achieved through sequential infusions of
muscimol and picrotoxin. Muscimol first blocks the
synaptic transmission from the cortex, and the base-
line level of excitability in the interpositus neurons is
restored through application of picrotoxin (Bao et al.,
2002). With this procedure, onset and peak latencies
were decreased in well-trained animals, CR ampli-
tudes were increased, and no effects (i.e., no CRs)
were observed in naive animals. Although studies of
cerebellar patients cannot address these questions
with anatomical precision, it was recently reported
that damage primarily to the cerebellar cortex
impaired the acquisition and timing of conditioned
eyeblink responses (Gerwig et al., 2005).

In sum, it is clear that the cerebellar cortex plays a
critical role in normal learning and adaptive timing of
the eyeblink CR. The cortex exerts inhibitory con-
trol over the interpositus neurons; this inhibition
could control precisely the timing of interpositus
neurons’ activation by the CS to generate the CR.
Further, a decrease in this inhibition could permit the
necessary activation of the interpositus neurons to
express the CR. The most prominent mechanism
for decreasing Purkinje neuron activity is long-term
depression (LTD) at parallel fiber synapses on
Purkinje dendrites, first discovered by Masao Ito
(see Ito, 1984).

The majority of evidence suggesting a role for
cortical LTD in learning and memory comes from
behavioral assays of mutant mice with deficits in
LTD expression. There is a consistent relationship
between deficits in eyeblink conditioning and deficits
in cerebellar cortical LTD (Kim and Thompson,
1997). It has been shown that activation of metabo-
tropic and ionotropic glutamate receptors (mGluR
and AMPAR) on the Purkinje cell dendrites is neces-
sary for the induction of LTD (Linden and Connor,
1993; Jeromin et al., 1996). Although the downstream
signaling pathway is not entirely known, several key
molecules have been identified. Factors required
for LTD include Ca2þ influx via voltage-activated
channels and transient protein kinase C (PKC)
activation (Hansel et al., 2001). Mutant mice in
which the mGluR1 subunit is not expressed, render-
ing the receptor nonfunctional, have shown deficient
LTD and impaired eyeblink conditioning (Aiba
et al., 1994). Phospholipase Cbetas (PLCbetas) are
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downstream signaling molecules of mGluR activation,
and the PLCbeta4 isoform is expressed selectively in
Purkinje cells in the rostral cerebellum, including
portions of HVI. Mutant mice deficient in PLCbeta4
also show impaired LTD and an impairment in acqui-
sition of CRs (Kishimoto et al., 2001a; Miyata et al.,
2001). Mutants lacking the �2 subunit of the glutamate
receptor exclusively in the cerebellar cortex are like-
wise impaired in LTD and delay eyeblink conditioning
(Kishimoto et al., 2001b,c).

20.2.7 Eyeblink Conditioning and
the Hippocampus

In eyeblink conditioning, neuronal unit cluster
recordings in hippocampal fields CA1 and CA3
increase in discharge frequency in paired (tone
CS–corneal airpuff US) training trials very rapidly,
shift forward in time as learning develops, and form a
predictive ‘temporal model’ of the learned behavioral
response, both within trials and over the trials of
training (Berger et al., 1976). To summarize a large
body of research, the growth of the hippocampal unit
response is, under normal conditions, an invariable
and strongly predictive concomitant of subsequent
behavioral learning (see reviews in Berger et al.,
1986). This increase in neuronal activity in the hip-
pocampus becomes significant by the second or third
trial of training, long before behavioral signs of learn-
ing develop, as would be expected of a declarative
memory system. This initial hippocampal unit
increase is in the US period; increases in the CS
period appear at about the time point in training
when behavioral CRs appear. With continued train-
ing the hippocampal neuronal model eventually
declines (Katz and Steinmetz, 1994).

Many neurons that could be identified as pyrami-
dal neurons in CA1 and CA3 (antidromic stimulation
and collision) showed learning-related increases in
discharge frequency in the trial period. Typically, a
given neuron modeled only some limited time period
of the trial. Cumulating many such single pyramidal
neuron responses produced the typical unit cluster
model of the behavioral learned response. So the
pyramidal neuron representation of the behavioral
learned response is distributed over both space and
time in the hippocampus. The high percentage of
learning-influenced pyramidal neurons and their
spatially distributed loci have been strikingly verified
in studies by Disterhoft and associates (Disterhoft
et al., 1986; de Jonge et al., 1990) using in vitro studies
of hippocampal slices from trained versus control

animals. The work described was all done using the
basic delay paradigm, where hippocampal lesions do
not impair simple acquisition (Schmaltz and Theios,
1972; Solomon and Moore, 1975). Similarly, humans
with hippocampal-temporal lobe anterograde amne-
sia are able to learn simple acquisition of the eyeblink
CR, but cannot describe it (Weiskrantz and
Warrington, 1979).

20.2.7.1 Trace conditioning
Trace conditioning was first described by Pavlov; the
CS terminates and there is a period of no stimulation
between CS offset and US onset (as Pavlov stressed,
the organism must maintain a ‘trace’ of the CS in the
brain in order for the CS and the US to become
associated). In eyeblink conditioning in animals, a
typical trace interval is 500 ms. The trace CR is
more difficult to learn than the standard ‘delay’ pro-
cedure where the CS and US overlap in time.

McEchron and Disterhoft (1997) reported marked
increases in hippocampal neuronal activity in trace
conditioning, as was reported earlier for delay condi-
tioning. Further, with extensive training, the neuronal
model declines. Very large bilateral removal of the
dorsal plus some ventral hippocampus in rabbits
markedly impaired subsequent acquisition of the
500-ms trace CR, an example of anterograde amnesia
(Solomon et al., 1986; Moyer et al., 1990). Consistent
with this finding, scopolamine at doses sufficiently
low to have little effect on delay learning completely
prevents acquisition of the trace CR (Kaneko and
Thompson, 1997). If rabbits are first trained in the
trace procedure, large bilateral hippocampal lesions
made immediately after training completely abolish
the trace CR (such immediate lesions have little effect
on the delay CR). However, if these same hippocam-
pal lesions are made a month after training, they do
not impair performance of the trace CR at all (Kim
et al., 1995).

To summarize, large bilateral lesions of the hip-
pocampus made before training markedly impair
learning of the trace CR. If the animals are first
trained, lesions immediately after training abolish
the trace CR, but lesions made 1 month after training
have no effect on memory of the trace CR. These
results are strikingly consistent with the literature
concerned with the declarative memory deficit fol-
lowing damage to the hippocampal-medial temporal
lobe system in humans and monkeys. These
deficits have two key temporal characteristics: (1)
profound and permanent anterograde amnesia, and
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(2) profound but clearly time-limited retrograde
amnesia. Subjects have great difficulty learning new
declarative tasks/information and have substantial
memory loss for events for some period just preced-
ing brain damage (1 or more years in humans, 2–3
months for monkeys) but relatively intact memory
for earlier events (Zola-Morgan and Squire, 1990).
Very similar results were found for classical condi-
tioning of fear to context in rats (Kim and Fanselow,
1992).

These results from studies on animals suggest that
trace eyeblink conditioning provides a simple model
of hippocampal-dependent declarative memory, a
possibility strongly supported by studies of humans
with hippocampal-medial temporal lobe amnesia. In
brief, such patients are markedly impaired on acqui-
sition of trace eyeblink conditioning if the trace
interval is sufficiently long (see reviews by Clark
and Squire, 1998; McGlinchey-Berroth, 2000). It is
important to emphasize that lesions of the cerebellar
interpositus nucleus completely and permanently
abolish the trace conditioned eyeblink response (rab-
bits) (Woodruff-Pak et al., 1985).

Clark and Squire (1998, 1999) made the striking
observation that awareness of the training contin-
gencies in normal human subjects correlated highly
with the degree of trace conditioning. They showed
that awareness played no role in delay conditioning,
that awareness does play a role in both single-cue
and differential trace conditioning and that expec-
tancy of US occurrence influenced trace but not
delay conditioning (Clark and Squire, 2000; Manns
et al., 2000a,b; Clark et al., 2001). They conclude
that delay and trace conditioning are fundamentally
different phenomena, delay inducing nondeclarative
or procedural memory and trace inducing declara-
tive memory. It would seem that this very simple
procedural classical conditioning task, where the
CS and US are separated by a very brief period
of time, has converted the memory from a
procedural memory to a declarative memory!
Interestingly, new neurons persist in the dentate
gyrus in trace but not delay eyeblink conditioning,
and blocking formation of new neurons impairs
trace but not delay conditioning (Gould et al.,
1999a,b; Shors et al., 2001).

20.3 Classical Fear Conditioning

Within the past few decades Pavlovian fear condi-
tioning has become one of the most intensely studied

forms of mammalian procedural learning (See
Chapter 21). In fear conditioning a discrete stimulus
such as a tone or static features of the training context
(i.e., shape, feel, lighting, and smell) is paired with an
aversive stimulus. Upon return to the original train-
ing environment or presentation of the previously
paired tone, fear is expressed as an array of auto-
nomic, hormonal, and behavioral responses. The
development of neurobiological, behavioral, molec-
ular, and genetic methods and their application to
rodent models of fear conditioning has yielded tre-
mendous insight into our understanding of the neural
substrates of Pavlovian fear conditioning (see Maren
and Quirk, 2004; Walker and Davis, 2004; Fanselow
and Poulos, 2005; Phelps and LeDoux, 2005, for
reviews).

20.3.1 Nature of Conditional Fear

As described some years ago by Bolles (1970) the
ability to rapidly predict impending danger is crucial
for the survival of any organism; therefore mammals
have evolved a series of preprogrammed species-
specific defensive reactions. For example, in response
to threat, the chameleon changes color, the opossum
plays dead, the skunk releases an odor, the turtle
retreats in its shell, and the rat or mouse freezes
(Bolles, 1967).

Fear has been described as the perception and
recognition of danger, the learning and remembering
about dangerous experiences, and the coordination
of defensive behaviors to environmental threat
(Fanselow and Gale, 2003). In addition to more
overt behavioral responses, conditional fear has
been measured by collective changes in heart rate
(Antoniadis and McDonald, 2000), body temperature
(Godsil et al., 2000), defecation (Antoniadis and
McDonald, 2000), cortisol release (Goldstein et al.,
1996), and opiate-related analgesia (Fanselow, 1986).
In rodent models of fear, arguably the most reliable
measure of learned fear is freezing, a defensive pos-
ture exhibited by some mammals (e.g., rats, mice,
rabbits, and deer) that is best described as the absence
of movement with exception of those related to
respiration. Other prominent indices of conditional
fear include enhancement in startle to loud acoustic
stimuli (Brown et al., 1951; Rosen and Davis, 1988) as
well as suppression of previously reinforced lever
press in rats (Estes and Skinner, 1941; Anglada-
Figueroa and Quirk, 2005). In addition, work by
McGaugh and colleagues has made tremendous
strides in our understanding of the role of the
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amygdala in memory consolidation using an inhibi-
tory avoidance procedure (McGaugh, 2004). Here, to
limit the scope of this chapter, much of the work
described will primarily focus on freezing as a mea-
sure of fear, as described in rodents, unless otherwise
noted.

In contrast to eyeblink classical conditioning, the
UR to footshock and the CR as measured by freezing
are notably different in that footshocks evoke a
reflexive burst of locomotor activity (Fanselow,
1980). Following even a single pairing of the CS
and US, postfootshock freezing begins to emerge
soon after the offset of the activity burst and has
been used as a reliable online measure of fear learn-
ing (Fanselow, 1980).

20.3.2 Brain Systems Engaged in Fear
Conditioning

The primary brain area engaged during fear condi-
tioning is the basolateral amygdala complex (BLAc),
a region composed of several heterogeneous subnu-
clei, including the lateral (LA), basomedial (BM), and
basolateral nuclei (BL). Other brain regions that play
a prominent role include the hippocampus, medial
geniculate nucleus, anterior cingulate cortex, and
ventral periaqueductal gray. In auditory fear condi-
tioning, the BLAc is essential; however, under
conditions in which fear to the original training con-
text is assessed, not only is the BLAc important, but
so is the hippocampus.

20.3.3 The Amygdalar System

20.3.3.1 Lesions

The primary foundation for the role of the amygdala
in fear conditioning was laid by Brown and Shafer
(1888) in humans and Kluver and Bucy (1937) in
monkeys: damage to the medial temporal lobes
that included the amygdala resulted in profound
changes in emotional responsiveness and most
notably a loss of fear. Later, work by Weiskrantz.
(1956) showed that lesions specific to the
amygdala could produce similar changes in emo-
tional reactivity. Subsequent work by Kellicutt and
Schwartzbaum (1963) showed that lesions of the
amygdala attenuated fear-motivated bar-press sup-
pression. The crucial finding for the key role of the
amygdala in fear conditioning was provided by
Blanchard and Blanchard (1972), who demonstrated
that electrolytic lesions of the amygdala in rats

prevented contextual fear conditioning as measured
by freezing. In addition, McGaugh and colleagues
revealed posttraining electrical stimulation of the
amygdala resulted in deficits in inhibitory avoidance
memory retention (Gold et al., 1973). Since then,
further work in a number of laboratories has demon-
strated that discrete lesions of the BLAc prior to
training prevent the development of both contextual
and cued fear responses (LeDoux et al., 1990;
Campeau and Davis, 1995; Cousens and Otto,
1998). Conversely, similar lesions in previously
trained animals completely abolish all measures of
fear responding to all CS modalities tested (Phillips
and LeDoux, 1992; Sananes and Davis, 1992;
Campeau and Davis, 1995; Lee et al., 1996; Cousens
and Otto, 1998; Koo et al., 2004). In an interesting
experiment by Gale et al. (2004), lesions of the BLA
17 months following fear training, nearly equivalent
to the entire life span of the rat, completely abolished
the expression of conditional fear responses, suggest-
ing that, once Pavlovian fear memories are
established, they are permanently maintained by the
BLAc. It should be noted that the lack of fear
responding such as freezing is not due to an inability
to perform the response, given that extensive over-
training (>75 footshocks) can yield significant
freezing (Maren, 1999; Gale et al., 2004).

Neuropsychological studies in humans with
Urbach-Weithe disease, a condition resulting in degen-
eration of the amygdala that leaves intact surrounding
temporal lobe structures, reveal deficits in delay fear
conditioning (Bechara et al., 1995). Consistent with
patients with amygdala damage, magnetic resonance
imaging reveals activation of the amygdala during both
fear conditioning and expression (Cheng et al., 2003;
Knight et al., 2005).

20.3.3.2 Measures of neuronal activity

Electrophysiological recordings and quantification of
immediate early gene expression in neurons of the
BLAc are consistent with lesion studies and reveal
that these neurons are actively engaged during and as
a result of fear conditioning. Indeed, populations of
neurons in the LA nuclei respond to both the CS and
US. LeDoux and colleagues have shown that respond-
ing of these individual neurons to a tone CS is
enhanced as a result of fear conditioning (Quirk
et al., 1995, 1997; Li et al., 1996). Similar learning-
related changes have been also observed in neurons of
BL nucleus (Maren and Quirk, 2004). Consistent with
these findings, measurements of immediate early gene
c-fos are elevated in regions of the amygdala (Beck

Procedural Learning: Classical Conditioning 415



and Fibiger, 1995) and interestingly show a significant
lateralization within the right BLA and central
nucleus of the amygdala (CeA) (Scicli et al., 2004).

20.3.3.3 The pathways

There is a general agreement within the literature
that the neural circuitry underlying Pavlovian fear
conditioning is centered around the BLAc (Fanselow
and LeDoux, 1999; but see McGaugh, 2004) and that
distinct neural efferents support the expression of
different components of the conditional fear response
(Figure 3). In contrast, examinations of pathways by
which CS- and US-related information converges
upon the amygdala suggest that multiple pathways
are sufficient, none of which seem solely necessary
for fear conditioning (Fanselow and Poulos, 2005).

20.3.3.3.1 The CS pathway In auditory fear
conditioning, both the auditory cortex and medial
geniculate nucleus (mGN) convey CS-related infor-
mation to the lateral nucleus of the amygdala
(LeDoux et al., 1990). Lesions of afferents to the LA

or the LA itself disrupt the acquisition of tone-cued
fear conditioning (LeDoux, et al., 1990; Romanski and
LeDoux, 1992). Moreover, tone-evoked responses in
the mGN occur within 12ms, whereas learning-
related increases in tone-evoked spike firing in the
lateral nucleus occur around 15ms (Li et al., 1996),
suggesting that mGN activity precedes the develop-
ment of learning-related LA activity.

Under conditions in which the fear response is
signaled by the training context, both hippocampus
and perirhinal cortex play an important role in con-
veying environmental cues to the BLA neurons.
Either posttraining lesions of the ventral angular
bundle, a primary source of hippocampal and peri-
rhinal input to the BL, or single lesions of the
hippocampus and perirhinal cortex produce deficits
in the expression of contextual fear responses, but fail
to disrupt tone-cued fear responses (Maren and
Fanselow, 1995; Bucci et al., 2000; Burwell et al.,
2004). Finally, blockade of hippocampal NMDA
receptors prior to training severely attenuates con-
textual fear conditioning (Young et al., 1994; Quinn
et al., 2005).

20.3.3.3.2 The US pathway In order for the
BLAc to support fear conditioning, pathways con-
veying information pertaining to the US must reach
this region. Unlike the CS pathway, relatively less is
known about how information related to the foot-
shock is conveyed. Regions of the thalamus that
respond to somatosensory information receive input
from the spinothalamic tract and send projections to
the lateral amygdala. In addition, insular cortex
seems to play a role in relaying pain-related informa-
tion as well (Shi and Davis, 1999). Interestingly,
combined but not single lesions of the posterior tha-
lamus and insular cortex attenuate tone-cued fear
conditioning, but leave contextual fear conditioning
intact (Brunzell and Kim, 2001). The central nucleus
receives nociceptive input from the parabrachial
nucleus and nucleus of the solitary tract and directly
from the dorsal horn of the spinal cord (Bernard and
Besson, 1990; Burstein and Potrebic, 1993; Gauriau
and Bernard, 2002). The function of such inputs at
the central nucleus needs further investigation, given
that this region does not project back to any regions
of the basolateral amygdala complex in rats
(Fanselow and Poulos, 2005).

20.3.3.3.3 The CR pathway Neurons within
the lateral amygdala which undergo auditory fear
learning–related plasticity project to intercalated

CXT

HPF

BA

BST CeA

vPAG

Freeze

BLAc

F-shock

LA

mGN

Tone

Figure 3 Simplified schemata of the neural circuits

underlying Pavlovian fear conditioning. In contextual fear
conditioning, information pertaining to the training context

(CXT) is relayed to the basal amygdala (BA) via the

hippocampal formation (HPF), where it converges with
footshock-related (F-shock) information. In auditory fear

conditioning, information pertaining to tone is relayed to the

lateral amygdala (LA) via the medial geniculate nucleus

(mGN) and converges with F-shock. Contextual and
auditory fear established and maintained within the

basolateral amygdala complex (BLAc) are relayed to the

bed nuclei of the stria terminalis (BST) and central nucleus of

the amygdala (CeA), respectively. The final common output
for the generation of freezing is expressed via the ventral

periaqueductal gray (vPAG).
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inhibitory neurons, which project to the CeA. Lesions
limited to lateral amygdala or central nucleus disrupt
tone-cued fear conditioning (Nader et al., 2001). In
parallel, environmental cues encoded by the hippo-
campus in correspondence with activation by US
input drive the development of learning-related plas-
ticity among neurons of the BLA and send axonal
projections which course through the central amyg-
dala nucleus and terminate at the bed nuclei of
the stria terminalis. Electrolytic lesions of the BLA,
CeA, or bed nuclei of the stria terminalis disrupt the
expression of contextual fear responses (Phillips and
LeDoux, 1992; Sullivan et al., 2004). Excitotoxic
lesions of the CeA that spare fibers of passage, as
confirmed by fiber staining methods, selectively
attenuate cued but not contextual fear responses
(Koo et al., 2004). Whereas, if these lesions (electro-
lytic) include damage to fibers of passage, both
context and cued-fear responses are disrupted.
This suggests that projections from the lateral
amygdala! central nucleus and basolateral amyg-
dala! bed nuclei of stria terminalis may represent
separate response pathways for freezing to tone
and contextual fear conditioning, respectively.
Conversely, both the central nucleus and bed nuclei
of the stria terminalis heavily innervate the periaq-
ueductal gray, a region critical for the expression of
defensive responses such as a freezing. Lesions of the
periaqueductal gray, which abolish the expression of
freezing, do not disrupt the expression of other con-
ditional fear responses, such as alterations in blood
pressure, while damage to the lateral hypothalamus
affects blood pressure but not freezing (LeDoux et al.,
1988). Therefore, the important point here is that
distinct neural pathways initialized within the BLAc
mediate the expression of different components of
the conditional fear responses and to the some extent
the signals that predict danger.

20.3.3.4 Reversible inactivation

Although the aforementioned studies strongly impli-
cate the BLAc in fear conditioning, they do not
indicate whether effects of lesions result from learn-
ing or performance deficits or whether learning-
related changes in neuronal responding are due to
plasticity efferent to the BLAc. Therefore, as pre-
viously described, reversible inactivation has
become a valuable tool in localizing memory traces
in the brain. Reversible inactivations targeting the
BLAc via direct microinfusion of the GABAA recep-
tor agonist muscimol prior to fear conditioning
prevent the development of context and cued-fear

memories. Reversible inactivations of the BLAc after
training and prior to tests of memory retention com-
pletely abolish the expression of cued and contextual
fear responses. These results indicate that functions
of BLAc neurons are vital for the development and
expression of Pavlovian fear memory. In an attempt
to distinguish the relative contribution of the LA and
BL in cued versus contextual fear conditioning,
Jaffard and colleagues demonstrated that reversible
inactivation (via the sodium channel blocker lido-
caine that inactivates both soma and axons)
targeting the LA attenuated the acquisition of cued,
but not context fear, while inactivations of the BL
attenuated the acquisition of context, but not cued
fear (Calandreau et al., 2005). Finally a study by
Maren and colleagues showed that both development
of learning-related activity in mGN and cued-fear
conditioning are disrupted by reversible inactivation
of the BLAc (Maren et al., 2001).

20.3.3.5 Mechanisms of storage in the

basolateral amygdala complex

Since the initial demonstration of LTP by Bliss and
Lomo (1973) showing that normally weak synapses in
the hippocampus could be strengthened by high-
frequency stimulation, LTP has become an extreme-
ly attractive cellular model of Pavlovian learning. For
example, in fear conditioning, CS-generated input
could be strengthened by US activation of the BLA,
and thus subsequent presentations of the CS could
more readily activate the amygdala and promote
expression of conditional fear responses. If it were
the case that amygdalar LTP represents a substrate of
conditional fear memories, then manipulations that
attenuate LTP should correlate with deficits in fear
conditioning. A number of in vitro experiments have
demonstrated the establishment of LTP within
amygdala circuits (Racine et al., 1983; Chapman
et al., 1990; Clugnet and LeDoux, 1990; Maren and
Fanselow, 1995). Stimulation of previously described
CS pathways, the mGN (Clugnet and LeDoux, 1990)
or the hippocampus (Maren and Fanselow, 1995), are
able to support LTP at BLAc synapses. Consistent
with the LTP hypothesis, McKernan and Shinnick-
Galagher (1997) demonstrated that brain slices taken
from fear-conditioned rats with the LA and auditory
nucleus intact showed larger excitatory postsynaptic
potentials (EPSPs) in the LA following stimulation of
the auditory nucleus than untrained control rats.

Further studies have demonstrated that, as in the
hippocampus, the induction of amygdala LTP
requires the activation of NMDA receptors (Bliss
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and Collingridge, 1993; Maren and Baudry, 1995;
Fanselow and Maren, 1995; Huang and Kandel,
1998). Indeed, the induction of LTP is blocked
when amygdala slices are treated with NMDA recep-
tor antagonist aminophosphonovaleric acid (APV),
whereas once LTP is established APV fails to affect
its expression.

Consistent with this line of thought, Davis and
colleagues demonstrated that infusion of NMDA
receptor antagonist APV into the BLAc blocked the
acquisition but not the expression of fear-potentiated
startle (Miserendino et al., 1990). Further studies
measuring freezing have yielded similar effects,
with NMDA blockade disrupting the acquisition
but not the expression of conditional fear (Fanselow
et al., 1994; Rodrigues et al., 2001). Other forms of the
glutamate receptor also implicated in LTP and fear
conditioning are mGluRs, in particular mGluR5.
Antagonism of this receptor not only impairs the
induction of amygdala LTP, but also selectively
blocks the acquisition, while leaving expression of
conditional fear intact (Rodrigues et al., 2002). Both
of these receptors are thought to trigger an influx of
extracellular and intracellular Ca2þ, resulting in the
activation of calcium/calmodulin-dependent protein
kinase II (CaMKII). In turn, auditory fear condition-
ing and the induction of amygdalar LTP by
stimulation of mGN result in an increased activation
of �CaMKII in the lateral amygdala (Rodrigues et al.,
2004). Conversely, BLAc infusion of a CaMKII
blocker disrupts fear conditioning (Rodrigues et al.,
2004). Along with �CaMKII, protein kinases A and C
(PKA and PKC) and Akt are known signals that
converge upon the microtubule-affinity regulating
kinase (MARK) signaling pathway. BLA infusion of
St-Ht332, which blocks PKA anchoring to scaffolding
proteins, disrupts the establishment of conditional
fear memory (Moita et al., 2002). In addition, block-
ade of tyrosine kinase B (TrkB) receptor activation of
PKC signaling pathways via pharmacological block-
ade of brain-derived neurotrophic factor (BDNF)
binding or in heterozygous BDNF knockout mice
results in severe fear conditioning deficits (Liu et al.,
2004; Rattiner et al., 2004). Moreover, if mitogen-
activated protein kinase (MAPK) expression, which is
elevated following fear conditioning, is blocked, fear
memory at 24 h following training is markedly attenu-
ated (Schafe et al., 2000). Consistent with these data,
amygdala slices bathed inMAPK inhibitor U0126 have
impaired LTP (Schafe et al., 2000). Both MAPK and
PKA are thought to activate transcription factors such
as cyclic adenosine monophosphate (cAMP) response

element binding protein (CREB), which are critical for
establishment of memory (Rodrigues et al., 2004).
Indeed, levels of phosphorylated CREB are increased
in the BLAc following fear conditioning (Hall et al.,
2001; Stanciu et al., 2001), while overexpression of
CREB in the amygdala enhances fear conditioning
(Hall et al., 2001) and fear potentiated startle (Josselyn
et al., 2001). Moreover, direct BLAc infusion of
transcription inhibitor actinomycin-D blocks the acqui-
sition of fear conditioning (Bailey et al., 1999). Further
studies have demonstrated that lateral amygdala LTP
results in the phosphorylation of CREB and that inhibi-
tion of protein synthesis blocks the late phase of LTP as
well as the long-term fear memories (Huang et al., 2000;
Schafe and LeDoux, 2000; Maren et al., 2003). Finally,
de novo protein synthesis has been thought to promote
the maintenance of both LTP and fear memory by the
insertion of postsynaptic alpha-amino-3-hydroxy-5-
methyl-4-isoxazole propionic acid (AMPA) receptors.
Indeed, Malinow and colleagues, in a striking set of
experiments, have demonstrated that both LTP and
fear conditioning drive the insertion of AMPA recep-
tors, and that if insertion of receptors is inhibited, fear
memory is reduced (Hayashi et al., 2000; Rumpel et al.,
2005).

20.3.4 Fear Conditioning and the
Hippocampus

20.3.4.1 Contextual fear conditioning

As described earlier, the hippocampus composes part
of the CS pathway, which converges with US input at
the BLAc in contextual fear conditioning. A number of
studies suggest that in contextual fear conditioning the
hippocampus is not just a passive relay of multisensory
information pertaining to the organism’s immediate
environment, but rather encodes a unified time-
limited mnemonic representation of the context CS
(Kim and Fanselow, 1992; LeDoux and Phillips, 1992;
Fanselow, 2000; Anagnostaras et al., 2001; Rudy et al.,
2004). Indeed, this account is in accord with other
views that the hippocampus plays an important role
in memory (Milner and Ettlinger, 1970; O’Keefe and
Nadel, 1978; Zola-Morgan et al., 1986).

The initial study implicating the hippocampus in
fear conditioning was by Blanchard and Fial (1968),
demonstrating that electrolytic lesions of the hippo-
campus disrupted fear conditioning. Years later,
Phillips and LeDoux (1992) showed that amygdala
lesions disrupted both cued and context fear, while
lesions of the hippocampus selectively produced
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anterograde amnesia of contextual fear conditioning,
suggesting that the amygdala had a more general role
in fear conditioning, whereas the hippocampus
appeared to relay information about the training
context in fear conditioning. Kim and Fanselow
(1992) further showed that electrolytic lesions of
the hippocampus 1 day after training abolished con-
textual fear, whereas lesions made at 7, 14, and 28
days showed significant contextual fear. Moreover, in
the same animals, lesions failed to affect fear
responses to tone at any time. Together these results
were consistent with the hippocampus playing a
time-dependent role in the consolidation of memory
and at the same time encoding spatial cues in the
animals’ immediate environment. However, further
studies employing excitotoxic hippocampal lesions,
which continued to demonstrate retrograde memory
deficits, failed to show anterograde amnesia of
contextual fear (Philips and LeDoux, 1994; Maren
et al., 1997; Frankland et al., 1998). A number of
explanations have been posited based on these dis-
crepancies (Anagnostaras et al., 2001). (1) Excitotoxic
infusion could result in damage to neighboring
areas such as the amygdala (Mintz and Knowlton,
1993). (2) Ventral hippocampal lesions could result
in damage to projections that may affect normal
amygdalar function (Maren and Fanselow, 1995).
(3) Excitotoxic lesions may result in a sustained
seizure-like activation of efferents such as the amyg-
dala, resulting in partial damage (McCelland et al.,
1995). Given this, the resulting amygdala dysfunction
could result in memory deficits most apparent for
recently encoded information (Anagnostaras et al.,
2001). A more recent study by Fanselow and col-
leagues demonstrated that complete excitotoxic
lesions of the hippocampus in naive rats failed to
disrupt the acquisition of contextual fear, whereas
in previously fear-conditioned rats, similar lesions
abolish the expression of contextual fear responses
(Wiltgen et al., 2006). However, these posttraining
deficits could be overcome with retraining.

An alternate possibility is that under normal con-
ditions a slowly established configural mnemonic
representation of the training context is encoded by
the hippocampus; however, in the absence of the
hippocampus, single elements of the context, like
cued conditioning, may be sufficient to produce asso-
ciative plasticity within the BLAc. However, if
lesions of the hippocampus are made after BLA plas-
ticity has already been established using a configural
representation, then the remaining elemental system
may not be sufficient to support the retrieval of

contextual fear memories (Fanselow, 2000). Indeed,
a number of studies are consistent with this view.
(1) Immediate delivery of footshock upon placement
into the training context does not yield contextual
fear conditioning (Landeira-Fernandez et al., 2006).
(2) Posttraining lesions of the hippocampus are more
detrimental than pretraining lesions. (3) Preexposure
to the training context followed by fear conditioning
35 days later mitigates retrograde amnesia effects of
hippocampal lesions (Anagnostaras et al., 1999).
Moreover, an elegant study by Rudy and colleagues
showed that mRNA of Arc and immediate early
gene c-fos mRNA are induced in the hippocampus
following context exposure or context plus shock
experience, but not after immediate shock (Huff
et al., 2006). However, if the BLA is inactivated, Arc
and c-fos mRNA were attenuated following contex-
tual fear training, but Arc mRNA levels remained
unaffected by context preexposure alone. Perhaps
under normal conditions hippocampal LTP may be
critical for assembling elemental components of the
training context into a cognitive and/or configural
representation of the context (Anagnostaras et al.,
2001), which is further consolidated via amygdala-
dependent fear conditioning.

20.3.4.2 Trace fear conditioning

In fear conditioning, as in eyeblink conditioning, the
addition of a stimulus-free period or ‘trace’ (>10 s)
between the auditory CS and footshock requires the
hippocampus (Chowdhury et al., 2005; Misane et al.,
2005). Pretraining lesions of the hippocampus disrupt
the acquisition of trace fear conditioning (McEchron
et al., 1998; Burman et al., 2006), while posttraining
lesions attenuate the expression of trace fear condi-
tioning (Chowdhury et al., 2005; Burman et al.,
2006). Subsequently Fanselow and associates revealed
that blockade of dorsal hippocampal NMDA receptors
disrupted the acquisition but not the expression trace
fear memories (Quinn et al., 2005). Interestingly, the
presentation of a visual distracter disrupts trace, but
does not delay fear conditioning, suggesting that atten-
tion is required for the acquisition of trace fear
memory. Finally, trace fear conditioning, which is
associated with an increase in c-fos activation in the
anterior cingulate cortex, is attenuated by lesions of
this same region (Han et al., 2003).

20.3.4.3 Recent versus remote fear

memories

An important question posed by the results of Kim
and Fanselow (1992) is that, if the hippocampus is
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transiently involved in the consolidation of contex-
tual fear memory, what brain region(s) are involved
in retrieving more remotely established contextual
fear memories? A series of elegant studies by Silva
and colleagues suggests that a number of regions of
the cortex including the anterior cingulate cortex
may be required (Frankland et al., 2001, 2004,
2006). In genetically engineered mice with reduced
levels of �CaMKII, recent contextual fear memory
tested 24 h later is normal, whereas remote fear mem-
ory tested at 10–50 days is completely absent
(Frankland et al., 2001). Interestingly these mice,
which failed to show remote fear memory, revealed
no changes in cortical immediate early gene expres-
sion following recent or remote memory tests,
whereas wild-type mice showed correlated increases
of cortical gene expression and remote context fear
memory (Frankland et al., 2004). Conversely, rever-
sible inactivation of the anterior cingulate cortex at
remote, but not recent, retention intervals disrupts
the retrieval of contextual fear memories. Moreover,
�CaMKII mutant mice, which showed normal levels
of hippocampal LTP, have impaired cortical LTP.
These experiments suggest that �CaMKII expres-
sion within a number of regions, notably the
anterior cingulate cortex, plays an important role in
the retrieval of remote contextual fear memory.

20.4 Interactions Between
Conditioned Fear and Eyeblink
Conditioning: The Two-Stage
Hypothesis

A number of authors have distinguished between two
classes of CRs: diffuse or nonspecific preparatory CRs
and precise, specific, adaptive CRs (e.g., Konorski,
1967; Rescorla and Solomon, 1967; Thompson et al.,
1984). According to the ‘two-stage theory,’ the associa-
tion between the CS and the aversive US is formed
within the first few conditioning trials and results in the
acquisition of emotional CRs taking the form of non-
specific, autonomic arousal. Nonspecific responses are
usually autonomic but also include generalized body
movements, are learned rapidly, and prepare the
organism to do something. Such responses are viewed
as manifestations of a ‘conditioned emotional state,’ for
example, conditioned fear. Conditioning of specific
responses, for example, eyelid closure or leg flexion,
involves learning precise, adaptive CRs that deal spe-
cifically with the US and requires more extensive

training. The two learning processes proceed not
only at different rates but also at different brain sites.

The two-stage hypothesis suggests that the initial
conditioned fear may be necessary or at least play a
role in subsequent learning of discrete movements and
that the learning of discrete movements may impact
subsequent retention of conditioned fear. Powell and
associates (1974) showed that, when heart rate and
eyeblink conditioning were given simultaneously, con-
ditioned heart rate developed very rapidly in a very few
trials, but then as eyeblink conditioning developed, the
conditioned heart rate diminished. As noted earlier the
essential brain substrates for these two aspects of learn-
ing are quite different: amygdala for fear and cerebellum
for eyeblink. Neufeld and Mintz (2001) showed that
prior fear conditioning facilitated subsequent eyeblink
conditioning and amygdala lesions abolished this facil-
itation.Weisz et al. (1992) showed that amygdala lesions
could actually impair rate of learning of the eyeblink
response. Lavond et al. (1984a) showed that appropriate
cerebellar interpositus lesions that abolished the condi-
tioned eyeblink response had no effect on initial
acquisition of the conditioned heart rate response, as
expected. However, Mintz and Wang-Ninio (2001)
showed that interpositus lesions, which prevented
discrete response conditioning, also prevented the sub-
sequent decline in fear conditioning with extensive
eyeblink training that normally occurs in intact animals.
If the animal cannot learn to deal with the aversive US,
then fear does not extinguish. Patterns of gene expres-
sion over the course of eyeblink conditioning in the
interpositus nucleus (mouse) support the two-stage
hypothesis (Park et al., 2006). Indeed, further work
examining the relative activation of gene expression in
both regions of the amygdala and cerebellum over the
course of simultaneous eyeblink and heart rate condi-
tioning could directly test the two-stage hypothesis of
Pavlovian conditioning.

20.5 Conclusions

The findings described here indicate that two forms of
procedural learning, eyeblink conditioning, a slowly
acquired fine motor behavior, and fear conditioning, a
rapidly acquired global defensive response, are estab-
lished, maintained, and expressed by two different sets
of neural circuits centered around the cerebellum and
amygdala, respectively. Moreover, the mechanisms of
plasticity within each of these brain regions at cellular
and genetic levels suggest that different forms of
Hebbian plasticity (LTP vs. LTD) and gene expression
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may be crucial for each form of procedural learning.

However, at the systems level, there are similarities in

eyeblink and fear conditioning in that increasing task

difficulty or the interval of time between training and

testing seems to differentially engage the hippocampus

and regions of the neocortex. In addition, accumulating

data seem to suggest that eyeblink conditioning may

develop normally in a two-stage process, where initial

training establishes a conditioned emotional compo-

nent requiring the amygdala, which with further

training facilitates the acquisition of cerebellar-

dependent eyeblink responses. Collectively, these

studies strongly indicate that each of these forms of

procedural learning, which depend on different neural

loci and mechanisms of memory, may indeed work in

conjunction to promote the establishment of appropri-

ately timed and coordinated adaptive behaviors.
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21.1 An Overview of Pavlovian Fear
Conditioning

Classical or Pavlovian fear conditioning has long been
a tool of behavioral psychology to study simple forms
of associative learning in the mammal. In this
paradigm, an animal (or human) learns to fear an
initially emotionally neutral stimulus (the conditioned

stimulus, CS) that acquires aversive properties after
being paired with a noxious stimulus (the unconditioned
stimulus, US). First used by J. B. Watson and his collea-
gue Rosalie Rayner in the now infamous studies of
‘‘Little Albert’’ (Watson and Rayner, 2000), fear condi-
tioning is now most widely studied in rodents, where a
discrete cue (such as a tone, light, or odor; CS) is paired
with a brief electric shock to the feet (US). Before
conditioning, the CS does not elicit fearful behavior.
After as little as one CS-US pairing, however, the
animal begins to exhibit a range of conditioned responses
(CRs), both to the tone CS and to the context in which
conditioning occurs (e.g., the conditioning chamber). In
rats, these CRs include ‘freezing’ or immobility (the rat’s
species-typical behavioral response to a threatening
stimulus), autonomic and endocrine alterations (such as
changes in heart rate and blood pressure, defecation, and
increased levels of circulating stress hormones), and
potentiation of reflexes like the acoustic startle response
(Blanchard and Blanchard, 1969; Kapp et al., 1979;
LeDoux et al., 1988; Roozendaal et al., 1991;Davis, 1997).

21.2 The Amygdala and Fear
Conditioning

21.2.1 The Neuroanatomy of Fear

There are few associative learning paradigms that
have been better characterized at the neuroanatomi-
cal level than Pavlovian fear conditioning (see
Figure 1). This is particularly true for the ‘auditory
fear conditioning’ paradigm, where an animal learns
to fear a tone (CS) that is paired with foot shock (US).
In this review, we will therefore emphasize the find-
ings from the auditory fear conditioning literature,
although similar mechanisms have also been pro-
posed for conditioning to visual stimuli (Davis,
1992, 1997).

Auditory fear conditioning involves transmission
of auditory CS and somatosensory US information to
the lateral nucleus of the amygdala (LA), an area that
lesion and functional inactivation studies have shown
to be critical for learning (LeDoux et al., 1990;
Helmstetter and Bellgowan, 1994; Campeau and
Davis, 1995; Muller et al., 1997; Wilensky et al.,
2000). Anatomical tract tracing studies have shown
that cells in the LA receive direct glutamatergic
projections from areas of the auditory thalamus and
cortex, specifically from the medial division of the
medial geniculate body and the posterior intralami-
nar nucleus (MGm/PIN) and cortical area TE3,
respectively (LeDoux et al., 1985; LeDoux and

Auditory cortex

Auditory
thalamus

CS
(Tone)

US
(Shock)

Amygdala

Defensive
behavior
(PAG)

ANS

HPA
axis

TE1 TE3 PRh

1. 2.CPu

CE

B
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Figure 1 Anatomy of the fear system. (1) Auditory fear conditioning involves the transmission of CS sensory information from

areas of the auditory thalamus and cortex to the lateral amygdala (LA), where it can converge with incoming somatosensory

information from the foot shockUS. It is in the LA that alterations in synaptic transmission are thought to encode key aspects of the
learning. (2) During fear expression, the LA engages the central nucleus of the amygdala (CE), which projectswidely tomany areas

of the forebrain and brainstem that control the expression of fear CRs, including freezing, hypothalamic-pituitary-adrenal (HPA)

axis activation, and alterations in cardiovascular activity. CPu, caudate/putamen; B, basal nucleus of amygdala; ANS, autonomic

nervous system; PRh, perirhinal cortex; PAG, periaqueductal gray.
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Farb, 1991; Bordi and LeDoux, 1992; Romanski and
LeDoux, 1993; McDonald, 1998; Doron and LeDoux,
1999). Neurophysiological evidence has indicated that
inputs from each of these auditory areas synapse onto
single neurons in the LA (Li et al., 1996), where they
converge with inputs from the somatosensory US
(Romanski et al., 1993). Individual cells in the LA are
thus well suited to integrate CS and US information
during fear conditioning, and it is here, as we will see,
that alterations in synaptic transmission are thought to
encode key aspects of the memory.

Thalamic and cortical inputs to the LA, while both
capable of mediating fear learning (Romanski and
LeDoux, 1992a), are believed to carry different types
of information to the LA. The thalamic route (often
called the ‘low road’) is believed to be critical for
rapidly transmitting crude aspects of the CS to the
LA, while the cortical route (known as the ‘high road’)
is believed to carry highly refined information to the
amygdala (LeDoux, 2000). Interestingly, while lesions
of the MGm/PIN impair auditory fear conditioning
(LeDoux et al., 1984, 1986), lesions of the auditory
cortex do not (LeDoux et al., 1984; Romanski and
LeDoux, 1992b). Thus, the thalamic pathway between
the MGm/PIN and the LA appears to be particularly
important for auditory fear conditioning. This is not to
say, however, that the cortical input to the LA is not
involved. Indeed, when conditioning depends on the
ability of the animal to make fine discriminations
between different auditory CSs, or when the CS is a
complex auditory cue such as an ultrasonic vocaliza-
tion, then cortical regions appear to be required
( Jarrell et al., 1987; Lindquist et al., 2004).

During retrieval or expression of a fear memory,
the LA, both directly and by way of the adjacent basal
nucleus of the amygdala, engages the central nucleus
of the amygdala (CE). The CE has traditionally been
thought of as the principal output nucleus of the fear
learning system, projecting to areas of the forebrain,
hypothalamus, and brainstem that control behavioral,
endocrine, and autonomic CRs associated with fear
learning (Blanchard and Blanchard, 1969; Kapp et al.,
1979; LeDoux et al., 1988; Roozendaal et al., 1991;
Davis, 1997). Projections from the CE to the midbrain
periaqueductal gray, for example, have been shown to
be particularly important for mediating behavioral
and endocrine responses such as freezing and hypoal-
gesia (LeDoux et al., 1988; Helmstetter and Landeira-
Fernandez, 1990; Helmstetter and Tershner, 1994; De
Oca et al., 1998), while projections to the lateral
hypothalamus have been implicated in the control
of conditioned cardiovascular responses (Iwata et al.,

1986; LeDoux et al., 1988). Importantly, while lesions
of these individual areas can selectively impair
expression of individual CRs, damage to the CE
interferes with the expression of all fear CRs
(LeDoux, 2000). Thus, the CE acts to coordinate the
collection of hard-wired, and typically species-specif-
ic, responses that underlie defensive behavior.

21.2.2 Synaptic Plasticity in the Amygdala
and Fear Conditioning

In addition to being the recipient of CS and US
information, the LA is also thought to be a critical
site of synaptic plasticity underlying fear learning
(LeDoux, 2000; Blair et al., 2001; Maren, 2001). In
support of this view, numerous studies have shown
that individual cells in the dorsal regions of the LA
(LAd) alter their neurophysiological response prop-
erties when CS and US are paired during fear
conditioning (Figures 2(a) and 2(b)). For example,
LAd neurons that are initially weakly responsive to
auditory input respond vigorously to the same input
after fear conditioning (Quirk et al., 1995, 1997;
Rogan et al., 1997; Maren, 2000; Repa et al., 2001;
Blair et al., 2003). This change in the responsiveness
of LAd cells that occurs as the result of training has
contributed to the view that neural plasticity in the
LA encodes key aspects of fear learning and memory
storage (Fanselow and LeDoux, 1999; Blair et al.,
2001; Maren, 2001; Schafe et al., 2001), a topic to
which we will return in a later section.

In the next several sections, we will discuss the
biochemical and molecular mechanisms that likely
underlie plasticity and memory formation at LA
synapses. We begin with a discussion of long-term
potentiation (LTP), as it has been proposed that this
type of synaptic plasticity is the most likely type of
mechanism that underlies memory formation in the
mammalian brain (Bliss and Collingridge, 1993;
Malenka and Nicoll, 1999), including in the LA
(Maren, 1999; Blair et al., 2001; Schafe et al., 2001).

21.3 LTP as a Mechanism of Fear
Learning

21.3.1 Why is LTP Important?

The change in the responsiveness of LA cells during
fear conditioning suggests that alterations in excitatory
synaptic transmission in the LA might be critical
for fear conditioning. Accordingly, many of the
recent studies that have examined the biochemical
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basis of fear conditioning have drawn upon a larger
literature that has focused on the biochemical events
that underlie LTP, an activity-dependent form of
synaptic plasticity that was initially discovered in the

hippocampus (Bliss and Lømo, 1973). There
are several good reasons behind this strategy, including
the fact that LTP has been demonstrated in
thalamic and cortical auditory input pathways to the
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stimuli. MIDDLE: Immediately after conditioning, the same cells respond vigorously, especially in the first few milliseconds
of the tone (arrow). BOTTOM: Tone conditioning of LA cells decreases with extinction. In each figure, the onset of the tone

stimulus is depicted by a gray bar. (b) Change in firing rate of LA cells over the course of training and extinction. The values

represent averaged responses of 16 cells within the first few milliseconds of the tone stimulus and are expressed as

percent change from preconditioning firing rates. (c) TOP: Fear conditioning leads to electrophysiological changes in the LA
in a manner similar to long-term potentiation (LTP). The figure represents percent change in the slope of the auditory-

evoked field potential in the LA before, during, and after conditioning in both paired and unpaired rats. BOTTOM: Freezing

behavior across training and testing periods. Note that both paired and unpaired groups show equivalent freezing behavior
during training, but only the paired group shows an enhanced neural response. Representative traces can be seen in the

inset. (d) LEFT: Associative LTP is induced in the amygdala slice by pairing trains of presynaptic stimulation of fibers

coming from the auditory thalamus with depolarization of LA cells. Stimulation of fibers coming from cortical areas serves

as a control for input specificity. RIGHT: LTP induced by pairing as measured by the change in the slope of the excitatory
postsynaptic potential (EPSP) over time. In this case, the thalamic pathway received paired stimulation, whereas the

cortical pathway received unpaired stimulation (i.e., trains and depolarizations, but in a noncontingent manner). The black

bar represents the duration of the pairing. IC, internal capsule; OT, optic tract; CE, central nucleus of amygdala; B, basal

nucleus of amygdala; EC, external capsule.
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LA (Chapman et al., 1990; Clugnet and LeDoux, 1990;
Rogan and LeDoux, 1995; Huang and Kandel, 1998;
Weisskopf et al., 1999; Weisskopf and LeDoux,
1999), and that auditory fear conditioning itself has
been shown to lead to neurophysiological changes in
the LA that resemble artificial LTP induction
(McKernan and Shinnick-Gallagher, 1997a; Rogan
et al., 1997). Collectively, these findings provide strong
support for the hypothesis that an LTP-like
process in the LA may underlie fear conditioning
(Figures 2(c) and 2(d)). This, in turn, suggests that
fear memory acquisition and consolidation may share a
common biochemical and molecular substrate with
LTP.

21.3.2 The ‘Consolidation’ of LTP – E-LTP
Versus L-LTP

There are several pharmacologically distinct forms
of LTP, most of which have been identified
in the hippocampus. One form critically involves
the N-methyl-D-aspartate receptor (NMDAR),
which is normally blocked by Mg2þ, but which
can be opened following sufficient depolarization
of the postsynaptic cell during LTP induction
(Malenka and Nicoll, 1993). The other, less widely
studied form involves the L-type voltage-gated
calcium channel (L-VGCC). Other forms require
a combination of both NMDARs and L-VGCCs
(Grover and Teyler, 1990; Cavus and Teyler,
1996). Importantly, both NMDAR and L-VGCC-
mediated forms of LTP have been discovered
in the LA (Weisskopf et al., 1999; Bauer et al.,
2002).

Regardless of how it is induced, the hallmark of
each form of LTP is the entry of Ca2þ into the
postsynaptic spine, which initiates a biochemical cas-
cade of events that leads to strengthening of the
synapse. Some of these biochemical cascades lead to
a transient change in synaptic strength known as
early LTP (E-LTP) that is independent of de novo
RNA and protein synthesis. This type of LTP is
thought to involve the activation of protein kinase
signaling pathways near the postsynaptic density and
the alteration in the conductance of number of a
number of key synaptic proteins involved in gluta-
matergic signaling, including the NMDAR and the
closely related alpha-amino-3-hydroxy-5-methyl-4-
isoxazole propionic acid (AMPA) receptor (Soderling
and Derkach, 2000). Other intracellular cascades lead
to a more permanent alteration in cell excitability

known as late LTP (L-LTP). Unlike E-LTP, L-LTP

requires de novo RNA and protein synthesis and dif-

ferent classes of protein kinase signaling cascades that

are thought to promote long-term synaptic plasticity

by engaging activators of transcription in the nucleus

(Nguyen et al., 1994; Nguyen and Kandel, 1996). Thus,

the two forms of LTP have features in common with

the traditional phases of memory consolidation. L-

LTP is conceptually similar to long-term memory

(LTM) formation, which is known to be dependent

on de novo mRNA transcription and protein synthesis,

while E-LTP is conceptually similar to short-term

memory (STM), which is known to be short-lasting

and independent of transcription and translation

(Davis and Squire, 1984; Milner et al., 1998; Schafe

et al., 2000). This pattern of findings suggests, in turn,

that the consolidation process can be represented at the

cellular level and understood through studies of LTP

(Milner et al., 1998).
An exhaustive review of the biochemical mecha-

nisms underlying LTP is beyond the scope of this

chapter (for a more exhaustive review of this

topic, see Milner et al., 1998). In the next several

sections, however, we will review some of the key

membrane-bound receptors and intracellular signal-

ing pathways that have been most widely implicated

in LTP and in memory formation of fear

conditioning.

21.4 Biochemical Mechanisms
of Fear Memory Formation and
Consolidation

The fact that LTP is characterized by phases that

differ as a function of the requirement for transcrip-

tion and translation suggests that it is an excellent

cellular model by which to study the biochemical

mechanisms of memory consolidation. Accordingly,

inspired by the success of studies that have defined

the contribution of different cellular and molecular

signaling cascades underlying both E-LTP and

L-LTP, a number of recent studies have asked

whether these same mechanisms might underlie

short- and long-term formation of fear memories in

the amygdala. In this section, we will summarize

these findings, beginning with recent studies that

have focused on glutamatergic signaling pathways

and their contribution to fear acquisition and STM

formation.
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21.4.1 Short-Term Fear Memory Formation
– Glutamatergic Signaling, CaMKII
Activation, and AMPAR Trafficking in the
Amygdala

Like E-LTP, STM is a short-lasting form of memory
that does not require new protein or RNA synthesis
(Milner et al., 1998). While no consistent time frame of
STM has been defined in the literature, it is generally
tested shortly after training, usually within 1 h. Further,
deficits in STM formation are typically assumed to
reflect deficits in memory acquisition, although it
should be emphasized that acquisition and STM for-
mation are likely subserved by distinct molecular
mechanisms (Rodrigues et al., 2004b). In this section,
we will examine how glutamatergic transmission,
�CaMKII, and AMPA receptor (AMPAR) regulation
and trafficking might contribute to fear memory acqui-
sition and STM formation in the LA.

21.4.1.1 NMDA receptors

The NMDAR has a long history in the fear condi-
tioning literature. Early pharmacological studies
showed that blockade of NMDARs in the LA using
the NMDAR antagonist D-2-amino-5-phosphonova-
leric acid (APV) reliably impaired fear conditioning
(Miserendino et al., 1990; Kim et al., 1991; Campeau
et al., 1992), suggesting that an NMDAR-dependent
form of synaptic plasticity was critical for fear learning.
Later reports, however, indicated that infusion of APV
into the LA also impaired the expression of previously
acquired fear responses (Maren et al., 1996). These
findings are consistent with neurophysiological evi-
dence showing that NMDARs are involved, at least
in part, in routine synaptic transmission in the LA
(Weisskopf and LeDoux, 1999; Bauer et al., 2002). As
such, it has been difficult to conclude unambiguously
that NMDARs are required for fear acquisition inde-
pendently of a role in routine synaptic transmission.

Several years ago, the role of NMDARs in fear
conditioning was revisited by examining the effects
of selective blockade of the NR2B subunit of the
NMDA receptor in the LA. NMDARs are hetero-
meric complexes composed of several subunits,
including the NR1 subunit, which is essential for
channel function, as well as a range of NR2 subunits
which regulate channel function (Monyer et al., 1992;
Nakanishi, 1992). In vitro studies have shown that the
NR1-NR2B complex exhibits longer excitatory post-
synaptic potentials (EPSPs) than the NR1-NR2A
complex (Monyer et al., 1992). This characteristic
of NR2B-containing NMDARs is thought to provide

a longer time window for coincidence detection,
which is thought to be especially important during
synaptic plasticity (Tsien, 2000). Indeed, recent mo-
lecular genetic studies have implicated the NR2B
subunit in both synaptic plasticity and memory for-
mation; overexpression of NR2B in the forebrain of
mice results in enhanced LTP and memory forma-
tion for a variety of tasks, including fear conditioning
(Tang et al., 1999).

In the amygdala, blockade of the NR2B by ifen-
prodil, a selective antagonist of the NR2B subunit of
the NMDAR, dose-dependently impairs formation
of both STM and LTM of fear conditioning
(Rodrigues et al., 2001); that is, memory is impaired
both at 1 h and 24 h after infusion and training
(Figures 3(a) and 3(b)). In contrast, infusions of
ifenprodil prior to testing at either time point have
no effect on fear expression. These results suggest
that ifenprodil lacks the nonspecific effects on rou-
tine transmission that are characteristic of the more
global NMDAR antagonist APV. In support of this
hypothesis, bath application of ifenprodil to amyg-
dala slices also impairs LTP at thalamic inputs to
LA neurons but has no effect on routine synaptic
transmission (Bauer et al., 2002; Figure 3(c)). These
results are also consistent with those of a recent study
that examined the effects of APV on acquisition of
fear-potentiated startle (Walker and Davis, 2000),
showing that APV can, under certain circumstances,
have selective effects on plasticity. Collectively, find-
ings suggest that the NMDA receptor in the amygdala
plays an essential role in both the acquisition and
STM of conditioned fear.

21.4.1.2 Ca2þ/calmodulin-dependent

protein kinase

One of the immediate downstream consequences of
NMDAR-mediated activity-dependent increases in
Ca2þ at the time of LTP induction is the activation of
Ca2þ/calmodulin (CaM)-dependent protein kinase
II (CaMKII). The alpha isoform of CaMKII has
been widely implicated in synaptic plasticity and
memory formation (Fukunaga and Miyamoto, 1999;
Soderling and Derkach, 2000; Fink and Meyer, 2002;
Lisman et al., 2002), in part for its ability to undergo a
rapid ‘autophosphorylation,’ a state in which this
enzyme can remain active in the absence of further
Ca2þ entry (Soderling and Derkach, 2000). In this
state, �CaMKII can phosphorylate and transiently
enhance the conductance of a variety of membrane
proteins, including AMPARs (Barria et al., 1997;
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Mammen et al., 1997; Soderling and Derkach, 2000).
Autophosphorylation of �CaMKII on Thr286, for
example, promotes the translocation of the kinase to
synaptic sites (Shen and Meyer, 1999) and results in
phosphorylation of the AMPAR subunit GluR1 on
Ser831 (Barria et al., 1997; Mammen et al., 1997), an
event which increases excitatory current influx into
the postsynaptic cell (Derkach et al., 1999) and which
is critical for LTP induction (Lee et al., 2000, 2003).
Transgenic mice with a deletion of the �CaMKII
gene display deficits in hippocampal LTP and hip-
pocampal-dependent spatial memory (Silva et al.,
1992a,b). Similarly, pharmacological inhibition of
CaMKII blocks the induction of LTP in hippocampal
area CA1 (Ito et al., 1991; Stanton and Gage, 1996)
and impairs hippocampal dependent learning and
memory (Tan and Liang, 1996).

Recent studies have also implicated �CaMKII in
fear conditioning. Anatomical studies have shown
that �CaMKII is robustly expressed in LA pyramidal
neurons (McDonald et al., 2002), where it coexists
with NR2B in LA spines postsynaptic to terminals
that originate in the auditory thalamus (Rodrigues
et al., 2004a). Fear conditioning leads to increases in
the autophosphorylated form of �CaMKII at Thr286

in spines of LA neurons (Figure 3(d)). Further, intra-
amygdala infusion or bath application of an inhibitor
of CaMKII (KN-62) impairs acquisition and STM
formation of fear conditioning and LTP at thalamic
inputs to LA neurons, respectively (Figures 3(e) and
3(f )). This latter finding is consistent with molecular
genetic experiments indicating that induced overex-
pression of active �CaMKII by a transgene that
replaces Thr286 with an aspartate residue in the
amygdala and striatum results in a reversible deficit
in fear conditioning (Mayford et al., 1996).

21.4.1.3 Metabotropic glutamate

receptors and protein kinase C

While activation of �CaMKII and resultant GluR1
phosphorylation and receptor trafficking appears to
be NMDAR dependent (Hayashi et al., 2000; Fu
et al., 2004), it appears that Group I metabotropic
glutamate receptors (mGluRs), including mGluR1
and mGluR5, are critical for the potentiation of
NMDAR function via the Ca2þ/phospholipid-
dependent protein kinase (PKC) (Ben-Ari et al.,
1992; Kelso et al., 1992). Both mGluR1 and
mGluR5, for example, are positively coupled to
phospholipase C, activation of which leads to the
hydrolysis of phosphatidylinositol 4,5-biphosphate

into inositol 1,4,5-trisphosphate (IP3) and diacylgly-

cerol (DAG), two substances that are directly

upstream of PKC. In mGluR5 knockout mice, LTP

of NMDAR currents in CA1 is absent, but can be

rescued by activators of PKC (Jia et al., 1998).

Further, an mGluR5 antagonist (CHPG) has been

reported to induce a slowly developing, long-lasting

potentiation of NMDAR currents via PKC (Doherty

et al., 1997). Studies have suggested that two serine

residues on the C-terminal domain of the NR2B

subunit of the NMDAR, Ser1303 and Ser1323, are the

critical structural domain for PKC-mediated current

potentiation (Liao et al., 2001). However, removal of

all the PKC phosphorylation sites on NR1 and NR2

does not alter the PKC-induced potentiation of

NMDAR currents (Zheng et al., 1999). Thus, it has

been hypothesized that there is an intermediate step

between PKC activation and NR2 subunit activation.

One hypothesis is that this involves Src kinases (Ali

and Salter, 2001; MacDonald et al., 2001). Src is the

lead member of a family of protein tyrosine kinases,

which also includes Fyn, Lyn, Lck, and Yes. It is

thought that these kinases regulate the activity of

NMDARs during LTP induction by phosphorylating

tyrosine residues that, in turn, are responsible for

increased channel conductance (Ali and Salter,

2001; MacDonald et al., 2001). The phosphorylation

of NR2B on Tyr1472 is increased after tetanic stimu-

lation in area CA1 (Nakazawa et al., 2001), and this

appears to be Fyn mediated (Nakazawa et al., 2001,

2002). Further, mice lacking Fyn have impaired LTP

in hippocampal area CA1 (Grant et al., 1992).
Several recent studies have examined the role of

mGluRs in fear conditioning. Transgenic mice lack-

ing mGluR5 are impaired in fear conditioning tasks

(Lu et al., 1997), as are rats injected systemically

with the selective mGluR5 antagonist 2-methyl-6-

(phenylethynyl)-pyridine (MPEP) prior to fear

conditioning (Fendt and Schmid, 2002). In a recent

study, Rodrigues et al. showed that mGluR5 was

localized in LA spines postsynaptic to auditory tha-

lamic inputs and required for synaptic plasticity at

thalamic inputs to LA neurons (Rodrigues et al.,

2002). Further, in behavioral experiments, intra-

amygdala infusion of MPEP prior to fear condition-

ing impaired formation of both STM and LTM of

fear conditioning (Rodrigues et al., 2002; Figures

3(g) amd 3(h)), and also impaired LTP at thalamic

inputs to the LA (Figure 3(i)). Similar to the results

with the NR2B antagonist ifenprodil, infusion of

MPEP prior to training blocked both STM and
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LTM, while infusion immediately prior to testing at
either time point had no effect.

These findings suggest that mGluRs, and in par-
ticular mGluR5, are required for fear conditioning
and STM formation in the amygdala. Future experi-
ments, however, will be required to understand the
exact mechanisms by which mGluRs contribute to
fear conditioning. One attractive hypothesis, sug-
gested by the LTP literature, is that activation of
mGluR5 in the amygdala recruits the PKC signaling
pathway and leads to modulation and trafficking of
NMDARs via tyrosine phosphorylation of NR2B
(Doherty et al., 1997; Anwyl, 1999; Liao et al.,
2001). The role of PKC or tyrosine kinases in fear
acquisition and STM formation has not been explic-
itly tested, although mice with a specific deletion of
the � isoform of PKC have impaired fear condition-
ing when tested 24 h after training (Weeber et al.,
2000). Additional experiments will be necessary to
examine the role of mGluR5-mediated signaling in
the LA in fear conditioning.

21.4.1.4 AMPA receptor regulation

and trafficking

Alterations in the conductance properties of gluta-
matergic receptors are thought to be only one
mechanism underlying LTP induction and E-LTP.
Ample evidence, for example, has accumulated indi-
cating that new AMPARs and NMDARs are
trafficked and inserted into synapses during and
after LTP (Grosshans et al., 2002; Malenka, 2003;
Malinow, 2003). The insertion of GluR1 into
synapses, for example, appears to be �CaMKII
dependent, and blockade of �CaMKII-mediated
synaptic delivery of GluR1 prevents LTP (Hayashi
et al., 2000). Further, activation of PKC has been
shown to drive NMDAR subunits into synapses, an
effect which is blocked by tyrosine kinase inhibitors
(Grosshans et al., 2002). Together with alterations in
receptor conductance, these rapid physical altera-
tions in the distribution of AMPARs and NMDARs
represent one mechanism by which LTP might per-
sist in the short term.

A recent study by Malinow and colleagues ele-
gantly showed that intra-amygdala expression of a
viral vector that prevents GluR1 from being inserted
into synaptic sites impairs fear acquisition and synap-
tic plasticity in the LA (Rumpel et al., 2005). Thus,
while additional studies are needed, these findings
collectively suggest that activation of �CaMKII dur-
ing fear acquisition may regulate the insertion of
AMPARs at LA synapses and thereby contribute to

the formation and maintenance of STM. It is cur-
rently unknown how long-lasting this effect is; e.g.,
whether it persists only over the course of hours or is
also evident days after fear learning. Further, no
studies have to date examined how fear conditioning
might similarly regulate the trafficking of NMDARs.
Additional experiments will be critical to examine
each of these questions.

21.4.2 Long-Term Fear Memory Formation
– Protein Kinase Signaling and
Transcriptional Regulation in the Amygdala

As its name implies, LTM is a long-lasting phenom-
enon that can last many hours, days, weeks, or even
years (Milner et al., 1998). Accordingly, LTM is
typically tested at longer intervals after training,
usually starting at 24 h. In this section, we discuss
what is known about the mechanisms of LTM for-
mation of fear conditioning in the amygdala. We
begin with a discussion of L-VGCCs, as recent
work has suggested that these channels play an essen-
tial role in promoting LTM formation in the LA.

21.4.2.1 L-VGCCs

Recent experiments have shown that LTP at thalamic
input synapses to the LA is, under certain conditions,
L-VGCC dependent and NMDAR independent
(Weisskopf et al., 1999). These experiments used a
pairing protocol in which subthreshold presynaptic
stimulation of auditory afferents was paired with
brief postsynaptic depolarizations (Magee and
Johnston, 1997; Markram et al., 1997; Johnston et al.,
1999). In this protocol, back-propagating action poten-
tials (BPAPs) originating in the soma are thought to
invade the dendrites and interact with EPSPs leading
to Ca2þ influx through VGCCs (Magee and Johnston,
1997; Johnston et al., 1999; Stuart and Hausser, 2001).
Accordingly, LTP induced by pairing in the thalamic
pathway is blocked by application of the L-VGCC
blockers nifedipine or verapamil (Weisskopf et al.,
1999; Bauer et al., 2002).

Until recently, the contribution of L-VGCCs to
fear conditioning had not been established. Bauer
et al., however, examined the effect of intra-amyg-
dala infusion of the L-VGCC blocker verapamil on
the acquisition and consolidation of auditory fear
conditioning (Bauer et al., 2002). The findings
revealed that blockade of L-VGCCs prior to condi-
tioning selectively impaired LTM formation of fear
conditioning at 24 h after training; acquisition and
STM, assessed at 1 h, were left intact. These findings,
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together with those of studies that examined the role
of NMDAR function in fear conditioning discussed
earlier, suggest that there are two sources of Ca2þ in
the LA that are critical for fear memory formation.
One, mediated by NMDARs, appears to be selec-
tively involved in fear acquisition and STM
formation of fear conditioning (Walker and Davis,
2000; Rodrigues et al., 2001). The second, mediated
by L-VGCCs, is selectively involved in LTM for-
mation. While the effects of L-VGCC blockade are
not apparent in fear conditioning for many hours
after training, it is important to note that this is likely
due to interference with a process that is set in
motion at the time of CS-US pairing and fear acqui-
sition. Consistent with that notion, recent reports
have demonstrated that L-VGCCs play a selective
role in signaling to the nucleus and initiating cyclic
adenosine monophosphate (cAMP) response element
(CRE)-mediated transcription, which is known to be
required for long-term synaptic plasticity and mem-
ory formation (Dolmetsch et al., 2001). Additional
experiments will be necessary to determine the con-
tribution of L-VGCCs to activation of protein
kinases and CRE-driven gene expression in the LA
following fear conditioning.

21.4.2.2 Protein kinase A and mitogen-
activated protein kinase

Activity-dependent increases in intracellular Ca2þ in
LA neurons during fear acquisition is thought to lead,
either directly or indirectly, to the activation of both
protein kinase A (PKA) and the extracellular signal-
regulated kinase/mitogen-activated protein kinase
(ERK/MAPK). There has been a great deal of recent
interest in each of these kinases, in part because they
have been shown to be essential for the late phase of
multiple forms of synaptic plasticity and memory
(Milner et al., 1998; Sweatt, 2004). Once activated
by stimulation that promotes L-LTP, each of these
kinases is thought to engage activators of transcrip-
tion. While PKA is directly capable of regulating
transcription, recent evidence suggests that PKA
may play a permissive role in transcriptional regula-
tion by promoting the activation and nuclear
translocation of ERK/MAPK (Roberson et al.,
1999). As a result, it has been suggested that ERK/
MAPK may represent a final common pathway
through which different upstream kinases regulate
transcription, long-term plasticity, and memory for-
mation (Adams and Sweatt, 2002).

Both PKA and ERK/MAPK have also been impli-
cated in fear conditioning. Mice that overexpress an

inhibitory form of PKA, R(AB), exhibit impaired
L-LTP in hippocampal area CA1 and selective def-
icits in LTM, but not STM, of contextual fear
conditioning (Abel et al., 1997). Similarly, mice that
lack Ras-GRF, an upstream regulator of ERK/MAPK,
have impaired memory consolidation of auditory and
contextual fear conditioning, as well as impaired
amygdala LTP (Brambilla et al., 1997).

Recent pharmacological experiments have exam-
ined the role of PKA and ERK/MAPK in amygdala
LTP and in fear conditioning. Huang et al. showed
that bath application of inhibitors of PKA or ERK/
MAPK to amygdala slices impairs LTP at thalamic
and cortical inputs to the LA but has no effect on
E-LTP (Huang et al., 2000). Consistent with those
findings, infusion of a PKA inhibitor or of a peptide
that blocks the association of PKA with the A-kinase
anchoring protein (AKAP) in the LA impairs LTM,
but not STM of fear conditioning (Schafe and
LeDoux, 2000; Moita et al., 2002; Figure 4(e)).
Further, fear conditioning results in a transient acti-
vation of ERK/MAPK in the LA (Figures 4(a)–
4(c)), and infusion of an inhibitor of MEK, an
upstream regulator of ERK/MAPK, into the LA
prior to fear conditioning impairs memory consoli-
dation; that is, rats have intact STM and impaired
LTM (Schafe et al., 2000; Figure 4(d)). Collectively,
these findings support the hypothesis that both PKA
and ERK/MAPK contribute to fear memory forma-
tion by engaging cellular processes, possibly those in
the nucleus, that are necessary for long-term synaptic
plasticity and memory formation.

21.4.2.3 Neurotrophin signaling

In addition to Ca2þ-mediated signaling, neurotro-
phins have been widely implicated in driving
protein kinase signaling pathways necessary for
long-term synaptic plasticity and memory formation,
including fear conditioning. In hippocampal neurons,
direct application of brain-derived neurotrophic fac-
tor (BDNF) produces a long-lasting, transcription-
dependent form of LTP (Kang and Schuman, 1995;
Figurov et al., 1996). Further, blockade or genetic
deletion of BDNF or its membrane-bound receptor
tyrosine kinase, TrkB, impairs L-LTP in the hippo-
campus (Figurov et al., 1996; Patterson et al., 1996;
Korte et al., 1998; Fanselow and LeDoux, 1999), and
L-LTP is impaired in hippocampal slices in mice that
lack BDNF (Patterson et al., 1996; Korte et al., 1998).
Consistent with the importance of ERK/MAPK sig-
naling in long-term synaptic plasticity and memory
formation, recent studies have suggested that
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BDNF-TrkB-mediated signaling promotes long-
term synaptic plasticity by engaging the ERK/
MAPK signaling pathway (Patterson et al., 2001).
Application of BDNF potently activates ERK/
MAPK in hippocampal neurons (Ying et al., 2002),
and treatment with an inhibitor of ERK/MAPK

activation impairs BDNF-induced LTP (Ying et al.,

2002). Collectively, these findings suggest that

BDNF-induced ERK signaling plays an essential

role in long-term synaptic plasticity.
A recent study has shown that BDNF-mediated

signaling in the amygdala is critical to fear learning
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Figure 4 Protein kinase signaling pathways involved in long-term memory (LTM) formation in the lateral amygdala (LA). (a)

Fear conditioning leads to an increase in phosphorylated extracellular signal-related kinase 1 (ERK1) and ERK2 at t¼60 min
after training. In these experiments, rats were trained and sacrificed at different time points after conditioning, and LA

homogenates were probed with antibodies that recognize phosphorylated ERK /mitogen-activated protein kinase (MAPK).

ERK1 (black bars) and ERK2 (gray bars) are the two isoforms of ERK/MAPK recognized by the anti-phospho-ERK antibody.

p < .05. (b) The increase in activated ERK/MAPK is not accounted for by a change in the amount of total (unphosphorylated)
ERK/MAPK. (c) Immunocytochemical localization of phosphorylated ERK/MAPK in the LA after fear conditioning. The image

shows ERK-labeled cells in three different regions of the LA (dorsal, LAd; ventromedial, LAvm; and ventrolateral, LAvl), with

most of the label concentrated in the ventral portions of the LAd and throughout the LAvm and LAvl. Activated ERK/MAPK is
also highly expressed in the nearby central nucleus (CE) and the amygdala-striatal transition zone (AST). B, basal nucleus of

the amygdala. (a–c) Adapted from Schafe GE, Atkins CM, SwankMW, Bauer EP, Sweatt JD, and LeDoux JE (2000) Activation

of ERK/MAP kinase in the amygdala is required for memory consolidation of Pavlovian fear conditioning. J. Neurosci. 20:

8177–8187, with permission from the Society for Neuroscience. (d–f) LTM, but not short-term memory (STM), in the LA
requires MAPK, protein kinase A (PKA), and protein synthesis. In these studies, rats received intra-amygdala infusions of (d)

U0126 (a MEK inhibitor, which is an upstream regulator of ERK/MAPK activation), (e) Rp-cAMPS (a PKA inhibitor), or (f)

anisomycin (a protein synthesis inhibitor) at or around the time of training and were assayed for both STM (1–4 h later) and

LTM (24 h later) of auditory fear conditioning. In each figure, vehicle-treated rats are represented by the gray bars, while drug-
treated animals are represented by the black bars. 
p < .05 relative to vehicle controls. (d–f) Adapted from Schafe GE and

LeDoux JE (2000) Memory consolidation of auditory Pavlovian fear conditioning requires protein synthesis and protein kinase

A in the amygdala. J. Neurosci. 20: RC96, with permission from the Society for Neuroscience.
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(Rattiner et al., 2004, 2005). In that study, fear con-
ditioning led to increases in both TrkB receptor
phosphorylation and decreases in TrkB receptor
immunoreactivity in the LA during the consolidation
period, which is typically indicative of bound BDNF.
Further, disruption of TrkB receptor signaling in the
amygdala using either a Trk receptor antagonist or
lentiviral overexpression of a dominant negative
TrkB isoform impaired fear memory formation
(Rattiner et al., 2004). While this study did not dis-
tinguish between acquisition and consolidation
phases of fear learning, the assumption is that
BDNF signaling in the LA plays a critical role in
the establishment of long-term fear memories, possi-
bly by promoting the activation and nuclear
translocation of protein kinases such as ERK
(Patterson et al., 2001; Ying et al., 2002). Additional
experiments will be necessary to define the signaling
pathways through which BDNF acts during fear
learning.

21.4.2.4 Transcriptional regulation

and macromolecular synthesis

Both L-LTP in the LA (Huang and Kandel, 1998;
Huang et al., 2000) and LTM of fear conditioning
(Bailey et al., 1999; Schafe and LeDoux, 2000) are
known to require new RNA and protein synthesis in
the LA (Figure 4(f )). The requirement for de novo
RNA synthesis is particularly important, because it
suggests that a nuclear event is required for the
transition between short- and long-term memory
formation.

As previously discussed, signaling via ERK/
MAPK plays a critical role in memory formation by
engaging activators of transcription in the nucleus.
ERK/MAPK is thought to promote transcription by
binding to and activating transcription factors,
including, by way of the Rsk and MSK1 signaling
pathways (Xing et al., 1996; Adams and Sweatt, 2002),
the cAMP-response-element binding protein (CREB)
(Impey et al., 1996, 1998a). It is the activation of CREB
and CRE-mediated genes that ultimately leads to the
protein and RNA synthesis-dependent functional and/
or structural changes that are thought to underlie L-
LTP (Frank andGreenberg, 1994; Yin and Tully, 1996;
Silva et al., 1998; Stevens, 1998; Holt and Maren, 1999).
While many of these genes and their functional roles
remain to be elucidated, it has been suggested that the
regulation of a number of CRE- and serum response
element (SRE)-mediated immediate early genes
(IEGs) plays a critical intermediate role in regulating
the expression of late-response genes. These have

included Zif-268, and its protein product EGR-1, and
the activity-regulated cytoskeletal-associated protein
(Arc). Importantly, each of these IEGs is known to be
regulated by hippocampal LTP (Richardson et al.,
1992; Abraham et al., 1993; Worley et al., 1993; Link
et al., 1995) and required for hippocampal-dependent
LTM formation (Guzowski et al., 2000; Jones et al.,
2001).

Several transcription factors have been implicated
in long-term synaptic plasticity and in memory for-
mation, but CREB is perhaps the best studied. CREB
is a family of transcription factors consisting of sev-
eral functionally distinct isoforms. Some, known as
activator isoforms, bind to DNA at CRE promoter
regions and promote transcription. Others, known as
repressor isoforms, compete with the binding of acti-
vator isoforms to DNA (Bartsch et al., 1995; Abel
et al., 1998; Silva et al., 1998). CREB is an attractive
candidate molecule for memory consolidation
because it has direct interaction with the transcrip-
tional machinery and also contains phosphorylation
sites for the major protein kinase signaling pathways
that are known to be involved in memory formation,
including PKA, ERK/MAPK, and CaMKII (Silva
et al., 1998).

The first evidence that suggested CREB might
be involved in memory consolidation came from a
study employing a Pavlovian conditioning task in
Drosophila. Overexpression of a dominant negative
(repressor) isoform of CREB in flies impaired LTM
formation in a conditioned odor aversion task (Yin
et al., 1994). Conversely, overexpression of an acti-
vator isoform of CREB facilitated LTM; that is,
behavioral training that would normally produce
only STM was effective at producing LTM (Yin
et al., 1995).

CREB has also been implicated in fear condition-
ing. Mice lacking two critical isoforms of CREB, the
� and �, have impaired hippocampal L-LTP and
memory consolidation for auditory and contextual
fear conditioning; that is, LTM is impaired, while
STM is intact (Bourtchuladze et al., 1994). Further,
induced overexpression of a dominant negative iso-
form of CREB in the forebrain impairs LTM
formation of fear conditioning (Kida et al., 2002).
Conversely, overexpression of the transcription fac-
tor CREB in the LA facilitates fear memory
formation ( Josselyn et al., 2001). In the latter study,
CREB was overexpressed locally in the LA, using
viral transfection methods. Consistent with the role
of CREB in long-term synaptic plasticity and mem-
ory formation, overexpression of CREB in the LA
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facilitated LTM of fear conditioning, but had no

effect on STM.
While CRE-mediated transcription clearly sup-

ports the development of long-term plasticity and

memory, the downstream targets of CREB have

remained largely unknown. However, a number of

studies have shown that fear conditioning induces

the expression of both IEGs (Beck and Fibiger,

1995; Rosen et al., 1998; Malkani and Rosen, 2000;

Scicli et al., 2004) and downstream genes (Stork

et al., 2001; Ressler et al., 2002; Rattiner et al.,

2004) in the LA. While the specific contributions of

many of these genes to fear conditioning is still

unclear, it is widely believed that learning-induced

gene expression ultimately contributes to changes in

cell (especially synaptic) structure that stabilizes

memory (Bailey and Kandel, 1993; Woolf, 1998;

Rampon et al., 2000; Sweatt, 2004), presumably by

altering the actin cytoskeleton underlying synaptic

organization (van Rossum and Hanisch, 1999; Matus,

2000; Kasai et al., 2003). Such changes in synaptic

structure have been well documented in inverte-

brates, where stimulation that promotes long-term

synaptic plasticity has been shown to lead to an

increase in new synaptic contacts (Bailey et al.,

1992, 1994; Bailey and Kandel, 1993). Further, both

learning and LTP result in a number of structural

changes in the hippocampus and cortex, including an

increase in spine head volume and widening and

shortening of the spine neck (Van Harreveld and

Fifkova, 1975; Fifkova and Van Harreveld, 1977;

Fifkova and Anderson, 1981), spine perforation

(Toni et al., 1999), and an increase in the total num-

ber of spines (Engert and Bonhoeffer, 1999; Leuner

et al., 2003).
Recent studies have suggested that fear condition-

ing leads to alterations in cytoskeletal proteins and to

new spine formation in the LA. Fear conditioning, for

example, leads to the transcription of genes involved in

cytoskeletal remodeling, including the CRE-mediated

gene neurofilament-light chain (NF-l) (Ressler et al.,

2002). Further, interference with molecular pathways

known to be involved in structural plasticity during

early development, such as the Rho GTPase (GTP:

guanosine triphosphate) activating protein (Rho-GAP)

signaling pathway, disrupts memory formation

(Lamprecht et al., 2002), and fear conditioning drives

actin cytoskeleton-regulatory proteins, such as profilin,

into amygdala spines shortly after training (Lamprecht

et al., 2006). Finally, a recent morphological study has

suggested that fear conditioning leads to an increase in

spinophilin-immunoreactive dendritic spines in the
LA (Radley et al., 2006).

21.4.3 A Presynaptic Component to Fear
Learning?

As outlined, most recent studies have focused on
postsynaptic mechanisms and their role in amygdala
LTP and memory formation (for review, see Schafe
et al., 2001). There is growing evidence, however,
that suggests that synaptic plasticity and memory
formation in the LA involves a presynaptic process.
McKernan and Shinnick-Gallagher (1997), for exam-
ple, showed that auditory fear conditioning occludes
paired-pulse facilitation (PPF) at cortical inputs to
the LA, a type of short-term plasticity that is largely
believed to be presynaptic. Similarly, Huang and
Kandel (1998) observed that LTP at cortical inputs
to the LA occludes PPF in this pathway. Further,
bath application, but not postsynaptic injection, of a
PKA inhibitor impairs LTP in LA neurons (Huang
and Kandel, 1998). Conversely, bath application of
forskolin, a PKA activator, in the presence of antago-
nists of postsynaptic NMDAR and AMPAR
receptors, induces LTP and occludes PPF at cortical
inputs (Huang and Kandel, 1998), suggesting that the
presynaptic component of LTP in this pathway is
PKA dependent. More recently, Tsvetkov et al.
showed that auditory fear conditioning itself, in
addition to LTP, occludes PPF at cortical inputs
to LA (Tsvetkov et al., 2002). It is thus clear from
the available evidence that a complete understanding
of memory formation and synaptic plasticity in
the LA will require attention to both sides of the
synapse.

21.4.3.1 Nitric oxide signaling and fear

learning

Recent evidence has suggested that nitric oxide (NO)
signaling in the LA is critical to fear memory forma-
tion (Schafe et al., 2005) and may represent a
mechanism whereby postsynaptic induction of plas-
ticity induced by fear conditioning in LA neurons
may engage accompanying presynaptic changes. NO
is a highly soluble gas generated by the conversion of
L-arginine to L-citrulline by the Ca2þ-regulated
enzyme nitric oxide synthase (NOS) (Bredt and
Snyder, 1992). In other memory systems, NO is
thought to serve as a ‘retrograde messenger’ that
engages aspects of presynaptic plasticity (Schuman
and Madison, 1991; Zhuo et al., 1994; Arancio et al.,
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1996; Doyle et al., 1996; Son et al., 1998; Ko and
Kelly, 1999; Lu et al., 1999) and memory formation
(Chapman et al., 1992; Bohme et al., 1993; Bernabeu
et al., 1995; Holscher et al., 1996; Suzuki et al., 1996;
Zou et al., 1998). One immediate downstream effec-
tor of NO, for example, is soluble guanylyl cyclase
(Bredt and Snyder, 1992; Son et al., 1998; Denninger
and Marletta, 1999; Arancio et al., 2001). This
enzyme directly leads to the formation of cyclic
guanosine monophosphate (cGMP) and in turn to
the activation of the cGMP-dependent protein
kinase (PKG). PKG, in turn, can have a number of
effects, including targeting and mobilization of
synaptic vesicles in the presynaptic cell, leading to
enhanced transmitter release (Hawkins et al., 1993,
1998). In the hippocampus, pharmacological inhibi-
tion of NOS activation, guanylyl cyclase, or PKG
impairs LTP in CA1 (Zhuo et al., 1994; Doyle et al.,
1996; Son et al., 1998; Lu et al., 1999; Monfort et al.,
2002). Conversely, bath application of exogenous NO
or pharmacological activators of cGMP or PKG
combined with weak tetanic stimulation, which
would not produce LTP alone, induces long-lasting
LTP (Zhuo et al., 1994; Son et al., 1998; Lu et al.,
1999; Lu and Hawkins, 2002). Inhibition of NOS
activity is equally effective at impairing LTP,
whether the NOS inhibitor is injected directly into
the postsynaptic cell or perfused over the entire slice,
suggesting that the critical activation of NOS occurs
postsynaptically (Schuman andMadison, 1991; Arancio
et al., 1996; Ko and Kelly, 1999). However, NO is
thought to act presynaptically, at least in part, because
bath application of membrane-impermeable scavengers
of NO also impairs LTP in CA1 (Schuman and
Madison, 1991; Ko and Kelly, 1999). Collectively,
this pattern of findings supports the notion that LTP
in area CA1 is induced postsynaptically, but main-
tained or expressed presynaptically, at least in part, by
an NO-dependent mechanism.

In our recent experiments, we showed that neuro-
nal nitric oxide synthase (nNOS) is localized in LA
spines (Figure 5(a)). Further, PPF was occluded by
LTP at thalamic inputs to the LA, and bath application
of either a NOS inhibitor or a membrane impermeable
scavenger of NO impaired LTP at thalamo–LA
synapses (Figures 5(b)–5(d)). Finally, intra-amygdala
infusion of both compounds impaired fear memory
consolidation; that is, LTM was impaired, while
STM was intact (Schafe et al., 2005; Figures 5(e) and
5(f )). While additional studies will be necessary, these
are among the first to define a role for NO signaling in
fear memory formation in the LA.

21.5 Is the Lateral Amygdala an
Essential Locus of Fear Memory
Storage?

In the previous sections, we have discussed the find-
ings of lesion, neurophysiological, pharmacological,
and biochemical studies. Collectively, these findings
suggest that fear memory formation and consolida-
tion involve alterations in synaptic transmission at
LA synapses via an LTP-like mechanism. But is the
LA really a site of fear memory storage? This ques-
tion has proven extremely difficult to address
experimentally. Recent findings, however, have pro-
vided a fresh look at this question and provide a new
strategy for revealing the location of the fear engram.

21.5.1 An Alternative View of the Amygdala
and Fear Conditioning

While an ever-increasing number of studies using
lesion, neurophysiological, and most recently, phar-
macological/biochemical techniques have suggested
that the LA is an essential site of fear memory forma-
tion and storage, an alternative view has offered
alternative interpretations of each of the aforemen-
tioned findings (Cahill et al., 1999). One obvious way
to ask whether a brain structure might be involved in
permanent storage of a memory is to lesion that struc-
ture at different time points after training (e.g., 1 day
later, 1 week later, 1 year later). If memory is impaired
as the result of the lesion at each of these time points it
suggests that some type of permanent storage has
occurred there, provided that the area of interest is not
involved in some way in the expression of that type of
learning. In support of the memory storage hypothesis,
lesions of the amygdala impair fear learning even if
given years after the initial training event (Gale et al.,
2004). The conclusions drawn from these studies,
however, have long been called into question due to
the fact that the LA and its connections with the CE
are also critical for fear expression (Cahill et al., 1999,
2001). Accordingly, lesion studies alone cannot unam-
biguously distinguish a role for the LA in fear
acquisition from that of fear expression.

Neurophysiological and pharmacological studies
supporting a role for the amygdala in memory stor-
age have also been called into question. It has been
pointed out, for example, that the LA is not unique
but rather one of many regions of the wider fear
network to exhibit training-related neurophysiologi-
cal changes during and after fear conditioning.
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Auditory fear conditioning, for example, induces
associative alterations in the activity of neurons not
only in the LA, but also in the auditory cortex (Bakin
and Weinberger, 1990; Edeline and Weinberger,
1993) and the auditory thalamus (Gabriel et al.,
1975; Weinberger, 1993). Consequently, it has been
difficult to argue with certainty that training-induced
changes in the LA are of local origin rather than the
result of a passive reflection of plasticity in these
upstream regions (Cahill et al., 1999). This has been
especially true of training-induced changes in the
auditory thalamus (MGm/PIN), which are of short
enough latency (e.g., 5–7ms) to account for the short-
est observed changes in the LA (e.g., 12–15ms).
Finally, rather than indicating that the LA is a site
of storage of fear memories, it has been suggested that
memory deficits observed after pharmacological ma-
nipulations may instead indicate that the LA is
essential for triggering or modulating the strength
of plasticity and memory storage in other regions of
the wider fear network (Cahill et al., 1999). In support
of this notion, recent studies have suggested that the
acquisition of training-induced plasticity in the
auditory thalamus is dependent on the amygdala
(Maren et al., 2001; Poremba and Gabriel, 2001).
Accordingly, one may argue that pharmacological
manipulations of the LA that are aimed at disrupting
synaptic plasticity may be doing so by modulating
the strength of plasticity in regions of the wider fear
network, such as the MGm/PIN, which is in turn
reflected back to the LA.

21.5.2 A New Strategy for Tracking the Fear
Engram

Recognizing that neurophysiological or pharmacolo-
gical methods alone are unlikely to be able to answer
the question of where fear memories are stored, a
recent study from our lab has taken a new approach.
In our studies, we combined simultaneous neuro-
physiological recordings from both LA and MGm/
PIN with intra-LA infusion of the MAP kinase kinase
(MEK) inhibitor U0126 (Figure 6). We reasoned that
if local synaptic plasticity in the LA was necessary for
fear memory formation and storage via an ERK/
MAPK dependent mechanism, then local inhibition
of MEK in the LA should selectively impair training-
induced plasticity in the LA rather than the MGm/
PIN. The findings showed that MEK inhibition in
the LA impaired both memory consolidation of audi-
tory fear conditioning (Figures 6(a) and 6(b)), and
also the consolidation of training-induced synaptic

plasticity in the LA (Figures 6(c)–6(e)). That is,
acquisition and short-term retention of fear learning
and cellular changes were intact, whereas long-term
retention was impaired. Intra-LA infusion of the
MEK inhibitor had no effect, however, on training-
induced neurophysiological changes in the MGm/
PIN (Figures 6(f )–6(h)).

Together, these findings strongly indicate that
ERK/MAPK-mediated signaling in the LA is required
for memory consolidation of fear conditioning as well
as for consolidation of conditioning-induced synaptic
plasticity in the LA. Further, our findings rule out the
possibility that MEK inhibition in the LA may be
impairing to fear memory formation by influencing
synaptic plasticity (either short- or long-term) in the
MGm/PIN. Further, these findings suggest that
conditioned enhancement of CS responses in the audi-
tory thalamus is not sufficient to support memory
storage of fear conditioning, whereas ERK-dependent
conditioned enhancement of CS responses in LA is
necessary, at least in part, for memory storage.
Importantly, it should be emphasized that these recent
findings do not diminish the potential importance of
the auditory thalamus and other structures in the
encoding of different components of the whole fear
memory trace, nor do they suggest, as we will see
later, that the amygdala plays no role in modulating
certain types of memory storage. However, these
recent findings provide strong support to the notion
that long-term storage of an emotional memory trace
relies, in part, on local synaptic plasticity in the LA.

21.6 Distributed Versus Local
Plasticity in the Amygdala

While the LA clearly appears to be a critical locus
of synaptic plasticity, fear memory acquisition, and
storage, it should not be assumed that LA synapses
are the only critical synapses in the amygdala which
undergo changes that are essential to fear memory
formation and/or consolidation. Several recent stud-
ies, for example, have suggested that a distributed,
rather than localized, network of plasticity in the
amygdala underlies fear learning (Medina et al.,
2002; Paré et al., 2004).

21.6.1 Distributed Plasticity within the LA

The distributed view of plasticity underlying fear
learning begins in the LA itself, where plasticity at
two sets of synapses has been linked to fear learning,
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Figure 6 Local synaptic plasticity is required for fear memory consolidation in the lateral amygdala (LA). (a) Impaired fear memory in rats receiving intra-LA infusions of U0126
while neurophysiological recordings were made from both LA and the medial geniculate body and the posterior intralaminal nucleus (MGm/PIN). Mean (� SEM) percent freezing

expressed during STM and LTM tests in rats treated with 50% dimethyl sulfoxide vehicle (black bars) or 1mg U0126 (ray bars). (b) Mean (� SEM) retention of freezing in both

groups; freezing during LTM is expressed as a percentage of that observed during the STM test. (c) Mean (� SEM) changes in the amplitude of LA auditory-evoked field potentials

(AEFPs) during the LTM test, expressed as a percentage of that obtained during the STM test. (d) Correlation between freezing scores and LA AEFP amplitudes in U0126-treated
rats (each expressed as a percentage of STM). (e) Representative AEFPs in the LA for each group (vehicle, U0126) during baseline, STM, and LTM tests. Scale ¼ 20 ms, 5ms.

(f) Mean (� SEM) changes in the amplitude of MGm/PIN AEFPs during the LTM test, expressed as a percentage of that obtained during the STM test. (g) Correlation between

freezing scores and LA AEFP amplitudes in U0126-treated rats (each expressed as a percentage of STM). (h) Representative AEFPs in the MGm/PIN for each group (vehicle,

U0126) during baseline, STM, and LTM tests. Scale ¼ 20 ms, 5ms. Adapted from Schafe GE, Doyère V, LeDoux JE (2005b) Tracking the fear engram: The lateral amygdala is an
essential locus of fear memory storage. J. Neurosci. 25: 10010–10015, with permission from the Society for Neuroscience.



and in unique ways. While most studies that have
documented training-induced alterations in synaptic
plasticity have focused on cells in the LAd (Quirk
et al., 1995, 1997; Rogan et al., 1997; Maren, 2000;
Blair et al., 2003), a relatively recent study has docu-
mented plastic changes in two populations of cells in
the LA (Repa et al., 2001; Figure 7). The first is the
traditionally studied dorsal population in the LAd
that shows enhanced firing to the CS in the initial
stages of training and testing and is sensitive to fear
extinction. These so-called ‘transiently plastic cells’
exhibit short-latency changes (within 10–15ms after
tone onset) that are consistent with the involvement
of rapid, monosynaptic thalamic input (Figure 7(b)).
The second population of cells occupies a more
ventral position in the LA. In contrast to the transi-
ently plastic cells, these more ventral cells exhibit
enhanced firing to the CS throughout training and
testing and do not appear to be sensitive to extinction
(Figure 7(c)). Further, these ‘long-term plastic cells’
exhibit longer latencies (within 30–40ms after tone
onset), indicative of a polysynaptic pathway. Thus, it
has been hypothesized that a network of neurons
within the LA is responsible for triggering and stor-
ing fear memories (Repa et al., 2001; Medina et al.,
2002).

Interestingly, the cells that express activated
ERK/MAPK after fear conditioning occupy a more
ventral position in the LA, in the same anatomical
location of cells that exhibit long-term plasticity dur-
ing and after fear conditioning (Schafe et al., 2000;
Repa et al., 2001; Figure 7(d)). In fact, very little
activated ERK is observed in the dorsal region of
the LA, the site of the majority of CS-US conver-
gence and of cells that exhibit rapid, and transient,
plastic changes during fear conditioning (Romanski
et al., 1993; Repa et al., 2001). This pattern of findings
is consistent with the hypothesis that fear condition-
ing induces long-term plastic change and memory
formation in a ventral population of cells in the LA
via the ERK/MAPK signaling cascade. It remains
unknown whether this involves a rapid ‘transfer’ of
plasticity between dorsal and ventral cells in the LA
during fear conditioning, or an independent, parallel
process.

21.6.2 Distributed Plasticity within
Amygdala Nuclei

Recently, interest has also grown in the idea that
distributed plasticity between amygdala nuclei may
be critical for fear learning. This has been sparked,

in part, by a recent study showing that the central

nucleus of the amygdala may also be an important

locus of fear memory acquisition and consolidation

(Wilensky et al., 2006). In that study, functional inac-

tivation restricted to either the LA or the CE impaired

acquisition of auditory fear conditioning. Further,

infusion of the protein synthesis inhibitor anisomycin

into the CE impaired fear memory consolidation;

that is, rats had intact STM but impaired LTM

(Wilensky et al., 2006). These findings suggest that

the CE plays an important role not only in fear

expression, as has been previously thought, but

also in the acquisition and consolidation of fear

learning.
How might the CE participate in fear memory

acquisition and consolidation? Since the CE, and

particularly the medial division of the CE (CEm),

also appears to be a recipient of somatosensory

(Bernard and Besson, 1990; Jasmin et al., 1997) and

possibly also auditory (LeDoux et al., 1987; Turner

and Herkenham, 1991; Frankland et al., 1998; Linke

et al., 2000) information, one possibility is that the CE

encodes in parallel the same type of association that

is encoded in the LA. In support of this possibility, a

recent study showed that high-frequency stimulation

of the auditory thalamus induces an NMDAR-

dependent LTP in CEm neurons (Samson and

Paré, 2005). If the CE were encoding memory in

parallel to the LA, however, this would suggest that

the CE should readily be capable of mediating fear

learning when the LA is compromised, a finding

which is not supported by the literature. Another

possibility is that plasticity in the LA and the CE

proceeds in a serial manner, such that plasticity and

memory formation in the CE depends on plasticity in

the LA. This view has been advocated in a recent

model that proposes that plasticity in the LA enables

CEm neurons to encode plasticity that is essential for

fear conditioning, resulting in distributed plasticity

and memory formation throughout the amygdala

(Paré et al., 2004). The mechanism by which this

distributed plasticity between the LA and the CE

occurs is at present unknown, but likely involves

projections from the LA to CEm neurons via the

nearby intercalated cell masses which lie between

the LA and the CE (Paré and Smith, 1993; Royer

et al., 1999). Additional experiments employing

single-unit recording techniques in both the LA and

the CEm will be required to determine how these

two regions influence one another during fear

conditioning.
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21.7 Summary: A Model of Fear
Memory Acquisition and Consolidation
in the Amygdala

In summary, the converging evidence from a number

of recent studies supports a model of fear conditioning

in which CS and US inputs converge onto individual

LA neurons and initiate changes in synaptic function

and/or structure (Blair et al., 2001; Figure 8). The

convergence of CS and US inputs onto LA principal

cells during training leads to Ca2þ influx through both

NMDARs (Miserendino et al., 1990; Kim et al., 1991;

Campeau et al., 1992; Walker and Davis, 2000;

Rodrigues et al., 2001) and also L-VGCCs (Bauer

et al., 2002). The NMDAR-mediated increase in intra-

cellular Ca2þ, together with mGluR5 (Rodrigues et al.,

2002), leads to the activation of a variety of local

protein kinases at the postsynaptic density (PSD),

including �CaMKII (Rodrigues et al., 2004a) and

likely PKC, that promote STM formation by targeting

and modulating the conductance and trafficking of

glutamate receptors at LA synapses (Barria et al.,

1997; Benke et al., 1998; Rumpel et al., 2005). The

combined entry of Ca2þ through both NMDARs

and L-VGCCs, together with signaling via the

BDNF-TrkB pathway, however, may promote the

activation of PKA and ERK/MAPK (Schafe et al.,

2000; Schafe and LeDoux, 2000). These kinases, and

particularly ERK/MAPK, appear to be exclusively

involved in the formation of LTM, possibly via trans-

location to the cell nucleus and activation of

transcription factors such as CREB (Josselyn et al.,

2001). The activation of CREB by ERK/MAPK pro-

motes CRE-mediated gene transcription (Bailey et al.,

1999; Ressler et al., 2002) and the synthesis of new

proteins (Schafe and LeDoux, 2000), which likely pro-

motes LTM formation by leading to alterations in the

structure of LA synapses (Lamprecht et al., 2002;

Ressler et al., 2002; Radley et al., 2006). Intracellular

signaling in the postsynaptic neuron, alone, however,

does not appear to be sufficient for fear memory for-

mation (McKernan and Shinnick-Gallagher, 1997b;

Huang and Kandel, 1998; Tsvetkov et al., 2002).

Modifications in presynaptic signaling, possibly

engaged by retrograde signaling in the LA via NO

and its downstream targets, also appears to be critical
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(Schafe et al., 2005). Finally, recent findings emphasiz-
ing a distributed network of plasticity in the amygdala
have suggested that attention to synaptic plasticity at
one synapse, or even one amygdala nucleus, will not be
sufficient for a full understanding of how fear mem-
ories are acquired or consolidated (Repa et al., 2001;
Paré et al., 2004). Accordingly, future experiments will
need to consider not only how intracellular signaling
mechanisms contribute to fear learning, but also how
plasticity across amygdala synapses might be involved
in fear memory formation.

21.8 Beyond ‘Simple’ Fear
Conditioning

While great strides have been made in identifying the
neural and molecular mechanisms that underlie audi-
tory fear conditioning, we have also begun to learn a
great deal about more complex aspects of fear learn-
ing. In this section, we will explore what is known
regarding contextual fear learning, fear extinction,
‘reconsolidation’ of fear, instrumental fear learning,
and memory modulation by the brain’s fear system.

21.8.1 Contextual Fear Conditioning

In a typical auditory fear conditioning experiment,
the animal not only learns to fear the tone that is
paired with the foot shock, but also the context in
which conditioning occurs. Contextual fear may also
be induced by the presentation of foot shocks alone
within a novel environment. In the laboratory, fear to
the context is measured by returning the rat to the
conditioning chamber on the test day and measuring
freezing behavior (Blanchard et al., 1969; Fanselow,
1980).

In comparison to auditory fear conditioning,
much less is known about the neural system under-
lying contextual fear. Much of the work examining
the neuroanatomical substrates of contextual fear has
relied exclusively on lesion methods, and, as in audi-
tory fear conditioning the amygdala appears to play
an essential role. For example, lesions of the amyg-
dala, including the LA and basal nucleus, have been
shown to disrupt both acquisition and expression of
contextual fear conditioning (Phillips and LeDoux,
1992; Kim et al., 1993; Maren, 1998), as has reversible
functional inactivation targeted to the LA (Muller
et al., 1997). Contextual fear conditioning is also
impaired by infusion of antagonists to NMDARs,
mGluR5, and CaMKII into the LA, as well as

inhibitors of PKA/PKC, RNA, and protein synthesis
(Kim et al., 1991; Bailey et al., 1999; Goosens et al.,
2000; Rodrigues et al., 2001, 2002, 2004a). Further, a
recent study showed that memory consolidation for
contextual fear is impaired by infusion of antisense
oligonucleotides directed against EGR-1 (Malkani
et al., 2004). Collectively, these findings suggest that
essential aspects of the memory are encoded and
stored in the amygdala via alterations in some of
the same intracellular signaling mechanisms that
underlie acquisition and consolidation of auditory
fear conditioning. At this time, however, there are
few data that allow us to distinguish between the
involvement of different amygdala subnuclei in con-
textual fear, although recent lesion evidence suggests
that the LA and anterior basal nuclei are critical, but
not the posterior basal nucleus (Goosens and Maren,
2001). The CE is, of course, essential for the expres-
sion of contextual fear, as it is for auditory fear
conditioning (Goosens and Maren, 2001). It remains
unknown, however, whether the CE is also required
for the acquisition and/or consolidation of contextual
fear, or whether distributed plasticity in the LA
underlies contextual fear learning.

The hippocampus has also been implicated in
contextual fear conditioning, although its exact role
has been difficult to define. A number of studies have
shown that electrolytic and neurotoxic lesions of the
hippocampus disrupt contextual, but not auditory,
fear conditioning (Kim and Fanselow, 1992; Phillips
and LeDoux, 1992; Kim et al., 1993; Maren et al.,
1997). Posttraining lesions appear to be the most
effective; pretraining lesions of the hippocampus
have occasionally been shown to be without effect
(Maren et al., 1997). This is presumably because the
animal uses a nonhippocampal strategy to acquire
fear to the contextual cues of the environment in
the absence of an intact hippocampus during training.
Posttraining hippocampal lesions, however, are only
effective at impairing contextual fear if given shortly
after training. If rats are given hippocampal lesions 28
days after training, there is no memory impairment
(Kim and Fanselow, 1992). This ‘retrograde gradient’
of recall suggests that hippocampal-dependent mem-
ories are gradually transferred, over time, to other
regions of the brain for permanent storage, an idea
that is consistent with the findings of hippocampal-
dependent episodic memory research in humans
(Milner et al., 1998). The exact mechanism whereby
these ‘remote’ contextual fear memories are consoli-
dated remains unknown, but is thought to involve
LTP-like changes in signaling between the
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hippocampus and regions of the cortex that make up

the individual elements of the contextual representa-

tion (Frankland et al., 2001).
What role does the hippocampus play in contex-

tual fear? One prominent view is that it is necessary

for forming a representation of the context in which

conditioning occurs and for providing the amygdala

with that information during training and CS-US

integration (Phillips and LeDoux, 1992; Young

et al., 1994; Frankland et al., 1998). In support of

this view, the hippocampal formation has been

shown to project to the basal nucleus of the amygdala

(Canteras and Swanson, 1992). This pathway has

been shown to exhibit LTP (Maren and Fanselow,

1995), thus providing a potential neuroanatomical

substrate through which contextual fear associations

can be formed (Maren and Fanselow, 1995). Further,

it has recently been shown that intrahippocampal

infusions of the protein synthesis inhibitor anisomy-

cin impair the ability of the hippocampus to form

a contextual representation, but not the ability of

the animal to form a context-shock association

(Barrientos et al., 2002). In these experiments, the

‘immediate shock deficit’ paradigm was used to

tease apart the contribution of the hippocampus to

learning about a context and learning to fear one.

Normally, immediate shock (i.e., that which is given

soon after introduction to the conditioning chamber)

is not sufficient to support contextual fear condition-

ing, presumably because it takes time for the

hippocampus to form a representation of the context

in which the animal finds itself. However, if the

animal is preexposed to the conditioning chamber

briefly on the day before training, it can subsequently

acquire contextual fear following immediate shock,

presumably because the animal now enters the train-

ing situation with a contextual representation already

intact (Fanselow, 1980). In the Barrientos et al. study

(2002), rats were given an infusion of anisomycin or

vehicle into the dorsal hippocampus immediately

after exposure to a novel context on the day before

they received immediate shock, or immediately after

receiving immediate shock on the day after they

received preexposure. The findings showed that

intrahippocampal anisomycin resulted in impaired

contextual learning only in the first group

(Barrientos et al., 2002). This important finding sug-

gests that the protein synthesis in the hippocampus is

necessary for learning about contexts, but not for

contextual fear conditioning. A similar finding has

recently been reported by Frankland and colleagues

using manipulations of NMDARs, CaMKII, and
CREB in the hippocampus (Frankland et al., 2004).

It is clear, however, that the hippocampus under-
goes plastic changes during fear conditioning, some of
which may be necessary for memory formation of
contextual fear. For example, intrahippocampal
infusion of the NMDAR antagonist APV impairs con-
textual fear conditioning (Stiedl et al., 2000; Young
and Wang, 2004), and contextual, but not auditory,
fear conditioning is impaired in mice that lack the
NR1 subunit of the NMDA receptor exclusively in
area CA1 of the hippocampus (Rampon and Tsien,
2000). Further, fear conditioning leads to increases in
the activation of �CaMKII, PKC, ERK/MAPK, and
CRE-mediated gene expression in the hippocampus
(Atkins et al., 1998; Impey et al., 1998b; Hall et al.,
2000). These findings add support to the notion that
NMDAR-dependent plastic changes in the hippocam-
pus, in addition to the amygdala, are required for
contextual fear conditioning. However, it should
be emphasized that the exact contribution of this
NMDAR-mediated signaling to contextual fear con-
ditioning remains unclear. For example, most of these
studies cannot distinguish between a role for
NMDAR-mediated plasticity in formation of contex-
tual representations as opposed to a role in fear
memory acquisition and storage. Further, regulation
of intracellular signaling cascades in the hippocampus
by fear conditioning, while potentially indicative of
some type of memory storage, does not necessarily
indicate that these changes are related to the acquisi-
tion fearmemories. They may be related to declarative
or explicit memories of the training experience that
are acquired at the same time as fearful memories
(LeDoux, 2000). Indeed, a number of studies have
shown that hippocampal cells undergo plastic changes
during and after fear conditioning (Doyère et al., 1995;
Moita et al., 2003), including auditory fear condition-
ing which is spared following hippocampal lesions
(Kim and Fanselow, 1992). Clearly, more research is
needed before a convincing picture of the role of the
hippocampus in contextual fear conditioning emerges.

21.8.2 Fear Extinction

Extinction is a process whereby repeated presenta-
tions of the CS in the absence of the US leads to a
weakening of the expression of conditioning
responding. While extinction of conditioned fear
has been well documented in the behavioral litera-
ture, until recently we learned comparatively little
about its neurobiological substrates. Work in a
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number of laboratories has recently implicated a
number of structures, including the prefrontal cortex,
amygdala, and hippocampus.

The medial prefrontal cortex (mPFC), and in
particular the ventral mPFC, appears to play an
important role in fear extinction. Early studies, for
example, showed that selective lesions of the ventral
mPFC retard the extinction of fear to an auditory CS
while having no effect on initial fear acquisition
(Morgan et al., 1993; Morgan and LeDoux, 1995).
Further, neurons in the mPFC alter their response
properties as the result of extinction (Garcia et al.,
1999; Herry et al., 1999). Interestingly, studies by
Quirk and colleagues suggest that the mPFC may
not be necessary for fear extinction per se, but rather
for the long-term recall of extinguished fear. For
example, rats with mPFC lesions are able to extin-
guish within a session, but show impaired extinction
between sessions (Quirk et al., 2000). Further, neu-
rons in the mPFC fire strongly to a tone CS after
behavioral extinction has occurred, and artificial
stimulation of the mPFC that resembles responding
in an extinguished rat is sufficient to inhibit behav-
ioral expression of fear in nonextinguished rats
(Milad and Quirk, 2002). Thus, it appears clear that
the mPFC plays an essential role in long-term reten-
tion and/or expression of fear extinction. The
question of whether the mPFC is a ‘site of storage’
of extinction or rather simply a region that is neces-
sary for the long-term expression of extinguished
memories has only begun to be explored. Recent
studies, however, have shown that extinction training
regulates the expression of the IEG cFos in regions of
the mPFC (Santini et al., 2004). Further, intra-mPFC
infusion of inhibitors to MEK or protein synthesis
impairs long-term recall of fear extinction (Santini
et al., 2004; Hugues et al., 2006), suggesting that
essential aspects of the plasticity underlying extinc-
tion memory are localized in the mPFC.

The amygdala has also been shown to be an
essential site of plasticity underlying fear extinction.
Infusions of NMDAR antagonists or inhibitors of
ERK/MAPK into the amygdala have been shown to
impair fear extinction (Falls et al., 1992; Lu et al.,
2001; Davis, 2002; Herry et al., 2006). Conversely,
both systemic and intra-amygdala infusions of partial
agonists of the NMDA receptor facilitate fear extinc-
tion (Walker et al., 2002). More recently, Ressler and
colleagues showed that BDNF signaling in the amyg-
dala was critical to the consolidation of fear
extinction (Chhatwal et al., 2006). They showed, for
example, that fear conditioning leads to an increase

in BDNF expression in the LA and basal amygdala.
Further, infusion of a viral vector encoding a domi-
nant negative TrkB receptor into the amygdala
impaired between-session, but not within-session,
retention of fear extinction. These experiments sug-
gest that some type of activity-dependent synaptic
plasticity must take place in the amygdala during
extinction learning, as it does during initial learning.
After the memory of extinction is formed, the amyg-
dala may then signal the mPFC to inhibit ongoing
fear responses. Indeed, McDonald and colleagues
have shown that the mPFC projects to GABAergic
(GABA: gamma-aminobutyric acid) intercalated cells
that are situated between the lateral and basal amyg-
dala and the CE (McDonald et al., 1996), which may
be important for regulating fear responses (Paré and
Smith, 1993; Quirk and Gehlert, 2003; Quirk et al.,
2003; Paré et al., 2004). In agreement with this
hypothesis, a recent study has confirmed that stimu-
lation of the mPFC neurons blunts the activity of CE
neurons that are critical for the expression of fear
responses (Quirk et al., 2003). Additional experi-
ments will be necessary to define the exact
contribution of connections between the mPFC and
the amygdala in extinction processes, as well as the
detailed biochemical mechanisms responsible for
promoting fear extinction.

One of the more interesting facts about memories
that have undergone extinction is that they are
context specific. That is, an extinguished memory
remains extinguished only in the context in which
extinction has taken place, and responding returns
or is subject to ‘renewal’ in a different context
(Bouton and Bolles, 1979; Bouton and Ricker,
1994). This fact, along with the finding that fully
extinguished memories are capable of ‘reinstating’
upon presentation of the US (Rescorla and Heth,
1975), has led to the long-held view that extinction
does not result in the erasure of the original memory
trace but is rather a new kind of learning that serves
to inhibit expression of the old memory (Pavlov,
1927). Not surprisingly, recent studies have indi-
cated that the hippocampus plays an important
role in the contextual modulation of fear extinction.
Maren and colleagues, for example, have shown that
training-induced neurophysiological responses in
the LA readily extinguish within a fear extinction
session, but that this neural representation of extinc-
tion, like the behavior itself, is specific to the context
in which extinction has taken place (Hobin et al.,
2003). Further, functional inactivation of the hippo-
campus using the GABAA agonist muscimol can
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impair the context-specific expression of fear extinc-
tion (Corcoran and Maren, 2001). While it remains
unclear how the hippocampus might inhibit the
expression of LA spike firing and fear behavior in
a context-specific manner, it has been proposed that
projections from the hippocampus to the mPFC may
be critical (Hobin et al., 2003).

21.8.3 Retrieval and ‘Reconsolidation’
of Fear Memories

Fear extinction is not the only way to turn a fear
memory off. Another, perhaps more clinically effica-
cious way, is to interfere with that fear memory’s
reconsolidation. The idea that memory undergoes a
second phase of consolidation, or ‘reconsolidation,’
upon retrieval has been the subject of speculation for
decades (Sara, 2000). Early studies showed that
amnesic manipulations at or around the time of
memory retrieval, rather than at the time of initial
learning, resulted in loss of the memory on subse-
quent recall tests (Misanin et al., 1968; Lewis et al.,
1972). These early findings suggested that the re-
trieval process could render a memory susceptible
to disruption in a manner very similar to a newly
formed memory.

Interest in the reconsolidation process has been
rekindled in recent years, due in part to the progress
that has been made in identifying the cellular and
molecular mechanisms underlying long-term synaptic
plasticity and the initial phases of memory consolida-
tion (Milner et al., 1998). Accordingly, this has
provided researchers with a set of tools and learning
paradigms with which to study the reconsolidation
process. Several years ago, for example, Nader and
colleagues showed that infusion of the protein synthe-
sis inhibitor anisomycin into the amygdala immediately
after retrieval of auditory fear conditioning impaired
memory recall on subsequent tests (Nader et al., 2000).
This effect was clearly dependent on retrieval of the
memory; that is, no memory deficit was observed if
exposure to the CS was omitted. Further, the effect
was observed not only when the initial recall test and
drug infusion were given shortly after training (i.e., 1
day), but also if given 14 days later, suggesting that the
effect could not be attributable to disruption of the late
phases of protein synthesis necessary for the initial
training episode. Thus, following active recall of a
fear memory, that memory appears to undergo a sec-
ond wave of consolidation that requires protein
synthesis in the amygdala. More recent work has

shown that this process does not appear to be attrib-
utable to rapid extinction of fear during the recall test,
since fear memories that have failed to reconsolidate
after intra-amygdala infusion of anisomycin fail to
renew in a different context (Duvarci and Nader,
2004). Further, memories that fail to reconsolidate do
not appear to be subject to reinstatement (Duvarci and
Nader, 2004), a finding which suggests that manipula-
tions of a fear memory at or around the time of
retrieval may result in permanent impairment of the
memory.

Reconsolidation does not appear to be unique to
the amygdala; hippocampal-dependent contextual
memories also appear to be sensitive to manipulation
at the time of retrieval. In a recent study, Debiec
et al. (2002) gave rats intrahippocampal infusions of
anisomycin following recall of contextual fear condi-
tioning and found that memory retrieval was
impaired on subsequent tests. Interestingly, reconsol-
idation of contextual fear was impaired even when
memory reactivation and intrahippocampal anisomy-
cin treatment were given 45 days after the initial
training session, a time when lesion studies have
shown that contextual memories should no longer
depend on the hippocampus (Kim and Fanselow,
1992). The initial experiments by Kim and Fanselow,
however, used only a single recall test after training
and hippocampal lesions; the ability of the animal to
recall contextual fear on subsequent tests was not
examined. Surprisingly, when Debiec et al. reactivated
the contextual memory prior to making a lesion of the
hippocampus, even as long as 45 days after training,
subsequent recall was impaired (Debiec et al., 2002).
Thus, hippocampal-dependent contextual memories
appear to undergo both a cellular and a systems-
level reconsolidation following memory retrieval.
That is, recall of an older, hippocampal-independent
contextual memory must return to the hippocampus
during retrieval and undergo a protein synthesis–
dependent process of reconsolidation to be main-
tained. As in most hippocampal studies, however, it
remains unclear what information is being reconsoli-
dated – the memory of the context or the contextual
fear memory.

How might the reconsolidation process be accom-
plished at the cellular and molecular levels? Recent
studies have shown that fear reconsolidation, like the
initial phases of consolidation, requires both PKA and
ERK/MAPK in the amygdala (Duvarci et al., 2005;
Tronson et al., 2006). Further, transient overexpression
of a dominant negative isoform of CREB in the
forebrain at the time of memory retrieval impairs
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reconsolidation of auditory and contextual fear condi-
tioning (Kida et al., 2002). However, the reconsolidation
process does not appear to be a mere recapitulation of
the initial consolidation process; there have also been
numerous reports of biochemical dissociations between
consolidation and reconsolidation. These have included
studies that have failed to find impairments in fear
reconsolidation following inhibition of RNA synthesis
(Parsons et al., 2006) or NO signaling (Schafe et al.,
2005) in the amygdala. Further, reactivation of a con-
textual fear memory induces only a subset of genes in
the hippocampus that are activated during the initial
phases of memory consolidation (von Hertzen and
Giese, 2005), and hippocampal-dependent reconsolida-
tion of a contextual fear memory appears to be
characterized by different classes of immediate early
genes (Lee et al., 2004). Finally, a recent study has
shown that blockade of �-adrenergic receptors in the
LA impairs reconsolidation, but not consolidation, of
fear conditioning (Debiec and Ledoux, 2004). Clearly,
additional studies will be required for a full apprecia-
tion of how reconsolidation is accomplished at the
cellular level.

21.8.4 Instrumental Fear Learning

In addition to its role in the rapid, reflexive learning
that characterizes Pavlovian fear conditioning, the
amygdala contributes to other fear-related aspects
of behavior. Pavlovian fear conditioning, for exam-
ple, is useful for learning to detect a dangerous object
or situation, but the animal must also be able to use
this information to guide ongoing behavior that is
instrumental in avoiding that danger. In some experi-
mental situations, the animal must learn to make a
response (i.e., move away, press a bar, turn a wheel,
etc.) that will allow it to avoid presentation of a shock
or danger signal, a form of learning known as active
avoidance. In other situations, the animal must learn
not to respond, also known as passive avoidance. Both of
these are examples of instrumental conditioning, and
the amygdala plays a vital role in each.

Previously, we mentioned that only the LA and
CE were critical for Pavlovian fear conditioning.
However, we have recently begun to appreciate the
significance of projections from the LA to the basal
nucleus of the amygdala from studies that employ
fear learning tasks that involve both classical and
instrumental components (Killcross et al., 1997;
Amorapanth et al., 2000). Amorapanth et al. (2000),
for example, first trained rats to associate a tone with
foot shock (the Pavlovian component). Next, rats

learned to move from one side of a two-compartment
box to the other to avoid presentation of the tone (the
instrumental component), a so-called ‘escape-from-
fear’ task. Findings showed that, while lesions of the
LA impaired both types of learning, lesions of the CE
impair only the Pavlovian component (i.e., the tone-
shock association; Figure 9(a)). Conversely, lesions
of the basal nucleus impaired only the instrumental
component (learning to move to the second compart-
ment; Figure 9(b)). Thus, different outputs of the
LA appear to mediate Pavlovian and instrumental
behaviors elicited by a fear-arousing stimulus
(Amorapanth et al., 2000; Figure 9(c)). It is important
to note, however, that these findings do not indicate
that the basal nucleus is a site of motor control or a
locus of memory storage for instrumental learning.
Rather, the basal amygdala likely guides fear-related
behavior and reinforcement learning via its projec-
tions to nearby striatal regions that are known to be
necessary for instrumental learning and reward pro-
cesses (Everitt et al., 1989, 1999; Robbins et al., 1989).

21.8.5 Memory Modulation by the
Amygdala

Pavlovian fear conditioning is an implicit form of
learning and memory. However, during most emo-
tional experiences, including fear conditioning,
explicit or declarative memories are also formed
(LeDoux, 2000). These occur through the operation
of the medial temporal lobe memory system invol-
ving the hippocampus and related cortical areas
(Milner et al., 1998; Eichenbaum, 2000). The role of
the hippocampus in the explicit memory of an emo-
tional experience is much the same as its role in other
kinds of experiences, with one important exception.
During fearful or emotionally arousing experiences,
the amygdala activates neuromodulatory systems in
the brain and hormonal systems in the body via
its projections to the hypothalamus, which can
drive the hypothalamic-pituitary-adrenal (HPA)
axis. Neurohormones released by these systems can,
in turn, feed back to modulate the function of fore-
brain structures such as the hippocampus and serve
to enhance the storage of the memory in these
regions (McGaugh, 2000). The primary support for
this model in animals comes from studies of inhibitory
avoidance learning, a type of passive avoidance learn-
ing where the animal must learn not to enter a
chamber in which it has previously received shock.
In this paradigm, various pharmacological manipula-
tions of the amygdala that affect neurotransmitter or
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neurohormonal systems modulate the strength of the
memory. For example, immediate posttraining
blockade of adrenergic or glucocorticoid receptors
in the amygdala impairs memory retention of inhib-
itory avoidance, while facilitation of these systems in
the amygdala enhances acquisition and memory
storage (McGaugh et al., 1993; McGaugh, 2000).

The exact subnuclei in the amygdala that are critical
for memory modulation remain unknown, as are
the areas of the brain where these amygdala projec-
tions influence memory storage. Candidate areas
include the hippocampus and entorhinal and parietal
cortices (Izquierdo et al., 1997). Indeed, it would be
interesting to know whether the changes in unit
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activity or the activation of intracellular signaling
cascades in the hippocampus during and after fear
conditioning, as discussed earlier, might be related to
formation of such explicit memories, and how regula-
tion of these signals depends on the integrity of the
amygdala and its neuromodulators. Interestingly, a
recent study has shown that stimulation of the basal
nucleus of the amygdala can modulate the persistence
of LTP in the hippocampus (Frey et al., 2001), which
provides a potential mechanism whereby the amygdala
can modulate hippocampal-dependent memories.

21.9 Fear Learning in Humans

Within the last 10 years, considerable progress has
been made in understanding how the human fear
learning system is organized and what features it
shares with the fear learning system of lower verte-
brates. In this final section, we will briefly summarize
these findings. For a more comprehensive look at this
topic, see Phelps and LeDoux (2005).

21.9.1 The Human Fear Learning System –
Lesion and fMRI Studies

It has long been known that amygdala damage in
humans confers deficits in fear conditioning (Bechara
et al., 1995; LaBar et al., 1995). In these studies, fear
conditioning is typically accomplished by pairing the
presentation of visual stimuli with either mild electric
shock to the skin or an aversive high-amplitude (i.e.,
100 dB or more) tone. Conditioned fear is then
measured by changes in skin conductance upon pre-
sentation of the CS. Damage to the amygdala in
humans produces deficits in conditioned emotional
responding to a CS even though the knowledge of
the CS-US contingency remains intact (Bechara
et al., 1995). That is, a patient with amygdala damage
will not respond fearfully to the CS after it has been
paired with an aversive US, but is capable of stating
that the CS was previously presented and followed by
the US. Interestingly, patients with selective hippo-
campal damage exhibit the converse effect; they will
respond fearfully to the CS but cannot tell you why
(Bechara et al., 1995).

Fear conditioning in humans also leads to
increases in amygdala activity, as measured by func-
tional magnetic resonance imaging (fMRI) (Buchel
et al., 1998; LaBar et al., 1998). These changes largely

mirror what has been seen in neurophysiological
studies of amygdala activity in rodents, namely,
increases in CS-elicited amygdala activity during
and after fear conditioning, a corresponding attenua-
tion of CS-elicited amygdala activity, and an increase
in CS-elicited activity in the mPFC with extinction
of the behavioral response (LaBar et al., 1998; Phelps
et al., 2004). Further, as suggested by the animal
work, the human fear learning system appears
preferentially suited to use subcortical ‘low-road’
information during fear learning. In a study by
Morris and colleagues, CS-elicited increases in
amygdala activity were observed even if the CS was
presented too fast to be perceived consciously, a
so-called ‘unseen CS’ (Morris et al., 1999). When
the activity of the amygdala during fear conditioning
is cross-correlated with the activity in other regions
of the brain, the strongest correlations are seen with
subcortical (thalamic and collicular) rather than cor-
tical areas, further emphasizing the importance of the
direct thalamo-amygdala pathway in the human
brain (Morris et al., 1999).

21.9.2 Instructed Fear – Using the High
Road

In humans, direct experience with an aversive US
does not appear necessary for fear learning to occur.
In a series of experiments, Phelps and colleagues
have demonstrated that simply telling a human sub-
ject that presentation of a CS might lead to an aversive
outcome is sufficient to induce a learned fear state, a
phenomenon known as ‘instructed fear’ (Phelps et al.,
2001).

Like fears that are learned from direct experience,
instructed fears require the amygdala (Funayama
et al., 2001). Interestingly, however, it is the left
amygdala that appears to be the most critical in this
type of fear learning. In fMRI studies, the left amyg-
dala is preferentially active in a paradigm utilizing
instructed fear (Phelps et al., 2001), and amygdala
lesions confined to the left hemisphere are most
effective at impairing this type of fear learning
(Phelps et al., 2001). In general, this stands in contrast
to studies that have examined amygdala activation to
fears that have been acquired through experience,
especially those involving an ‘unseen’ CS. In those
studies, amygdala activity is typically observed to be
lateralized to the right amygdala (Morris et al., 1999).
It has been hypothesized that this left lateralization in
the instructed fear paradigm is the result of a linguis-
tic/cognitive fear representation acquired through
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language, which, like other verbally mediated tasks, is
mediated in the majority of individuals in the left
hemisphere (Funayama et al., 2001).

21.9.3 Declarative Memory Formation and
the Amygdala

It has long been recognized that memories formed
during emotionally arousing situations are more
vividly remembered than those formed under neutral
circumstances. Earlier in this chapter, we reviewed
evidence from the animal literature which provides a
potential neural mechanism for this phenomenon,
namely, that the amygdala and its various neurotrans-
mitter systems modulate the strength of explicit or
declarative memory formation by influencing the
longevity of cellular processes such as LTP in the
hippocampus (Frey et al., 2001). Does the human
amygdala play a similar role in declarative memory
formation? Evidence suggests that it does. For exam-
ple, administration of the �-adrenergic antagonist
propranolol to human subjects impairs long-term
recall of an emotionally arousing short story (Cahill
et al., 1994), while administration of the �2-adrenergic
antagonist yohimbine, which is known to be anxio-
genic, enhances recall (O’Carroll et al., 1999). A similar
picture emerges in patients with bilateral amygdala
damage; they cannot recall the details of an emotion-
ally charged story to the extent that intact controls can
(Cahill et al., 1995). Further, amygdala activity appears
to correlate with the extent to which an emotionally
arousing story is remembered. In one study, subjects in
a positron emission tomography scanner were shown
either emotionally arousing or emotionally neutral
stories and tested for recall at a later time. The find-
ings revealed that right amygdala blood flow during
the emotionally arousing, but not neutral, stories
correlated highly with the extent to which details
of that story could be recalled at later test (Cahill
et al., 1996). More recently, Dolan and colleagues
studied amygdala-hippocampal activations and recall
of emotionally arousing and neutral words in patients
with varying degrees of hippocampal and amygdala
damage. The findings revealed that left amygdala
damage was inversely correlated with memory for
the emotional words and also activity in the left hip-
pocampus. Memory for neutral words, in contrast, was
only related to the degree of hippocampal damage
(Richardson et al., 2004). These findings parallel
those found in the animal literature and suggest that
interactions between the amygdala and hippocampal

formation influence the strength of declarative mem-
ory in the human brain.

21.10 Conclusions

In this chapter, we have provided a comprehensive
view of the neural system underlying fear learning,
including the key synaptic events and downstream
cellular cascades that are responsible for the acquisi-
tion and consolidation of fear memories in the
amygdala. These findings provide a foundation for
the continued study of the neural basis of emotional
learning and memory at the cellular level, and also for
bridging the gap between studies of memory forma-
tion and synaptic plasticity in the mammalian brain.
These studies also provide us with a set of tools to
continue our analysis of more complex and clinically
relevant aspects of fear learning, including contextual
control of learned fear, fear extinction, and reconsol-
idation. Finally, recent studies translating and
extending what we have learned from laboratory rats
to the human brain suggest that similar mechanisms
and neural pathways are conserved across species.
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22.1 Introduction

The sense of taste, together with that of odor, belongs

to the family of chemical senses, and it is an impor-

tant defensive sense, evolved to guide food intake

and to aid in avoiding poisons. Moreover, the very

existence of an organism is dependent on its ability to

maintain intrinsic homeostasis in a continuously

changing world. The guarding gate, both for the

intake of energy and other metabolites necessary for

the organism’s survival and for the avoidance of

poisonous substrates, is the sense of taste. In order

to maintain homeostasis, the organism must recog-

nize its bodily needs, identify the relevant substances

that contain the means to satisfy these needs, and

ensure that the process of ingestion maintains the

balance between the needs and the intake. In addition

and in parallel, the organism must avoid substances

that will make it sick.
In order to consume the necessary and beneficial

substances and to avoid the damaging ones that may

cause malaise, the organism mainly uses taste and tags

the substances as pleasant, indifferent, or unpleasant.

However, the reaction of the organism to a specific

substance is determined by a combination of auto-

matic responses that developed during evolution and

learning mechanisms that are plastic and can modify

the perceived food value according to individual

experience. An ethological view may account for the

predisposition for different tastes according to the

theory that the animals are well adapted to conditions

that may occur with high probability and/or have

critical survival value.
Learning the value of new tastes may be in line with

or in contrast to this evolution-dependent genetic pro-

gramming. There are just five different taste categories:

Sweet, salt, bitter, sour, and the less well known umami

(manifested in monosodium glutamate). However,

combinations of different concentrations within these

five categories and the additional information related

to texture and temperature enable the characterization

and identification of thousands of different tastes.

Animals, including humans, can react to the various

tastes by using two main strategies: Genetic program-

ming (like sweet, dislike bitter), and complex learning

mechanisms that involve the participation of several

forebrain structures.
Taste learning has been found and studied in ver-

tebrates and invertebrates and seems to be universal

throughout the animal kingdom. However, most of

the research into the biological mechanisms under-

lying taste learning has involved mice and rats, and

the present chapter deals mainly with these studies. A

simple sense stimulus such as taste can be very well

defined in terms of a number of molecules (e.g.,

known molarities in a known volume). However,

465



even simple unimodal taste input includes not only
the chemical properties of a substance, but also other
physical dimensions, such as temperature and texture,
and association with other cues and modalities.

This chapter does not address taste recognition on
the receptor level, nor taste reactivity as it is defined
genetically. The aim of this chapter is first to describe
taste behavior in the context of laboratory attempts to
identify molecular and cellular mechanisms of learn-
ing and memory, to present the various learning
paradigms used in the laboratory, and the relevant
neuroanatomy. Later, I will review and discuss in
detail the molecular and cellular mechanisms of
taste learning in the gustatory cortex, which reside
in the insular cortex. I focus this chapter on recent
publications, because the earlier development of the
subject is covered in a seminal book by Jan Bures,
Federico Bermudez-Rattoni, and Takashi Yamamoto
(Bures et al., 1998). Finally, I present the current
working model of taste memory formation, consoli-
dation, and retention and suggest future research
directions.

22.2 Measuring Taste Learning,
Memory, and Consolidation: The
Behavioral Paradigms

Learning is conventionally classified from the behav-
ioral point of view into nonassociative (habituation
and sensitization), associative (relationships between
amounts and events), and incidental learning (learn-
ing in the absence of an explicit external reinforcer).
In addition, memory can be classified according to the
temporal phases of short- and long-term memories.
The use of several different behavioral paradigms
enables the different classification and temporal
phases to be analyzed. Taste learning and conditioned
taste aversion are considered to be implicit learning
paradigms and they can result in short-term memory
(hours) or lifelong memory (Bures et al., 1998; Houpt
and Berlin, 1999). In animals, as in humans, a subject
can prefer one taste over another without recognizing
either (Adolphs et al., 2005).

The most familiar taste-learning paradigm is an
association between taste and malaise: The process
of conditioned taste aversion (CTA). In CTA learn-
ing, an animal learns to avoid a novel food
associated with delayed poisoning (Garcia et al.,
1955; Bures et al., 1988). CTA can be explained as
an associative learning paradigm: The novel taste is

the conditioned stimulus (CS), the malaise-inducing
agent is the unconditioned stimulus (UCS), and the
learned avoidance of the taste is the conditioned
response (CR). However, it was clear from the first
time that CTA was reported scientifically (Garcia
et al., 1955) that CTA has very special and unique
features.

The most prominent characteristic of CTA
learning is the long delay between the novel food
that serves as the CS and the toxic substance that
serves as the UCS. This time frame of association
is measured in hours (1–12 h) (Bures et al., 1998),
which is in strong contrast to other forms of asso-
ciation, which tolerate time frames of a few seconds.
The long delay between the CS and the UCS can
be explained on the sensory level or in terms of the
slow release of a substance from the stomach.
Moreover, short time frames or backward condi-
tioning do not yield good association and learning
(Schafe et al., 1995). Thus, the long delay between
the CS and the UCS in CTA should be explained
in terms of the neuronal system subserving the
CTA learning. Theoretically, the internal represen-
tation of the novel taste is kept in an on-hold
position for many hours, ready for the UCS to
produce the association. It is not clear how the
internal representation of taste is stored, but it is
hypothesized that it underlies ongoing activity that
is dependent in part on the gustatory cortex (Katz
et al., 2002; Bahar et al., 2003; Berman et al., 2003).
CTA has other special features such as one-trial
learning that produces strong and stable long-term
memory; it can produce aversion to odor by odor
potentiation taste aversion (Schneider and Pinnow,
1994), and, in contrast to the strong association
between taste and malaise, there is no or very weak
association between other sensory stimuli (e.g., sound,
light) and malaise or discomfort. Similarly, there is
hardly any association between taste and noninternal
stresses, such as pain.

CTA can be affected if the CS is experienced
either before the CTA, i.e., latent inhibition of CTA
(LI-CTA), or after it, i.e., CTA extinction, as can
other learning paradigms, but with specific charac-
teristics for taste learning. In LI-CTA, if a taste
stimulus was learned with no negative consequence
there will be decreased aversion for the same taste
following CTA (Rosenblum et al., 1993). This modu-
lation in behavior can be attributed either to reduced
strength of the association at the time of the CTA or
to competition during the retrieval phase (Lubow,
1989). LI-CTA can be used successfully in a method
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to study incidental taste learning, i.e., learning with no
external reinforcer or association. One exposure to
the novel taste has a significant effect on reducing
the aversion elicited by CTA. However, a critical
parameter is the amount of the novel taste consumed
at the preexposure (Belelovsky et al., 2005), e.g., con-
suming 5ml or less of a novel taste will produce no
significant latent inhibition (LI) in rats (Belelovsky
et al., 2005).

Experiencing a given taste after its association
with malaise will reduce the aversion responses, i.e.,
the experience will cause an extinction of the learned
CTA. The extinction of the association is dependent
on the strength of the association, the number of
extinction trials, and the amount of novel taste con-
sumed during the session (Dudai, 2006). Extinction
can be viewed as imparting an evolutionary advan-
tage when the food supply is restricted and there is a
constant need to test the negative or positive effects
of a given food.

Two other behavioral phenomena that are impor-
tant with respect to taste learning are attenuation of
neophobia and taste interference. Neophobia to food,
as to other stimuli, is manifested in the careful con-
sumption of a novel food/taste. If a few exposures to
the novel taste lead to no gastric consequences, con-
sumption of the given food will increase and thus will
reduce the primary neophobic response. In a similar
way to extinction, attenuation of neophobia will mark
a given taste as safe and will increase its consumption
in response to other needs of the animal.

An interaction between different familiar and un-
familiar tastes can lead to overshadowing or blocking.
However, in interference one taste can interfere with
the learning of another taste (Merhav et al., 2006).
Specifically, it was shown that when two novel tastes
are given before an associated malaise, only the sec-
ond taste will acquire the association (Best and
Meachum, 1986), Moreover, by using the latent inhi-
bition paradigm, it was shown that consumption of a
novel taste after another taste will eliminate comple-
tely the effect of the first taste (Merhav et al., 2006).
This interference was inversely correlated with the
time between the two tastes, and could be established
only if the second taste was novel but not if it was
familiar.

The above behavioral paradigms were established
mainly with rats and mice. In all methods, mild water
restriction is needed to stimulate the animals to con-
sume the taste in a specific time. However, harsh
water deprivation can modulate the behavior, and
the behavioral method itself determines the

biological mechanisms underlying taste learning
(Berkowitz et al., 1988; Bernstein et al., 1996a,b; El-
Gabalawy et al., 1997; Koh et al., 2003; Wilkins and
Bernstein, 2006). The following are the main meth-
ods used in these experiments.

1. Single pipette: Animals are presented with sin-
gle pipette with a given taste. The amount of intake
can be compared with the amount of water consumed
on the previous day, following one of the behavioral
manipulations described.

2. Multiple pipettes: A main problem with the
single bottle setup is conflict between the animal’s
urges to drink, because it is water-deprived, and not
to drink, because it underwent CTA. The most com-
mon behavioral test is to allow the animals to choose,
during the retention phase, from a series of pipettes
containing water or the taste that is under investiga-
tion. Usually, an aversion index is calculated (water/
water þ studied taste). The more aversive the animal
is to the conditioned taste, the higher the aversion
index will be.

3. Taste reactivity test: The amount of drinking
measured in session with one or multiple pipettes
does not necessarily mirror the attractiveness of a
given taste. This can be measured directly according
to several characteristic responses to palatable or
unpalatable tastes, in a taste reactivity test (Grill
and Norgren, 1978), or via the licking behavior
(Halpern and Tapper, 1971).

4. Learning without ingestion: In some behavioral
studies, it is possible or necessary, sometimes because
of limitations of the experimental setup, e.g., when
studying electrophysiology in the anesthetized animal,
to test taste learning without ingestion or consumption
of the novel food. In such cases, the test is performed
by intraoral infusion of the food/taste onto the tongue
to elicit the response of the taste buds. CTA and other
taste learning can be acquired through this passive
experience. However, it seems that learning with or
without ingestion could involve different learning
mechanisms (Bernstein et al., 1996a).

22.3 Neuroanatomy of Taste and
Conditioned Taste Aversion Learning

The sensation of taste involves, similarly in principle
to the other senses, chemical recognition but, in
addition, the physical features are always associated
with hedonic aspects of the sensory input. Indeed,
functional analysis of the taste neuroanatomic
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pathway reveals a strong association with the reward
and feeding centers in the brain, including the ventral
tegmental area (VTA), the nucleus accumbens
(NAcb), the ventral palladium (VP), and the lateral
hypothalamus (LH). The central gustatory pathway
has been studied extensively in humans, monkeys,
and rodents. Figure 1 shows a schematic depiction
of the rat’s main taste pathway. Following activation
of the taste buds, three cranial nerves (VII, IX, X)
convey the taste input to the rostral part of the
nucleus of the solitary tract (NTS), the first relay
nucleus. In addition, the NTS receives input both
from the area postrema (AP), which is sensitive to
blood-transported toxins, and from the vestibular
system, which is sensitive to nausea caused by

motion. Lesioning this part of the NTS induces
severe impairment of taste preference, but CTA can
be still learned (Shimura et al., 1997). Taste informa-
tion is that transduced from the NTS to the
parabrachial nucleus (PBN) in the pons. The main
taste-responsive neurons in the NTS project to me-
dial subnuclei of the PBN, and the PBN projects both
to the parvocellular part of the ventralis postmedial
thalamic nucleus (VPMpc) and to other forebrain
structures, including the amygdala, the lateral hypo-
thalamus, the substati innominata, and the bed
nucleus of the stria terminalis.

Yamamoto et al. (1995) studied the effects of
lesions to various forebrain structures including the
PBN, the hippocampus, the VPMpc, the gustatory

 ??
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Figure 1 The neuroanatomy of the taste system. The processing of gustatory information begins with transduction of
chemical stimuli which reach the oral cavity. Taste can be divided among five primary sensations: salty, sour, sweet, bitter,

and umami. Typically, taste cells are broadly tuned and respond to several taste stimuli. The sensitivity to taste quality is not

uniformly distributed throughout the oral cavity, and the same chemotopic arrangement is preserved to some degree at the

gustatory relay. CN, central nucleus; BLA, basolateral amygdala.
Taste cells are innervated by cranial nerves VII, IX, X, which project to the primary gustatory nucleus in the brainstem

(nucleus of solitary tract, NST). The NST sends information to three different systems:

1. The reflex system. This comprises medullary and reticular formation neurons which innervate the cranial motor nuclei

(trigeminal, facial, hypoglossal).

2. The lemniscal system. The gustatory portion of the NST projects to the secondary nucleus situated in the dorsal pons
(parabrachial nucleus, PBN). The PBN sends axons to the parvocellular part of the ventralis postmedial thalamic nucleus of

the thalamus (VPMpc), which, in turn, relays gustatory information to the anterior part of the insular cortex (gustatory

cortex, GC). The transition from the somatosensory lingual representation to the gustatory representation corresponds to

the transition from the granular to the agranular insular cortex. The GC is thus situated dorsally to the intersection of middle
cerebral artery and the rhinal sulcus and can be identified easily using these two markers. Although rodents have only a

primary taste cortex, humans also have a second one.

3. The visceral-limbic system. The central gustatory pathway involves a collateral network of connections to the

hypothalamus and limbic areas in the forebrain. The PBN is connected to the amygdala, the hypothalamus, and
the bed-nucleus of the stria terminalis. All the limbic gustatory targets are interconnected with each other as well as

with the PBN and the gustatory cortex. The GC and the thalamocortical system are required for acquisition and retention of

taste information. The amygdala is required for learning the negative and possibly positive values of a taste. The prefrontal
cortex is involved in CTA extinction. It is not clear what is the specific role of the hippocampus in taste learning, though it is

hypothesized that it takes part in novel taste learning.
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and enthorinal cortices, the amygdala, and the lateral
and ventromedial hypothalamic nuclei, and reported
that lesions to the PBN impaired both acquisition and
retention of CTA. Other studies suggested that basic
integration between taste and visceral inputs indeed
took place at the level of the PBN.

The PBN projects to the VPMpc (Hamilton and
Norgren, 1984), and from the relay station in the
thalamus the taste information is transuded to the
gustatory cortex (GC), which resides within the ante-
rior portion of the insular cortex. Small lesions to the
VPMpc did not affect CTA learning nor retrieval
(Reilly and Pritchard, 1996), but a combination of
lesions to the VPMpc and the GC eliminated CTA
learning (Yamamoto, 1995).

Humans and monkeys have an additional, second-
ary area of taste, and it has been suggested that
subdivisions within the insular cortex might serve as
a secondary taste area in the rat brain. Similarly to the
way the subcortical areas convert taste information,
as described, the insular cortex also processes both
taste information (in its anterior part) and visceral
information (caudodorsally to the GC).

The first indication of the role of the GC in
processing taste information was provided by Braun
et al. (1972). Later, many experimental techniques,
based on lesions, electrophysiology, imaging, corre-
lative biochemistry, pharmacology, and, recently,
direct imaging studies, were proven to be useful in
analyzing the role of the GC in taste learning. It is
clear that the GC plays a pivotal role in CTA acqui-
sition and retention. Reversible inactivation of the
amygdala and the insular cortex by microinjection
of tetrodotoxin (TTX) to these two brain structures
at different intervals before taste learning suggested
that the insular cortex is pivotal for taste learning,
whereas the amygdala is crucial for CTA formation
(Gallo et al., 1992). The insular cortex and its gusta-
tory portion can be anatomically divided into
granular (normal neocortex), dysgranular, and agra-
nular cortices (i.e., the gradual disappearance of the
fourth layer). In rodents, most of the neurons that are
responsive to taste stimuli reside within the dysgra-
nular insular cortex. However, the input from the
VPMpc terminates in both the granular and the dys-
granular insular cortices. A topographical spatial
organization of the GC in relation to the various
taste stimuli was suggested recently by means of
direct imaging of the GC in vivo (Accolla et al., 2007).

The experience of taste has other dimensions than
the chemical input itself, including temperature and
structure. These dimensions were hypothesized to be

processed by the adjacent cortex, but also by the
granular insular cortex itself (Simon et al., 2006).

The hippocampus, a forebrain structure known to
be involved in many forms of learning, has been
investigated also in relation to its role in taste learning.
The role of the hippocampus in CTA is controversial;
however, its involvement in neophobic responses to
taste has been reported in several experiments. A
temporal correlative response was found in the hippo-
campus and the GC. However, different molecular
pathways were activated in the hippocampus and in
the insular cortex (Yefet et al., 2006).

22.4 Long-Term Potentiation
in the Insular Cortex

Long-term potentiation (LTP) is an attractive model
for learning and memory: Activity-dependent, sus-
tained increases in synaptic efficacy have been
suggested to be the cellular manifestation of the
learning process (Bliss and Collingridge, 1993; See
Chapter 11). LTP was first described in the hippo-
campus but has been investigated in other brain
structures, including the cortex; recently it was
studied in the pathway from the basolateral amyg-
dala to the insular cortex (Escobar et al., 1998) and
in correlation with taste learning. High-frequency
stimulation to the basolateral amygdala induced
N-methyl-D-aspartate (NMDA)-dependent but me-
tabotropic glutamate receptor (mGluR)-independent
LTP in the insular cortex (Escobar et al., 1998, 2002).
A pharmacological administration of the neurotro-
phin brain-derived neurotrophic factor (BDNF)
locally to the insular cortex induced LTP that
inclined slowly in a similar way to BDNF-induced
LTP in the hippocampus (Escobar et al., 2003).
Analysis of the molecular mechanisms of basolateral
amygdala-insular cortex (IC) LTP identified cor-
relative induction of extracellular signal-regulated
protein kinase (ERK) activation and muscarine-
dependent induction of several immediate early
genes, including Zif268, Fos, Arc, and Homer
( Jones et al., 1999). In a similar way to novel taste
learning and to LTP in other brain structures, ERK
was both correlative and necessary for LTP expres-
sion in the IC ( Jones et al., 1999). It is clear from
other studies that LTP and taste learning share mo-
lecular mechanisms in the IC. However, very little is
known about the hypothesized possibility that LTP-
like mechanisms in the IC subserve taste learning.
A study that examined the possible interaction
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between the two found that LTP in the insular cortex
enhanced CTA retention (Escobar and Bermudez
Rattoni, 2000). However, much more investigation
is needed to achieve better identification of the
relevant circuit within the IC, and to prove that
LTP-like processes underlie taste learning in the
GC.

22.5 Processing of Taste in
the Gustatory Cortex

Neuronal responses in the GC are driven by somato-
sensory and chemosensory inputs received from the
oral cavity (Yamamoto et al., 1989; Ogawa et al.,
1992a,b). Neurons in the GC are responsive to
both the quality of a given taste, i.e., chemical identi-
fication, and its hedonic value, i.e., attractive, palatable,
or repulsive (Yamamoto et al., 1989), and it is difficult
to dissociate the two from one another. This may
represent a unique feature of the taste sensory infor-
mation, whereby a given stimulus is always tagged as
pleasant, indifferent, or repulsive, i.e., this value repre-
sents one of the dimensions of gustatory processing,
including the chemical and physical dimensions.
Relatively very few cells (<10%) are responsive to a
specific taste (Yasoshima and Yamamoto, 1998; Bahar
et al., 2003), and most of the others are broadly tuned.
Recently, however, direct imaging of the insular cor-
tex was used to reveal some spatial distribution of the
various taste stimuli within the GC (Accolla et al.,
2007). An interesting correlation between neuronal
activity in the GC and novel taste input is that the
increased response to a novel taste was not detected
until 1 day following learning (Bahar et al., 2003).
Currently, there are no good models of taste coding
in the taste system. The two main models of taste
coding in the neuronal system are labeled line and
cross-fiber patterns. Both models are static and non-
interactive and are insufficient to describe taste
learning (Katz et al., 2002). Another hypothesis is
that the anatomical divisions of the insular cortex,
i.e., granular, dysgranular, and agranular, serve as pri-
mary, secondary, and tertiary sensory cortices,
respectively.

A recent review on the subject suggested that the
gustatory pathways, including the GC, use distribut-
ed, ensemble codes of the various dimension of taste
stimuli, i.e., chemical, thermal, and tactile, to produce
an internal representation of a given taste (Simon
et al., 2006). Other reviews summarized a vast
amount of seminal research on taste, olfactory, food

texture, and control of food intake (Rolls, 2004,
2006), but that research is not within the scope of
the current chapter and mainly addressed monkeys.

22.6 Molecular Mechanisms of Taste
Learning in the Taste Cortex

The previous sections introduced the behavioral,
neuroanatomical, and cellular levels of analysis. The
sections below discuss aspects of molecular mecha-
nisms that subserve taste learning in the taste cortex,
within the frameworks of the behavior and the neu-
roanatomy, in more detail. The working hypothesis
underlying the research in the field is that during
learning, physical or chemical information about the
world is depicted in part by the organism’s sensory
system, i.e., in the present case, the taste system. This
information is transformed into neuronal activity that
uses neurotransmitters to create an internal repre-
sentation of the received sensory information in the
central nervous system (CNS). This neuronal crea-
tion or modification of an internal representation,
i.e., sensory learning, comprises several different tem-
poral phases: Acquisition, which immediately follows
experiencing the sensory input, the imprinting of
the internal representation in the CNS, a consolida-
tion phase that is divided into two major processes:
molecular consolidation, which is dependent on
functional protein synthesis in the relevant brain
area and is limited to several hours following learn-
ing; and system consolidation, which involves the
transfer of information between brain areas and
which has a temporal domain ranging from many
days to months. The consolidation phase is defined
in negative terms; it is the time window during which
the memory trace is still fragile and can be disrupted
by various interventions: behavioral (e.g., Merahv
et al., 2006), pharmacological (Rosenblum et al.,
1993), or others (Bures et al., 1998). In addition, it is
highly likely that the consolidation phase contains
subdivisions. For a given internal representation, the
last phase is retrieval. However, any retrieval may
have the dimension of relearning, as discussed in detail
elsewhere (See Chapter 31).

Taste learning and CTA are highly suitable
learning paradigms for studying the molecular mech-
anisms of learning and memory. Their relevant
features include one-trial learning; strong incidental
learning; clear and short learning time; minimal be-
havioral manipulation, since the animals can learn in
their home cage with very little interference from
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other modalities; clear definition of the sensory input,
which can be quantified inmolecular terms; and clearly
defined cortical area(s) subserving the learning. Within
the framework of the present chapter, we will specifi-
cally discuss molecular mechanisms taking place in the
GCwhich underlie the various phases of taste learning.
It is important to note that two basic means of acquir-
ing information are studies of the correlations between
taste behavior and molecular modifications/pro-
cesses and causality experiments, which show that a
given biochemical pathway is necessary for a given
phase in taste learning. In addition, it is highly likely
that one signal transduction cascade can operate in
one brain area and not another. For example, protein
kinase B (PKB)/Akt phosphorylation is correlated
with taste learning in the hippocampus but not in
the GC (Yefet et al., 2006); also, ERK is activated in
the GC but not in the hippocampus after the same
length of time after learning (Yefet et al., 2006).
These examples suggest that from the neuroanatom-
ical point of view, positive correlation between
molecular changes and learning is informative,
whereas negative correlation can teach us very little.
A summary of recent molecular observation related
to taste learning and mainly to the taste cortex is
presented in the following sections.

22.7 The Neurotransmitters in the
Gustatory Cortex Involved in Taste
Learning

Information on the physical and chemical properties
of a given taste and also on its prominence reaches
the GC via different neurotransmitters. Several
different neurotransmitter systems are released in
the GC, and the relevant receptors for these neuro-
transmitters are expressed in the GC. These include
acetylcholine (ACh), dopamine, noradrenaline,
gamma-aminobutyric acid (GABA), glutamate, and
various neuropeptides. However, only the muscarinic
and NMDA receptors have been studied extensively
for their role in taste memory acquisition, con-
solidation, and retention. I will, therefore, focus
mainly on these two neurotransmitter systems and
their possible role in taste memory formation.
The physical and chemical taste information is trans-
ferred from the oral cavity to the cortex via fast
neurotransmission mediated by the neurotransmitter
glutamate. This is consistent with other known
modalities. Glutamate is the main excitatory

neurotransmitter in the mammalian CNS, and it
acts via both ionotropic and metabotropic effects.
However, the prominence of a given taste is
hypothesized to be mediated via activation of the
neuromodulatory system (e.g., Kaphzan et al., 2006).
It is thus conceivable that the interaction between
the two systems produces a long-term taste memory
trace and that it coincides on specific neurons and
probably molecules that can serve as coincidence
detectors of the sensory input and its meaning
(Kaphzan et al., 2006). Glutamate can affect four types
of receptors – alpha-amino-3-hydroxy-5-methyl-
4-isoxazole propionic acid (AMPA), NMDA, kainate,
and mGluRs – that can produce complex fast (ion
influx) and slow (second messenger) changes in the
neuron. These receptors are structurally and func-
tionally multifaceted molecules. Microdialysis
studies of the amygdala and the IC demonstrated
enhanced glutamate release in both the amygdala
and the IC, following induction of malaise (Miranda
et al., 2002).

Application of the AMPA/kainate antagonist,
NBQX, specifically to the insular cortex impaired
both acquisition and retrieval of taste memory,
which suggests that, in agreement with the general
understanding, the AMPA receptor plays a major
role in mediating the physical properties of the taste
(Berman et al., 2000) and that normal activity of
the AMPA receptor is needed to mediate taste
properties in either learning or recognition. In con-
trast to the effects on the AMPA receptor antagonist,
microinjection of the NMDA antagonist aminophos-
phonovaleric (APV) into the GC induced severe
impairment of CTA and taste memory acquisition,
but not of retrieval (Rosenblum et al., 1997; Berman
et al., 2000). Thus, taste learning and CTA are
dependent on the NMDA receptor in the insular
cortex similarly to many other learning paradigms.
Moreover, LTP in the insular cortex is NMDA-
dependent, which suggests that similar molecular
mechanisms subserve learning and LTP (Jones
et al., 1999).

Application of the NMDA antagonist specifically to
the insular cortex blocked taste memory formation and
reduced the correlative activation of ERK (Rosenblum
et al., 1997; Berman et al., 2000). It did not, however,
reduce the basal level of ERK phosphorylation
(Berman et al., 2000) as it did in hippocampal slices
(Kaphzan et al., 2006). In addition, the NMDA antago-
nist, APV, did not affect the correlative increase in
tyrosine phosphorylation of the NMDA receptor,
suggesting that this increased phosphorylation is
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dependent on neuromodulatory neurotransmitters,most
probably ACh (Rosenblum et al., 1997). Interestingly,
APVmicroinjection to the insular cortex impaired long-
term memory but did not affect short-term memory
(Ferreira et al., 2002). These results are in contrast to
the dogma that the NMDA receptor is crucial for mem-
ory formation but not for its consolidation, andmay hint
at the existence of unique molecular mechanisms that
subserve the CS in the CTA case and that remain active
for many hours.

Posttranslation modification and, especially, phos-
phorylation of the glutamate receptors, was hypo-
thesized to play a major role in learning and LTP
induction. The dogma suggests that changes in the
steady state of the phosphorylation site of a specific
receptor, e.g., the AMPA receptor, caused by modu-
lation of the activity of kinases or phosphatases, alter
the function of the receptor so as to increase or
decrease synapse efficacy and thus to imprint a new
cellular structure in the brain, which is manifested in
the formation of an internal representation. However,
on the assumption that the kinase/phosphatase
modulation of activity is reversible, the memory of
such a change is limited to the time span of the
receptor that underwent phosphorylation. Different
proteins are known to have different half-lives but, in
any case, this cannot account for structural stability
lasting more than a few days. In addition, the very
rapid turnover of the receptors between different
subcellular compartments shortens the time during
which the receptor is expressed in the brain.
Phosphorylation occurs on serine, threonine and, to
a much smaller extent, tyrosine residues. However,
tyrosine phosphorylation events have been found to
be crucial in many cellular functions (Huang and
Reichardt, 2003).

In the forebrain of mature animals, the NMDA
receptor is composed of the NR1 subunits and a
combination of NR2A and B subunits. The main ty-
rosine phosphorylated protein in the synapse is the 2B
subunit of the NMDA receptor (Moon et al., 1994).
However, it is clear that the 2A subunit is phosphor-
ylated on tyrosine also, and in response to
physiological inputs (Thornton et al., 2003).
Tyrosine phosphorylation of both subunits induces
modulation in the receptor function (Kalia et al.,
2004), and it can be measured for a specific residue
of a given protein, e.g., 1472 of the NR2B subunit, or as
total tyrosine phosphorylation of a given protein after
immunoprecipitation, or of a population of proteins.
This measurement can be taken using antiphospho-
tyrosine antibodies for a population of proteins.

Measuring tyrosine phosphorylation using general
antiphosphotyrosine revealed that, compared with
other tissues, the brain is highly phosphorylated on
tyrosine residues in the absence of stimulation. In
addition, following CTA or novel taste learning, tyro-
sine phosphorylation of a set of proteins was increased,
but a familiar taste did not induce this correlative

effect (Rosenblum et al., 1995). Following taste learn-
ing, the main molecular weights to be modulated in
the insular cortex were 100, 115, and 180 kDa. At the
same time, other proteins were unaffected by learning
(Rosenblum et al., 1995). With regard to the findings of
many other studies that identified correlations
between posttranslation modifications and learning,
the following questions can be raised in attempting
to understand mechanistically the role of tyrosine
phosphorylation in the GC during the formation of
the internal representation of a taste:

• What is the identity of the tyrosine-phosphory-
lated proteins?

• What is the identity of the specific residue that is
phosphorylated in a given protein?

• Is this phosphorylation event a mere correlation
or a necessary step in memory formation?

• Can similar modifications be found in other learn-
ing paradigms or learning models?

• What is the time window and what is the physi-
ological function of such phosphorylation?

• What are the upstream events that induce this
phosphorylation in correlation with learning, and
which neurotransmitters induce the modifications?

• What, and in which cortical layer, are the cells
that are involved in these modifications? What is
the localization, i.e., subcellular compartment, of
such modification within the cells?

There are answers to some of these questions,
whereas others are still subjects of ongoing research.
It is clear that the NR2B is tyrosine phosphorylated
in correlation with taste learning in the taste cortex
(Rosenblum et al., 1997); a similar increase in NR2B

tyrosine phosphorylation was detected in the hip-
pocampus following LTP (Rosenblum et al., 1996;
Rostas et al., 1996). As for the specific residue, the
main tyrosine to be phosphorylated in the sequence
of the NR2B is residue 1472. Indeed, a clear
increase in pY1472 was correlated with taste learn-
ing in the GC. A recent study of genetic replacement
of pY1472 in the mouse forebrain identified malfunc-
tion in amygdala-dependent learning, and suggested
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that the localization of the NR was defective in these
transgenic mice (Nakazawa et al., 2006). In any case,
mapping of the phosphorylation sites specifically on
the NR and generally in synaptic proteins, which
might explain synaptic plasticity, is currently the
subject of proteomic investigation (Schrattenholz
and Soskic, 2006).

In order to test the hypothesis that induced
tyrosine phosphorylation is necessary for taste learn-
ing, the general tyrosine kinase inhibitor, genistein,
was injected locally into the GC during taste learn-
ing; it inhibited the induced tyrosine phosphorylation
of the NR2B and attenuated taste learning, which
suggests that tyrosine phosphorylation during learn-
ing is crucial for memory formation.

What might be the identity of the neurotransmitter
that induces tyrosine phosphorylation of the NR2B?
Surprisingly, local blocking of the NMDA receptor
itself by microinjection of APV into the GC blocked
taste learning but did not affect the induced level of its
tyrosine phosphorylation correlated with learning
(Rosenblum et al., 1997). Thus, it seems that the pro-
cess is not Ca2þ dependent and is involved in cross-
talking with other receptors. Indeed, pharmacological
activation of the muscarinic ACh receptor (AChR) in
the GC induced tyrosine phosphorylation of the
NR2B (Rosenlum et al., 1996). This cross talk between
the two receptors may partly account for the impor-
tant role played by muscarinic AChRs in novel taste
learning. An interesting point is that the time window
of increased tyrosine phosphorylation correlated with
taste learning. The induction was still clear several
hours following learning, in clear contrast to the be-
havior of other phosphorylation events that can be
monitored only within minutes following learning. It
is therefore suggested that the synaptic tyrosine phos-
phorylation represents an intermediate phase of
molecular mechanisms and that it is not involved in
the acquisition phase but rather in the consolidation
phase. Another possibility is that this prolonged
increase in tyrosine phosphorylation following learn-
ing is unique to taste learning and plays a role in the
ability of the taste to be on hold, ready for association
with malaise.

The involvement of muscarinic AChRs in taste
and CTA learning was studied mainly through the
administration of antagonists during the various
phases of taste learning, followed by microdialysis
measurements of ACh in the GC. Indeed, local appli-
cation of atropine or scopolamine to the GC
disrupted both taste learning and CTA (Naor and
Dudai, 1996; Gutierrez et al., 2003; Berman et al.,

2000). It was suggested that microinjection of scopol-
amine but not APV to the insular cortex attenuates
the acquisition of familiarity of a novel taste
(Gutierrez et al., 2003), though APV clearly affected
latent inhibition of CTA (Rosenblum et al., 1997).
Another study suggested that APV treatment impaired
only long-term but not short-term taste memory
(Ferreria et al., 2002). In a similar way to the pro-
longed duration of NR2B tyrosine phosphorylation,
this result implies that the NR is more involved in
the consolidation than in the acquisition processes.
Microdialysis experiments have shown that ACh is
released in the GC following consumption of novel
but not of familiar tastes (Shimura et al., 1995;
Miranda et al., 2000) in a similar way to other mod-
alities. It is yet to be determined whether the
prolonged endogenous release of ACh is the physio-
logical reason for tyrosine phosphorylation of the
NR; what is the exact function of such interaction?
Other biochemical interactions between these two
receptors may occur and await further analysis.

The glutamatergic and cholinergic systems were
studied in detailed in the GC following novel taste
aversion. Fascinatingly, the correlated expression of
different immediate early genes in the GC that fol-
lowed LTP induction was dependent both on NMDA
and muscarinic AChR activation. However, the invol-
vement of other neurotransmitters is well documented.
Local microinjection of antagonists for the GABAAR,
dopamine (D1, 5), mGluR, and �-adrenergic neuro-
transmitters into the GC impaired both novel taste
learning and CTA acquisition. However, only appli-
cation of the AMPA/kainate antagonist and the
GABAAR impaired CTA retrieval (Berman et al.,
2000). A recent report suggests that metabotropic
GABA receptors are differentially involved in CTA
learning. The GABAB(1a) receptor was found neces-
sary for CTA learning, whereas the GABAB(1b)

receptor was involved in extinction of CTA
(Jacobson et al., 2006), but the brain locus involved
in these manipulations could not be identified. Various
pharmacological tools have been used to assay the
correlative induction of ERK with taste learning. It
was found that antagonists for AMPA/kainate, dopa-
mine (D1, 5), mGluR, and agonist of the GABAAR
reduced the basal level of ERK activation, whereas
GABAAR antagonist induced the levels of ERK acti-
vation in the GC (Berman et al., 2000). However,
antagonists of the muscarinic AChR, NMDAR,
AMPA/kainate, dopamine (D1, 5), and mGluR inhib-
ited the induced expression of ERK with learning
(Berman et al., 2000). It is clear from these experiments
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that cortical excitation is positively correlated with
ERK activation and that antagonizing the muscarinic
and the NMDA receptors is correlative with both taste
and CTA learning, and with the correlative induction
of ERK.

22.8 The Role of the MAPK/ERK
Pathway in the Gustatory Cortex

ERK1 and ERK2 belong to the mitogen-activated
protein kinase (MAPK) family of signal cascades.
ERK is activated in and is necessary for the develop-
ment of several forms of memory, such as fear
conditioning, CTA memory, spatial memory, step-
down inhibitory avoidance, and object recognition
memory. Inhibition of MAP/ERK (MEK), the
upstream kinase of ERK, affected both early and
late phases of LTP in the hippocampus (Rosenblum
et al., 2002). The role of ERK activation in the GC
was first studied by means of radioactive kinase
assays and, indeed, increased ERK activity was
found in the GC, in correlation with novel taste
learning. Later, most of the experiments in the field
used phospho-specific antibodies that recognized the
phosphorylated state of ERK as well as the activated
state of these proteins in this unique case.

ERK activation was correlated with novel taste
learning, whereas the actual amount of ERK protein
was unchanged (Berman et al., 1998; Belelovsky et al.,
2005). The time scale of the induced activation was a
few minutes following consumption of a novel taste,
and it could not be detected after more than 1 h.
Microinjection of the MEK inhibitor into the GC
prior to learning attenuated CTA memory; examina-
tion of other members of the MAPK family revealed
that Jun N-terminal kinase 1/2 (JuNK1/2) was
activated 1 h following novel taste learning, whereas
p38 was not modified at any of the examined time
points (Berman et al., 1998). A similar study in mice
identified different temporal activation of ERK fol-
lowing novel taste learning (Swank and Sweatt,
2000). Further examination of the phosphorylation
of the ERK substrate ELK-1 found a similar time
scale for the relation between ERK activation and
ELK-1 phosphorylation following novel taste learn-
ing as well as similarity in the neurotransmitters that
induce ELK-1 phosphorylation in the GC in
response to taste learning (Berman et al., 2003).
Interestingly, the expression of LTP in the GC was
found to be ERK dependent, and ERK was activated

in correlation with LTP induction in the GC (Jones
et al., 1999).

Similarly to other brain areas, ERK activation is
correlated with learning, and possibly mainly with
the consolidation phase of learning. Moreover, as
discussed, the upstream mechanisms for ERK activa-
tion have been studied extensively in the GC and
elsewhere. However, we know very little about the
downstream targets of ERK or about the mechanisms
in neurons that affect learning and synaptic plasticity.
Much more proteomic research is needed to identify
ERK substrates and to understand the effects of ERK
on various neuronal processes, including trafficking,
membrane properties, and nuclear targeting. One
major role attributed to the ERK pathway is regula-
tion of gene expression and, recently, translation
regulation (Govindarajan et al., 2006).

22.9 The Role of Translation
Regulation in Taste Memory
Consolidation

Memory consolidation is defined biochemically by its
dependence on functional protein synthesis within the
relevant brain structures (Davis and Squire, 1984).
Indeed, local application of the protein synthesis inhib-
itor anisomycin to the GC attenuated CTA and taste
learning, as measured in the latent inhibition paradigm
(Rosenblum et al., 1993). However, another study found
that the same treatment had no effect on short-term
memory, which suggests that short-term taste memory
is independent of protein synthesis (Houpt and Berlin,
1999). Local application of anisomycin had a dose-
dependent effect on CTA learning: Whereas 50- and
75-mg doses had no effect, 100- and 150-mg doses abol-
ished CTA. This study (Rosenblum et al., 1993) is one
of very few that measured the effect of anisomycin on
protein synthesis in vivo. Local application of anisomy-
cin inhibited more then 90% of protein synthesis in the
GC for hours, but not in the hippocampus. Application
of the same amount of anisomycin to the lateral ven-
tricles did not affect either taste learning or CTA, and
had a weaker and much faster effect on protein synthe-
sis in the GC (Rosenblum et al., 1993; Meiri and
Rosenblum, 1998). Usually, in order to achieve an effect
on memory and LTP consolidation, one should apply
the protein synthesis inhibitor(s) just before or imme-
diately after learning, though some studies have
suggested the existence of two ormore sensitive periods
for application of protein synthesis inhibitors. A recent
study determined the temporal phase of sensitivity for
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protein synthesis inhibitors, and found that up to 100
min following novel taste learning, local application of
anisomycin attenuated taste learning, which suggests
that the short period after learning, i.e., the beginning
of consolidation, is not the only sensitive period, but so,
also, is a more advanced phase of consolidation.

As discussed, sensitivity for protein synthesis is a
negative definition of memory consolidation. One may
assume that following learning there is increased
expression of proteins in the relevant brain areas, but
it was only recently that scientists began to explore
directly the possibility that the translation machinery
is regulated during memory consolidation
(Govindarajan et al., 2006). Translation comprises
initiation, elongation, and termination phases. The
initiation phase is the most highly regulated step and
it is modulated via phosphorylation of initiation factors
and ribosomal proteins (Proud, 2000). Analysis of taste
learning in mice that lacked the translation repressor
eukaryotic initiation factor 4E-binding protein (4E-
BP2) revealed no difference in taste recognition but
enhanced CTA learning (Banko et al., 2007). Similarly,
mice with reduced phosphorylation of eukaryotic
initiation factor 2 (eIF2�) exhibited enhanced taste
learning, with no effect on taste recognition (Costa-
Matiolli et al., 2006). In addition, it is clear that in
these mice other forms of learning and plasticity are
enhanced during the consolidation phase. Both the 4E-
BP2 and eIF2� mice represent genetic modifications
that enhanced translation initiation and thus induced
better taste learning and memory. In contrast, knockout
mice for both S6K1 and S6K2, which are characterized
by reduced initiation rates, exhibited impaired taste
learning.

Analysis of the initiation phase suggests a simple
image: More initiation, better taste learning. However,
the picture is more complex when the elongation
phase of translation is analyzed.

The elongation phase requires activity of
eukaryotic elongation factors (eEFs). Eukaryotic
elongation factor 2 (eEF2) mediates ribosomal trans-
location (Ryazanov and Davydova, 1989) and is
phosphorylated on Thr56 by a specific Caþ2/cal-
modulin-dependent kinase. Phosphorylation of the
kinase inhibits its activity and leads to general inhibi-
tion of protein synthesis (Nairn and Palfrey, 1987).
Analysis of eEF2 phosphorylation in the GC, follow-
ing novel taste learning, revealed that, in contrast to
the simple hypothesis, the phosphorylation of eEF2
was increased and not decreased, which indicates an
attenuation in translation elongation (Belelovsky
et al., 2005). At the same time and among the same

samples, the phosphorylation levels of S6K1 and
ERK were increased, which suggests that the initia-
tion levels were indeed increased (Belelovsky et al.,
2005). On the assumption that the increased initiation
and decreased elongation were taking place in the
same neurons in the GC, one may suggest that this
situation might lead to increased expression of
mRNAs that are poorly initiated (see Figure 2 for
the proposed model). The suggested mechanisms
could serve as a switch-like mechanism to express a
specific set of mRNAs for a restricted time in a
cellular microdomain such as the synapse.

It is clear that in the near future much more
research will be aimed at understanding how regula-
tion of the various phases of translation subserves
consolidation processes. Other important proteins
such as mammalian target of rapamycin (mTOR)
and ERK are thought to be molecules that integrate
the information delivered by the various neurotrans-
mitters, in time and space, and translate it into a
cellular decision that enables the consolidation of
memories. In the near future, these very same mole-
cules could serve as targets for possible cognitive
enhancers in the consolidation phase.

22.10 Modulation of Specific Protein/
mRNA Expression During Taste
Learning and Consolidation

In many studies, a positive correlation was identified
between enhanced expression of protein and/or
mRNA, on the one hand, and learning in the relevant
brain area(s), on the other hand (e.g., Guzowski, 2002).
This correlation was assumed to be the positive aspect
of the dependence of memory and synaptic plasticity
on protein and mRNA inhibitors. As shown in
Figure 3 and discussed in detail earlier, many phos-
phorylation events are correlated with both novel taste
learning and CTA learning. However, two conceptual
observations can be derived from these findings. First,
the posttranslation modulation that is correlated with
novel taste learning is attributed to the meaning/
prominence/novelty dimension and not to the physi-
cal/chemical dimension of the taste information
(Figure 3); a familiar taste does not induce these
correlations. One may suggest that the synaptic and
neuronal activities underlying the formation of the
taste memory per se are so small compared with the
ongoing activity in the cortex that the biochemical
methods used in these studies are not sensitive enough
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to detect the biochemical alterations subserving the
physical properties of the taste. However, it is clear
that some of the observed correlations (Rosenblum
et al., 1997; Belelovsky et al., 2005) can be detected
in the synaptosomal fraction. Another possibility lies
in the strong link between taste and its perceived
quality that is less inherent in other modalities. Taste
is always perceived as good, bad, or indifferent, and
thus the qualitative value of the physical input is a
major building block in the memory of any taste.

The second observation is the difficulty of distin-
guishing between the biochemical correlations with
the CTA or with the UCS itself, the malaise. In many
experiments, the correlation between CTA and bio-
chemical alterations can be detected following the
UCS itself. In addition, the feeling of sickness is a
strong input that can modulate several different parts
of the brain.

What about mRNA or protein expression in the
insular cortex that is correlated with taste learning or
CTA?

The most common immediate early gene to be
studied in correlation with learning is c-fos. Indeed,
acute suppression, but not chronic genetic deficiency,
of c-fos attenuated CTA learning (Yasoshima et al.,
2006). Correlative studies for c-fos expression were
carried out in Ilen Bernstein’s laboratory (Wilkins and
Bernstein, 2006; Koh et al., 2003; Koh and Bernstein,
2005) and elsewhere (Houpt et al., 1996; Ferriera et al.,
2006). Exposure to a novel but not to a familiar taste
induced c-fos expression in the central amygdala and
the GC. The injection of the malaise-inducing agent
LiCl induces c-fos in several brain structures, including
the central amygdala and the IC. It is important to note
that the posterior part of the IC processes visceral
information and, therefore, it is possible that c-fos
expression is not located in the same brain loci. The
peak in c-fos expression can be detected about 1 h
following novel taste learning and the malaise induced
by the LiCl injection, and is degraded thereafter simi-
larly to the processes in other brain areas subserving
other learning paradigms (Wilkins and Bernstein, 2006).
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eEF2
phosphorylation

Elongation

Rate limiting step

Initiation

(b)

(a)

S6K1
phosphorylation

Regular mRNAs

Poor initiators

Initiation

Rate-limiting step

Figure 2 A proposal for the role of translation regulation underlying memory consolidation. (a) In a normal situation the rate-

limiting step of protein synthesis is the initiation phase. The amount of protein synthesis is dependent on mRNA availability

and the initiation rate as determined by ribosomal proteins and initiation factors. For a given amount of mRNA, regular
mRNAs (triangles) are translated more than poor initiators (circles). A component of the intracellular signaling can alter the

initiation rate, e.g., as in MAPK activation. (b) Taste memory consolidation is correlated with an increased initiation rate, which

can be measured as increased ERK2 activation and decreased eIF2� phosphorylation and S6K1 phosphorylation. Within

the same time frame, and possibly within the same cellular compartment, there is also a decrease in translation elongation,
which can be detected in the increase in eEF2 phosphorylation. The end result of increasing initiation and decreasing

elongation may be a shift in the rate-limiting step to the elongation phase. Together with the decrease in total protein

synthesis, the synthesis of poorly initiated proteins such as �-Ca2þ/calmodulin-dependent protein kinase II (�-CaMKII) is
probably increased. The mechanism described here can perform a switch-like function for various biological processes that

shift protein expression patterns within a restricted time scale. In the cortex the mechanisms described can serve as

molecular mechanisms that consolidate changes in synaptic strength over time. Adapted from Belelovsky K, Elkobi A,

Kaphzan H, Nairn AC, and Rosenblum K (2005) A molecular switch for translational control in taste memory consolidation.
Eur. J. Neurosci. 22: 2560–2568 with permission.
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Another protein to be induced in correlation with
taste learning in the GC is CCAAT enhancer binding
protein � (C/EBP�). However, the striking differ-
ence lies in the temporal phase of its induced
expression. C/EBP� is induced in both the hippo-
campus and the GC 18 h after taste learning (Yefet
et al., 2006). Such late expression can be found fol-
lowing other learning paradigms (Taubenfeld et al.,
2001). The correlative temporal increase in C/EBP�
18 h following novel taste learning suggests that in a
simple implicit learning task such as taste learning,
both the hippocampus and the cortex are engaged in
memory consolidation many hours after the acquisi-
tion phase. Moreover, another study demonstrated
that this correlative induction of C/EBP� can be
deleted if another novel taste is consumed after the
studied taste. A second novel taste induces memory
interference that can be measured in behavior.
However, at the same time, the second taste inter-
feres with the correlative expression of C/EBP�.
Both the biochemical and behavioral interference
suggest that a very long process of consolidation of
taste information takes place, at least in part, in the
GC (Merhav et al., 2006).

Careful analysis of the literature reveals very few
correlations between mRNA-induced expression and

taste learning. There are a few reports that identified
induced expression of various mRNAs following CTA
or LiCl injection (Lamprecht and Dudai, 1995, 1996).
These investigations did not observe any modulation
in mRNA expression in the insular cortex, following
novel taste learning per se. Interestingly, LTP induced
strong elevation in the expression of various mRNAs
in the GC. These induced expressions were depen-
dent on NMDA and muscarinic AChR (Jones et al.,
1999). It is yet to be determined whether the major
process that induces protein in the GC, in correlation
with taste learning, is indeed translation and not tran-
scription. Another possibility is that the temporal
window for mRNA induction is prolonged and differ-
ent from those in other learning paradigms, which
would be consistent with the ability of the CS (novel
taste) to maintain an on-hold position and to be asso-
ciated with malaise hours later.

22.11 Temporal Phases in Taste
Learning

The main feature of CTA learning is the long delay
between the taste-related CS and the aversive inter-
nal symptoms (UCS). As a matter of fact, when first
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published in the scientific community, this long delay
put the behavioral results into question (e.g., Garcia
et al., 1955). The delayed CS–UCS association can-
not be explained as a phenomenon related to transfer
of the taste input but as one related to the processing
machinery itself within the CNS. In a way that is not
clear, a better association is created with a time
interval in the range of many minutes than with
shorter time intervals (Sachfe et al., 1995). Thus, the
system is well suited for prolonged delay between the
CS and the UCS. It may be assumed that taste sam-
pling creates a taste memory that remains ready for
association, for many minutes. This taste memory
trace is both short-lived for an association (usually a
few hours) and also long-lived (weeks or more), as
can be measured in the latent inhibition paradigm.
The creation of taste memory is dependent on the
functional taste cortex. One way to study the stability
of the taste memory trace, which is dependent on GC
activity, is to examine the interactions between taste
inputs. Indeed, it was shown recently that taste mem-
ory is fragile and can be disrupted for hours by
learning another novel taste input (Merhav et al.,
2006). This intrinsic limitation of the taste system
may be related to its capacity for prolonged associa-
tion. Interestingly, the interference interaction is
only for a second taste over the first one. The inverse
interaction of the first novel taste on the second one
induces a facilitation effect for the second taste. This
facilitation effect has a time window of a few hours; it
is shorter than the interference effect and it may be
attributed to molecular interactions within the same
neuron, i.e., a similar phenomenon to that in the
tagging hypothesis model in LTP or to interactions
among neuromodulators released within vast GC
areas over a long period.

In any case, the unique ability of the taste system to
form an association in such a delayed manner presents
the researcher with the possibility of studying associa-
tive learning in a time frame that allows biochemical/
molecular experiments, and not only electrophysiolo-
gical manipulations and measurements.

22.12 Summary and New
Directions

It was clear from the first scientific report of CTA
that some of its features do not suit the mainstream
learning models (Garcia et al., 1955). The two main
differences, which may in fact be linked to one

another, are the long delay between the CS (taste)
and the malaise, and the built-in meaning of a given
taste input. Thus, the chemical internal representa-
tion of a given taste always has a value: good, bad, or
indifferent. It is indeed possible that any taste input
is remembered by its association with its value.
Definitely, the biochemical correlates of taste learn-
ing in the taste cortex – those that have been
identified so far – are always correlated with the
novelty of the taste input, which is a major factor in
the saliency of any input. This means that, according
to the current synaptic-Hebbian view of memory
formation, the biochemical correlates cannot be
attributed to encoding of the physical properties of
the taste input. It is possible that these biochemical
and cellular modifications are too small to be
detected with the currently available technology.

One may argue that any long-term memory trace
is associated with a value; however, it is clear that
incidental taste learning (i.e., with no known external
associations) is genetically strongly associated with
the implication of the input for the animal, and it is
clear that food consumption is a major factor in
animal survival. Whereas the various senses can
report to the brain regarding the potential of a
given food for the animal (e.g., sound, color, smell,
texture, and shape), the taste conveys the essence of
the food for the animal. It is interesting that in
Hebrew the word ‘taste’ is synonymous with meaning
or reasoning, while ‘vision’ (I see) is analogous to
understanding in English.

In any case, the perceived value of a given taste
can be changed rapidly. The association with malaise
is strong (CTA), but past experience (the behavioral
paradigm of LI-CTA) and future experience (the
behavioral paradigm of CTA extinction) can modify
the taste value, and all three learning modes are
dependent, at least in part, on the GC.

Taste learning offers unique opportunities to
study the biological mechanisms underlying learning
and memory. In the last decade, a number of labora-
tories have contributed to vast progress in this field.
The development of new research tools (e.g., multi-
electrode arrays, genetic and molecular tools, and
imaging techniques) enables us to ask new questions
and to propose new hypotheses. Here are some of the
major questions that will be addressed in the near
future.

1. A major question in the neurobiology of
learning and memory is whether the diverse experi-
ences that create the internal representations are
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modifications of a major internal representation or

represent competition between different internal

representations. It seems that the current knowledge

of the taste system favors competition between dif-

ferent internal representations. However, further

research is needed to obtain better evidence for one

or the other of the options.
2. CTA learning is a hybrid between conscious

learning, i.e., learning the taste information, and

unconscious learning, i.e., visceral information. A

major question concerns where this association

takes place within the brain and neuronal circuit.

The data so far indicate that the mainly subcortical

structures, most probably the PBN, subserve the

association. New tools and further analysis may

enable us to answer this question.
3. Taste information is encoded, at least in part, by

the GC, which resides within the insular cortex.

However, very little is known about the circuit

within the GC, and there are no good models that

encompass the correlation between the electrophy-

siological and molecular information, on the one

hand, and taste learning, on the other hand. A major

line of research involves dissecting out the functional

organization of the insular cortex on the circuit level,

in order to better understand the encoding, consoli-

dation, and retrieval processes, and it includes a

number of questions. What types of cells produce

the plasticity? Are they inhibitory interneurons, or

excitatory cells? In which layer within the cortex do

the correlative biochemical alterations take place?

Does a given neuron contribute to the encoding of

different tastes? Where within a given neuron do the

modifications take place? The current experimental

tools, which provide good spatial and temporal reso-

lution, should provide answers to these basic

questions in the near future.
4. Taste information can be kept on hold for many

hours, waiting for an association, in contrast to other

associations that have time windows measured in

seconds. It is not clear if this unique ability represents

distinct biological hardware, or if it is a prolongation

of similar biological processes that underlie conven-

tional association processes. A major question is how

this associative potential is retained for many hours.

If the mechanisms are similar to those in other learn-

ing paradigms, this unique ability of CS, which

derives from processing mechanisms within the

CNS, could be exploited to study association mech-

anisms by means of research tools with resolution

times of minutes to hours, which could not be used

in other learning paradigms, i.e., most molecular/
biochemical tools.

5. The time frame of molecular modifications in
the GC that are correlated with taste learning (see
Figure 2) opens with posttranslation modifications
within minutes after learning (e.g., ERK, eEF2; see

Figure 2 for more details), proceeds with other post-
translation modifications to synaptic proteins on a
time scale of hours (e.g., tyrosine phosphorylation of
the NR2B), and continues with protein expression on

a time scale of hours to days following learning (e.g.,
the inductions of postsynaptic density 95 and C/
EBP�, which occur 3 and 18 h following learning,
respectively). A major task will be to organize a

temporal and spatial chart of these correlations in
order to understand the stream of molecular and
cellular events underlying taste memory formation.

In addition, the known identities of molecular

events, and their time windows, are in accord with
other brain structures that subserve other learning
paradigms, for example, the expression of C/EBP�
in the relevant brain structure 18 h after learning.

However, some of the events are different. For exam-
ple, there are several indications that functional
NMDA receptor in the GC is necessary for the
consolidation phase, in contrast to other learning

and LTP protocols, whereas the NMDA receptor is
necessary mainly for the acquisition/induction phase.
One possibility is that this is a unique feature of taste

learning and that it is related to the ability of the taste
memory trace to be associated after such a long delay.
However, further analysis is needed to understand
the role of NMDA receptor activity, localization, and

posttranslation modification within the GC during
taste memory formation.

6. In the last few years, the role of translation
regulation in taste learning consolidation has been
studied extensively. The results demonstrate intrinsic
regulation of both the initiation and the elongation
phases during taste memory formation. Moreover, it

is clear that those genetic and pharmacological mod-
ifications that enhance the initiation phase also
enhance performance. Much more research is needed
to achieve understanding of translation regulation in

memory consolidation to answer such questions as:
What are the upstream neurotransmitters and signal
transduction cascades? What are the targets and what
are the mRNA populations and their localizations?

However, the taste system can serve as a platform
from which to study new targets for drugs, to be
used as cognitive enhancers.
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23.1 Introduction

Except, perhaps, for the unabashed moralist, knowl-

edge alone does not determine choice of action, i.e.,

knowing that ‘‘action A leads to X and action B leads

to Y’’ does not ‘entail’ choosing A or B. What enables

choice, given this information, is some nonarbitrary

means of establishing the relative merits of achieving

X or Y. We argue that it is the reward system that

provides this means. From this perspective, although

the reward system is an extension of the general

motivational processes of animals, its function is

limited to actions over which animals can exert

control and that are instrumental to achieving some

goal or other, i.e., to goal-directed instrumental

actions. Of course, although most aspects of an

animal’s behavioral repertoire can be described in

goal-directed terms, many of these activities are not

goal-directed at all and are reflexive responses

elicited by stimuli or relations between stimuli.

Establishing criteria for discerning goal-directed

and non-goal-directed actions is a necessary step,

therefore, in limiting our discussion of the reward

system. In this chapter, we consider first the criteria

for defining an action as goal-directed and then

use that definition to describe the nature and func-

tion of the reward system in establishing primary

rewarding events, like foods and fluids, both with

respect to encoding reward value and to retrieving

that value in order to choose between competing

courses of action.
This research has established that the value of

reward is determined by the quality of the emotional

response associated with an event, the latter dependent

on current motivational state, i.e., value essentially

maps onto the relationship between the specific sen-

sory features of an event and the particular, pleasant or

unpleasant, emotional feedback generated when that

event is contacted. This issue is taken up inmore detail

in the section titled ‘Reward processes,’ where we

examine one of the main predictions of this account,

that, in the context of secondary rewards, any event

associated with a pleasant emotional reaction will sup-

port the performance of goal-directed actions. These

are sensory events that acquire reward value through

association with primary rewards (commonly mis-

labeled conditioned reinforcers). The procedures used

to establish secondary rewards are identical to those

commonly used to establish Pavlovian conditioned

responses to a stimulus, raising the possibility that the

functioning of the reward system can be reduced to the

motivational processes that support Pavlovian condi-

tioning. In the section titled ‘Secondary reward’ we

examine this possibility and conclude, based on

the extensive evidence standing against this claim,

that Pavlovian conditioned responses (CRs) and
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goal-directed actions are controlled by fundamentally
distinct incentive processes.

23.2 Reward Processes

23.2.1 Goal-Directed Actions and
Behavioral Control

The critical distinction between reflexive and goal-
directed actions is that the latter are controlled by a
causal relationship to their consequences, whereas
the former are not. There are many illustrations of
this distinction but perhaps the most apposite is
Sheffield’s (1965) analysis based on the salivary
response of dogs. Salivation was the conditioned
and unconditioned reflex studied by Pavlov (1927).
Nevertheless, from a goal-directed perspective, it is
possible that dogs control this response in order to
facilitate digestion or to improve the taste of food.
Sheffield arranged a standard pairing between con-
ditioned and unconditioned stimuli, in this case
presentation of a tone followed by food delivery,
but with a twist: If the dog salivated during the tone
the food was not delivered on that trial. This arrange-
ment maintains a Pavlovian relationship between the
tone and food but abolishes any instrumental con-
tingency between salivation and food. He reasoned
that, if the salivation was goal-directed then this
omission contingency should ensure that they stop
salivating; indeed having never had the opportunity
to learn that salivating improved the rewarding
impact of the food by enhancing its flavor or improv-
ing its ingestion, they should never acquire salivation
to the tone in the first place. Sheffield found that it
was clearly the Pavlovian relationship controlling
performance; during the course of over 800 tone-
food pairings the dogs acquired and maintained sal-
ivation to the tone even though this resulted in them
losing most of the food they could otherwise have
obtained.

Salivation may be the exception of course, but in
numerous studies over the last 40 years it has been
established in a range of species that Pavlovian con-
ditioned responses do not adjust to this kind of
contingency, i.e., one in which performance of the
conditioned response leads to the omission of the
unconditioned stimulus. Rats acquire conditioned
approach responses during a conditioned stimulus
(CS) when doing so omits the food (Holland, 1979),
pigeons peck at keys (Williams and Williams, 1969),
chicks chase food away (Hershberger, 1986), and so
on. In all of these studies, the evidence confirms that

the performance of the Pavlovian CR does not
depend on the relationship between the CR and the
US.

In contrast, experiments assessing the performance
of actions acquired during instrumental conditioning
have found evidence that these responses do indeed
depend on the contingency between action and out-
come. Take, for example, instrumental lever pressing.
Rats will acquire lever pressing for food quickly and
without explicit shaping. Putting this response on an
omission contingency, in which responding leads to the
omission of an otherwise freely delivered food, rapidly
reduces the performance of that response, more rapidly
than simply delivering the outcome in an unpaired
manner (Davis and Bitterman, 1971; Dickinson et al.,
1998). Furthermore, numerous studies have demon-
strated the exquisite sensitivity of the performance of
instrumental lever pressing to changes in the net prob-
ability of outcome delivery given the action (i.e., the
difference between probability of an outcome given a
response and the probability of the outcome
given no response). These changes can be highly
selective; degrading one action–outcome contingency
by delivering the outcome associated with that action
noncontingently often has no effect on the perfor-
mance of other actions (Colwill and Rescorla,
1986; Dickinson and Mulatero, 1989; Balleine and
Dickinson, 1998a).

23.2.2 The Effect of Changes in Reward
Value

Generally, therefore, goal-directed actions are those
that, unlike Pavlovian CRs, are sensitive to the causal
relation between the performance of the action and
its specific outcome. It is important to note, however,
that lever press responses can be controlled by two
kinds of association. The first is the relationship
between action and outcome described earlier. After
extensive instrumental training, however, perfor-
mance of an action can become habitual, elicited
by various situational cues connected with the
action through a process of sensorimotor association
(Adams, 1981; Dickinson, 1985, 1994). Although the
formation of these associations diminishes sensitivity
to omission (Dickinson et al., 1998), it does not neces-
sarily abolish it and, although this test distinguishes
actions from Pavlovian conditioned reflexes, it
does not provide an adequate assessment in itself
to distinguish goal-directed actions from habits.
Fortunately, there is a clear distinction between the
functions of the instrumental outcome in the two
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forms of learning. Whereas the outcome serves as the
second term of the action–outcome association that
supports the acquisition and performance of goal-
directed actions, it serves merely to strengthen or to
reinforce the stimulus–response (S–R) associations
that form habits. As such, the outcome forms no
part of the associative structure that supports habitual
performance. Based on this analysis, therefore, and
combined with an assessment of sensitivity to
changes in the instrumental contingency, the stan-
dard test of whether an action is goal-directed or not
involves an assessment of the sensitivity of perfor-
mance to a posttraining change in the reward value of
the outcome. From an S–R perspective, when con-
ducted posttraining, i.e., after a substantial S–R
association has been established, a change in outcome
value should be expected to have little if any effect
on the subsequent tendency to perform the action. If
an action is goal-directed, however, the change in
value should potently alter performance.

Consider the case in which a hungry rat is trained
to press a lever for a particular type of food pellet.
According to a goal-directed account, it is the reward
value of the food pellets that motivates performance.
Consequently, if having trained the rat to perform
this action, the reward value of the food pellets is
reduced in some way, we should expect this devalu-
ation to affect performance, i.e., the rat should be less
inclined to press the lever after the devaluation.
Given this scenario, the question at issue is whether
the devaluation affects performance via the animal’s
knowledge of the contingency between lever press-
ing and the food pellets. In the first appropriately
controlled study along these lines, Adams and
Dickinson (1981) assessed this by training rats with
two types of food pellets, sugar and grain, with only
one type being delivered by lever pressing. The other
type of pellet was presented independently of any
instrumental action. Thus, any particular rat might
have to work for sugar pellets by lever pressing, while
receiving free deliveries of grain pellets every so
often. The issue was whether the animals would
reduce lever pressing more after the devaluation of
the response-contingent pellets, the sugar pellets in
our example, than after devaluation of the free pel-
lets, the grain ones. Such an outcome could only
occur if the effect of the devaluation was mediated
by the instrumental contingency between lever
pressing and the sugar pellets.

In this study, the pellets were devalued using
conditioned taste aversion procedures; it is well
established that a food aversion can be conditioned

by inducing gastric illness, for example by the injec-
tion of lithium chloride (LiCl), shortly after the
animal has consumed the food (Bernstein, 1999). In
the Adams and Dickinson study, having trained the
rats to lever press, half had a taste aversion condi-
tioned to the sugar and half to the grain pellets.
During aversion conditioning, the levers were with-
drawn and the animals were given a series of sessions
in each of which they were allowed to eat one type of
pellet. The animals in the devaluation group received
a LiCl injection after sessions in which they received
the pellets that had been contingent on lever pressing
during training but not following sessions with the
free pellets. The control group, by contrast, had the
aversion conditioned to the free pellets rather than
the response-contingent ones. Although such food
aversions can be established with a single pairing of
consumption with illness when the food is novel, the
treatment had to be repeated a number of times to
suppress consumption in the present study. This is
because the pellets were already familiar to the rats,
having been presented during instrumental training.

After inducing these aversions, Adams and
Dickinson were now in a position to ask whether
devaluing the pellets that acted as the reward for
lever pressing during training had a greater impact
on performance than devaluing the freely delivered
pellets. This result would be expected if the
motivational properties of rewards are mediated by
their instrumental relation to the action. In fact, this
is just what Adams and Dickinson found: When
subsequently given access to the lever again, the
devaluation group pressed significantly less than the
control group. Note that this test was conducted in
extinction, during which neither type of pellet was
presented, for if the pellets had been presented dur-
ing testing, the reluctance of the devaluation group to
press the lever could be explained simply in terms of
the direct suppressive effect of presenting this aver-
sive consequence. By testing in extinction, however,
different performance in the two groups must have
reflected integration of knowledge of the conse-
quences of lever pressing acquired during training
with the current reward value of the pellets. This
suggestion was further confirmed by Colwill and
Rescorla (1986) using a choice test. They trained
hungry rats to perform two instrumental actions,
lever pressing and chain pulling, with one action
earning access to food pellets and the other earning
access to a sucrose solution. The rats were then given
several trials in which they were allowed to consume
one of the outcomes with the levers and chains
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withdrawn and were then made ill by an injection of
LiCl. All animals were then given a choice extinction
test on the levers and chains again conducted in
extinction, i.e., in the absence of either of the out-
comes. Although S–R accounts should predict no
effect of this treatment, Colwill and Rescorla found
that animals performed less of the action whose
training outcome was subsequently paired with
LiCl than the other action, indicating that the rats
had indeed encoded the consequences of their
actions.

The importance of these demonstrations of the
outcome devaluation effect lies in the fact that,
together, they provide strong evidence that animals
encode the specific features of the consequences or
outcome of their instrumental actions. Furthermore,
these studies show that instrumental performance is
not only determined by the encoding of the action–
outcome relation but also by the current reward
value of the outcome. In recent years, considerable
attention has been paid to the processes that
contribute to the encoding of reward value, and the
advances that have been made have come largely
from asking how outcome devaluation works to
change instrumental performance: How does taste
aversion work to modify the rats’ evaluation of the
outcome and so change the course of its instrumental
performance?

23.2.3 Incentive Learning and the Encoding
of Reward Value

Perhaps the simplest account of the way taste aver-
sion learning works to devalue the instrumental
outcome can be derived from accounts of aversive
conditioning generally according to which pairing
the instrumental outcome with illness changes the
evaluation of the outcome through the formation of
a predictive association between the food or fluid and
the aversive state induced by illness. The result of an
effective pairing of the outcome with illness is, there-
fore, that the animal learns that the outcome now
signals that aversive consequence. From this perspec-
tive, the outcome devaluation effect is the product
of a practical inference process through which a
previously encoded action–outcome relation is com-
bined with learning that the outcome signals an
aversive consequence to reduce subsequent perfor-
mance of the action.

In contrast, Garcia (1989) introduced a more com-
plex account according to which the change in the
evaluation of the outcome induced by taste aversion

learning is not due to changing what the outcome

predicts but due to changes in how it tastes. Garcia

related the change in taste to negative feedback from

a system sensitive to illness that he identified as

inducing a disgust or distaste reaction. It is important

to see that this view implies that taste aversion learn-

ing involves not one learning process but two: (1) an

effective pairing of the outcome with illness initially

enables a connection between the sensory properties

of the outcome and processes sensitive to illness; (2)

this association is activated when the outcome is

subsequently contacted to generate a distaste reac-

tion and allow the animal to associate the outcome

representation with disgust or distaste. This account

predicts that, to induce outcome devaluation, it is not

sufficient merely to pair the outcome with an injec-

tion of LiCl. Rather, a change in value is not induced

until the second process is engaged when the out-

come is again contacted.
The procedures employed to induce instrumental

outcome devaluation, such as that described by

Adams and Dickinson (1981), do not differentiate

between these two accounts of taste aversion learning

because the conditioning of an aversion to the out-

come is usually conducted using multiple pairings of

the outcome with illness. Clearly the pairings them-

selves would be sufficient to establish a signaling

relation between the outcome and an aversive con-

sequence. But the fact that the animals were allowed

to contact the outcome on subsequent pairings could

have provided the opportunity for the animals to

associate the outcome representation with distaste.

If a substantial aversion to the outcome could be

conditioned with a single pairing of the outcome

with illness, however, then these accounts of outcome

devaluation make divergent predictions: On the sig-

naling account, a devaluation effect should emerge,

providing that an effective pairing between the taste

and illness was produced; on Garcia’s (1989) account

it should not emerge until the rats have been reex-

posed to the devalued outcome. In a test of these

divergent predictions, Balleine and Dickinson (1991)

trained thirsty rats to lever press for water. After

acquisition, the outcome was switched to sugar solu-

tion for a single session, after which the rats were

given an injection of LiCl either immediately or after

a delay (the latter treatment, as an unpaired control,

should have induced relatively little aversion to the

sucrose on either account). The critical question was

whether, in the absence of further contact with the

sucrose, the rats in the immediately poisoned group
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would display reduced performance on the lever
relative to the delayed group.

To assess the influence of reexposure to the
sucrose, half of each of the immediate and delayed
groups were allowed merely to taste the sucrose,
whereas the remainder were given water before two
tests were conducted on the levers. The first test was
conducted in extinction to assess the effects of deval-
uation and reexposure on the tendency to press. A
second, punishment test was then conducted in
which responding on the lever again delivered the
sucrose, which allowed us to assess the strength of the
aversion to sucrose. If a substantial aversion to the
sucrose was conditioned in the immediately poisoned
groups, then not only should a reliable punishment
effect have emerged in the second test, but, on the
signaling account, responding should also have been
reduced in the extinction test in all of the immedi-
ately poisoned rats. In contrast, in Garcia’s account,
responding in the extinction test should be reduced
in those immediately poisoned rats given reexposure
to the sucrose. In fact, in this and in several other
experiments along similar lines, Balleine and
Dickinson (1991) and Balleine (1992) found consis-
tent evidence for Garcia’s account; although a single
pairing between sucrose and illness invariably pro-
duced a reliable punishment effect in immediately
poisoned rats, a devaluation effect only emerged in
the critical extinction test if reexposure to the sucrose
was given prior to the test.

These results suggest that outcome devaluation
depends upon the interaction of two learning pro-
cesses. The first process involves the conditioning of
an association between the outcome and processes
that are activated by the induction of illness by LiCl.
The failure of this learning process to directly affect
instrumental performance suggests that it is not,
alone, sufficient to induce outcome devaluation.
Rather, it appears to be necessary for feedback from
this first learning process to become explicitly asso-
ciated with the specific sensory features of the
outcome itself for a change in the reward value of
the instrumental outcome to occur and for perfor-
mance to change. Indeed, considerable evidence now
suggests that this second learning process critically
determines the encoding of the rewarding properties
of the instrumental outcome, a process referred to as
incentive learning (Dickinson and Balleine, 1994,
1995).

The reason for emphasizing the role of incentive
learning in instrumental outcome-devaluation effects
is that it also appears to be the process by which other

primary motivational states, such as hunger and
thirst, encode the reward value of other goals such
as foods and fluids. It is well established that the
motivational state of rats is a major determinant of
their instrumental performance; not surprisingly,
hungry animals work more vigorously for a food
reward than sated ones. But what current evidence
suggests is that this is because a food-deprived state
induces an animal to assign a higher incentive value
to nutritive outcomes when they are contacted in that
state and that this high rating of the incentive value of
the outcome is then reflected in a more vigorous rate
of performance. Although this suggestion stands con-
trary to general drive theories of motivation that
suppose that increments in motivation elicit their
effects on performance by increases in general acti-
vation (Hull, 1943), there are good empirical grounds
for arguing that motivational states do not directly
control performance (Dickinson and Balleine, 1994,
2002; Balleine, 2001). Balleine (1992) trained groups
of undeprived rats to lever press for a food reward.
After training, half of the rats were shifted to a food
deprivation schedule, whereas the remainder were
maintained undeprived before both groups were
given an extinction test on the levers. Balleine
found that performance of the groups on test did
not differ even though the shift in motivational state
was clearly effective. In a subsequent test where the
animals could again earn the food pellets, the food-
deprived rats pressed at a substantially higher rate
than the undeprived rats. Although motivational state
clearly did not exert any direct control over perfor-
mance, as was found in taste aversion conditioning,
the motivational state could control performance if
the rats were given the opportunity for incentive
learning by allowing them consummatory contact
with the instrumental outcome in the test motiva-
tional state prior to the test. To demonstrate this,
Balleine (1992) trained two further groups of rats to
lever press when undeprived. Both groups were
given prior exposure to the instrumental outcome
when food-deprived before the test in which one
group was tested undeprived and the other food-
deprived. Now a clear difference in performance
was found in that the rats tested when food-deprived
and allowed to consume the instrumental outcome
when food-deprived prior to test pressed at a higher
rate than the other three groups that in turn did not
differ. Balleine (1992) was able to confirm that this
incentive learning effect depended upon the instru-
mental contingency. He trained undeprived rats to
perform two actions, lever pressing and chain pulling,
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with one action earning access to food pellets and the
other to a maltodextrin solution. All rats were then
given a choice extinction test on the levers and
chains. Prior to the test, however, the animals were
given six sessions in which they were allowed to
consume one instrumental outcome when food
deprived and, on alternate days, the other outcome
in the training, i.e., undeprived, state. On test,
Balleine found that animals performed more of the
action that, in training, had delivered the outcome
reexposed in the food-deprived state prior to the test
than the other action.

It should be noted that this role for incentive
learning in instrumental performance following a
shift in motivational state is not confined to posttrain-
ing increases in food deprivation. The same pattern
of results was also found for the opposite shift,
i.e., where rats were trained to lever press for food
pellets when food-deprived and then tested when
undeprived. In this case, rats only reduced their
performance when food deprivation was reduced if
they were allowed to consume the instrumental out-
come when undeprived prior to the test (Balleine,
1992; Balleine and Dickinson, 1994). Finally, the
generality of this role of incentive learning in instru-
mental performance has been confirmed for a
number of different motivational systems and in a
number of devaluation paradigms. For example, in
addition to taste aversion learning, incentive learning
has been found to mediate (1) specific satiety-
induced outcome devaluation effects (Balleine and
Dickinson, 1998b); (2) shifts from water deprivation
to satiety (Lopez et al., 1992); (3) changes in outcome
value mediated by drug states (Balleine et al., 1994,
1995a); and changes in the value of (4) thermoregu-
latory rewards (Hendersen and Graham, 1979) and
(5) sexual rewards (Everitt and Stacey, 1987;Woodson
and Balleine, 2002) (see Dickinson and Balleine, 1994,
2002; Balleine, 2001, for reviews). In all of these cases,
it is clear that animals have to learn about changes
in the incentive value of an instrumental outcome
through consummatory contact with that outcome
before this change will affect performance.

23.2.4 Incentive Learning as an Emotional
Process

Traditional neobehaviorist learning theories argued
that CRs, what were called fractional anticipatory
goal responses, could exert a motivating effect on
instrumental performance (Hull, 1943, 1952; Spence,
1956). Largely due to the subsequent work of Konorski

(1967) and Mowrer (1960), however, it is now widely

accepted that these effects reflect the conditioning of

an affective state that can exert a direct modulatory

influence over consummatory responses and, through

a change in the emotional responses elicited during

ingestion, on instrumental performance (Rescorla and

Solomon, 1967; Dickinson, 1989). Recent research

investigating the microstructure of orofacial taste reac-

tivity responses in rats to various tastes has provided

evidence, not only of specific ingestion and rejection

responses to sweet and bitter tastes, but also that the

ingestive taste reactivity responses are increased in

hungry rats to tastes previously paired with nutrients

(Myers and Sclafani, 2001). Likewise, rejection-related

taste reactivity responses are increased to tastes pre-

viously paired with illness (Berridge et al., 1981). With

respect to incentive learning, this approach suggests

that, during this form of consummatory exposure,

activation of the outcome representation activates

its associated motivational system, which, through

activation of attendant affective processes, generates

feedback in the form of an emotional response. This

process is illustrated in Figure 1. On this account,

incentive learning depends on two processes: a feed-

back process: (Figure 1 (a), (b)) and a feedforward

process (Figure 1 (c)). Presenting the instrumental

outcome in some motivational state or other provides

the opportunity for the formation of an association

between the outcome representation and the motiva-

tion system (Figure 1(a)) that acts to open a feedback

loop (Figure 1(b)). When the outcome is subsequently

contacted, activation of the outcome representation

acts to produce specific motivational activity that

results directly in activity in affective structures pro-

ductive of an emotional response. Incentive learning

M

A

RemSe

a

b

c

Figure 1 The structure of incentive learning. (a) Sensory
features of the instrumental outcome (Se) are associated

with a motivational process (M). (b) Through connections

with affective structures (A) this connection provides
feedback in the form of an emotional response (Rem). (c)

Incentive learning reflects the association between Se and

Rem based on their contiguous activity.
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(Figure 1(c)), then, is the formation of a feedforward
association between the outcome representation and
an emotional response.

Taste aversion-induced outcome devaluation
effects provide a good example of this process. In
this case, this perspective argues that a taste is first
associated with activation of a disgust system induced
by LiCl. After this pairing, reexposure to the taste can
drive the disgust system to activate the aversive
affective system to generate an aversive emotional
response. It is the contiguous pairing of the taste and
the emotional response that, from this perspective,
drives the reduction in reward value induced by
reexposure. Notice that, if pairing a taste with illness
conditions an association between the taste and dis-
gust, then blocking the activity of the disgust system
at the time of conditioning using an antiemetic, i.e., a
drug that prevents or relieves illness or nausea,
should be predicted to attenuate the formation of
that association with the effect that, in the test ses-
sions, rats should prefer a taste poisoned under the
antiemetic to some other poisoned taste. But further-
more, if the expression of a previously conditioned
aversion, and the consequent change in reward value,
depends upon the ability of the taste representation
to access the disgust system via an established con-
nection, blocking the activity of the disgust system
with an antiemetic during reexposure should be pre-
dicted to block the incentive learning effect; see
Figure 2.

In accord with this suggestion, Limebeer and
Parker (2000) reported that the antiemetic ondanse-
tron blocked the expression of the aversive taste
reactivity responses induced by a taste previously
paired with illness. Furthermore, we have assessed
this prediction by assessing the influence of ondanse-
tron on reexposure to a poisoned taste on instrumental
choice performance (Balleine et al., 1995b). In this
experiment, thirsty rats were trained in a single session
to perform two actions, lever pressing and chain pull-
ing, with one action delivering a sucrose solution and
the other a saline solution on a concurrent schedule.
Immediately after this training session, all of the rats
were given an injection of LiCl. Over the next 2 days
the rats were given brief periods of reexposure to both
the sucrose and the saline solutions. Prior to one
reexposure session, rats were injected with ondanse-
tron in an attempt to block the emotional effects of
reexposure, whereas prior to the other session they
were injected with vehicle. The next day, the rats were
given a choice extinction test on the lever and chain. If
reexposure devalues the instrumental outcome via the

ability of the outcome representation to access the
disgust system, blocking the activity of that system
with ondansetron should attenuate the effects of reex-
posure such that, on test, the action that, in training,
delivered the outcome subsequently reexposed under
ondansetron should be performed more than the other
action. This is, in fact, exactly what was found
(Balleine et al., 1995a). The attenuation of incentive
learning by ondansetron provides, therefore, strong
confirmation of the suggestion that incentive learning
depends critically upon negative feedback generated
by an association between the outcome representation
and a disgust system.

23.2.5 Retrieving Reward Value

Given the role of incentive learning in the encoding
of reward, it is interesting to consider how the value
conferred by this process is retrieved to determine
choice performance. Because the choice tests are
often conducted many days after incentive learning,
in extinction the rat is forced to rely on their memory
of specific action–outcome associations and the cur-
rent relative value of the instrumental outcomes. So
how is value encoded for retrieval during this test?

D

A

.D

A

.

.

Antiemetic

Se

Figure 2 Incentive learning and taste aversion-induced

outcome devaluation. The left panel shows the effect of
reexposure to a poisoned outcome; the association

between the taste (Se) and disgust (D) induced by pairing

the taste with illness provokes feedback in the form of a

disgust response, allowing the rat to learn about the change
in value of the outcome. The right panel shows the predicted

effect of an antiemetic on incentive learning. By blocking

activity in the disgust system, the antiemetic should reduce
the unpleasant emotional feedback and hence the change

in value produced during reexposure to the taste. A,

affective structures.

Theory of Reward Systems 489



A currently influential theory, the somatic marker
hypothesis (Damasio, 1994), proposes that value is
retrieved through the operation of the same processes

through which it was encoded. According to this
view, decisions based on the value of specific goals

are determined by reexperiencing the emotional

effects associated with contact with that goal. With
regard to outcome devaluation effects, for example,

the theory could not be more explicit:

When a bad outcome connected with a given

response option comes to mind, however fleetingly,

you experience an unpleasant gut feeling . . . that

forces attention on the negative outcome to which

the given action may lead, and functions as an auto-

mated alarm signal which says: Beware of danger

ahead if you choose the option that leads to this

outcome. The signal may lead you to reject, immedi-

ately, the negative course of action and thus make

you choose between other alternatives (Damasio,

1994: 173).

An alternative theory proposes that reward values,
once determined through incentive learning, are
encoded abstractly (e.g., X is good or Y is bad and so

on) and, as such, from this perspective they are not
dependent on the original emotional effects induced by

contact with the goal during the encoding of incentive

value for their retrieval (see Balleine and Dickinson,
1998a; Balleine, 2005, for further discussion).

We have conducted several distinct series of
experiments to test these two hypotheses and, in all
of these, the data suggest that after incentive learning,

incentive values are encoded abstractly and do not

involve the original emotional processes that estab-
lished those values during their retrieval (Balleine and

Dickinson, 1994; Balleine et al., 1994, 1995a,b). One
test of these two accounts was derived from consid-

eration of the role of associations between the
outcome representation and the disgust system in

outcome devaluation described in the previous sec-

tion. If the impact of outcome devaluation on
performance is carried by emotional feedback

induced by activation of the disgust system by the
outcome representation, then, according to the

somatic marker hypothesis, reducing the ability of
the outcome representation to activate the disgust

system during retrieval of incentive value on test by

administering ondansetron prior to the test should be
predicted to attenuate the effects of outcome devalu-

ation on performance. This experiment replicated the
procedures used in the experiment described earlier

(Balleine et al., 1995b) except that, prior to the choice
extinction test, half of the animals were injected with
ondansetron, whereas the remainder were injected
with vehicle. Based on the previous study, it was
anticipated that the group given the injection of vehi-
cle prior to the test would perform more of the action
that, in training, had delivered the outcome reexposed
under ondansetron. More importantly, if activation of
the disgust system critically mediates the retrieval of
incentive value during the test, as the somatic marker
hypothesis suggests, then any difference found in the
vehicle group should be attenuated in the group
injected with ondansetron on test.

The results of this experiment were very clear;
contrary to predictions of the somatic marker
hypothesis, the injection of ondansetron on test had
no impact whatsoever on performance in the choice
extinction test. Whether injected with vehicle or
ondansetron prior to the test, the action that, in
training, delivered the outcome reexposed under
ondansetron was performed more than the other
action and to a similar degree. This finding suggests
that, although activity in the disgust system deter-
mines the effects of incentive learning, the disgust
system does not play a role once incentive learning
has occurred, i.e., the retrieval of incentive value is
not based on the same process through which it was
encoded. In line with the proposal that reward value
is encoded abstractly or symbolically and in contra-
diction to predictions from the somatic marker
hypothesis position, in this and other similar studies
we have found that the processes that determine the
encoding of reward value are not required during the
retrieval of that value during free choice tests in
order for animals to select a course of action.

23.3 Secondary Reward

The suggestion that the reward process supporting
instrumental conditioning is derived from an associa-
tion between the sensory features of an event and an
emotional response, together with the evidence for
the abstract encoding of reward value, provides an
immediate explanation as to how events not directly
associated with primary motivational systems can
serve as the goals of instrumental actions; from this
perspective, any stimulus associated with an emo-
tional response should be able to serve as a goal and
so support the performance of goal-directed actions.
In the past, the seemingly arbitrary nature of goals
has been explained in terms of a process called
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conditioned reinforcement (Skinner, 1938). Within
that literature, this process was proposed as the
means by which arbitrary things, like colored pieces
of paper, could serve as reinforcers supporting the
development of new response tendencies through the
acquisition of various stimulus-response associations.
It is our view that the term conditioned reinforce-
ment is a misnomer; it implies that the actions that
they support are no more than habits. Of course, most
human actions are acquired and maintained by goals
that are associated with primary rewards and so have
only an indirect connection to primary motivational
systems and as such are more likely to be goal-
directed actions than habits. We propose that the
process that determines the acquisition of these
goals be referred to, therefore, as secondary reward
(SdR). Nevertheless, it is clear that the goal-directed
status of these actions is something that stands in
need of direct assessment.

There is, in addition, a further implication of this
account. Although one should anticipate that second-
ary rewards will be the more potent, what this
account of incentive learning portends is that, if the
emotional response associated with an event deter-
mines whether it can serve as a goal, essentially any
event can serve as the goal of an action providing it
induces a positive change in emotional tone. In this
section we describe research indicating that both
stimuli associated with already established rewards
and salient sensory events can serve as goals,
allowing animals to acquire new responses based on
the relationship of actions to these, sometimes
weakly but nevertheless apparently rewarding,
consequences.

23.3.1 Sensory Versus Secondary Reward

As mentioned, the older literature dealing with the
phenomenon of conditioned reinforcement proposed
that when neutral stimuli were associated with rein-
forcing ones, they could become conditioned
reinforcers. A problem widely neglected within this
literature, however, is the fact that apparently neutral
stimuli turn out to be very difficult to come by.
Indeed, the vast majority of experimentally utilized
stimuli are demonstrably not neutral with respect to
their ability to support instrumental responding even
prior to any pairing with primary reward (Kish,
1966). The capacity of environmental stimuli, or
more correctly, of change in the state of environmen-
tal stimuli to support instrumental behavior can,
however, be well enough handled by the current

claim that reward value is controlled by the emotional
response associated with that event providing it is
accepted that change in environmental stimuli pro-
vides a sufficiently positive change in that response.
From this perspective, therefore, events that are suffi-
ciently mild to induce a positive change provide a
source of sensory reward (SeR), whether it is derived
from generalization or perhaps by another source of
motivation, such as a form of preparatory state pro-
duced by general affective arousal (Konorski, 1967) or
perhaps, as has occasionally been proposed in the past,
by a primary motivational process such as curiosity
(Berlyne, 1960).

In order to use secondary reward as a tool to
establish the way apparently arbitrary events can
become the goals of instrumental action, it is impor-
tant first to compare the influence of secondary and
sensory rewards on the performance of actions. The
question is, which secondary reward procedure
should one employ to do so? The central position of
this notion in Hull’s conception of learning (Hull,
1943) and Skinner’s utilization of it to explain the
origin of human actions without apparent reinforce-
ment (Skinner, 1938) drove considerable research
during the middle part of the last century intended
to establish or to disprove its applicability to the
conditioning process. The most commonly used pro-
cedure to analyze SdR has been in chain schedules of
instrumental reinforcement, where both instrumental
training with the SdR and the pairing of the event
with reward presumed to support that conditioned
reinforcer occurred within a common sequence of
behavior. Zimmerman (1969), for instance, gave rats
the opportunity to press one lever in order to obtain
the presentation of a stimulus light on a fixed inter-
val. Once that stimulus was presented, a response on
a second lever would result in the delivery of food.
The stimulus light, via its forward pairings with the
food, should have accrued associative strength over
the course of performance. Because, however,
responding on the first component of the chain also
activated the second manipulandum in the chain, it is
difficult to assert that the animal was responding for
the stimulus rather than the opportunity to respond
on that second manipulandum. Chain schedules,
therefore, typically require some further intervention
in order to partition the sources of support for instru-
mental responding. In this case, Zimmerman took
advantage of the fact that the pattern of responding
on fixed interval and variable interval schedules dif-
fers to assess whether the light was controlling
performance on the first lever as a secondary reward.
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To do this, he put the rewarding impacts of the light
and food into competition with each other on the first
lever. In a test phase, the light was presented as a
result of responding on the first lever on a variable
interval schedule, whereas the food was presented on
the fixed interval schedule that had previously deliv-
ered the light and the second lever was shifted to an
extinction schedule. Zimmerman found that the pat-
tern of responding on the first lever shifted from that
typical of a fixed interval schedule to that typical of a
variable interval schedule, a finding consistent with
the development of conditioned reinforcing proper-
ties by the stimulus light.

Although commonly employed, the difficulty of
ruling out alternative interpretations of the source of
instrumental performance on chain schedules leaves
something to be desired. Since the second response,
as in Zimmerman’s study (1969), often becomes
superfluous in the critical phase testing for the pres-
ence of SdR, it follows that it may not be necessary at
all. Extinction studies of SdR reify this possibility, by
utilizing a training phase where an instrumental
action is paired with a stimulus that is immediately
followed by the delivery of a reward. Because of the
presence of the reward during training, the second,
third, and higher components of the instrumental
chain used to provide further conditioned stimuli
and eventual primary reinforcement in chain studies
of SdR are eliminated from the outset. A test phase is
again required to detect the role of the SdR in the
maintenance of that instrumental behavior. If the
SdR plays no role in the maintenance of instrumental
responding, then with or without its presence at an
extinction test phase, animals should extinguish at
the same rate. Instead, researchers usually find that
animals extinguish much more slowly when the
instrumental response leads to the delivery of the
putative conditioned reinforcer than when it leads
to no stimulus consequences (Bugelski, 1938).

Although these studies appear to confirm the basic
effect, the most direct way to demonstrate and com-
pare the secondary or sensory reward value of some
event or other is to assess its ability to serve as the
goal during the acquisition of a new action. If stimuli
acquire the ability to reward instrumental actions in
the course of pairing them with a primary reward,
then it follows that one should be able to demonstrate
the acquisition of instrumental actions that have as
their sole outcome the delivery of a stimulus with a
history of this pairing. This logic has been frequently
employed in the detection of SdR, and procedures
employing it have generally been referred to as

acquisition of a new response, or simply, acquisition
tests of SdR. Especially attractive is the absence
of confounding effects of primary reward during
training that could interfere with SdR interpretations
of instrumental behaviors (Wike, 1966). Numerous
experiments along these lines have been conducted
by giving prior stimulus–outcome associations fol-
lowed by training on a lever that delivers that
stimulus. Work by Trevor Robbins and colleagues
has demonstrated particularly clear acquisition of
lever-press performance when that lever delivered a
stimulus that was previously associated with food
relative to an inactive lever that the rats could press
but that had no scheduled consequences (Taylor and
Robbins, 1984; Robbins et al., 1989).

We have conducted a similar experiment to those
of Robbins using two different versions of their pro-
cedure, firstly to replicate their basic result but also
to examine the effects of using a different control
condition in which one lever delivered a stimulus
that had previously been paired with food and the
other lever delivered a familiar stimulus but that had
not been paired with any rewarding consequence; a
sensory reinforcement control (SeR). The results of
this study are presented in Figure 3. As is clear from
this figure, a good conditioned reinforcement effect
was observed in both conditions: responding on the
lever delivering the SdR was greater than on the
inactive lever (left panel) and greater on the lever
delivering the SdR than on the lever delivering the
SeR. It is also clear, however, that the net size of the
SdR effect is really much smaller than one might be
led to believe from the difference between the active
and inactive levers.

23.3.2 Do Secondary Rewards Reward,
Reinstate, or Reinforce?

Describing events associated with primary reward as
SdRs suggests that the responses that animals learn to
gain access to SdRs are goal-directed. This is, how-
ever, a matter of dispute. It has often been argued in
the past that, rather than developing reward value, the
stimulus acquires the ability to drive instrumental
responding in an S–R fashion, i.e., rather than acting
as a goal in and of itself, it acts to reinforce the con-
nection between situational cues and the response.
That the conditioned reinforcing stimulus itself
might not be the object of an instrumental action, but
rather an elicitor of that action, is an explanation that
has seen some theoretical and experimental explora-
tion. Bugelski (1956), for instance, reinterpreted his
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earlier extinction test-conditioned reinforcement data

(Bugelski, 1938) using this framework and found that it

provided a satisfactory account of the results. During

acquisition training, the SdR not only follows the
instrumental response as a consequence, but on all

trials except the first bears a forward predictive rela-

tionship with later occurrences of that response. It is at

least possible that during acquisition the instrumental

action is reinforced solely by the primary reinforcer,
whereas the SdR becomes associated with the

response itself. In extinction, it is argued, the condi-

tioned reinforcer then acts, following the first

response, to delay extinction through this conditioned

ability to evoke or reinstate subsequent instrumental
responses.

Wyckoff (1959) attempted to produce a quantita-
tive model of SdR effects emphasizing the eliciting
function, or cue properties, of the conditioned rein-
forcer. This model was based on the results of an
experiment reported by Wyckoff et al. (1958) in
which rats were given conditioning trials where a
buzzer was followed by the delivery of water.
Following this training, experimental rats were
given the opportunity to press a lever in order to
secure the delivery of the buzzer without water, and
control rats were placed on an omission schedule,
where the buzzer was delivered if they refrained
from pressing the lever. Performance between the
two groups was not reliably different, which led
Wyckoff et al. to conclude that the buzzer functioned
primarily not to reward lever pressing, in which case
the experimental group should have pressed signifi-
cantly more than the control animals, but to elicit
lever pressing. This result, however, has not been
replicated, suggesting that some feature of the
experimental design, or a simple lack of power,
prevented Wyckoff et al. from observing cue-
independent conditioned reinforcing effects. Indeed,
Ward (1960) conducted a formally very similar
experiment, substituting food reward for water and
the random delivery of the cue in the control group
for the omission schedule, and demonstrated a reli-
ably greater level of responding in experimental
animals than in control animals.

An important source of evidence against the
response elicitation account of SdR effects comes
from an experimental series performed by Crowder
and his colleagues. They employed a yoked control
procedure in several different paradigms to demon-
strate the existence of secondary reward above and
beyond the effects of stimulus-based response elicita-
tion. In all experiments, the experimental animals
performed an instrumental action that was followed
by the delivery of SdR. At the same time as that
delivery, the yoked controls received noncontingent
presentation of that same stimulus. If the stimulus
elicited or reinstated further responding, it should
have done so equally in both groups. Instead, in the
extinction test paradigm (Crowder et al., 1959a), the
acquisition of a new response paradigm (Crowder
et al., 1959b), and in reacquisition (Crowder et al.,
1959c) and retention SdR paradigms (Crowder et al.,
1959d), they found superior performance in the
experimental subjects whose actions were correlated
with the delivery of the SdR. Although these results
are not completely immune to criticism derived from
the analysis of systematic sources of error in the
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Figure 3 An assessment of secondary reward
conducted in a choice test on two levers. Rats were

first given pairings between one stimulus (S1) and a

rewarding outcome (O1), whereas another stimulus was

presented unpaired (S2). Some rats were then allowed to
press two levers. In one group, one lever delivered S1 and

the other S2 (left panel) in the other group, one lever

delivered S1 and the other nothing (Ø). It is clear that both

tasks revealed a secondary rewarding effect of S1 on
performance. However, the effect is somewhat exaggerated

by the choice between S1 and Ø. When sensory reward is

taken into consideration, as it is in the choice between S1

and S2, the net secondary reward effect is significantly
smaller.
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yoked group (Church, 1964), they indicate the rela-
tively small degree of support that elicitation or
reinstatement accounts provide for instrumental
responding in SdR paradigms.

One published study has attempted to assess
whether lever pressing for the SdR is goal-directed
by devaluing the primary reward previously asso-
ciated with the SdR (Parkinson et al., 2005). In this
study rats were given pairings of a light stimulus
paired with sugar after which the sugar was paired
with illness. Although this reduced responding to the
sucrose, it did not affect the ability of the light to
serve as a secondary reward for lever pressing; lever
pressing was acquired and maintained to a compar-
able degree whether the sucrose had been devalued
or not. The authors concluded that, as the lever
pressing appeared to be independent of the value of
the primary reward, performance acquired through
SdR should be considered habitual. But what was not
confirmed in this study, however, was whether the
devaluation of the sucrose was successful in modify-
ing the reward value of the light. Indeed, as the SdR
value depends on the association of the light with the
emotional response elicited by the sucrose, rather
than by the sucrose itself (see Figure 4), it seems
unlikely that SdR could be undermined in this way.
Rather, what this account predicts is that devaluation
of the SdR could only be induced by countercondi-
tioning, i.e., pairing the light previously paired with
sucrose with a noxious consequence, such as foot
shock. Would lever pressing still have been main-
tained after this treatment? To date no studies along
these lines have been conducted, although there is
plenty of evidence from studies of conditioned pun-
ishment to conclude that at least the sensory

rewarding component of stimuli is abolished by this
means of devaluation (Killcross et al., 1997).

Other studies from our laboratory have, however,
confirmed that actions acquired for a secondary
reward are essentially goal-directed. As discussed
with respect to primary reward, one of the criteria
for defining an action as goal-directed is that it is
sensitive to the causal relationship between the
action and reward. In this experiment, rats were
first given pairings between two distinct visual cues
with one cue paired with sucrose and the other with
food pellets. After this training, the rats were trained
to press two levers, each associated with a different
visual cue. In these sessions, one of the visual cues
was also presented noncontingently; as such the non-
contingent cue was the same as that presented
contingent on pressing one lever but different from
that presented for pressing the other lever. As such
the specific R-SdR contingency was maintained on
one lever but was degraded on the other. The results
of this study are presented in Figure 5. As is clear
from this figure, the rats were sensitive to the specific
lever press–SdR contingency, reducing performance
on the action delivering the same SdR as that deliv-
ered noncontingently relative to the other action.
This result is not consistent with either the reinfor-
cing or reinstating functions of SdRs (Winterbauer,
2006).

An important aspect of the establishment of a
secondary reward is its pairing with primary reward.
The procedures that establish SdRs are, in fact, iden-
tical to those used to establish Pavlovian CRs to a
stimulus. The possibility that stimuli require some-
thing more than Pavlovian conditioning to become
conditioned reinforcers has been entertained; Skinner
(1938) proposed, for example, in a thesis later consid-
ered in detail in the work of Keller and Schoenfeld
(1950), that only stimuli that act to set the occasion for
responding to other Pavlovian stimuli could serve
as SdRs. Again, as Wike (1966) suggested, although
occasion setters may make better SdRs, there seems
to be no requirement that all conditioned reinforcers
be occasion setters. Work in our laboratory has largely
confirmed this view, in that we show perfectly
reasonable SdR effects without special modifications
to the Pavlovian conditioning phase (Winterbauer,
2006). But this raises an important issue: If SdR can
be established using Pavlovian procedures, are the
processes underlying reward and those underlying
Pavlovian incentive motivation all one and the
same? Or is this no more than a superficial, procedural
similarity?

M

Af

RemSe

S′
SdR SeR

Figure 4 Sensory reward (SeR) is derived from the

emotional effects (Rem) of stimulus change that can be

produced by the presentation of even quite neutral stimuli
(such as S9). Secondary reward (SdR) is derived from the

pairing of S9 with an excitatory sensory event (Se in this

diagram) previously established as a primary reward and

through its association with an emotional response
generated by its connection with both motivational (M) and

affective (Af ) processes (see Figure 1).
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23.4 Reward and the Anticipation of
Reward

The preceding sections have reviewed the consider-

able evidence suggesting that the influence of

changes in reward value on goal-directed instrumen-
tal actions is an important determinant of action

selection and of instrumental performance generally.

Other factors can clearly influence performance,
however. One of the most obvious, and perhaps

best-documented, influences on action selection is

that produced by stimuli ‘associated’ with reward.

Advertising has a clear influence on action selection;
if it did not the advertising industry would be a

vacuous waste of time and of advertisers’ money. Of

course, advertisers are hoping that the stimuli that
they associate with a particular product will provide

the basis for quite specific changes in choice perfor-
mance and, of course, by and large they do. It is
important to recognize, however, that, despite a
superficial similarity in some of the procedures used
to establish the reward value of particular events,
notably SdRs, there is substantial evidence suggest-
ing that the influence of cues associated with reward
on goal-directed instrumental actions is not mediated
by the reward system. In this section, we describe this
evidence as it has emerged from analyses of the
relationship between Pavlovian and instrumental
conditioning, particularly those proposing that the
motivational processes engaged by reward and by
the anticipation of reward are the same or, at the
very least, interact with one another.

23.4.1 Pavlovian-Instrumental
Interactions

In fact, some of the earliest evidence that the repre-
sentation of the instrumental outcome takes part
in action selection was found by studying how
Pavlovian and instrumental learning processes inter-
act. For instance, Trapold (1970) trained rats on a
biconditional discrimination in which, on any given
trial, subjects were allowed to choose between two
actions (left and right lever press). Trials were
initiated by the presentation of one of two discrimi-
native stimuli (tone and clicker), signaling which of
the actions would be rewarded (e.g., S1!R1 and
S2!R2). The novel feature of this experiment,
however, was that these cues also signaled the
identity of the outcome that could be earned on
that trial. Whereas the control groups earned either
food pellets (food control) or sucrose solution (sucrose
control) on both actions (e.g., S1!R1!O1 and
S2!R1!O1), the experimental group was rewarded
with one outcome (O1; e.g., pellets) for performing
one action and a different outcome (O2; e.g., sucrose)
for performing the other action (e.g., S1!R1!O1
and S2!R2!O2). Consequently, the experimental
group differed from the control groups in that, for
the former, each discriminative stimulus signaled not
only a different response but also a different outcome.
Interestingly, Trapold (1970) found that the experi-
mental group acquired more rapidly than either
control group despite the fact that the S–R arrange-
ments needed to solve the discrimination were the
same across conditions.

This phenomenon, known as the differential out-
comes effect, provides clear evidence that reward
expectations can be used to guide action selection.
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Figure 5 Contingency degradation in instrumental

conditioning using secondary rewards. After establishing
two stimuli (S1 and S2) as secondary rewards by pairing

themwith primary rewards, rats were trained to perform two

lever-press responses (R1 and R2) with one earning S1 and
the other S2. Noncontiguous presentations of one

secondary reward (e.g., S1) degraded the response–

outcome contingency (DEG) and caused a significant

reduction in responding on the lever delivering S1 (DEG)
relative to that delivering S2 (NON).
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Moreover, the representation mediating this effect
appears to consist of richly detailed information
about the sensory properties of the reward. In
Trapold’s (1970) study, the sucrose solution and
grain-based pellets used to differentially reward the
two actions were both nutritive outcomes and so
should have held a similar incentive value for hungry
rats. Since this motivational variable does not appear
to have been used to discriminate between actions,
rats probably relied instead on the sensory features
(e.g., texture, odor, taste) of the anticipated outcome.
There is even evidence that this effect can be
obtained using outcomes that differ in one motiva-
tionally irrelevant sensory feature. Fedorchak and
Bolles (1986) trained thirsty rats on a biconditional
lever press discrimination task in which each correct
response was rewarded with water. For two groups,
the delivery of water was occasionally paired with a
flashing light; whereas the light exclusively followed
just one of the two S–R arrangements in the differ-
ential outcomes group, it followed both responses
with an equal probability in the nondifferential con-
trol group. For a third group, the light was never
paired with water. Once again, the group that
received differential outcomes acquired more rapidly
than the other two groups, demonstrating that the
expectancy of a sensory event extraneous to outcome
itself could be used to guide action selection.

How does differential outcomes training provide
an advantage in discriminating between two actions?
Clearly, it must have something to do with the
Pavlovian contingencies embedded in the task (see
Figure 6, top panel). It has long been argued that
Pavlovian learning plays an important role in the
control of instrumental performance (Rescorla and
Solomon, 1967). Although we will discuss alternative
accounts shortly, let us first consider the model
Trapold and Overmier (1972) devised to explain
the differential outcomes effect and similar findings
(see Figure 6, middle panel). Their model was built
within the general framework of traditional S–R
theory (Hull, 1943), and so instrumental learning
was assumed to involve the gradual recruitment of
S–R associations through a conventional reinforce-
ment process. However, Trapold and Overmier
(1972) proposed that reward deliveries engage a sec-
ond, Pavlovian learning process capable of supporting
the acquisition of stimulus–reward associations. It was
argued that through such learning, stimuli acquired
the capacity to elicit a reward expectancy comprising
the sensory features of that event. The final step
in their argument was in allowing this reward

expectancy to enter into S–R associations like any

other sensorial event in the training environment,

i.e., the expectation of reward was assumed to acquire

discriminative control over performance. According

to this analysis, the experimental group in Trapold’s

(1970) study was provided with an additional source

of stimulus support for action selection; the correct

choice was signaled by both an auditory cue and an

expectation of the reward that could be earned on that

trial.
The differential outcomes effect provides strong

evidence that the Pavlovian learning can influence

instrumental performance through a highly specific

representation of the mediating outcome. Further

evidence for this claim comes from studies of the

so-called Pavlovian-instrumental transfer effect. For

instance, Kruse et al. (1983) first trained rats using a

biconditional procedure quite similar to that used in

differential outcomes studies (e.g., Trapold, 1970;

R
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O

Pavlovian 
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R

Eo

S O
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S R O

Outcome–response
account

Response–outcome
account

Figure 6 Schematic diagrams illustrating the associative

structure proposed to underlie instrumental conditioning on
various accounts. As shown in the top panel, the

introduction of an instrumental (R–O) contingency is

typically accompanied by an imbedded Pavlovian (S–O)
contingency, arising from incidental pairings between

contextual cues and reward. Two-process accounts of

action selection have proposed that Pavlovian learning

results in the generation of an outcome expectancy (Eo),
which may guide performance by entering into association

with the instrumental response (middle panel), or by

retrieving any response that had earned the expected

outcome (bottom panel).
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Fedorchak and Bolles, 1986), such that each stimulus

(clicker and tone) signaled both the response (left or

right lever) that would be rewarded and the identity

of its outcome (pellets or sucrose solution). During a

separate Pavlovian training phase, the group of

interest to our current discussion received pairings

between a stimulus (pause in the background white

noise) and one of the two outcomes (either pellets or

sucrose). In a subsequent test phase, Kruse et al. (1983)

found that presentations of this stimulus facilitated

instrumental performance in an outcome-dependent

manner; rats preferentially increased their perfor-

mance of the action that had shared a common

outcome with that cue, relative to the other action.

Importantly, this test was conducted in extinction,

indicating that this effect relied entirely on informa-

tion acquired during earlier training phases.
Following Kruse et al. (1983), there have been

numerous demonstrations of outcome-specific trans-

fer (Colwill and Rescorla, 1988), even using actions

that had been acquired through free operant training

(Colwill and Motzkin, 1994; Delamater, 1995;

Holland, 2004). The latter finding is important

because it reveals that Pavlovian learning can influ-

ence action selection even under conditions in which

anticipating reward provides no obvious advantage

in obtaining reward. According to Trapold and

Overmier (1972), the transfer effect emerges because

the Pavlovian outcome expectancy selectively

retrieves the response it signaled during training

through the activation of an outcome–response

association (see Figure 6, top panel). This account

applies equally well to the free operant situation.

Note that in any instrumental conditioning study

there exists an embedded Pavlovian relationship

between contextual cues and the reward delivery.

In this case, cues that best predict reward should

come to elicit an expectancy of reward capable of

entering into association with the response.
Of course, the two-process account of Trapold and

Overmier (1972) does not provide the only explanation

for the influence of Pavlovian reward expectancies

over instrumental performance. For instance, several

two-process theories have been proposed that assume

instrumental learning involves encoding some approx-

imation of the action–outcome contingency arranged

by the experimenter (Bolles, 1972; Asratyan, 1974).

According to this view, Pavlovian outcome expectan-

cies guide action selection by retrieving the action that

had actually earned that outcome during training (see

Figure 6, bottom panel).

23.4.2 The Two-Process Account
of Reward Value

How is Pavlovian-instrumental transfer relevant to
our interpretation of instrumental performance as an
instance of goal-directed action? Recall that in order
to be considered goal-directed, a behavior must be
performed because of its expected consequences; per-
formance should depend on the subject’s capacity to
(1) anticipate the outcome of the action (i.e., action–
outcome learning) and (2) evaluate the incentive
properties of that outcome (i.e., incentive learning).
Two-process theories, however, tend to attribute
incentive effects, such as the sensitivity of instrumen-
tal performance to outcome devaluation, to the
Pavlovian process (Rescorla and Solomon, 1967).
These accounts typically assume that Pavlovian learn-
ing provides the motivational support for instrumental
performance. Even Trapold and Overmier (1972),
who took an expressly associative approach, enter-
tained the possibility that incentive manipulations
have their effect by disrupting the capacity of the
Pavlovian outcome expectancy to mediate response
selection (e.g., through generalization decrement).
Others have taken a more explicitly motivational
position. Bolles (1972), for instance, proposed that
Pavlovian and instrumental processes interact based
on their shared outcome expectancies, but that this
interaction is gated by the incentive value of mediat-
ing outcome. The two-process approach, therefore,
provides a compelling explanation for the influence
of reward value over performance. According to this
account, instrumental responding is depressed follow-
ing outcome devaluation, not because of a reduction in
the reward value of the outcome and knowledge of the
underlying response–outcome contingency, but
because this treatment diminishes the Pavlovian sup-
port for performance.

The claim that Pavlovian learning plays a part
in action selection is beyond doubt. The critical
question, however, is whether these processes are
responsible for the influence of reward value over
performance. If so, it would be necessary to abandon
the goal-directed interpretation of instrumental
performance altogether. Note that since the two-
process account uses the Pavlovian–instrumental
interaction responsible for transfer to explain the
sensitivity of performance to outcome devaluation,
it predicts that these two apparently distinct forms of
action selection should share a common associative
structure. One way to evaluate this prediction, there-
fore, is to assess whether the associations guiding
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transfer and outcome devaluation are acquired at
roughly the same rate. For instance, it has been
repeatedly shown that, while sensitivity to outcome
devaluation emerges with rather limited training
(Holland, 2004; Yin et al., 2005), depending on train-
ing parameters used (e.g., number of action–outcome
contingencies), this effect is either maintained
(Colwill and Rescorla, 1985a) or attenuated (Adams,
1981; Holland, 2004) with training that is more
extensive. Alternatively, recent evidence suggests
that Pavlovian-instrumental transfer increases in
magnitude with more extensive instrumental training
(Holland, 2004).

It should also be possible to evaluate the two-
process account by analyzing the content of the
associations that mediate transfer and outcome de-
valuation. However, it is important to remember that
individual two-process theories do not agree on what
that content should be. Trapold and Overmier
(1972), for instance, argued that the response
becomes associated with an expectancy of reward
generated by prevailing stimuli, resulting in an out-
come–response association. As we have mentioned,
others (e.g., Asratyan, 1974; Bolles, 1972) have pro-
posed that the response becomes associated with the
outcome it actually produces during training, in
the form of a response–outcome association. Two-
process theories, therefore, can be distinguished by
determining whether the association responsible for
action selection reflects the actual response–outcome
contingency, or whether it is, instead, the product
of the incidental stimulus–outcome contingency
present during training. However, investigating the
relative contribution of these two contingencies to
instrumental learning is no trivial task. In any typical
instrumental conditioning study, the outcome earned
by the response is also predicted by the prevailing
situational cues (i.e., the anticipated and earned out-
comes are the same). Thus, one approach to the
problem is to create a training situation in which
this in not the case.

Several studies have used this basic strategy to
assess the associative structure underlying transfer
and outcome devaluation. For instance, Colwill
(1994) reported evidence of outcome selective trans-
fer with responses that had been concurrently trained
on distinct action–outcome contingencies. Similarly,
Colwill and Rescorla (1985b) reported that rats dis-
play an outcome-specific devaluation effect after
concurrent training of this kind. Since rats given
concurrent training are allowed to alternate freely
between responses, the context should be associated

equally with both outcomes, thereby preventing
the development of specific outcome–response
associations. The specificity of transfer and outcome
devaluation despite this treatment, therefore, seems
to suggest that both effects can be supported by
response–outcome learning.

Rescorla and Colwill (1989) and Rescorla (1992)
have attempted more directly to compare the relative
contribution of outcome–response and response–
outcome associations to these effects. For instance,
Rescorla and Colwill (1989) investigated this issue by
first pretraining rats on a common nose-poke
response with four distinct stimuli; two stimuli (S1
and S3) signaled a pellet reward and two others (S2
and S4) signaled a sucrose solution. Next, they were
given discrimination training on two responses (R1
and R2), such that one response, say R1, earned
pellets and the other response, R2, earned sucrose.
However, each response was also signaled by a stim-
ulus that had previously been paired with
the alternative outcome (i.e., S2!R1!O1 and
S1!R2!O2). According to Trapold and Over-
mier’s (1972) two-process account, this should have
resulted in the formation of, for example, a sucrose–
R1 association, even though R1 had actually been
followed by pellets. During the transfer test, rats were
allowed to perform each response in extinction while
S3 and S4 were occasionally presented. In contrast to
the predictions of the outcome–response view, it was
found that stimulus presentations selectively facilitated
performance based on the identity of the outcome that
‘followed’ a response during training (e.g., S3 increased
R1 relative to R2). Furthermore, in a separate experi-
ment, Rescorla and Colwill (1989) used the same
strategy to investigate the structure underlying out-
come devaluation performance. They found that, as
with transfer, the sensitivity of instrumental perfor-
mance to reward value was dominated by response–
outcome learning; performance was suppressed by
devaluing the outcome that the action had actually
earned during training, not the outcome that was sig-
naled by the discriminative stimulus (e.g., devaluing
O1 decreased R1 relative to R2).

There is, however, reason to question whether
these experiments provide a fair test of the out-
come–response account. This basic approach, of
course, depends entirely on the experimenter’s ca-
pacity to create a situation in which the expectation
of reward differs from the reward that is obtained by
responding. In Rescorla and Colwill’s (1989) study,
for instance, each discriminative stimulus was pre-
trained so that it would signal a different outcome
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from the one that would be earned on that trial. Since
this phase of the experiment was conducted over 4
days, however, it is possible that rats were able to
learn the new stimulus–outcome relationships (e.g.,
S1!O2), nullifying the effects of pretraining.
Rescorla (1992) addressed this issue in an experiment
otherwise quite similar to the first (Rescorla and
Colwill, 1989), except that, during the discrimination
phase, each stimulus continued to be paired with the
outcome that it predicted during initial pretraining,
while at the same time signaling that responding
could earn the opposite outcome. These additional
Pavlovian trials were added to encourage the persis-
tence of the initial stimulus–outcome learning,
thereby providing greater opportunity for any poten-
tial outcome–response associations to form during
the instrumental discrimination training. Using this
new procedure, Rescorla (1992) once again found no
evidence that outcome–response associations play a
part in outcome devaluation performance. However,
the results of transfer testing were less straightfor-
ward. He observed that stimulus presentations tended
to increase the performance of both responses,
although this effect was larger for the response that
had ‘earned’ the outcome signaled by the transfer
stimulus than it was for the response that had been
trained in ‘anticipation’ of that outcome. Thus, while
these findings suggest that both outcome devaluation
and transfer are dominated by response–outcome
learning, they also indicate that outcome–response
associations may play some, albeit limited, role in
the latter.

This conclusion does not help the two-process
account of reward value. According to this account,
the processes underlying transfer and outcome
devaluation should be identical. Perhaps more
importantly, however, these studies illustrate the dif-
ficulty in attempting to dissociate the contributions
of Pavlovian and instrumental learning to perfor-
mance. Indeed, even in these studies it is possible
that the subjects were able to confound the
experimenter’s intentions and acquire appropriate
stimulus–outcome associations during instrumental
training based on the relationship between the fea-
tures of the individual response manipulanda and the
outcome earned by those responses. For instance, rats
trained to press a lever for pellets and pull a chain for
sucrose solution may come to associate the lever
itself with pellets and the chain with sucrose. Such
learning would ensure that the rat anticipated the
reward that they would actually obtain for perform-
ing the response, even in the presence of a context

that signaled both rewards (e.g., Colwill and Rescorla,
1985b; Colwill, 1994) or a Pavlovian cue that signaled
a different reward (e.g., Rescorla and Colwill, 1989;
Rescorla, 1992).

This problem can be avoided, however, by
training distinct action–outcome contingencies on a
common response manipulandum. For instance,
Dickinson et al. (1996) trained rats to push a verti-
cally positioned pole to the left and right for
different outcomes; for half the rats, left pushes
earned food pellets and right pushes earned a mal-
todextrin solution, whereas the other half was
trained with the opposite arrangement. Rats were
then sated on one of the two outcomes in order to
selectively reduce its reward value. Immediately
after this treatment, they were given an extinction
test in which the pole was available and could be
pushed freely in either direction without conse-
quence. Dickinson et al. (1996) found that, despite
having both actions trained on a common manipu-
landum, the rats were able to use response–outcome
training relationships to guide their action selection
according to outcome value; rats were less likely to
push the pole in the direction that had earned the
now devalued outcome, relative to the other direc-
tion. This finding is incompatible with the two-
process account, which predicts that outcome-selec-
tive devaluation should never emerge in the absence
of differential stimulus–outcome contingencies.
Instead, it provides strong support for the view
that instrumental performance is goal-directed and
that its sensitivity to reward value depends on
response–outcome learning.

One final method for evaluation of the two-
process account of reward value involves assessing
the interaction between transfer and outcome de-
valuation. If these phenomena rely on the same
underlying structure, then the capacity of a
Pavlovian cue to facilitate performance should
depend on the value of the mediating outcome
representation. Colwill and Rescorla (1990) directly
investigated the role of incentive value in outcome
selective transfer. Rats were initially given bicondi-
tional discrimination training using differential
outcomes, such that one stimulus (S1) signaled
that pellets could be earned on one response (R1)
and the other stimulus (S2) signaled that sucrose
could be earned on a different response (R2).
Subsequently, they were given free operant train-
ing on two new responses (R3 and R4), such that
each earned a unique outcome (either pellets or
sucrose). One outcome was then devalued through
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conditioned taste aversion and then a transfer test
was conducted in extinction, with both R3 and R4
available. Although rats were, in general, less likely
to perform the response that had earned the deva-
lued outcome than the other response, both
responses were selectively facilitated by presenta-
tions of the stimulus with which they shared a
common outcome. Moreover, the magnitude of
this transfer effect, measured in the difference
from baseline performance, was comparable across
responses. This basic finding, that devaluing an
outcome fails to diminish its capacity to mediate
Pavlovian-instrumental transfer, has since been
replicated in a number of studies (Rescorla, 1994;
Holland, 2004).

Altogether, there appears to be scant support for
the two-process account of reward value. The asso-
ciative processes supporting outcome devaluation
and transfer appear to be acquired at different rates
and encode somewhat different content. Furthermore,
instrumental responses remain sensitive to outcome
devaluation under conditions that cannot support
differential stimulus–outcome learning. Finally, the
Pavlovian-instrumental interaction responsible for
transfer does not appear to depend on the reward
value of the retrieved outcome. Instead, these findings
strengthen the goal-directed view of instrumental
action and, while demonstrating that reward anticipa-
tion influences action selection, it is also clear that this
effect is not mediated by the reward system.

23.5 Summary and Conclusions

We have argued that the reward system is a special-
ization that developed in the service of goal-
directed action allowing animals to encode the rela-
tive values of specific environmental events. These
values provide the basis for choice, allowing animals
to decide on a course of action based not only on
knowledge or information as to the consequences of
an action but on the basis of the value of those
consequences.

Encoding the reward value of a particular event
involves the formation of an association between the
specific sensory representation of that event and an
emotional response. In the case of primary rewards,
the emotional response is directly determined by the
activity of specific motivational and affective pro-
cesses engaged during consummatory contact with
the outcome. Thus, by virtue of their biologically
active properties (e.g., nutrient, fluidic, pheromonal),

rewarding events (food, fluid, sex objects, and so on)

are readily able to activate these underlying systems

that modify emotional responses as one of the con-

sequences of that activation. Basing the evaluation of

primary rewards on emotional responses is adaptive

if those responses are determined by the operation

of these basic motivational and affective systems,

which is essential if the animal’s choice between

alternative courses of action is to remain, by and

large, adaptive too. In the case of secondary rewards,

the emotional response is, of course, determined by

the primary reward with which it is paired. By

basing the transfer of value from primary to second-

ary rewards on an emotional response, the selection

of actions, even when they are directed toward

achieving apparently quite arbitrary goals, can be

understood as being constrained by primary motiva-

tional processes through their influence on

emotional responses.
Finally, we addressed the distinction between the

role the reward system plays in assigning reward

value and the processes controlling the anticipation

of reward. These are quite distinct aspects of behav-

ioral control; although cues that signal forthcoming

rewards can provide information that can be used by

the goal-directed system, they do not depend, ulti-

mately, on the reward system to play that role. As

such, the influence of reward-related cues on action

selection does not replace or explain away the func-

tions of the reward system in this regard. Rather, the

distinct processes mediating the effects of reward and

of the anticipation of reward provides the basis for

understanding the role that cognitive processes gen-

erally play in goal-directed action. Because it

constrains the event relations to which an animal is

exposed, there has been a long tradition of using

Pavlovian conditioning to model the cognitive con-

trol of behavior. The fact that, ultimately, this

system is concerned with the production of reflexive

responses would, however, appear to render this

approach perhaps a little too abstract. It makes

more sense to study the role of cognition in a behav-

ioral system within which information can act to

influence performance. Based on the evidence

reviewed here that animals are able to exert control

over their instrumental actions, choose between

actions based on the relative value of their conse-

quences, and use predictive information to influence

action selection, we suggest that instrumental condi-

tioning provides the more precise model of this

capacity.

500 Theory of Reward Systems



Acknowledgments

The preparation of this chapter was supported by the

National Institute of Mental Health, grant #56446.

References

Adams CD (1981) Variations in the sensitivity of instrumental
responding to reinforcer devalaution. Q. J. Exp. Psychol. B
34: 77–98.

Adams CD and Dickinson A (1981) Instrumental responding
following reinforcer devaluation. Q. J. Exp. Psychol. B 33:
109–121.

Asratyan EA (1974) Conditioned reflex theory and motivational
behavior. Acta Neurobiol. Exp. 34: 15–31.

Balleine B (1992) Instrumental performance following a shift in
primary motivation depends on incentive learning. J Exp
Psychol Anim Behav Process 18: 236–250.

Balleine BW (2001) Incentive processes in instrumental
conditioning. In: Klein RMS (ed.) Handbook of Contemporary
Learning Theories, pp. 307–366. Hillsdale, NJ: Lawrence
Erlbaum Associates.

Balleine B and Dickinson A (1991) Instrumental performance
following reinforcer devaluation depends upon incentive
learning. Q. J. Exp. Psychol. B 43: 279–296.

Balleine BW and Dickinson A (1994) The role of cholecystokinin
in the motivational control of instrumental action. Behav.
Neurosci. 108: 590–605.

Balleine BW and Dickinson A (1998a) Goal-directed
instrumental action: Contingency and incentive learning and
their cortical substrates. Neuropharmacology 37: 407–419.

Balleine BW and Dickinson A (1998b) The role of incentive
learning in instrumental outcome revaluation by specific
satiety. Anim. Learn. Behav. 26: 46–59.

Balleine B, Ball J, and Dickinson A (1994) Benzodiazepine-
induced outcome revaluation and the motivational control of
instrumental action in rats. Behav. Neurosci. 108: 573–589.

Balleine B, Davies A, and Dickinson A (1995a) Cholecystokinin
attenuates incentive learning in rats. Behav. Neurosci. 109:
312–319.

Balleine B, Garner C, and Dickinson A (1995b) Instrumental
outcome devaluation is attenuated by the anti-emetic
ondansetron. Q. J. Exp. Psychol. B 48: 235–251.

Berlyne DEC (1960) Contact, Arousal and Curiosity. New York:
McGraw-Hill.

Bernstein IL (1999) Taste aversion learning: A contemporary
perspective. Nutrition 15: 229–234.

Berridge K, Grill HJ, and Norgren R (1981) Relation of
consummatory responses and preabsorptive insulin release
to palatability and learned taste aversions. J. Comp. Physiol.
Psychol. 95: 363–382.

Bolles RC (1972) Reinforcement, expectancy, and learning.
Psychol. Rev. 79: 394–409.

Bugelski BR (1956) The Psychology of Learning. New York: Holt.
Bugelski R (1938) Extinction with and without sub-goal

reinforcement. J. Comp. Psychol. 26: 121–134.
Church RM (1964) Systematic effect of random error in the

yoked control design. Psychol. Bull. 62.
Colwill RM (1994) Associative representations of instrumental

contingencies. In: Medin DL (ed.) The Psychology of
Learning and Motivation, pp. 1–72. New York: Academic
Press.

Colwill RM and Motzkin DK (1994) Encoding of the
unconditioned stimulus in Pavlovian conditioning. Anim.
Learn. Behav. 22: 384–394.

Colwill RM and Rescorla RA (1985a) Instrumental responding
remains sensitive to reinforcer devaluation after extensive
training. J. Exp. Psychol. Anim. Behav. Process. 11:
520–536.

Colwill RM and Rescorla RA (1985b) Postconditioning
devaluation of a reinforcer affects instrumental responding.
J. Exp. Psychol. Anim. Behav. Process. 11: 120–132.

Colwill RM and Rescorla RA (1986) Associative structures in
instrumental learning. In: The Psychology of Learning and
Motivation, pp. 55–104 Orlando: Academic Press.

Colwill RM and Rescorla RA (1988) Associations between the
discriminative stimulus and the reinforcer in instrumental
learning. J. Exp. Psychol. Anim. Behav. Process. 14: 155–164.

Colwill RM and Rescorla RA (1990) Effect of reinforcer
devaluation on discriminative control of instrumental
behavior. J. Exp. Psychol. Anim. Behav. Process. 16: 40–47.

Crowder WF, Morris JB, and McDaniel MH (1959a) Secondary
reinforcement or response facilitation? I. Resistance to
extinction. J. Psychol. 48: 299–302.

Crowder WF, Gill K Jr, Hodge CC, and Nash FA Jr (1959b)
Secondary reinforcement or response facilitation? II.
Response acquisition. J. Psychol. 48: 303–306.

Crowder WF, Gay BR, Bright MG, and Lee MF (1959c)
Secondary reinforcement or response facilitation? III.
Reconditioning. J. Psychol. 48: 307–310.

Crowder WF, Gay BR, Fleming WC, and Hurst RW (1959d)
Secondary reinforcement or response facilitation? IV. The
retention method. J. Psychol. 48: 311–314.

Damasio A (1994) Descartes’ Error. New York: G.P. Putnam’s
Sons.

Davis J and Bitterman ME (1971) Differential reinforcement of
other behavior (DRO): A yoked-control comparison. J. Exp.
Anal. Behav. 15: 237–241.

Delamater AR (1995) Outcome-selective effects of intertrial
reinforcement in Pavlovian appetitive conditioning with rats.
Anim. Learn. Behav. 23: 31–39.

Dickinson A (1985) Actions and habits: The development of
behavioural autonomy. Philos. Trans. R. Soc. Lond. B 308:
67–78.

Dickinson A (1989) Expectancy theory in animal conditioning.
In: Klein SB and Mowrer RR (eds.) Contemporary Learning
Theories: Pavlovian Conditioning and the Status of
Traditional Learning Theories, pp. 279–308. Hillsdale, NJ:
Lawrence Erlbaum Associates.

Dickinson A (1994) Instrumental conditioning. In: Mackintosh NJ
(ed.) Animal Cognition and Learning, pp. 4–79. London:
Academic Press.

Dickinson A and Balleine BW (1994) Motivational control of
goal-directed action. Anim. Learn. Behav. 22: 1–18.

Dickinson AB and Balleine B (1995) Motivational control of
instrumental action. Curr. Dir. Psychol. Sci. 4: 162–167.

Dickinson A and Balleine BW (2002) The role of learning in the
operation of motivational systems. In: Gallistel CR (ed.)
Learning, Motivation and Emotion, Vol. 3: Stevens’
Handbook of Experimental Psychology, 3rd edn.,
pp. 497–533. New York: John Wiley.

Dickinson A, Campos J, Varga Z, and Balleine BW (1996)
Bidirectional control of instrumental conditioning. Q. J. Exp.
Psychol. 49B: 289–306.

Dickinson A and Mulatero CW (1989) Reinforcer specificity of
the suppression of instrumental performance on a non-
contingent schedule. Behav. Process. 19: 167–180.

Dickinson A, Squire S, Varga Z, and Smith JW (1998) Omission
learning after instrumental pretraining. Q. J. Exp. Psychol.
51B: 271–286.

Everitt BJ and Stacey P (1987) Studies of instrumental behavior
with sexual reinforcement in male rats (Rattus norvegicus): II.
Effects of preoptic area lesions, castration and testosterone.
J. Comp. Psychol. 101: 407–419.

Theory of Reward Systems 501



Fedorchak PM and Bolles RC (1986) Differential outcome effect
using a biologically neutral outcome difference. J. Exp.
Psychol. Anim. Behav. Process. 12: 125–130.

Garcia J (1989) Food for Tolman: Cognition and cathexis in
concert. In: Archer T and Nilsson L-G (eds.) Aversion,
Avoidance and Anxiety, pp. 45–85. Hillsdale, NJ: Lawrence
Erlbaum Associates.

Hendersen RW and Graham J (1979) Avoidance of heat by rats:
Effects of thermal context on the rapidity of extinction. Learn.
Motiv. 10: 351–363.

Hershberger WA (1986) An approach through the looking-glass.
Anim. Learn. Behav. 14: 443–451.

Holland PC (1979) Differential effects of omission contingencies
on various components of Pavlovian appetitive conditioned
responding in rats. J. Exp. Psychol. Anim. Behav. Process. 5:
178–193.

Holland PC (2004) Relations between Pavlovian-instrumental
transfer and reinforcer devaluation. J. Exp. Psychol. Anim.
Behav. Process. 30: 104–117.

Hull CL (1943) Principles of Behavior. New York: Appleton.
Hull CL (1952) A Behavior System. New York: Wiley.
Keller FS and SchoenfeldWN (1950) Principles of Psychology: A

Systematic Text in the Science of Behavior. East Norwalk,
CT: Appleton-Century-Crofts.

Killcross AS, Everitt BJ, and Robins TW (1997) Symmetrical
effects of amphetamine and alpha-flupenthixol on
conditioned punishment and conditioned reinforcement:
Contrasts with midazolam. Psychopharmacology (Berl) 129:
141–152.

Kish GB (1966) Studies of sensory reinforcement. In: Honig WK
(ed.) Operant Behavior: Areas of Research and Application,
pp. 109–159. New York: Appleton-Century-Crofts.

Konorski J (1967) Integrative Activity of the Brain. Chicago:
University of Chicago Press.

Kruse JM, Overmier JB, Konz WA, and Rokke E (1983)
Pavlovian conditioned stimulus effects upon instrumental
choice behavior are reinforcer specific. Learn. Motiv. 14:
165–181.

Limebeer CL and Parker LA (2000) The antiemetic drug
ondansetron interferes with lithium-induced conditioned
rejection reactions, but not lithium-induced taste
avoidance in rats. J. Exp. Psychol. Anim. Behav. Process.
26: 371–384.

Lopez M, Balleine BW, and Dickinson A (1992) Incentive
learning and the motivational control of instrumental
performance by thirst. Anim. Learn. Behav. 20: 322–328.

Mowrer OH (1960) Learning Theory and the Symbolic
Processes. New York: Wiley.

Myers KP and Sclafani A (2001) Conditioned enhancement of
flavor evaluation reinforced by intragastric glucose. II. Taste
reactivity analysis. Physiol. Behav. 74: 495–505.

Parkinson JA, Roberts AC, Everitt BJ, and Di Ciano P (2005)
Acquisition of instrumental conditioned reinforcement is
resistant to the devaluation of the unconditioned stimulus.Q.
J. Exp. Psychol. B 58: 19–30.

Pavlov IP (1927) Conditioned Reflexes: An Investigation of the
Physiological Activity of the Cerebral Cortex, Anrep GV
(trans.). London: Oxford University Press.

Rescorla RA (1992) Response-outcome versus outcome-
response associations in instrumental learning. Anim. Learn.
Behav. 20: 223–232.

Rescorla RA (1994) Transfer of instrumental control mediated
by a devalued outcome. Anim. Learn. Behav. 22: 27–33.

Rescorla RA and Colwill RM (1989) Associations with
anticipated and obtained outcomes in instrumental learning.
Anim. Learn. Behav. 17: 291–303.

Rescorla RA and Solomon RL (1967) Two-process learning
theory: Relationships between Pavlovian conditioning and
instrumental learning. Psychol. Rev. 74: 151–182.

Robbins TW, Cador M, Taylor JR, and Everitt BJ (1989) Limbic-
striatal interactions in reward-related processes. Neurosci.
Biobehav. Rev. 13: 155–162.

Sheffield FD (1965) Relation between classical and instrumental
conditioning. In: Prokasy WF (ed.) Classical Conditioning,
pp. 302–322. New York: Appleton-Century-Crofts.

Skinner BF (1938) The Behavior of Organisms: An Experimental
Analysis. New York, London: D. Appleton-Century.

Spence KW (1956) Behavior Theory and Conditioning. New
Haven: Yale University Press.

Taylor JR and Robbins TW (1984) Enhanced behavioural control
by conditioned reinforcers following microinjections of
d-amphetamine into the nucleus accumbens.
Psychopharmacology (Berl.) 84: 405–412.

Trapold MA (1970) Are expectancies based upon different
positive reinforcing events discriminably different? Learn.
Motiv. 1: 129–140.

Trapold MA and Overmier JB (1972) The second learning
process in instrumental conditioning. In: Black AA and
Prokasy WF (eds.) Classical Conditioning: II. Current
Research and Theory, pp. 427–452. New York: Appleton-
Century-Crofts.

Ward GI (1960) Secondary reinforcement with cue stimulus
effects reduced. Proc. WV Acad. Sci. 32: 205–208.

Wike EL (1966) Secondary Reinforcement: Selected
Experiments. New York: Harper and Row.

Williams DR and Williams H (1969) Auto-maintenance in the
pigeon: Sustained pecking despite contingent non-
reinforcement. J. Exp. Anal. Behav. 12: 511–520.

Winterbauer NE (2006) Conditioned Reinforcement. PhD
Thesis, University of California at Los Angeles.

Woodson JC and Balleine BW (2002) An assessment of factors
contributing to instrumental performance for sexual reward
in the rat. Q. J. Exp. Psychol. B 55: 75–88.

Wyckoff LB (1959) Toward a quantitative theory of secondary
reinforcement. Psychol. Rev. 66: 68–78.

Wyckoff LB, Sidowski J, and Chambliss DJ (1958) An
experimental study of the relationship between secondary
reinforcing and cue effects of a stimulus. J. Comp. Physiol.
Psychol. 51: 103–109.

Yin HH, Knowlton BJ, and Balleine BW (2005) Blockade of
NMDA receptors in the dorsomedial striatum prevents
action-outcome learning in instrumental conditioning. Eur. J.
Neurosci. 22: 505–512.

Zimmerman DW (1969) Patterns of responding in a chained
schedule altered by conditioned reinforcement. Psychonom.
Sci. 16: 120–126.

502 Theory of Reward Systems



24 The Molecular Mechanisms of Reward
C. A. Winstanley, University of British Columbia, Vancouver, Canada

E. J. Nestler, The University of Texas Southwestern Medical Center, Dallas, TX, USA

ª 2008 Elsevier Ltd. All rights reserved.

24.1 Introduction 503

24.2 Researching Reward Processes: What Do We Mean by Reward and How Do We

Measure It? 504

24.3 The Neural Circuitry of Reward 505

24.3.1 The Nucleus Accumbens 505

24.3.2 The Amygdala 507

24.3.3 The Prefrontal Cortex 507

24.3.3.1 The prelimbic cortex 507

24.3.3.2 The orbitofrontal cortex 508

24.4 Dopamine and Reward 509

24.5 Cellular and Molecular Targets of the Dopamine-Reward System: Insights

from Drug Addiction 509

24.5.1 The CREB and Fos Families of TFs 511

24.5.2 Clock 514

24.6 The Role of CREB and �FosB in Response to Natural Rewards and Stress 514

24.7 Target Genes of CREB and �FosB 515

24.7.1 Dynorphin in the VTA-NAc Pathway 515

24.7.2 Cyclin-Dependent Kinase 5 517

24.7.3 Nuclear Factor Kappa B 517

24.7.4 Brain-Derived Neurotrophic Factor 517

24.7.4.1 The neurotrophic hypothesis of depression 518

24.7.4.2 BDNF within the VTA-NAc: Reward processing and addiction 518

24.7.5 Glutamate Receptors 519

24.8 Molecular Changes within the PFC 519

24.9 Beyond Corticolimbic Circuitry: A Role for Hypothalamic Feeding Peptides

in Reward-Related Learning? 520

24.10 Overview 521

References 522

24.1 Introduction

This article considers the molecular mechanisms which
have been implicated in aspects of reward processing
and reward-related learning. A brief description of the
nature of reward and the animal learning theory asso-
ciated with its assessment is provided. The neural
circuitry involved in implicating these psychological
processes is then described, with emphasis placed on
the nucleus accumbens (NAc), amygdala, and frontal
cortex. Dopaminergic regulation of these structures has
been shown to play a pivotal role in mediating reward-
related behavior, and the intracellular signaling cas-
cades affected by dopamine release have provided us
with novel insight into the molecular basis of reward

processing. In particular, data are considered from
research into both drug addiction and depression,
with a focus on the transcription factors cyclic adeno-
sine monophosphate response element binding protein
(CREB) and �FosB as well as some of their down-
stream targets. Dissociable roles are identified for
different molecules in the regulation of reward.
Furthermore, in parallel to data from neurochemical
investigations, the behavioral effects of manipulating
molecular pathways depend on both the region
targeted and the time course of action. Greater under-
standing of reward processing at the molecular level is
being achieved through combining expertise developed
within the fields of psychology and molecular biology.
Such an approach can further our knowledge of the
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detrimental changes in brain function which are inher-
ent within addiction and affective disorders and which
are associated with maladaptive assessment of reward
and motivation.

24.2 Researching Reward
Processes: What Do We Mean by
Reward and How Do We Measure It?

Before we consider its molecular basis, we need to
establish the nature of the psychological processes
covered by the term ‘reward.’ This topic is dealt with
in more detail elsewhere in this reference work (See
Chapter 23); therefore, only a brief summary will be
included here to enable discussion of subsequent
experimental work. In its most simple terms, a reward
is a positive stimulus, that is, something which the
individual values and enjoys. Rewards carry emotional
significance, and individuals are motivated to expend
effort to attain them. The study of how reward and
reward-related stimuli inform behavior contributes a
significant amount to our knowledge of learning and
memory processes.

In terms of animal learning theory, an innately
rewarding stimulus, such as food, is known as an
unconditioned stimulus (US). This elicits an uncon-
ditioned, automatic response (UR), for example,
salivation. If the US is repeatedly paired with a
previously neutral stimulus, such as a light, an asso-
ciation will be learned between presentation of the
light and food reward, such that illumination of the
light alone will cause the animal to salivate. The light
is now regarded as a conditioned stimulus (CS),
and the response it elicits is termed a conditioned
response (CR). This process is known as Pavlovian
conditioning and forms the basis of associative learn-
ing. Although conceptually quite simple, the effects
that a CS can exert over behavior are far-reaching
and can influence goal-directed behavior. For exam-
ple, a rat can learn to press a lever to earn a food
pellet through instrumental conditioning processes
(see Figure 1). If delivery of that food pellet is
repeatedly paired with presentation of a light CS,
the CS will acquire some of the appetitive value of
the food and become rewarding in its own right such
that the rat will press the lever to turn the light on.
The CS is then called a conditioned reinforcer (CRf).

Instrumental actionInternal
representations

Instrumental
outcome

Incentive value
NastyNiceSugar

pellets

Sugar
pellets

CS

Action-outcome
event

Lever
pressing

Lever
pressing

CS

Pavlovian
association

Pavlovian-
instrumental
transfer (PIT)

Instrumental
contingency

Figure 1 A schematic of some factors which affect instrumental learning. An action such as pressing a lever leads to the

delivery of sugar pellets, accompanied by the onset of a stimulus light (the conditioned stimulus: CS). This action-outcome
event (contained within the tan box) is detected and represented internally. Degrading the encoding of this contingency will

have a direct effect on instrumental performance. The value of the outcome is determined by incentive learning (i.e., how nice

the sugar pellets are). This can be affected by themotivational state of the animal. The attribution of incentive value affects the

representation of the instrumental outcome, such that changing this value has an impact upon truly goal-directed
instrumental behavior (see the section titled ‘The prelimbic cortex’). The CS is also associated with the incentive value of the

instrumental outcome through Pavlovian conditioning. Presentation of the CS can invigorate responding for the outcome

through Pavlovian to instrumental transfer (PIT). Based on Cardinal RN, Parkinson JA, Hall J, and Everitt BJ (2002) Emotion

and motivation: The role of the amygdala, ventral striatum, and prefrontal cortex. Neurosci. Biobehav. Rev. 26: 321–352;
figure 2, p. 327; used with permission from Elsevier Science.
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The noncontingent presentation of a CS can also
influence ongoing instrumental responding in a pro-
cess known as Pavlovian to instrumental transfer
(PIT). For example, presentation of a tone associated
with sucrose delivery will increase lever-pressing for
sucrose (conditioned motivation). Conversely, if a
light has been paired with a painful stimulus such as
footshock, presentation of the light CS will decrease
lever-pressing for reward (conditioned suppression).

These concepts inform more than just animal
learning theory: experiments designed using these psy-
chological constructs provide valuable insight into the
processing of reward in psychopathology. The inability
to find stimuli rewarding, as well as an excessive desire
for certain rewards, are symptoms of several mental
disorders, including depression, attention-deficit/
hyperactivity disorder and drug addiction, among
others. Research into the mechanisms of reward-
related learning has therefore contributed to our
understanding of these conditions. Just as a CS paired
with food stimulates lever-pressing for reward in rats,
stimuli paired with drug reward can lead to craving for
drug and relapse to drug-seeking in both rats and
human addicts (de Wit and Stewart, 1981; Childress
et al., 1988). Failure to alter behavior when the incen-
tive value of a reward changes also has obvious
implications for substance abuse disorders, where
addicts continue to use drugs despite increasingly
negative consequences and reductions in the reward
experienced. In rats, food reward can be devalued by
pairing food delivery with an injection of lithium
chloride, which induces nausea, or by feeding animals
to satiation. Such devaluation procedures subsequently
alter the way in which animals respond to food pre-
sentation or to a CS paired with that reward, making it
possible to investigate the biological basis of this aspect
of reward processing.

24.3 The Neural Circuitry
of Reward

Considerable evidence has been amassed concerning
the neural circuitry underpinning reward-related
learning (see Cardinal, 2001, for review). The pro-
cessing of reward occurs in a distributed network of
structures comprising both cortical and subcortical
areas, the majority of which are connected within the
limbic or affective corticostriatal loop (Figure 2)
(Alexander et al., 1986). Within this framework,
structures involved in higher-order cognitive func-
tion such as the prefrontal cortex (PFC) interact with

areas of the limbic system heavily implicated in emo-
tional processing and memory, such as the amygdala
and hippocampal formation. These structures are
interconnected with the NAc, often described as the
reward center of the brain. This circuit influences
motor output and motivation via the ventral palli-
dum and mediodorsal thalamus, which also project
back to the PFC. We will focus on three of the most
studied areas: the NAc, the amygdala, and regions of
the PFC. Given that the focus of this chapter is to
discuss the molecular basis of reward, the majority of
research of which has been undertaken in rodents, we
will focus on data supporting a role for these regions
in the reward system of the rat, although these areas
and their homologues have been heavily implicated
in reward processing in both monkeys and humans.

24.3.1 The Nucleus Accumbens

TheNAc is probably themost widely studied region in
terms of regulating reward-related learning. This
region has been labeled the ‘limbic-motor interface’
due to its extensive connections with limbic structures,
such as the amygdala, hippocampus, and PFC, in addi-
tion to its projections to motor output areas. The NAc
is therefore thought to be a key node in the limbic
corticostriatal loop, wherein diverse types of informa-
tion from both cortical and subcortical structures are
integrated and key signals generated to enable the
implementation of behavioral change relevant to goal-
seeking. The NAc can be divided into the core
(NAc-C) and shell (NAc-Sh) subregions, which differ
in both structure and function (Groenewegen et al.,
1987; Voorn et al., 1989; Berendse et al., 1992).
Whereas the NAc-C projects predominantly to the
ventral pallidum, the shell also projects to subcortical
structures, including the lateral hypothalamus and peri-
aqueductal grey. Damage to the NAc does not prevent
animals frommaking a response to earn food reward, or
from adjusting their responding when the value of that
reward changes, that is, animals are still capable of goal-
directed behavior (see the section titled ‘The prefrontal
cortex’). However, the ability of a CS to regulate beha-
vior is profoundly affected by NAc lesions. Damage to
the NAc-C disrupts PIT and the acquisition of auto-
shaping, a Pavlovian conditioning paradigm where
presentation of a CS with food delivery leads animals
to approach the CS (Parkinson et al., 1999; Hall et al.,
2001). Damage to the NAc also impairs conditioned
place preference, where animals learn to associate a
specific context or place with reward delivery and
therefore spend more time in this location. Neither

The Molecular Mechanisms of Reward 505



damage to the core or shell abolishes CRf per se, but
manipulations of the dopaminergic innervation of the
NAc can alter responding for CRf (see the section titled
‘Dopamine and reward’). As well, damage to the NAc
results in decreased tolerance to the delay of reward,
such that animals will choose a small immediate reward
over a larger but more delayed one, a concept which

has direct relevance to models of impulsive behavior
(Cardinal et al., 2001). In contrast, selective lesions of
the NAc-Sh do not appear to have such a pronounced
effect on the conditioned responses to rewards, that is,
reward-related learning, but this region plays an impor-
tant role in the unconditioned response to primary
reinforcers. In particular, the NAc-Sh appears to alter
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Figure 2 Simplified diagram of the limbic corticostriatal loop. (Abbreviations: ACC, anterior cingulate cortex, OFC,

orbitofrontal cortex; PrLC, prelimbic cortex; BLA, basolateral amygdala; CeA, central amygdala; VTA, ventral tegmental area;
SNc, substantia nigra pars compacta; NAc-C, nucleus accumbens core; NAc-Sh, nucleus accumbens shell; VP, ventral

pallidum; MD, mediodorsal thalamus.) The frontal cortex is functionally heterogeneous, and several frontal regions are

involved in different aspects of instrumental responding. As discussed in the text, the PrLC, part of the medial prefrontal
cortex, is involved in detecting the instrumental action-outcome contingency and is essential for the maintenance of goal-

directed behavior. The functions of the ACC are complex and are not described in detail here, but involve resolving response

conflict and error detection, whereas the insular cortex, containing the primary gustatory cortex, encodes the primary sensory

qualities of specific foods. The OFC plays a role in integrating changes in the incentive value of a reward with representations
of the expected outcome, a function which is thought to depend on its connections with the BLA. The BLA is one of the

primary structures involved in encoding CS-US associations and is necessary for the presentation of a CS to trigger retrieval

of the motivational value of its associated US. It can work in concert with the CeA to influence brainstem function, arousal, and

neurotransmitter release. As the ‘limbic-motor interface,’ the NAc combines information from both frontal and amygdalar
systems, as well as from other inputs, to generate motivational drive. The NAc-Sh signals the motivational properties of

unconditioned (primary) reinforcers, whereas the NAc-C has a more pronounced role in mediating the motivational impact

which Pavlovian conditioned stimuli have on behavior. Adapted from Cardinal RN, Parkinson JA, Hall J, and Everitt BJ (2002)
Emotion and motivation: The role of the amygdala, ventral striatum, and prefrontal cortex. Neurosci. Biobehav. Rev. 26:

321–352; figure 3, p. 329; used with permission from Elsevier Science.
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the motivational impact of rewards, such that inhibition
of NAc-Sh activity induces overeating, an effect
attributable to its connections with the lateral hypotha-
lamus (Stratford and Kelley, 1999). Inhibition of
neuronal firing is also observed when animals engage
in a sequence of reward-seeking and consumption
(Taha and Fields, 2006), which results in disinhibition
of activity in target brain regions such as the hypotha-
lamus. Activity within the NAc may therefore act to
gate appetitive behavior through its influence over
reward-related brain circuitry.

24.3.2 The Amygdala

The first indication that the amygdala was one of the
most important brain regions for the processing of
affective stimuli was the discovery that damage loca-
lized to this area produced marked deficits in
emotional display and apparent fearlessness in mon-
keys (Kluver and Bucy, 1939). Humans with damage
to the amygdala show a variety of impairments in
emotional perception and expression, and can unwit-
tingly endanger themselves through failing to process
danger or risk. The amygdala can be divided into
multiple nuclei based on cytoarchitectonic distinc-
tions (Pitkanen, 2000). Functional dissociations have
also been observed between the different units. In
particular, the central nucleus (CeA) and basolateral
nucleus (BLA) of the amygdala have been implicated
in divergent forms of affective processing (Everitt
et al., 2000). Both the BLA and CeA receive sensory
input, yet the BLA has more prominent connections
with the frontal cortices and ventral striatum, while
the CeA shares more numerous connections with
areas within the hypothalamus and brainstem.

It is generally thought that the BLA plays an integral
role in Pavlovian conditioning involving both appetitive
and aversive stimuli (See Chapter 21) (Davis, 1998;
LeDoux, 2000). One of the most commonly used para-
digms to measure emotional learning is fear
conditioning, in which animals form an association
between a painful footshock and a particular stimulus
such as a light or tone. Animals rapidly learn this
association and freeze during subsequent presentations
of the CS, indicative of a state of fear, yet this freezing is
much less evident following BLA or CeA lesions. More
sophisticated analysis of Pavlovian conditioning proce-
dures suggests that the BLA is necessary in order for
presentation of the CS to trigger retrieval of the value
of the US with which it was paired. Although BLA-
lesioned animals show evidence of learning simple
CS-US associations, changing the value of a reward

does not alter the way in which the animal responds
to the associated CS. For example, BLA-lesioned rats
show aversion to a devalued food, but still approach the
food magazine when the CS paired with the devalued
food is presented (Hatfield et al., 1996). Likewise,
although BLA-lesioned monkeys show preference for
different foods (i.e., can still make value judgments),
they are unable to alter their choice preference when
the value of a particular food has been changed through
devaluation. This idea that the BLA is involved in
processing the incentive value of rewards and reward-
related stimuli associated with them has been very
influential and is thought to depend on its connections
with the orbitofrontal cortex (OFC) (Baxter et al., 2000;
see the section titled ‘The orbitofrontal cortex’). Given
its proximity to the hippocampus and other limbic
structures heavily implicated in memory processing
and storage, the BLA is ideally positioned to mediate
the effect of emotional arousal on memory.

24.3.3 The Prefrontal Cortex

The PFC is involved in numerous higher-order cog-
nitive functions, such as decision-making, attention,
problem solving, strategy development, and working
memory (See Chapter 9). Such processes exert
powerful control over goal-directed behavior. The
PFC is both structurally and functionally heteroge-
neous, and a discussion of the role of each subregion
is beyond the scope of this article. We will focus on
two areas which appear to be particularly important
in reward processing: the medial PFC (mPFC) as
exemplified by the prelimbic and anterior cingulate
regions, and the ventral PFC encompassing the
orbitofrontal and agranular insular cortices.

24.3.3.1 The prelimbic cortex

This region of the rat mPFC is involved in the
acquisition of goal-directed behavior. In order for
action to be considered goal-directed, it must fulfill
two criteria: (1) the animal must be aware of
the causal link between the instrumental action and
its outcome (i.e., a rat pressing a lever for food knows
that pressing the lever results in delivery of food
reward) and (2) the outcome for which the animal
is responding must be considered a goal by the
animal (i.e., the rat wants the food). Instrumental
responding ceases to be goal-directed once it
becomes habitual, that is, the animal is insensitive to
changes in the incentive value of the reward or to the
presence of an instrumental contingency. Behavior is
instead controlled by simple stimulus-response (S-R)
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associations in which stimuli or outcomes become
directly associated with a motor response, so that
the rat responds on the lever regardless of its motiva-
tional state. Damage to the prelimbic cortex (PrLC)
not only retards acquisition of instrumental respond-
ing, but also disrupts the detection of instrumental
contingencies (Balleine and Dickinson, 1998; Corbit
and Balleine, 2003). These data indicate that rats with
PrLC damage may acquire instrumental responses
based on S-R associations and are no longer truly
capable of goal-directed learning. The transition
from goal-directed to habitual S-R responding can
also happen naturally over time with repeated train-
ing and has some advantage in that it is thought to use
fewer cognitive resources. However, habits are less
flexible than goal-directed actions and can lead to
maladaptive behavior, such as that commonly asso-
ciated with addiction, where environmental stimuli
trigger engagement in drug-taking even though drug
intake itself is no longer rewarding.

In keeping with these data indicating that the mPFC
is involved in maintaining cognitive flexibility, the
PrLC is also thought to play an important role in
extinction processes. Extinction refers to the decline in
responding when that response no longer leads to the
associated outcome. The role of the PrLC has been
extensively studied in the extinction of conditioned
fear (see Sotres-Bayon et al., 2004, for review).
Repeated presentation of the CS in the absence of the
associated shock reduces the ability of the CS to elicit
fear-related responses such as freezing as the animal
learns that the CS is no longer a reliable predictor of
the US. This ability to update knowledge about what is,
and what is not, an accurate predictor of a dangerous
event is clearly important for adaptation and survival.
Lesions to the mPFC encompassing the PrLC impair
extinction of conditioned fear. The deficits in extinction
observed in the absence of the PrLC may relate to the
well-documented role of the frontal cortex inmediating
behavioral inhibition and perseveration. Disconnection
of the mPFC and the BLA also attenuates extinction of
conditioned fear, suggesting that activity within the
mPFC may act to inhibit the representations of the
emotional value of the CS generated by the amygdala,
highlighting the importance of prefrontal regulation of
amygdala function in reward-related learning.

24.3.3.2 The orbitofrontal cortex

Perhaps more than any other region of the frontal
cortex, the OFC has been heavily associated with
the processing of rewarding or emotional stimuli
and events. In humans, damage to the OFC produces

a pattern of aberrant social behavior and maladap-
tive decision-making which is often described as
impulsive. This behavior can be exemplified by
performance of these patients on laboratory-based
gambling tasks where subjects choose between dif-
ferent options to earn points. The optimal strategy is
to choose options associated with small immediate
gains but also low and infrequent losses, an approach
which healthy volunteers learn. Persistent selection
of options leading to large immediate gain but heavy
losses in the long term is thought to reflect risky
decision-making and is observed both in pathologi-
cal gamblers (Cavedini et al., 2002) and substance
abusers (Bechara et al., 2001) and in patients with
damage to the OFC or BLA (Bechara et al., 1999). In
the monkey, neurons within the OFC have been
shown to fire preferentially to different food
rewards and to decrease their firing rate specifically
to a devalued reward (Critchley and Rolls, 1996).
Similar to the BLA, the OFC therefore appears to be
involved in creating representations of the incentive
value of reward. The reciprocal connections
between these two regions are well documented,
and disconnection of the OFC and BLA prevents
devaluation of reward from altering choice behavior
in monkeys (Baxter et al., 2000). However, electro-
physiology recordings in the rat suggest that the
OFC may have a more sophisticated role to play
in using this information. In a series of elegant
studies, Schoenbaum and colleagues have devel-
oped the hypothesis that the OFC supports
representations of outcome expectancy, that is, how
rewarding the outcome of a certain action is antici-
pated as being (Schoenbaum et al., 2006). The BLA
generates important information about the incentive
value of reward-associated stimuli, which the OFC
then uses to generate representations of the antici-
pated outcome predicted by those CS. Such outcome
expectancy is then used to inform choice behavior.

Lesions to the OFC also affect aspects of impul-
sive and compulsive behavior in animals. As in
humans, damage to the rodent or monkey OFC
increases perseverative behavior and decreases
cognitive flexibility. For example, in reversal learn-
ing paradigms, OFC-lesioned rats perseverate in
responding to the previously rewarded stimulus
(Schoenbaum et al., 2002; Chudasama and Robbins,
2003). In delay-to-reinforcement paradigms where
rats choose between a small immediate versus a lar-
ger increasingly delayed reward, OFC-lesioned rats
do not show such a strong aversion to the delay
compared to their sham controls (Winstanley et al.,
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2004). This deficit may arise from both perseverative
tendencies as well as an inability to integrate the
consequences of making a response with the incen-
tive value of the reward, that is, the delay does not
sufficiently devalue the reward.

24.4 Dopamine and Reward

Converging evidence from numerous studies has
implicated dopamine as the single most important
neurotransmitter involved in the signaling of reward.
Using intracranial self-stimulation techniques, where
animals respond for electrical stimulation into a par-
ticular region of the brain, it has been shown repeatedly
that animals will work for stimulation of their dopa-
mine system (Wise and Rompre, 1989). Likewise, the
addictive properties of drugs of abuse can be attributed
in part to their ability to potentiate dopaminergic
transmission. In particular, dopaminergic regulation of
the NAc is critically involved in this process. The
ventral tegmental area (VTA) sends dopaminergic pro-
jections to numerous regions within the brain including
the NAc, PFC, and other parts of the limbic system.
Both natural and drug rewards increase dopamine
efflux in the NAc-Sh, whereas CS associated with
such reward increase dopamine efflux in the NAc-C.
Although animals are still capable of finding things
rewarding or pleasurable in the absence of dopamine,
they are no longer motivated to earn reward (Salamone
et al., 2003), that is, they are no longer capable of goal-
directed behavior. Dopaminergic depletion of the NAc
significantly decreases the amount of effort rats are
willing to expend to earn reward, whereas manipula-
tions which increase NAc dopamine function enhance
goal-seeking.

Several groups have recorded from dopaminergic
cells within the VTA in monkeys during Pavlovian
conditioning paradigms. Using this methodology, it
has been found that the firing of dopamine neurons
may signal error prediction, that is, they are particu-
larly active when an unexpected reward is delivered,
and firing is suppressed when an expected reward does
not appear (Montague et al., 2004; Schultz, 2006). The
potentiation of dopamine function caused by drugs of
abuse may therefore generate a powerful signal that
the reward was larger or better than expected regard-
less of the actual experience created by the drug
(Hyman et al., 2006). Not only are psychostimulant
drugs like amphetamine rewarding in their own right,
they also enhance the effects of conditioned reinfor-
cers, an effect which can be induced by direct

application of amphetamine or dopamine agonists
into the NAc, and which is blocked by dopaminergic
lesions of the NAc and by ablation of the NAc-Sh (see
Cardinal et al., 2002). Similarly, PIT can be enhanced
by intra-NAc amphetamine and is abolished by dopa-
mine receptor antagonists. This general potentiation
of reward-related learning and reward-seeking likely
plays an important role in the generation and main-
tenance of addiction.

Dopamine also regulates reward-related processing
within the PFC. Data from both in vivo observations
and computational modeling has led to the suggestion
that phasic dopamine release acts as a gating mechan-
ism, signaling when internal representations of reward
and related stimuli need to be updated (Cohen et al.,
2002). Damage to dopaminergic innervation of the
PFC alters reward-related learning in a manner
consistent with this theory. For example, lesions to
dopaminergic inputs to the mPFC cause a deficit in
fear extinction (Morrow et al., 1999), and ablation of
dopaminergic terminals within the OFC leads to per-
sistent choice of a larger but delayed reward, similar to
excitotoxic lesions of these structures. Pharmacological
manipulations also suggest that there is an optimum
level of dopamine function within the PFC, and that
too much as well as too little can have a negative
impact on a range of cognitive behaviors (Arnsten,
1997). Long-term drug use leads to cognitive deficits
that have been largely attributed to dysfunction of the
frontal cortex (Rogers and Robbins, 2001), and hypo-
function of the OFC has been observed in recently
abstinent cocaine abusers (Volkow and Fowler, 2000).
In rats, repeated exposure to addictive drugs has been
shown to alter reward-related learning in tasks known
to be dependent on the integrity of the OFC
(Schoenbaum et al., 2004). Given the importance of
the dopamine system in facilitating reward-related
learning and the ability of addictive drugs to modulate
this system, it seems likely that dysregulation of the
dopaminergic input to frontal regions is responsible for
these cognitive impairments.

24.5 Cellular and Molecular Targets
of the Dopamine-Reward System:
Insights from Drug Addiction

Given that the dopaminergic system has been heavily
implicated in mediating the highly rewarding nature of
addictive drugs, and that addictive behavior appears to
arise from the hijacking of normal reward systems, a
significant proportion of the data concerning the
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molecular basis of reward have been obtained through
studying the effects of drugs of abuse. The intracellular
changes that occur following acute administration of an
appetitive substance like cocaine can provide valuable
information about the signaling cascades activated by
such rewarding substances. However, the changes seen
after repeated administration are of more relevance in
determining the molecular basis of the alterations in
reward-related learning underpinning the addicted
state. Drug addiction is a chronic and often relapsing
disorder, with human addicts remaining at risk of
relapse even after years of abstinence. The fact that
chronic drug intake produces such durable changes in
brain function and behavior has led to the suggestion
that long-lasting changes in gene transcription may
play a prominent role (Nestler et al., 1993). This has
led to a search for relatively stable markers of altered
transcriptional regulation whose persistence matches
the time course of aspects of addictive behavior.
The contrasting effects of acute versus chronic admin-
istration of addictive drugs on intracellular signaling
pathways can therefore provide information about dif-
ferent aspects of reward processing. The role played by

these molecular mechanisms in the processing of nat-
ural rewards has also been studied in learning and
memory paradigms, and also in animal models of
depression.

The binding of dopamine, or any neurotransmitter
or signaling molecule, by its membrane-bound recep-
tors triggers the initiation of several intracellular
signaling cascades which often culminate in the regu-
lation of transcription factors (TFs), including those
encoded by immediate early genes (Figure 3). In
terms of our understanding of reward processing and
addiction, a considerable amount of data is now avail-
able concerning the particular TF families activated by
dopaminergic agents. In this section, we will focus on
some specific examples of this aspect of gene regula-
tion and consider the role of these different TFs in the
development of addiction as well as in the response to
natural rewards. In terms of reward-related learning,
we will largely restrict our discussion to key areas
within the affective corticostriatal loop highlighted in
the previous section. However, it should be noted that
many of these intracellular signaling pathways have
been implicated in the emotional memory processes

CaM

D1
Gαs

βγ

RSK

SRE AP-1 CRE TATA

ELK1 SRF SRF FOS Jun CREB CREB

CBP
TBP

MAPK

Extracellular

Intracellular

NMDAR

Ca2+

P

P

P

P

CaMKIV

P P
POLll

PKA

NUCLEUS

cAMP ATP

Adenyl
cyclase

Homeostatic
adaptations

Dynorphin, Arc, Homer,
MKP-1, Narp, Anla 6a,

Fos, FosB, many others

Altered
synaptic

connections

Figure 3 Regulation of gene expression within the striatum by dopamine and glutamate. Stimulation of dopaminergic D1

receptors and glutamate receptors activates intracellular second messenger signaling cascades which result in changes in

gene expression within the cell nucleus. Shown here are examples of DNA binding sites within the cFos promoter, including
a serum response element (SRE), an activator protein-1 element (AP-1), and a cyclic adenosine monophosphate (cAMP)

response element (CRE). Numerous other genes are also activated, including Homer, Arc, FosB, etc. Abbreviations: CBP,

CREB binding protein; CREB, cAMP response element binding protein; MAPK, mitogen-activated protein kinase; NMDAR,

N-methyl-D-aspartate glutamate receptor; PKA, protein kinase A; TBP, TATA binding protein; RSK, ribosomal S6 kinase;
CaMKIV, Ca2þ/calmodulin-dependent kinase IV; ELK1, Ets-like transcription factor; SRF, serum response factor; POLII,

RNA polymerase II; TATA describes a short sequence of base pairs that is rich in adenine (A) and thymidine (T) residues.

Reprinted from Hyman SE, Malenka RC, and Nestler EJ (2006) Neural mechanisms of addiction: The role of reward-related

learning and memory. Annu. Rev. Neurosci. 29: 565–598; used with permission from the Annual Reviews Permission
Department.

510 The Molecular Mechanisms of Reward



involved in fear conditioning through their actions in
the hippocampus (HPC).

Several techniques have been combined to deter-
mine whether these changes in TF regulation alter
addiction-related behavior. Mice lacking these TFs
have been developed, as have transgenic mice which
either overexpress certain TFs or express mutant or
dominant negative proteins which inhibit their effects.
Reporter lines have also been developed, where the
promoters regulated by a particular TF (e.g., cAMP
response elements (CREs)) drive expression of a repor-
ter gene expressing an easily visualized marker, such as
�-galactosidase or green fluorescent protein (GFP).
Such mice enable the consequences of different envir-
onmental manipulations on that TF to be determined.
As well, viral vectors designed to express these proteins
can be infused into specific regions using standard
stereotaxic surgical techniques, which localizes the
effects of changes in gene transcription to particular
areas of interest. A small number of studies have
infused antisense oligonucleotides into a certain brain
area, although concerns remain about the toxicity and
specificity of this approach. In addition to monitoring
changes in cellular excitability and synaptic plasticity
caused by these manipulations, development of these
tools has made it possible to investigate the role these
TFs play in reward-related learning. The majority of
these studies have used conditioned place preference
to assess the hedonic impact of substances of abuse
given the relatively high throughput of this method.
Instrumental responding for drug reward can also be
assessed using self-administration paradigms, where
animals learn to press a lever to obtain a drug infusion
delivered into an indwelling intravenous catheter.

As mentioned before, one of the factors central to
understanding addiction is the changes in behavior
and brain function which occur following repeated
rather than acute administration. In terms of
behavioral output, one of the most widely studied
phenomena is that of locomotor sensitization,
whereby repeated administration of virtually any
abused drug leads to a potentiation of the hyperloco-
motor response seen after an acute drug injection in
rodents. This increased sensitivity to the motor
stimulating properties of addictive drugs is long-last-
ing, indicating that it could be mediated by some of
the long-term changes in gene transcription and
brain function which characterize the persistent
nature of addiction. However, human addicts do not
show sensitization to the arousing effects of drugs like
cocaine following repeated use, with most users
reporting tolerance of the drugs’ stimulant effects.

Nevertheless, it is hoped that understanding the
changes in neuronal activity that accompany the
development of locomotor sensitization may provide
valuable insight into the changes in brain function
caused by long-term drug use. The behavioral phe-
notype is very robust and easy to study, thereby
facilitating the investigation of its underlying neuro-
biology. Furthermore, there is evidence to suggest
that sensitization to psychostimulants enhances
their ability to potentiate the impact of CS on
behavior (Taylor and Horger, 1999). Some of the
mechanisms underlying behavioral sensitization
could also be involved in mediating the powerful
ability of addictive drugs to influence goal-directed
behavior and stimulate drug-seeking.

Given that addictive drugs heavily stimulate the
dopamine system to cause long-term behavioral
changes, it is likely that the regulatory mechanisms
controlling neuronal plasticity within reward circuitry
are targets of drugs of abuse. Repeated activation of
neurotransmitter receptors leads to a change in the
physiological state of neurons, rendering them more
or less sensitive to subsequent stimulation. This could
be mediated via changes in the effective strength of
synaptic connections (referred to as synaptic plasti-
city), or via changes in the overall excitability of the
affected neurons (referred to as whole-cell plasticity).
The former in particular have been implicated in
learning and memory processes. In keeping with
this hypothesis, chronic administration of several, but
not all, addictive drugs increases dendritic spine for-
mation within the NAc (Robinson and Kolb, 2004).
This increase in synaptic plasticity is proposed to
underlie the locomotor sensitization discussed earlier.
Considering the importance of the NAc in mediating
the rewarding properties of addictive drugs, the major-
ity of molecular studies have focused on manipulating
gene transcription in this region.

24.5.1 The CREB and Fos Families of TFs

Ligand-binding at the dopamine D1 receptor activates
the cAMP second messenger signaling cascade, lead-
ing to the phosphorylation of protein kinase A (PKA)
which can in turn phosphorylate downstream protein
targets. Among the prominent targets of this signaling
cascade is CREB. This transcription factor is constitu-
tively expressed at fairly high levels throughout the
brain, but needs to be phosphorylated for full tran-
scriptional activity. In addition to PKA, CaM kinases
such as Ca2þ/calmodulin kinase type IV (CaMKIV)
and growth factor-associated kinases are all capable of
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performing this phosphorylation event, indicating that
CREB activation is a point of functional convergence
for several signaling pathways. Dimers of CREB bind
to CRE sites located within the promoter regions
of certain genes and alter the rate at which they
are transcribed.

Acute administration of psychostimulant drugs
stimulates phosphorylation of CREB through D1

receptor-dependent mechanisms at several nodes
within the reward circuitry, including the VTA,
amygdala, PFC, and NAc. Increased expression of
cFos, a product of an immediate early gene, is
observed in similar locations, and its induction may
be partly dependent on CREB activation, at least for
amphetamine (Konradi et al., 1994). This occurs
through CRE sites present in the promoter region
of the cFos gene. cFos expression is also induced by
several other intracellular signaling cascades, in par-
ticular, serum response factor (SRF) acting on serum
response elements (SREs) within the cFos promoter.
cFos is a member of the Fos family of transcription
factors, which includes FosB, Fra1, and Fra2. These
proteins heterodimerize with members of the Jun
protein family to form the activator protein 1
(AP-1) transcription factor complex, which then
binds to AP-1 sites within gene promoter regions.
Increases in the activation of both cFos and CREB
are rapid and transient, returning to basal levels
within hours of the acute stimulus. In fact, repeated
administration of drug causes the induction of cFos
to desensitize, so that subsequent drug exposure no
longer induces the robust elevation seen following
first administration (Nestler et al., 2001). A similar
pattern is observed in the expression of FosB. In
contrast, the activation of CREB appears to become
greater and more persistent with repeated drug expo-
sures, an effect most firmly established within the
NAc (Shaw-Lutchman et al., 2003). This pattern of
expression suggests a more pronounced role for
CREB-mediated gene transcription in aspects of
addiction.

However, in contrast to all the TFs mentioned
so far, isoforms of a truncated splice variant of FosB,
known as �FosB, is only induced at high levels
within the same reward-related areas following
chronic, but not acute, administration of addictive
drugs (Figure 4) (Nestler et al., 2001). The
35–37 kDa isoforms of �FosB dimerize predomi-
nantly with JunD to form an active AP-1 complex.
These isoforms of �FosB also have an unusually
long half-life due to their resistance to degradation
by the proteosome, a property conferred at least in

part by its truncated C-terminus and by a casein
kinase 2–mediated phosphorylation (McClung et al.,
2004). Once induced, levels of �FosB have been
detected up to 2 months after cessation of drug
treatment. Such accumulation has been observed
following treatment with virtually any addictive
substance, including cocaine, d-amphetamine, mor-
phine, nicotine, alcohol, and phencyclidine (PCP).
This relatively unique pattern of induction and
stability has lead to the suggestion that �FosB
may be a particularly important mediator of long-
term changes in gene regulation associated with
addiction.

Activation of PKA within the NAc reduces the
rewarding effects of cocaine in self-administration
and relapse assays, whereas inhibition of PKA has
the opposite effect (Self et al., 1998). Likewise, over-
expression of CREB in the NAc, through viral
mediated gene transfer, decreases place conditioning

Chronic

Time (h)
6

Time (days)

Acute
c-Fos FosB, Fra1, Fra2,

ΔFosB (33 kDa)

ΔFosB isoforms
(35–37 kDa)

Accumulating
ΔFosB isoforms
(35–37 kDa)

122

2 3 41

Figure 4 Diagrammatic representation of the induction of
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to cocaine and to morphine, whereas overexpression
of a dominant negative mutant form of CREB
(mCREB), which cannot be phosphorylated due to
a point mutation (Ser133 to Ala), potentiates the
rewarding effects of both drugs (Carlezon et al.,
1998; Barrot et al., 2002). Similar results are seen in
transgenic mice that inducibly overexpress CREB or
mCREB in the NAc and dorsal striatum. These data
suggest that inhibition of CREB in the NAc enhances
the hedonic value of cocaine and morphine; thereby
animals ‘like’ the drug more, or alternatively could be
facilitating the formation of the Pavlovian CS-US
association between context and drug exposure.
The viral infusions targeted the NAc-Sh, which is
associated with encoding the rewarding properties of
primary reinforcers rather than Pavlovian conditioning
processes linking those rewards to environmental
stimuli (see earlier). Therefore, it is likely that the
behavioral changes observed arise from enhancing the
rewarding effects of the drug. This interpretation is
consistent with preliminary findings that mCREB
decreases brain stimulation reward thresholds, while
CREB has the opposite effect (Carlezon et al., 2005).
Nevertheless, analysis of tissue from animals killed
shortly after completion of the place conditioning test
demonstrated increases in the phosphorylated form of
CREB in the NAc core but not shell. Blocking this
induction disrupted both the retrieval and consolida-
tion of the CS-US association, indicating that CREB in
the NAc-C is critically involved in this aspect of
reward-related learning (Miller and Marshall, 2005).
Thus, activation of CREB may play distinct roles in
these two subregions of the NAc. CREB has been
heavily implicated in multiple memory processes, par-
ticularly those underpinning long-term memory,
which may reflect the known role for CREB in med-
iating certain changes in synaptic plasticity.

Transgenic mice have been developed which selec-
tively overexpress �FosB within the NAc and dorsal
striatum (Kelz et al., 1999). Furthermore, this over-
expression is inducible (it occurs in adult animals)
and is cell-type specific in that it is only observed in
medium spiny neurons containing dynorphin/sub-
stance P (as opposed to those which contain
enkephalin). The behavioral phenotype of these mice
resembles animals treated chronically with drugs in
several ways. The mice are more responsive to
cocaine-induced hyperactivity, both acutely and after
repeated administration, suggesting that �FosB
expression may be involved in the development of
locomotor sensitization. They also show enhanced
place conditioning for cocaine and morphine,

indicative of increased sensitivity to the rewarding
properties of drugs or (as discussed earlier for CREB)
of potential enhancement of the ability to form CS-US
associations (Kelz et al., 1999; Zachariou et al., 2006b).
Mice overexpressing �FosB self-administer lower
doses of cocaine than wild-type controls and are
more motivated to work for cocaine reward, as
indicated by their elevated breakpoints in progressive
ratio schedules (Colby et al., 2003). In contrast, mice
overexpressing�cJun, a truncated form of cJun which
acts as a dominant negative antagonist of all AP-1
mediated transcription, show reduced place condition-
ing to cocaine and morphine (Peakman et al., 2003).
Together, these data may reflect more generalized
increases in incentive motivation for reward.

One important molecular target of the dopamine
system is dopamine and adenosine 3959-mono-
phosphate-regulated phosphoprotein (32 kDa), or
DARPP-32 as it is commonly known (Fienberg et al.,
1998). DARPP-32 has been shown to be a potent mod-
ulator of both CREB and�FosB as well as many other
facets of dopaminergic transmission. As with CREB,
D1-receptor-mediated activation of PKA induces the
phosphorylation of DARPP-32 at threonine 34
(Thr34), which then acts as a potent inhibitor of protein
phosphatase-1 (PP-1). In contrast, dopaminergic acti-
vation through D2 receptors inhibits PKA signaling,
through G-protein-coupled inhibition of adenylyl
cyclase, leading to a decrease in phosphorylation of
DARPP-32. Through its inhibition of PP-1, DARPP-
32 regulates the phosphorylation of numerous proteins.
With respect to TFs, mice lacking DARPP-32 show
reduced phosphorylation of CREB in response to
stimulant drugs of abuse, as well as reduced induction
of cFos, in striatal regions (Fienberg et al., 1998). The
mice also show reduced induction of �FosB after
chronic stimulant administration. Consistent with these
deficits in biochemical responses to drugs of abuse,
DARPP-32 mutant mice show reduced responses to
acute drug administration, including reduced locomotor
activation and place conditioning (Zachariou et al.,
2002). However, paradoxically, the mice show
enhanced locomotor sensitization to chronic cocaine.
The molecular basis of this latter abnormality is hard
to explain on the basis of available data and requires
more investigation (Hiroi et al., 1999). Mice in which
Thr34 of DARPP-32 is mutated to Ala exhibit
virtually the same biochemical and behavioral
phenotype as DARPP-32 knockout mice, which
demonstrates the importance of DARPP-32’s phos-
phorylation by PKA in regulating its function
(Zachariou et al., 2006a).
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24.5.2 Clock

TFs traditionally associated with other roles of the
dopamine system have also been recently implicated
in reward-processing and the response to addictive
drugs. For example, the dopaminergic system exerts
an important influence over the entrainment of
circadian rhythms during fetal development and in
response to food and other stimuli, and disruption of
the sleep cycle is observed in patients treated with
dopaminergic drugs, such as d-amphetamine and
L-DOPA. Abnormal circadian rhythms are also com-
monly found in substance abuse disorders. The most
studied focus of circadian rhythms in brain is the
suprachiasmatic nucleus (SCN) of the hypothalamus.
This nucleus is particularly important for entraining
the body’s circadian rhythms to environmental light-
ing. The molecular basis of the circadian clock is
now well established. The transcription factor Clock
dimerizes with Bmal1 to form a transcription factor
complex essential for accurate circadian rhythmicity
(Vitaterna et al., 1994). The complex activates expres-
sion of Period and other proteins, which feed back and
suppress their own expression in addition to regulating
many other cellular targets. Increasing evidence indi-
cates that this molecular clock operates in all tissues,
which raises the interesting notion that many circadian
rhythms are driven outside the SCN. For example,
recent findings have shown that Clock is highly
expressed within dopaminergic neurons of the VTA
(McClung et al., 2005). Mice lacking functional Clock
protein are hyperactive under baseline conditions, an
effect which is most pronounced during the transition
from the light to dark phases of their diurnal light
cycle. Despite this hyperactivity, these mice show still
greater activity following administration of cocaine as
compared to littermate controls, and also show
increased place conditioning to cocaine as well as
decreased brain stimulation reward thresholds. These
findings suggest that Clock, at the level of the VTA,
may serve to dampen dopaminergic function and sup-
press reward, and that this may contribute to circadian
rhythms in reward and motivation that have been well
documented over the years.

24.6 The Role of CREB and �FosB in
Response to Natural Rewards and
Stress

Understanding the response to natural rewards has
implications for research into depression due to
the obvious relationship between value judgments

and anhedonia. Pharmacologically, most currently
used antidepressant treatments inhibit the reuptake
of the monoamines serotonin and noradrenaline, or
inhibit monoamine oxidase (a major catabolic enzyme
for monoamine neurotransmitters). Although the
dopamine system is critically associated with reward
judgments, it is less well studied in the context of
depressive etiology. However, changes in some of
the same intracellular signaling mechanisms identified
in drug addiction research are also affected in animal
models of depression and within areas associated with
reward-related learning such as the NAc, PFC, and
BLA, as well as in areas more strongly associated with
memory storage and retrieval such as the HPC
(Nestler and Carlezon, 2006). Animal models of
depression have generally focused on the response to
stress, such as the forced swim test (FST), where
antidepressants have been shown to increase the
latency to immobility and decrease the total time
rodents spend immobile when confined to a water-
filled container. Similarly, antidepressants increase the
time an animal struggles when suspended by its tail. A
lack of struggling in these models is regarded as indi-
cative of a state of behavioral despair. Likewise,
animals exposed repeatedly to inescapable stressors,
such as shocks, show an increased latency to escape
when subsequently given the opportunity.

CREB activity in the NAc appears to play an
important role in gating an individual’s response to
both rewarding and aversive stimuli (Barrot et al.,
2002). Increased CRE-mediated transcription in the
NAc has been observed following several stressors,
including inescapable foot shocks, restraint stress,
and the more natural stress of introducing an animal
into a novel social group. Increased CREB expres-
sion reduces both the nociceptive reaction to painful
stimuli and conditioned place aversion to naloxone
withdrawal in morphine-dependent rats, whereas
mCREB potentiates the response to these aversive
stimuli. A similar pattern is observed in anxiety
tests, where intra-NAc infusion of herpes simplex
virus (HSV)-CREB appears to be anxiolytic
and HSV-mCREB anxiogenic. In addition to
modulating place conditioning for drug rewards,
CREB in the NAc also alters preference for sucrose
as assessed by a simple two-bottle choice test.
Overexpression of CREB decreases sucrose prefer-
ence, whereas mCREB increases sucrose preference.
Conversely, levels of CRE-mediated transcription
in the NAc decrease following protracted social
isolation, a manipulation which increases anxiety
and impairs initiation of sexual behavior. This
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phenotype can be rescued by overexpressing CREB
within the NAc using viral-mediated gene transfer.
Likewise, overexpressing mCREB in this region
mimics these effects of isolation in nonisolated
rats, an effect that can be reversed with the anxio-
lytic diazepam (Barrot et al., 2005).

In summary, CREB appears to reduce the impact
of emotionally significant stimuli, whereas inhibition
of CRE-mediated transcription enhances emotional
responsivity. Although mCREB is not a naturally
occurring protein, the endogenous inhibitor of
CREB function, inducible cAMP early repressor
(ICER), is capable of mediating the same functions
as mCREB in vivo and is induced by both stress and
amphetamine (Green et al., 2006). In keeping with
this hypothesis that CREB in the NAc numbs the
emotional response to stimuli, overexpression of
CREB in the NAc induces depressive-like behavior
in the FST and learned helplessness test, whereas
inhibition of CREB function in this region, through
overexpression of either mCREB and ICER, induces
antidepressant-like behavior in these tests (Pliakas
et al., 2001; Green et al., 2006).

The proposal that CREB gates the response to
emotional stimuli within the NAc is consistent with
recent elecrophysiological findings, where CREB was
shown to increase the electrical excitability of NAc
neurons and mCREB to cause the opposite effect
(Dong et al., 2006). Moreover, direct inhibition of
NAc neurons, via viral-mediated overexpression of a
Kþ channel, which would mimic the mCREB effect,
increased an animal’s behavioral response to cocaine.
These findings are interesting in light of work, cited
earlier, where inhibition of NAc neurons has been
linked with increases in goal-directed behavior.

The effect of CREB in the NAc contrasts with its
established role in the HPC where, as noted earlier,
CREB is thought to mediate long-term memory for-
mation. Virally mediated overexpression of CREB in
the HPC also produces antidepressant-like behavior
in rats, an effect potentially mediated in part by
CREB-induced elevations of brain-derived neuro-
trophic factor (BDNF; see section ‘Brain-derived
neurotrophic factor’). Changing CRE-mediated
gene transcription within different brain areas, there-
fore, has very different effects (Carlezon et al., 2005).
Such functional dissociations are not uncommon
when considering the effects of neurotransmitters
such as dopamine or serotonin. Therefore, it is not
surprising that the same intracellular signaling
mechanisms activated by these neurotransmitters
likewise produce region-specific changes in behavior.

In comparison to CREB, less is known regarding
the role of �FosB in regulating the response to
natural rewards or stressors. �FosB upregulation is
seen after chronic wheel-running behavior, an activ-
ity which rodents are thought to find pleasurable but
potentially compulsive or ‘addictive,’ and mice over-
expressing �FosB in striatal regions exhibit greater
compulsive wheel-running than their wild-type
littermates (Werme et al., 2002). Moreover, overex-
pression of �FosB in striatal regions, either by viral
vectors or in inducible transgenic mice, increases
motivation for food in progressive ratio and
instrumental learning tests (Olausson et al., 2006).
These findings support the hypothesis, mentioned
earlier, that �FosB in this neural pathway promotes
reward.

24.7 Target Genes of CREB
and �FosB

This section will primarily focus on examples of
the downstream targets of CREB and �FosB asso-
ciated with reward processing, addiction, and
depression-like behavior at the level of the brain’s
reward pathways. A broad survey of CREB and
�FosB targets in the NAc has been published
recently (McClung and Nestler, 2003). However,
changes in targets upstream of the TFs considered
here have also been associated with the response to
rewarding stimuli, including the enzymes responsi-
ble for the synthesis and degradation of cAMP,
namely adenylyl cyclase and cyclic nucleotide
phosphodiesterases, respectively. Kinases such as
PKA and extracellular signaling kinases (ERKs)
have been implicated in the effects of addictive
drugs as well as in numerous facets of learning
and memory.

24.7.1 Dynorphin in the VTA-NAc
Pathway

One of the primary mechanisms by which CREB is
thought to affect reward-related learning and addic-
tion is through induction of dynorphin within the
NAc (Figure 5). Dopaminergic neurons in the VTA
innervate GABAergic neurons in the NAc, which
express dynorphin and in which activation of
CREB has been observed after chronic treatment
with addictive drugs. Dynorphin acts on � opioid
receptors expressed on the terminals of these
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dopaminergic projections and inhibits their function,
thereby forming a negative feedback loop to mini-
mize the effects of dopaminergic stimulation. This
dampening of the dopamine signal could contribute
to the depressant-like effects of overexpressing
CREB within the NAc and the reduction in place
conditioning to addictive drugs (Carlezon et al.,
2005). Increased �FosB is also primarily observed
in dynorphin-containing cells within the NAc, but acts
to decrease expression of dynorphin (Zachariou et al.,
2006b) and to thereby potentiate dopaminergic

signaling. Such reciprocal regulation of dynorphin
by CREB and �FosB could explain some of the
reciprocal behavioral changes observed following
upregulation of these TFs. It could also account for
the changes in reward processing that occur during
different timepoints of withdrawal from addictive
drugs. Drug-induced activation of CREB is relatively
short-lived, yet increasing drug use potentiates CREB
expression. The anhedonia and negative emotional
symptoms which predominate during acute withdra-
wal could therefore arise partly from the ability of

Figure 5 Regulation of NAc function by CREB and dynorphin (Dyn). The figure shows a dopaminergic neuron from the VTA

innervating a medium spiny neuron within the NAc which expresses dynorphin. Glutamatergic input from other areas such as

the PFC and amygdala, as well as BDNF (released from glutamatergic or dopaminergic projections) are also shown.

Dynorphin acts as a negative feedback signal: when released, it binds to � opioid receptors on dopaminergic neurons and
inhibits their function. Drugs of abuse and stress increase CREB activity and induce dynorphin expression, upregulating this

feedback loop. Activation of CREB could be caused by some of the mechanisms shown in the figure, all of which lead to its

phosphorylation at Ser 133. Abbreviations: GABA, gamma-aminobutyric acid; NMDAR, N-methyl-D-aspartate receptor; PKA,
protein kinase A; CaMKIV, Ca2þ/calmodulin-dependent protein kinase type IV; RSK-2, ribosomal S6 kinase-type 2; RNA pol

II, RNA polymerase II complex. Taken from Nestler EJ, Barrot M, DiLeone RJ, Eisch AJ, Gold SJ, and Monteggia LM (2002)

Neurobiology of depression. Neuron 34: 13–25; used with permission from Cell Press.
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CREB to downregulate dopaminergic signaling. In
contrast, the sensitization to the rewarding effects of
addictive drugs and the incubation of craving which
predominate at later timepoints could be mediated in
part by the prolonged expression of �FosB.

24.7.2 Cyclin-Dependent Kinase 5

Cyclin-dependent kinase 5 (Cdk5) was identified as a
downstream target of�FosB within the NAc through
microarray analysis (Bibb et al., 2001). Activation of
Cdk5 alters dopaminergic signaling through phos-
phorylation of DARPP-32 at a different site from
PKA, namely threonine 75 (Thr75) (see Benavides
and Bibb, 2004). This converts DARPP-32 from an
inhibitor of PP-1 to an inhibitor of PKA. The fact that
DARPP-32 can function as either a protein phospha-
tase inhibitor or a protein kinase inhibitor, depending
on the site at which it is phosphorylated, may be
unique, and this high level of phosphorylation-site-
specific regulation further highlights the importance
of this molecule in intracellular signaling cascades.
Furthermore, PKA activation can decrease phospho-
Thr75 DARPP-32 through activation of protein phos-
phatase 2A (PP-2A). Acute administration of cocaine
can increase phosphorylation of DARPP-32 at Thr34
and reduce it at Thr75 via activation of PKA and
inhibition of the PP-2A pathway, respectively.
However, chronic cocaine administration has the
opposite effect, increasing phosphorylation of Thr75,
and reducing the ability of D1 receptor stimulation to
activate PKA. Cdk5 is upregulated by chronic cocaine
administration, and this effect appears to be mediated
by �FosB: overexpression of �FosB induces Cdk5
expression, while expression of the dominant negative
�cJun prevents the ability of cocaine to induce the
enzyme (Bibb et al., 2001; Peakman et al., 2003).

The behavioral contribution of Cdk5 induction is
complex. Intra-NAc infusion of the Cdk5 inhibitor
roscovitine has been shown to potentiate the hyperlo-
comotor response to cocaine seen following chronic
drug administration (Bibb et al., 2001). These beha-
vioral data suggest that cocaine-induced upregulation
of Cdk5 activity may be an attempt to compensate
for overstimulation of the dopaminergic system.
However, intra-NAc infusions of roscovitine also
block the increase in dendritic spine proliferation
seen in this region with chronic cocaine administration,
which is correlated with the development of locomotor
sensitization (Norrholm et al., 2003). As discussed ear-
lier, these neuroplastic changes are one potential
mechanism by which repeated drug administration

perpetuates changes in learning and memory processes
integral to the sensitized and addicted state. Chronic
cocaine exposure, via�FosB, may therefore trigger an
adaptive homeostatic response involving increased
Cdk5 activity that ultimately commits the affected
neurons to a maladaptive process of cytoarchitectural
changes.

24.7.3 Nuclear Factor Kappa B

Nuclear factor kappa B (NF�B) is a transcription
factor induced in many tissues by inflammation and
immune responsiveness (see Chen and Greene,
2004). It is composed of two subunits, most com-
monly p50 and p65. Under basal conditions, it
remains sequestered in the cytoplasm by inhibitory
kappa B (IKB) protein. Upon phosphorylation by I
kappa kinase (IKK), IKB releases an inactive dimer of
p50 and p65, which can then be phosphorylated and
transported to the nucleus where it can initiate gene
transcription. This TF is more commonly associated
with the field of immunology than neuroscience.
However, in parallel to Cdk5, both �FosB overex-
pression and chronic cocaine treatment upregulate
NF�B-related proteins such as p65, the precursor of
p50 (p103), and IKB within the NAc (Ang et al.,
2001). NF�B has been implicated in regulating cell
survival and neuroplasticity and has been associated
with long-term potentiation (LTP) and long-term
depression (LTD), responses implicated in learning
and memory processes. In terms of reward proces-
sing, intra-amygdala infusions of �B decoy DNA
impaired fear-potentiated startle responses, suggesting
that this molecule may play a role in the intracellular
signaling pathway underpinning emotional CS-US
learning (Yeh et al., 2002). Preliminary data also indi-
cate that potentiating NF�B signaling within the
NAc through overexpression of a constitutively
active form of IKK increases place conditioning to
cocaine and also increases local dendritic spine
formation.

24.7.4 Brain-Derived Neurotrophic
Factor

Neurotrophic factors facilitate neural growth and
differentiation during development and also have a
critical role to play in mediating neuronal survival
and plasticity in adulthood. BDNF has been identi-
fied as an important downstream target of CREB and
is implicated in numerous processes related to learn-
ing and memory, particularly within the HPC.
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BDNF also modulates emotional learning within the
amygdala, where increases in BDNF mRNA have
been reported following fear conditioning. In addi-
tion, overexpression of a mutated dominant negative
form of the tyrosine kinase B (TrkB) receptor within
the amygdala blocks the acquisition of fear condition-
ing (Rattiner et al., 2004), indicating that the ability of
BDNF to mediate changes in synaptic plasticity
could be of particular import in the encoding of
emotionally significant events in this region.

24.7.4.1 The neurotrophic hypothesis
of depression

The neurotrophic hypothesis of depression suggests
that a deficiency in neurotrophic support may con-
tribute to the observed hippocampal pathology
associated with depression (e.g., reduced hippocam-
pal volume in depressed patients, decreases in
dendritic arborization, decreased adult hippocampal
neurogenesis), and that antidepressants relieve the
symptoms of depression through increasing neuro-
trophic action. BDNF has been widely studied within
the context of this hypothesis. Chronic administra-
tion of numerous antidepressant drugs increases
expression of BDNF within the HPC despite their
diverse pharmacological actions (Nibuya et al., 1995).
Both acute and chronic stress decreases BDNF
expression in hippocampal regions, effects which
may contribute to the etiology of depression and
which can be blocked by antidepressant treatment.
Direct infusion of BDNF into the hippocampus also
produces antidepressant-like effects on the FST and
learned helplessness paradigms (Shirayama et al.,
2002), while mice lacking BDNF do not show anti-
depressant behavioral responses (Monteggia et al.,
2004, 2007), further indicating that BDNF may be
important in mediating depressive symptoms.

Observations that both intra-cerebral infusions of
BDNF (Pencea et al., 2001) and chronic administra-
tion of antidepressants (Malberg et al., 2000) increase
adult neurogenesis has led to the suggestion that this
may be one mechanism underlying the therapeutic
action of antidepressants. However, a direct, causal
relationship between neurogenesis, BDNF, and anti-
depressant action has proved difficult to demonstrate
conclusively. Although X-ray irradiation of the brain
blocks cell proliferation and also prevented the
chronic effects of antidepressants in a novelty-sup-
pressed feeding assay (Santarelli et al., 2003),
irradiation also disrupts numerous intracellular sig-
naling cascades, which may confound interpretation
of these findings (Silasi et al., 2004).

Although it is clear that antidepressants can
increase CREB and that CREB activity can increase
BDNF expression, it is currently unclear as to
whether CREB-mediated activation of BDNF is
the critical pathway for the antidepressant actions
of BDNF. Thus, the increase in BDNF caused
by antidepressant administration is blocked in
CREB-deficient mice (Conti et al., 2002), yet these
mice still respond to antidepressant drugs in tests
such as the FST. Although CREB phosphorylation
is thought to have pro-survival properties in
newly formed hippocampal neurons, the atypical
antidepressant tianeptine increases hippocampal
neurogenesis but does not activate the cAMP signal-
ing cascade (Czeh et al., 2001). The role of CREB in
the antidepressant effects of BDNF clearly merits
further study (Malberg and Blendy, 2005).

24.7.4.2 BDNF within the VTA-NAc:

Reward processing and addiction
In addition to its roles in neuroplastic responses,
BDNF is critically involved in the regulation of
dopaminergic neurotransmission. Through binding
at TrkB receptors on dopaminergic terminals within
the NAc, BDNF is capable of potentiating dopamine
release in this region. In addition, BDNF acts directly
on TrkB receptors expressed by NAc neurons.
Hence, it is not surprising that this molecule has
been implicated in addiction and reward-related
learning. Direct administration of BDNF into the
NAc or VTA increases cocaine-induced hyperactiv-
ity, whereas BDNF heterozygous knockout mice
show reduced locomotor activity and reduced place
conditioning to cocaine (Hall et al., 2003). Intra-NAc
BDNF also increases responding for CRf (Horger
et al., 1999), suggesting that induction of BDNF
may contribute to the increases in incentive motiva-
tion for drugs that are associated with addiction. In
support of this hypothesis, increases in BDNF have
been observed in the NAc, BLA, and VTA following
withdrawal from cocaine, and these increases appear
to track the incubation (potentiation over time) of
craving for cocaine as measured by drug-seeking
behavior following presentation of a drug-paired CS
(Grimm et al., 2003). A direct infusion of BDNF into
the VTA can also potentiate such drug-seeking beha-
vior (Lu et al., 2004).

However, despite these increases in incentive moti-
vation for drugs and the potentiation of local
dopaminergic transmission, increases in BDNF within
the NAc and VTA appear to induce a pro-depressant
phenotype. Intra-VTA infusions of BDNF decreased
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the latency to immobility in the FST, whereas over-
expression of a mutant TrkB receptor within the NAc
(which inhibits BDNF signaling) produces an antide-
pressant-like effect in the same task (Eisch et al., 2003).
Recent data using the social defeat model of stress in
mice provide further insight into the role of BDNF in
affective processing. In this paradigm, an animal is
defeated by a larger, dominant, and aggressive mouse
and is then housed in close confinement with the
aggressor (although the animals can no longer fight).
Animals defeated chronically in this way develop a
behavioral syndrome characterized by numerous
indices of anhedonia which may reflect aspects of
human depression, such as decreased preference for
natural rewards such as sucrose, sex, and social interac-
tion, as well as a general decrease in locomotor activity.
Some of these changes are particularly long-lasting and
are reversed by chronic antidepressant treatment
(Berton et al., 2006). Knocking out BDNF within the
VTA selectively, by use of a viral vector expressing the
Cre recombinase, prevents the development of this
depressive-like syndrome following social defeat.
These data suggest that BDNF within the VTA-NAc
pathway plays an important role in reward-related
learning, and that overstimulation of this signaling
pathway by repeated drug intake or chronic stress
could lead to potentiated and maladaptive learning,
both to rewarding and aversive stimuli. As with
CREB, the effects of BDNF in the HPC versus the
VTA-NAc appear to be diametrically opposed. Indeed,
the observation that stress decreases BDNF in the
HPC, yet increases it in the VTA-NAc, indicates that
these areas mediate very different aspects of an ani-
mal’s behavioral repertoire in response to stress.

24.7.5 Glutamate Receptors

In addition to the changes observed in dopaminergic
signaling, repeated administration of addictive
drugs increases the expression of both alpha-
amino-3-hydroxy-5-methyl-4-isoxazole propionic
acid (AMPA) and N-methyl-D-aspartate (NMDA)
glutamate receptor (GluR) subunits within the
VTA. The GluR1 subunit of the AMPA receptor
has received particular attention (Carlezon et al.,
2002). Increases in the number of GluR1 subunits
present in an AMPA receptor increase its overall
conductance as well as its permeability to calcium
(Ca2þ) ions. Ca2þ is involved in numerous intracel-
lular signaling pathways, and changes in levels of
intracellular Ca2þ can alter the regulation of gene
expression. Given that sensitizing regimes of drug

administration increase the electrophysiological
responsiveness of dopaminergic cells within the VTA
to AMPA receptor agonists (Thomas and Malenka,
2003), and that the increase in GluR1 subunits is
most prominent in animals showing behavioral signs
of sensitization (Churchill et al., 1999), it has been
suggested that upregulation of the GluR1 subunit
may be one molecular mechanism underlying
the potentiated response to chronic drug treatment.
In support of this hypothesis, increasing GluR1
expression within the VTA increases both conditioned
place preference and hyperlocomotion caused bymor-
phine (Carlezon et al., 1997). Recent evidence
indicates that drug-induced upregulation of GluR1
in the VTA may be mediated via drug induction of
CREB in this brain region (Olson et al., 2005).

In contrast, increases in GluR1 subunit expression
within the NAc-Sh can facilitate the extinction of
cocaine-seeking (Sutton et al., 2003), suggesting that
increased glutamatergic action within this region can
reverse some of the detrimental adaptations caused by
chronic drug intake. Chronic cocaine treatment has
been shown to reduce the electrophysiological sensi-
tivity of NAc neurons to AMPA agonists (Thomas and
Malenka, 2003). This effect may be accounted for by
increased levels of GluR2 subunits within the NAc,
which decrease the conductance of AMPA receptors
and reduce their permeability to Ca2þ. Overexpression
of �FosB increases GluR2 levels within the NAc,
while �cJun prevents the ability of cocaine to induce
the protein (Kelz et al., 1999; Peakman et al., 2003).
Moreover, viral-mediated overexpression of GluR2
within the NAc mimics the effects of increased
�FosB, in that both manipulations enhance place con-
ditioning to cocaine (Kelz et al., 1999). Drug-induced
adaptations in several postsynaptic density proteins,
which modulate GluR function, have also been
observed in the NAc (Yao et al., 2004). It would, there-
fore, appear that drug-induced changes in the
expression of different GluR subunits within different
reward-related regions may have opposing actions on
cellular excitability, yet may both contribute to the
addicted phenotype.

24.8 Molecular Changes within
the PFC

The majority of work to date has focused on changes
in transcriptional regulation within the subcortical
regions of reward-related circuitry, with an under-
standable emphasis on the NAc and VTA. However,

The Molecular Mechanisms of Reward 519



changes in gene expression within the PFC have also
been observed in models of addiction and depression,
although less is known about their functional conse-
quences (Kalivas, 2004). For example, a recent study
examined patterns of cFos expression within the
PrLC, NAc, and BLA following reexposure to a
cocaine-associated context, as assessed by place con-
ditioning. The authors observed a selective increase
in GABAergic cells expressing cFos within the PrLC
(Miller and Marshall, 2004). Similarly, a decrease in
protein kinase C (PKC) has been observed in this
region during retrieval of a discrete CS paired with
cocaine during self-administration training (Thomas
and Everitt, 2001). These data suggest that output
from this region is reduced in response to cue expo-
sure, a finding which may be of relevance to cue-
elicited drug craving.

Alterations in G-protein-coupled receptor signal-
ing pathways within the mPFC have recently been
identified which may underlie potentiated responding
to drug versus natural rewards and relapse to drug-
seeking (Kalivas et al., 2005). The activator of G-
protein signaling 3 (AGS3) is increased in the mPFC
following withdrawal from cocaine self-administra-
tion, and reinstatement of cocaine seeking can be
blocked by decreasing levels of AGS3. AGS3 seques-
ters the alpha subunit of inhibitory G proteins (Gi�)
and reduces signaling through Gi�-coupled receptors
such as D2 dopamine receptors. It is thought that this
reduction in D2 receptor signaling leads to increased
inhibition of PFC output to the NAc which can only
be overcome by relatively strong inputs, such as drug
reward. This hypothesis needs further investigation,
but potentially provides a molecular mechanism to
explain the increased control over goal-directed beha-
vior exerted by drugs of abuse.

Increases in �FosB have also been reported in
regions of the frontal cortex following chronic exposure
to both addictive drugs and stressful manipulations
(Perrotti et al., 2004). Recent evidence suggests that
increased expression of �FosB within this region
increases preference for sucrose, potentially indicative
of an increased sensitivity to rewarding stimuli.
Increased�FosB in this region also appears to sensitize
animals to the locomotor stimulant actions of cocaine,
yet produces tolerance to the disruptive effects of the
psychostimulant on operant behavioral measures of
motivation and impulsivity. These changes closely par-
allel those observed after chronic cocaine treatment.
Further work aimed at understanding the changes in
cognition caused by long-term drug use, and their
underlying molecular basis, is clearly warranted.

24.9 Beyond Corticolimbic
Circuitry: A Role for Hypothalamic
Feeding Peptides in Reward-Related
Learning?

The hypothalamus is one of the most important
regions of the brain in terms of regulating more phy-
siological aspects of reward such as the homeostatic
control of hunger and thirst. Animals will preferen-
tially self-stimulate the lateral hypothalamus (LH), a
finding partially explained by the fact that dopaminer-
gic fibers from the VTA to the NAc pass through this
structure. Intriguingly, the threshold for LH self-
stimulation in the perifornical region increases with
weight loss, suggesting a relationship between the
physiological homeostatic drive for natural rewards
and the sensitivity of the brain to rewarding stimuli
in general (see Shizgal et al., 2001). Although this
region has not been associated with the more cognitive
process of mediating goal-directed behavior, modula-
tion of hypothalamic activity forms a critical part of
the output pathway of the corticolimbic circuitry dis-
cussed earlier. The maintenance of energy balance
depends on the allocation of behavior between feeding
and competing activities; therefore, the signals of
hunger or satiety generated by the hypothalamus
have significant impact on the motivation for food
reward and, therefore, potentially on numerous mod-
els of goal-seeking discussed previously. Whether
modulation of this signal is also involved in assessment
of the rewarding properties of addictive drugs is
currently under investigation. The hypothalamic–
pituitary adrenal axis is also one of the most prominent
mechanisms by which the brain reacts to stress.
Neurons in the paraventricular nucleus of the
hypothalamus secrete corticotropin-releasing factor,
which stimulates the release of adrenocorticotropin
from the anterior pituitary. This in turn leads to pro-
duction of glucocorticoids (cortisol in humans and
corticosterone in rodents) within the adrenal cortex,
which can have profound effects on behavior and brain
function in numerous regions, as well as affecting
general metabolism. Given that stress contributes to
the development of affective psychiatric disorders
such as depression and can trigger relapse to drug-
seeking, a growing number of studies are addressing
the role of signaling peptides within this region in
reward-related learning and emotional processing.
Some examples are considered in the following,
though this is by no means an exhaustive list.

Melanin-concentrating hormone (MCH) is an
orexigenic (pro-appetite) protein expressed within
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the lateral hypothalamus. The MCH1 receptor is
highly expressed within the NAc, and intra-NAc
infusions of MCH increase food intake, whereas
antagonists of the MCH1 receptor have the opposite
effect. MCH1 receptor antagonists acting within
the NAc also exert antidepressant effects within
the FST, an effect which is also observed in
MCH knockout mice (Georgescu et al., 2005) and
with systemic administration of MCH antagonists
(Borowsky et al., 2002). These data suggest that
molecules primarily thought to control the regula-
tion of food intake can also have an effect on mood
through their influence on NAc function.

Orexin (hypocretin) may have a similar role to
play. Expressed within the lateral hypothalamus,
orexin increases food intake by promoting a state
of wakefulness and arousal, and deficits in orexin
are known to cause the sleep disorder narcolepsy
(Mignot, 2001). This debilitating condition, charac-
terized by daytime sleepiness, cataplexy, and other
sleep abnormalities, is frequently associated with
depression, and some of the sleep-related symptoms
are treated with antidepressants (Daniels et al., 2001).
Narcolepsy and depression are both associated with
alterations in circadian rhythms, and a dampening in
the naturally occurring diurnal variation in orexin
levels has been observed in depressed patients (e.g.,
Salomon et al., 2003). One mechanism by which
hypothalamic peptides may influence reward pro-
cessing may be via their modulation of the
dopaminergic system. For example, orexin neurons
project prominently to the dopaminergic cells of the
VTA, where orexin binds to orexin 1 (OX1) recep-
tors to stimulate the neurons. Administration of an
OX1 receptor antagonist blocks the development of
locomotor sensitization to cocaine (Borgland et al.,
2006), whereas orexin precipitates relapse to drug-
seeking in animals withdrawn from cocaine self-
administration through induction of a stress-like
state (Boutrel et al., 2005). Orexin knockout mice
also show reduced physical dependence on mor-
phine as indicated by a reduction in the physical
signs of naloxone-precipitated withdrawal symp-
toms (Georgescu et al., 2003).

Functional interactions between the dopaminer-
gic system and another hypothalamic peptide family,
the melanocortins, have been reported and have like-
wise been implicated in mediating drug reward. Mice
lacking the melanocortin-4 (MC4) receptor, which is
highly expressed within the NAc, fail to develop
locomotor sensitization, and direct intra-NAc infu-
sions of an MC4 antagonist peptide, SHU-9119,

reduces cocaine self-administration and place condi-
tioning. As with BDNF, this peptide also prevents
cocaine from potentiating the response to CRf (Hsu
et al., 2005).

Neuropeptide Y (NPY) is perhaps best known for
its ability to antagonize the behavioral consequences
of stress within the central nervous system (CNS)
(see Heilig, 2004). Administration of NPY is anxio-
lytic in numerous animal models, which is thought to
result in part from its actions at Y1 receptors within
the amygdala. Acute stress decreases NPY expres-
sion, whereas chronic stress exposure, which leads to
behavioral habituation, reverses this effect so that
NPY is upregulated. The hypothesis that increased
NPY expression could mediate coping responses is
supported by the observation that NPY transgenic
rats are less sensitive to stressful manipulations
(Thorsell et al., 2000). In keeping with the view that
stress promotes depression, at least in vulnerable
individuals, antidepressant treatments also increase
NPY within the frontal cortex, providing another
mechanism by which antidepressant drugs may con-
fer their therapeutic benefit. Dysregulation of NPY
regulation has also been implicated in drug addiction,
particularly in relation to alcoholism, where it is
thought to mediate the anxiolytic properties of alco-
hol, thereby increasing motivation to consume the
drug (see Valdez and Koob, 2004).

Whether induction of these hypothalamic feeding
peptides is regulated by the same TFs as other proteins
implicated in reward and addiction has yet to be
determined. However, it is known that NPY is a down-
stream target of CREB, and whether the behavioral
effects of NPY expression likewise vary depending on
its locus of action remains a possibility.

24.10 Overview

Within this article, we have briefly considered the
psychological processes involved in signaling reward-
ing events, and the roles played by different regions
within the corticostriatal loop associated with reward-
related learning. Through analysis of the intracellular
signaling cascades affected by the dopaminergic sys-
tem, specific molecules involved in mediating aspects
of reward processing have been highlighted, and data
pertaining to their influence over reward-related beha-
vior have been discussed. In parallel to much of what is
known regarding the neurochemical basis of reward
signaling, it is clear that different molecules can have
very different effects on behavior depending on their
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locus of action. Likewise, the time course of molecular
changes, whether transient or long-term, can have a
profound influence on their behavioral consequences.
The molecular tools have now been developed to
directly manipulate intracellular signaling pathways
and gene transcription at the level of different tran-
scription factors and their downstream targets within
highly circumscribed brain nuclei. As these advances in
molecular biological techniques become more accessi-
ble, a wider array of behavioral and genetic studies will
become possible. Although significant progress has
been made in determining the role of such molecular
events in reward-related learning, further integration
between the fields of psychology and molecular biol-
ogy will enable greater understanding of the biological
basis of goal-directed behavior.
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25.1 Introduction

Motor performance improves with practice. Move-
ments are initially slow, variable, uncoordinated, and
fractionated. After numerous repetitions, movements
become fast, stereotyped, coordinated, and smooth, so

that individual joint contractions blend into a single,
transitionless action. Several aspects of cognitive and
motor processingmust be refined in order for such high

levels of motor performance to be attained. Over the
past several years, neurophysiological studies in
experimental animals, especially in nonhuman pri-
mates, as well as neuroimaging studies in humans,

have provided a wealth of data, which has helped to
clarify the neural processes and structures underlying
the development of skilled motor behavior. It now
appears that a broad network of structures in the cere-
bral cortex, striatum, and cerebellum coordinate their
activity to enable skilled motor behavior. Each of these
structures probably plays a different role in either
motor planning or execution, and some of these struc-
tures are critical to the learning of new motor tasks.
This is evident since activity patterns are correlated
with specific phases of learning, and this activity is
altered as tasks are practiced and become highly
skilled. In this chapter, we review the evidence from
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neurophysiological, neuroanatomical, and neuroima-
ging studies that shed light on brain mechanisms
underlying motor skill learning.

25.2 Definition of Motor Skill
Learning

As used in this chapter, motor skill refers primarily to
fine motor skill, such as might be required in picking
up small objects, writing, typing, and so on, and not
gross motor skill, such as might be required to sit
upright, crawl, or walk. While the learning of gross
motor skills is important during development, during
activities of daily living, and during recovery from
certain severe neurological disorders, the current
chapter focuses on fine motor skill and its acquisition.
Skill learning is sometimes referred to as habit learn-
ing, defined as the process of successive adaptation of
behavioral responses to contingencies in environ-
mental stimuli (Mishkin et al., 1984). Habit or skill
learning is one of several forms of implicit learning
thought to be mediated by neural networks in the
cerebellum, frontal cortex, and basal ganglia. Implicit
learning is contrasted with declarative learning,
which involves the temporal lobe (Squire, 2004).

Although a general sense of what is meant by
motor skill exists among researchers, there is no
general agreement regarding what constitutes the
acquisition of motor skill. In our view, motor skill
learning is operationally defined as a change in motor
behavior, specifically referring to the increased use
of novel, task-specific joint sequences and com-
binations, resulting from practice and/or repetition.
Others have argued that changes in the speed of
movement, even if not accompanied by reciprocal
changes in the accuracy of movement, indicate skill
learning (Fitts, 1954; Hallett et al., 1996). However, it
should be cautioned that speed as the sole criterion
for evidence of skill learning may, at least in some
situations, be confounded, as they may occur as a
function of motivational state, also called disposi-
tional learning (Amsel, 1992).

25.3 Central Nervous System
Structures Involved in Motor Skill
Learning

It is now clear that the motor cortex does not execute
motor tasks in isolation. A broad network minimally
involving the primary and secondary motor areas, the

dorsolateral prefrontal cortex, the posterior parietal
cortex, the striatum, and the cerebellum is involved
in both skill acquisition and in motor execution. One
goal of recent research has been to differentiate the
role of various structures in the actual movement
execution versus the role of the structure in learning
the task (usually a movement sequence) or storage of
the learned motor program. While both cortical and
subcortical structures are clearly involved in motor
learning, this chapter focuses on cortical motor areas
and their role in skill learning.

Classically, motor skill was viewed as a serial
process. Premotor areas were thought to be critical
for the learning and storage of motor sequences.
Premotor areas were thought to send information to
the primary motor cortex for execution of motor
behavior via descending pathways to the spinal
cord. While certain neuroanatomical and neurophys-
iological features of premotor and primary motor
areas support this concept, the more modern view
recognizes that each of the cortical motor areas are,
to some extent, involved in motor learning and
the storage of motor commands, and that motor
skill does not reside in any one place. However,
these areas may differ in their degree of involvement
in skilled motor behaviors, depending upon various
task demands (e.g., role of visual or somatosensory
guidance, cognitive demands, bimanual involvement,
etc.). Here we review both the basic anatomy
and physiology of these various motor areas and
evidence for their differential roles in motor skill
learning.

25.3.1 Cortical Motor Areas in Nonhuman
Primates

It is generally accepted that no single feature
is sufficient for characterizing an area as a distinct
region. Features used to define cortical motor fields
include cytoarchitectonics, patterns of afferent and
efferent connections, features of intrinsic connectivity,
chemoarchitectonics, behavioral effects of ablation,
and, particularly for motor cortical areas, the ability
to elicit movements upon electrical stimulation.

A differentiated motor field has a unique cytoarch-
itecture, traditionally defined by stains for Nissl bodies
and myelin. Additionally, areas have been examined
and characterized based on cytochrome oxidase stain-
ing, acetylcholinesterase staining, neurofilament
antibody staining, and receptor binding. Unique char-
acteristics of cell types, laminar organization, cell
density, fiber density, and various staining densities
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are all used for characterization. Extensive tract
tracing studies have been used to identify subareas
of motor cortex based on differential afferent and
efferent connections with the thalamus, basal ganglia,
and other cortical areas, as well as their projections to
the spinal cord. Physiological criteria have also been
used for differentiation. Intracortical microstimula-
tion mapping procedures have helped to define
somatotopic organization within each motor area,
with attention paid to minimal threshold require-
ments for initiation of movements, as well as the
characterization of the movements themselves. The
relationship of single-unit activity to behavioral
aspects of motor tasks in awake, freely moving
animals has also been an important approach to dis-
tinguishing motor fields. Finally, motor areas have
been characterized based on functional differences in
ablation-behavior studies in nonhuman primates and
functional imaging studies in humans.

The nomenclature used for subdivisions of pri-
mate motor areas has varied across laboratories.
The generalized current scheme includes M1 (or
Brodmann’s area 4); four subdivisions of the lateral
premotor cortex (PMd-c, PMd-r, PMv-c, and PMv-r,
or F2, F7, F4, and F5, respectively); two premotor
subdivisions on the mesial surface of the hemisphere
(SMA and pre-SMA, or F3 and F6), and three subdivi-
sions of the cingulate motor area within regions lining
the cingulate sulcus (CMAr, CMAd, and CMAv, or
area 24c, area 6c, and area 23c). M1 is the most easily
recognizable area in histological stains, as it contains
very large pyramidal neurons in layer V, the so-called
Betz cells. Also, it contains a greatly reduced layer IV,
compared with sensory cortex that contains a thick
layer IV with substantial numbers of granule cells.
For this reason, M1 is sometimes referred to as agra-
nular cortex. Figure 1 illustrates the location of the
main cortical motor areas.

25.3.2 Cortical Motor Areas in Rodents

Because rodents are often used to study the role of
motor cortex in motor skill learning, a brief compara-
tive account of cortical motor areas in rodents is
instructive. (While motor cortex in cats is also fre-
quently a focus of motor learning experiments, this
species will not be discussed in this review.)
Intracortical microstimulation studies of sensorimo-
tor cortex in the rat have shown a complete motor
representation that is cytoarchitectonically defined
as agranular cortex (Hall and Lindholm, 1974;
Donoghue and Wise, 1982) and commonly called

M1 based on its similarities to primate M1. In
rodents, the portion of the agranular cortex in caudal
portions of frontal cortex that is devoted to forelimb
movements is referred to as the caudal forelimb area
(CFA). In addition, a second motor representation of
the forelimb has been identified in more rostral por-
tions of the frontal cortex. This second forelimb
representation, referred to as the rostral forelimb
area (RFA), is smaller than the CFA (Neafsey et al.,
1986). The RFA is separated from the CFA by a zone
where intracortical microstimulation elicits vibrissa
or neck movements.

Because the presence of a secondary motor area in
rats would appear to parallel the differentiation of
motor areas in primates, suggestions have been
made that the RFA is a homolog of one of the primate
secondary motor areas. Tract tracing studies of motor
cortical connections in rat have shown differences in
the thalamic, striatal, and cortical connections of
CFA and RFA (Rouiller et al., 1993). Comparison
of these connections to the pattern of connections of
primate motor areas suggests that RFA has some
similarities to primate premotor areas. Overall,
based on its connections, CFA is more similar to the
M1 forelimb area in primates, and RFA in some ways
appears to be more similar to nonprimary motor
cortex in primates. It is not currently possible to
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PMvDLPFC

pre-SMA
Tail
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Figure 1 Location of cortical areas involved in motor skill

learning and execution. Cortical areas are depicted on the

brain of a squirrel monkey, a primate with few convolutions

in its cortex. The areas depicted can be subdivided further
on the basis of anatomical and physiological criteria. For

example, SMA can be divided into a caudal component

(SMA proper) and a rostral component (pre-SMA). CMA,

cingulate motor areas; SMA, supplementary motor area;
PMd, dorsal premotor cortex; PMv, ventral premotor cortex;

DLPFC, dorsolateral prefrontal cortex; M1, primary motor

cortex; PP, posterior parietal cortex; S1, primary

somatosensory cortex; S2, second somatosensory area.
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decide whether RFA is a homolog of primate pre-
motor cortex, supplementary motor areas, or a
combination of secondary motor areas in primates
(Rouiller et al., 1993). A more comprehensive review
of primate and rodent motor areas can be found in
Nudo and Frost (2006).

25.3.3 Role of Somatosensory Cortex in
Motor Skill Learning

While the present chapter focuses on motor output
structures, it should be recognized that sensory infor-
mation plays a critical role in the learning of new
motor skills. For example, the somatosensory system
is critical for skilled motor behavior. Various soma-
tosensory regions in the parietal lobe of the cerebral
cortex are intimately interconnected with motor cor-
tical regions in the frontal lobe. Somatosensory
information can be recorded from neurons in M1,
and this information is segregated by submodality.
Cutaneous inputs arrive in the more caudal aspects of
M1, while proprioceptive inputs arrive in the more
rostral aspects. Focal experimental lesions in rostral
or caudal M1 result in distinct sensory-related
deficits in skilled use of the hands. Lesions in either
primary somatosensory cortex or M1 in nonhuman
primates result in similar deficits. Thus, while
there are clear structural and functional distinctions
between M1 and S1, they are functionally codepen-
dent with regard to skilled motor behaviors.

25.4 Organization of Primary Motor
Cortex and Its Role in Motor Skill
Learning

The vast majority of studies examining the neurophys-
iological bases for motor skill learning have been
performed in the primary motor cortex, or M1. The
reasons for this bias are numerous: M1 is very acces-
sible because of its location in the precentral gyrus.
The portion of M1 that is most often examined, the
M1 hand representation, is located on the dorsolateral
surface. In most primates, however, a large portion of
the M1 hand representation is buried in the anterior
banks of the central sulcus, rendering accurate recon-
struction of two-dimensional topographic maps more
challenging. Nevertheless, neuronal population stu-
dies, especially from cells within the more rostral
portions of M1, and to a lesser extent, the caudal
portions of M1 within the depths of the central sulcus,
are numerous. Thus, from the first functional

localization studies in the 1800s to cellular responsiv-
ity studies of the present day, M1 is the primary focus
of most cortical studies of motor control.

In primates at least, M1 is equivalent to Brodmann’s
area 4, based on cytoarchitectonic criteria. M1 contains
a complete representation of skeletal and orofacial
musculature organized in a topographic fashion, but
with an exaggerated representation of the hands and
face. This organization has been known since the late
1800s, primarily because of muscular contractions
evoked from electrical stimulation of the cortical sur-
face and, more recently, by more direct stimulation of
the output neurons located in layer V, demonstrated by
intracortical microstimulation. The most direct access
to motor neurons in the spinal cord is via the corti-
cospinal tract, originating in layer V pyramidal cells
and terminating in intermediate and deep laminae of
the spinal cord. In many primate species (and possibly
other mammalian species), a subset of corticospinal
neurons, so-called corticomotoneuronal cells, termi-
nate monosynaptically onto spinal motor neurons. It
is now known that corticomotoneuronal cells diverge
to innervate multiple (on average, about four or five)
motor neuron pools (Figure 2). Furthermore, cortico-
motoneuronal cells with different projection patterns
intermingle within each local zone within M1
(Rathelot and Strick, 2006). Thus, the highly organized
topographic arrangement inferred from electrical stim-
ulation studies is valid only on a macroscopic scale.
Substantial divergence and convergence exist in the
connections between M1 and spinal cord motor neu-
rons at a more focal level. It is possible that this
anatomical arrangement confers on M1 a certain capa-
city for functional plasticity, since, depending upon the
subset of neurons in a given zone that is activated, a
different motor output might result.

M1 can access motor neurons in the spinal cord via
more indirect routes also. For example, corticofugal
neurons project monosynaptically to the red nucleus,
which in turn projects monosynaptically and disynap-
tically to spinal cord motor neurons. These pathways
are topographically organized on a macroscopic scale,
much like the direct corticomotoneuronal pathway.
Somewhat more diffuse access can be accomplished
via M1 projections to the pontine and medullary
reticular formation, which in turn projects to the
spinal cord.

M1 also contains a rich array of intracortical con-
nections that are thought to modulate the output of
corticofugal cells. The role of local corticocortical
fibers in shaping responses in the execution of skilled
motor tasks is not well known. However, this
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modulatory influence may provide another important
substrate for plasticity in the output properties of
motor cortex.

Virtually all mammalian species contain a cortical
structure analogous (if not homologous) to primary
motor cortex. Corticospinal neurons originating in
layer V exist in every mammalian species studied to
date, including primates, carnivores, rodents, insecti-
vores, and marsupials. However, the number of
corticospinal neurons, their penetration into the
cord, their trajectory in the cord, and the proximity
of their terminals to motor neuron cell bodies vary
widely across species. A motor cortex, as defined by
an area of the cerebral cortex whose stimulation
results in movements of muscles of the body, seems
to be universal among mammals.

25.4.1 Neurophysiological Changes in M1
Associated with Motor Skill Learning

Historically, it has been thought that since M1 is
so intimately connected to motor neurons in the

spinal cord, its role in motor behavior was concerned

primarily with low-level execution of muscular con-

tractions. However, several lines of evidence now

suggest that it plays a very important role in skill

acquisition and motor learning.
Neurophysiological studies in animal models,

especially nonhuman primates, provide unique insight

into the role of various cortical and subcortical net-

works in motor skill learning, since the activity of

neuronal populations can be tracked over time in

the same animals, as they perform a specific task.

However, until recently, the most common paradigm

was to examine neuronal activity in relation to move-

ment only after an animal had been highly trained for

several weeks to months. While this paradigm allows

examination of the relationship of neuronal activity

to control of movements, it does not provide much

insight into the actual learning of the task. This is

important since the acquisition of various aspects of

motor skill might be mediated by different neuronal

structures and processes.
Several human studies using transcranial mag-

netic stimulation have demonstrated that increased

use of muscles expands their motor representations

(Pascual-Leone and Torres, 1993; Tyc et al., 2005).

Even simple movements repeated over a short period

of time are effective in inducing cortical repre-

sentational changes (Classen et al., 1998). Recent

experiments in nonhuman primates have de-

monstrated that motor representations of hand

movements expand in concert with the acquisition

of new motor skills (Nudo et al., 1996). In these

studies, monkeys were trained on an operant task

requiring retrieval of food pellets from small wells.

Behavioral performance was initially poor based on

timing of retrievals and numbers of digit flexions

required per retrieval. Behavioral performance

increased asymptotically and reached plateau in

about 10 days. At the end of the training period,

both individual joint movements and specific joint

movement combinations and sequences used by indi-

vidual animals became represented over larger

cortical territories (Figure 3). As digit skills were

acquired, very little expansion of the total hand

representation occurred. Instead, digit and wrist

representations became redistributed. These effects

were reversible, to some extent, though not comple-

tely. This suggests that once a novel motor task is

learned, certain aspects of cortical topography are

altered for an extremely long period of time.

Changes in face motor cortex have also been

MN1 MN2

Figure 2 Divergence and convergence of corticospinal

neurons in M1. Corticospinal neurons diverge to form
monosynaptic connections with up to four or five motor

neuron pools. Two such pools, MN1 and MN2, are shown in

the figure. Corticospinal neurons projecting to a single

motor neuron pool are represented over a large territory
within M1. Thus, different corticospinal neuron populations

(red and green triangles) are intermixed across the spatial

domain of M1.

Neurophysiology of Motor Skill Learning 531



demonstrated after learning a novel tongue protru-
sion task (Sessle et al., 2007).

One of the more interesting aspects of these results
is that movement combinations that were used in the
task became represented over a larger cortical terri-
tory. This suggests that temporal correlation of
movements (and presumably muscles) drives changes
in cortical motor organization. It is possible that local
intracortical connections couple various separate
modules together to form muscle or movement syner-
gies. After training, at sites where multiple joints are
represented (as defined by similar thresholds for
activation), the current levels required for evoking
the multijoint movements are significantly lower
than those required to evoke single-joint movements.
Recently, analogous results have been demonstrated
using functional magnetic resonance imaging after
motor training in humans (McNamara et al., 2007).
Thus, training may in some way prime specific intra-
cortical connections to enhance the excitability of
subsets of corticomotoneuronal cells that must fire
concurrently for skilled tasks to be completed.

Subsequent microelectrode stimulation studies in
monkeys and rats confirmed these initial findings and
further suggested that skill acquisition was a necessary
feature of the behavioral experience for neurophysio-
logical map plasticity to occur, rather than simple
movement execution alone. Monkeys that retrieve
food pellets from larger wells than those used in the
study described do not exhibit the slowly developing
asymptotic learning curve compared with monkeys
trained on the small-well task. Even though they exe-
cute the same number of digit movements, these
animals demonstrate no systematic change in motor
map topography in M1 (Plautz et al., 2000). Similar
findings have been found in rodents. Rats trained in a
novel task to retrieve food pellets from a rotating

platform demonstrate expansions of distal forelimb
representations in M1. However, rats trained to press
a bar repeatedly with their distal forelimb show no
map changes (Kleim et al., 1998). Presumably, the
large-well pellet retrieval task in the monkey and the
bar pressing task in the rat are skills that had already
been acquired in the normal behavior of the animal.
Only when novel tasks are taught that require the
acquisition of new joint movement combinations is
the motor cortex topography altered significantly.

Another paradigm for motor training, strength
training, also does not appear to alter motor maps
in M1. In comparison to nontrained control animals,
rats that are trained to repetitively grasp and break a
strand of dried pasta show expanded representations
of the distal forelimb, presumably due to the novel
skill required by the task. However, if rats are trained
to break progressively larger bundles of pasta strands,
a similar task that simply requires more force, the
same expansions occur. That is, no further reorgani-
zation in distal forelimb representations occurs with
strength training (Remple et al., 2001).

At the cellular level, both long-term potentiation
(LTP) and long-term depression (LTD) can be gener-
ated in somatosensory and motor cortex of rats under
specific conditions (Castro-Alamancos et al., 1995;
Rioult-Pedotti et al., 2000). It has been suggested that
extensive intracortical connections in superficial layers
of motor cortex might undergo changes in synaptic
efficacy that underlie neurophysiological changes in
motor cortex during motor learning. In rats, when
one limb is trained on a motor task, the amplitude of
field potentials contralateral to the trained limb is
significantly increased relative to the cortex opposite
the untrained limb. Further, the trained cortex is
less amenable to subsequent LTP induction (Rioult-
Pedotti et al., 1998; Hodgson et al., 2005). However,
others have argued that learning motor skill acquisition
produces bidirectional changes in synaptic strength
distributed throughout the intracortical networks
of motor cortex. Unidirectional changes in the popula-
tion of neural elements are suggested to occur during
certain behavioral states not directly related to
the learning process (i.e., stress; Cohen and Castro-
Alamancos, 2005).

25.4.2 Neuroanatomical Correlates
of Motor Skill Training in M1

Skill training is also associated with changes in the
microanatomy within motor cortex, including den-
dritic reorganization, synaptogenesis, and changes in
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Figure 3 Alterations in motor representations in M1 as a

result of motor skill training. After several days of practice at a

novel motor task (pellet retrievals from small wells), monkeys

display larger representations of the fingers and wrist. In
addition, representations of multijoint movements

(fingersþwrist) emerge. Current thresholds required for

activating movements at multijoint sites are particularly low

compared with at single-joint sites. From Nudo RJ, Milliken
GW, Jenkins WM, andMerzenich MM (1996) Use-dependent

alterations of movement representations in primary motor

cortex of adult squirrel monkeys. J. Neurosci. 16: 785–807.
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synapse morphology. Training rats on an acrobatic
task that requires them to traverse a series of obsta-
cles (horizontal ladder, grid platform, rope, barriers)
results in increases in synapse to neuron ratios and
dendritic processes in motor cortex ( Jones et al.,
1999; Bury and Jones, 2002). Similar synaptic and
dendritic changes occur with reach training in rats
(Withers and Greenough, 1989; Kleim et al., 2002).
Training-induced structural reorganization is limited
to the motor cortex region that undergoes neurophy-
siological reorganization (Kleim et al., 2002). More
recent immunohistochemical studies have attempted
to determine the proteins that are involved in these
morphological changes. In rats, synaptophysin and
GAP-43 expression appear to be correlated with
the first 5 days of motor skill learning. However,
microtubule-associated protein 2 (MAP-2) was not
influenced by learning (Derksen et al., 2006). Brain-
derived neurotrophic factor (BDNF) appears to be
involved in learning-related plasticity in motor
cortex. If BDNF is inhibited by injection of antisense
oligodeoxynucleotides, receptor antagonists, or
BDNF receptor antibodies, motor skill is impaired
and neurophysiological organization is disrupted
(Kleim et al., 2003; Adkins et al., 2006).

While studies at the genetic and molecular level
of analysis are still few in number, recent studies
suggest a time-dependent change in corticostriatal
expression patterns of immediate early genes during
motor training (Hernandez et al., 2006).

25.5 Secondary Motor Areas and
Their Role in Motor Skill Learning

In addition to M1, there are several secondary motor
areas (SMAs) recognized in the primate cortex
(Figure 1). These areas have been defined as having
direct connections to both M1 and the spinal cord.
The premotor cortex, the SMA, and the cingulate
motor cortex have been identified in all primate
species examined, including prosimian primates.
Each of these secondary areas has been divided into
subareas based on differences in cortical architecture
that are related to hodological and functional differ-
ences. The lateral premotor area is divided into
ventral and dorsal areas (PMv and PMd, respec-
tively), the SMA into SMA proper and pre-SMA,
and the cingulate motor cortex into rostral (CMAr)
and caudal (CMAc) divisions. As many as ten motor
fields emerged early in primate evolution (Wu et al.,
2000).

The premotor and supplementary motor areas
appear to be involved in different aspects of move-
ment compared to M1. This has been suggested
simply from the timing of activity in the various
cortical motor regions. Using time-resolved fMRI dur-
ing a delayed cued finger movement task, activity in
M1 was substantially weaker during movement pre-
paration compared with during movement execution.
However, activity in PM and SMA was equally high
during both phases of the task (Richter et al., 1997).

25.5.1 Role of the SMA in Motor Skill
Learning

A significant role in the planning, preparation, and
initiation of voluntary movement has been ascribed
to the secondary motor areas on the medial wall of
the hemispheres, especially the supplementary motor
area. Early stimulation studies demonstrating com-
plex movements evoked at higher currents from
stimulation of SMA first suggested that the medial
motor areas are involved in more complex aspects of
motor behavior (Thickbroom et al., 2000). Later,
neuroimaging studies implicated the role of SMA in
higher-order processes. In one very influential study
examining cerebral blood flow, for example, the SMA
was the only area activated when subjects mentally
rehearsed a finger tapping sequence without actually
executing it (Roland et al., 1980).

Based on these early results, the focus for SMA
studies has been on its role in complex aspects of
motor behavior, such as movement planning and
sequencing. In daily activities, discrete movements
must be coordinated in the proper sequence, and
transitions from one movement to the next must be
accomplished smoothly and rapidly. As movement
sequences are practiced, the individual movements
become more stereotyped (i.e., with decreased
variability in kinematics and kinetics), and the
time between different movements decreases.
Eventually, one movement component blends into
the next, and a smooth, coordinated action results.
The SMA is thought to participate in this sequen-
cing function. But it should be recognized that
sequence learning requires several neural systems
that are involved in cognitive, perceptual, motoric,
and temporal aspects of learning (Grafton et al.,
1998). Motor behaviors are controlled by a distrib-
uted network, and it may be too simplistic to think
in terms of compartmentalized units that have
mutually exclusive functions. For example, a recent
2-deoxyglucose study in nonhuman primates
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showed substantial metabolic activity in both SMA
and pre-SMA associated with visually guided reach-
ing movements. The intensity of activation was
comparable to that of M1 in the same animals
(Picard and Strick, 2003). Most neurons in SMA
are active in relation to effector-related variables.
However, a modest number appear to represent tar-
get direction independent of reach direction. Further,
the largest number of neurons in SMA appears to be
context-dependent, that is, activity is directional in
one visuomotor mapping condition, but not others
(Crutcher et al., 2004). While it is now clear that
these areas are involved in diverse aspects of move-
ment control, planning and timing are the major
focus of investigations.

Many studies in nonhuman primates have demon-
strated that the supplementary motor area is important
in the control of sequential movements. Early studies
demonstrated that SMA neurons are active during
movements of either extremity (Brinkman and
Porter, 1983), and SMA lesions result in deficits in
bimanual coordination (Brinkman, 1981). More recent
studies demonstrated that removal of SMA in mon-
keys does not cause paralysis or akinesia. However,
monkeys were impaired at performance of a simple
learned task in which they were required to raise their
arm to obtain a food reward below (Thaler et al.,
1995). They were less impaired if the task was paced
by an external cue (tone). These deficits are similar to
those observed in humans with damage to SMA.
Patients with lesions involving the SMA, but sparing
the lateral hemispheric surface, demonstrated difficul-
ties in producing rhythmic motion unless the task was
guided by auditory pacing (Halsband et al., 1993).
These data have been cited as evidence for the role
of SMA in self-initiated actions.

SMA is thought to play a role in modulating
motor output based on kinesthetic inputs. A large
percentage of neurons in SMA respond differentially
to different instructions during a preparatory state
(Tanji et al., 1980; Passingham, 1987). Also, neuronal
discharge within SMA typically precedes activity in
M1 (Deecke et al., 1985), but SMA response proper-
ties differ from those in M1 in that SMA activity is
related to factors other than the execution of move-
ment to a greater extent than neurons in M1 (Kurata
and Tanji, 1985).

Neuronal activity in SMA is also thought to
reflect internal models of movement dynamics, or
the forces exerted by contracting muscles. Dynamic
related signals are nearly comparable in SMA and
M1 (Crutcher and Alexander, 1990). Movement

dynamics are significantly represented in SMA dur-
ing both motor planning and execution. This
property is likely to play a particularly important
role in motor learning, as SMA neurons shift their
preferred direction in the direction of an external
force when monkeys adapt to a perturbing force
field, and back in the other direction when the mon-
keys readapt to the nonperturbed direction. This shift
occurs during the instructed delay and during the
movement-related time window (Padoa-Schioppa
et al., 2004).

25.5.2 Two SMAs: Different Roles for SMA
and Pre-SMA

Two SMA representations can be differentiated in
primate species based on distinct cytoarchitecture,
intracortical microstimulation, neuronal response
properties, and connection patterns. These two
areas, located on the mesial aspect of the frontal
cortex, are referred to as SMA proper (or simply
SMA; also called F3) and the pre-SMA (also called
F6), situated more rostrally (Wu et al., 2000).
Typically, in human neuroimaging studies, the
SMA is differentiated from pre-SMA based their
location relative to the anterior commissure, with
the SMA proper lying caudal to the level of the
commissure, and the pre-SMA lying rostral to the
commissure. However, diffusion tensor imaging stu-
dies have revealed different patterns of connections
in SMA and pre-SMA, and thus, more refined iden-
tification methods in humans are now available
(Lehericy et al., 2004).

25.5.2.1 Basic differences in physiology

and anatomy of SMA/pre-SMA

SMA contains a complete motor representation with
the face-arm-leg regions arranged rostrocaudally
(Luppino et al., 1991). Movements are elicited at
low current thresholds. Arm movements can be eli-
cited from pre-SMA, though larger currents are
required (Matsuzaka et al., 1992). Compared to
SMA, pre-SMA has only sparse spinal projections
but connects more heavily with prefrontal cortex.
For this reason, some investigators consider pre-
SMA (as well as pre-PMd) to be a prefrontal cortical
region rather than a premotor area. In general, SMA
proper is thought to be involved primarily in simple
tasks, while pre-SMA is activated during relatively
complex tasks (Picard and Strick, 2001).
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25.5.2.2 Role of SMA/pre-SMA in learning

of motor sequences

Many cells in SMA and pre-SMA fire preferentially
during the performance of new sequences
(Nakamura et al., 1998). Studies of the role of SMA
and pre-SMA in sequence learning have focused
primarily on either movement sequences with the
upper extremity or sequences of saccades (Muri
et al., 1994). Neuronal responses to visual stimuli
predominate in pre-SMA, while responses to soma-
tosensory stimuli predominate in SMA proper
(Matsuzaka et al., 1992). However, the current review
focuses exclusively on movements of the upper
extremity, and not on saccades.

Neurons in SMA/pre-SMA that are related to
sequence learning start discharging after the illumi-
nation of the stimuli for each set; the discharge rate
increases until the monkey presses the first button. As
learning proceeds, these neurons discharge progres-
sively less, so that in highly learned sequences, almost
no activity is evident. Such neurons that preferen-
tially are activated during new sequences are more
common in pre-SMA. This role has often been
referred to as reprogramming. In fact, neurophysio-
logical studies in monkeys demonstrate that many
pre-SMA cells are preferentially active only during
the single trials where the animals are required to
update to a new movement sequence (Shima et al.,
1996). The activity is not related to a new association,
since the sensory stimuli and the associations with
different movements are already well learned. This
suggests that pre-SMA is involved in updating motor
plans or reprogramming.

Many SMA neurons display a gradual change in
activity related to experience with a particular move-
ment sequence. This suggests that activity in SMA is
dynamically reorganized by experience (Lee and
Quessy, 2003). It is possible for learning about
motor tasks to occur in the absence of motor perfor-
mance changes, for example, as measured by reaction
time. This might occur during the observation of a
motor task. The subject later demonstrates more
rapid improvements in performance since some per-
ceptual/cognitive aspect of the task was learned
during the observation. It has been argued that
SMA may play a role in sequence learning indepen-
dent of the relationship with performance changes
(Lee and Quessy, 2003).

One behavioral paradigm that is popular for study-
ing motor sequence learning in nonhuman primates is
the sequential button task, in which monkeys are
required to press pairs of buttons in the proper

sequence. This task has been used extensively by
Hikosaka and colleagues, who generally train monkeys
in sets of five consecutive pairs of button presses. Using
a similar task in a PET study of cerebral blood flow in
humans, SMA was more active (more blood flow)
during the performance of a prelearned sequence com-
pared with a new sequence ( Jenkins et al., 1994). In
contrast, pre-SMA is active during the process of learn-
ing the sequence (Hikosaka et al., 1996).

These results may explain the earlier lesion
results. If SMA is more active after a motor sequence
is learned (and thus, after external cues are no longer
necessary to pace the task), damage to SMA would
then result in deficits in performing the learned
sequence. However, if external cues are then pro-
vided, the lateral premotor areas are engaged and
can compensate for the deficit.

But many brain regions are active during new
learning, such as dorsolateral prefrontal cortex, par-
ietal cortex, lateral premotor area, cerebellum, and
basal ganglia (Nakamura et al., 1999). Are either
SMA or pre-SMA necessary for learning new
sequences? In monkey studies, these areas can be
differentially and temporarily inactivated using mus-
cimol, a GABA agonist. Inactivation of either area
increases reaction time of button presses for both
novel and learned sequences. However, inactivation
of pre-SMA, but not SMA, increases errors for novel
sequences, but not learned sequences (Nakamura
et al., 1999). These data provide further support
that pre-SMA is more involved in the learning of
new motor sequences. What specific factors related
to new learning are disrupted by the inactivation
(novelty detection, selective attention, decision mak-
ing, error correction, switching motor plan, memory
coding, retrieval, etc.) are not completely known.

Cells have also been found in SMA that appear to
be responsive to a particular order of forthcoming
movements (Tanji and Shima, 1994), supporting the
view that SMA is particularly important in the rela-
tional order of sequence components (i.e., neurons
fire during movement A only if movement A is pre-
ceded or followed by movement B). In addition, both
SMA and pre-SMA neurons show selectivity for the
numerical order of sequence components, although
the incidence of such neurons is higher in pre-SMA.
That is, these neurons may fire during movement A
only if movement A is the second movement in the
sequence (Clower and Alexander, 1998).

Before leaving this discussion of motor sequence
learning, it should be emphasized that SMA and
pre-SMA are probably not the only cortical motor
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areas involved in coding movement sequences.
Recent data from monkeys have demonstrated that
after long-term training on a sequence task, a large
proportion of neurons in M1 were differentially
active during a repeating sequence versus a random
sequence (Matsuzaka et al., 2007). A large number of
M1 neurons are active during the instruction period,
similar to findings in premotor areas. When cells
were sought that showed an interaction between
movement direction and serial order (sequence-
related cells), such cells were the most common
type (40%). Only 17% of these cells were related to
movement direction alone (Lu and Ashe, 2005). This
suggests that M1 may represent sequential move-
ments, as has been suggested for SMA and pre-
SMA. It would appear that M1 participates in
motor skill learning beyond the simple kinematic
level, and thus, the neural network participating in
more cognitive aspects of motor tasks may be broadly
distributed.

A model for a more global network view of
sequence learning has been proposed by Ashe and
colleagues (2006). The basic principle of this model is
that motor sequences involve both implicit and expli-
cit learning depending upon the stage of the learning
process (Figure 4). These two forms of learning are
thought to employ somewhat different neural struc-
tures. Much of motor sequence learning is implicit, as
elements of the movements are made in sequential
order without specific awareness about the sequence.
Ashe’s model suggests that in these conditions, impli-
cit processes originate in M1 and propagate to
premotor areas. With repeated practice, learning
may become explicit, as the subject is aware of the
instructional set. In this case, explicit processes ori-
ginate in prefrontal cortex and then propagate to

premotor areas. In reality, both implicit and explicit
processes probably interact, and thus neural corre-
lates can be found across broad neuronal networks.

25.5.2.3 Role of SMA/pre-SMA in

self-initiated versus externally guided

movements

One of the central issues concerning the role of SMA/
pre-SMA in movement is its role in self-initiated
movements as opposed to movements triggered by
external stimuli, or externally guided movements.
While a large percentage of neurons in SMA are active
during IG movements, approximately 90% of task-
related neurons are active before or during EG move-
ments (Mushiake et al., 1991).

Both self-initiated and externally guidedmovements
activate a common network of cortical areas including
SMA, pre-SMA, cingulate cortex, M1, superior parietal
cortex, and insular cortex. Neurophysiological data in
animals seem to indicate that the mesial motor areas are
more involved in self-initiated movements, while lat-
eral premotor areas are involved in externally guided
movements (Romo and Schultz, 1987; Thaler et al.,
1988; Mushiake et al., 1991; Cunnington et al., 2002).
Motor preparatory activity appears to arise primarily
from mesial motor areas, supporting this view.
Neuroimaging studies have demonstrated that mesial
motor areas show greater activation with self-initiated
compared with externally triggered movement (Rao
et al., 1993; Wessel et al., 1997; Deiber et al., 1999;
Jenkins et al., 2000; Hoshi and Tanji, 2006), and greater
activation of lateral premotor areas for externally trig-
gered (EG) movements.

Activity increases in both mesial motor areas and
lateral premotor areas during a movement preparation
period (Richter et al., 1997). M1 shows weak activation

Prefrontal cortex preSMA SMA M1

Implicit processes

Explicit processes

Figure 4 Cortical structures involved in the control of motor sequences. In this model, both explicit and implicit processes
operate in the learning and execution of movement sequences. The degree of involvement of the two processes, and the

underlying neural structures participating in the behavior, are a function of the stage of the learning process. Adapted from

Ashe J, Lungu OV, Basford AT, and Lu X (2006) Cortical control of motor sequences. Curr. Opin. Neurobiol. 16: 213–221.
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during this preparation period, and follows that of
premotor areas in time (Wildgruber et al., 1997).
Using rapid event-related functional magnetic reso-
nance imaging that allows the timing of different
motor cortical areas to be examined, activity has
been examined using a finger sequence movement
task. Using this approach, activity in SMA does not
differ between self-initiated and externally guided
sequences during movement, or between self-initiated
premovement and movement. Both self-initiated
movements and externally cued movements show
strong activation in mesial motor areas. However, the
timing of the activity in pre-SMA was significantly
earlier for self-initiated compared with externally trig-
gered movements. (Cunnington et al., 2002). Sequence
complexity had a greater effect on SMA before rather
than during movement, suggesting that SMA is more
involved in preparatory processes (Elsinger et al.,
2006).

Pre-SMA appears to be preferentially involved in
self-initiated movements. Pre-SMA also appears to
be activated when a mental representation of a move-
ment is engaged, in the absence of actual movement
(Koski et al., 2003). However, imagined movements
are also correlated with activation in SMA, but the
SMA was more active during movement execution
(Cunnington et al., 2006).

Whether the SMA is involved in self-initiated
movements is subject to debate (see discussion in
Deiber et al., 1999), but other variables may modulate
activity of SMA, in addition to the mode of move-
ment initiation. Pre-SMA (as well as PMd) and not
SMA was activated preferentially during an auditory
conditional motor task, in which two different tones
triggered different movements (Kurata et al., 2000).
Pre-SMA activity appears to be rate dependent, with
more extensive activation with faster movements.
SMA is preferential for sequential rather than fixed
movements, that is, the type of movement (Deiber
et al., 1999).

One interesting aspect of the timing of movements
focuses on whether motor areas are concerned with
ordinal or interval properties of the timed move-
ments. Timing control appears to be independent of
sequence representation. That is, timing can be chan-
ged without changing the sequential order. During a
sequential movement task, subjects had to attend to
either the interval or the ordinal information of a
sequence of visually presented stimuli. While the
same motor areas were activated in both conditions,
pre-SMA, lateral PMC, frontal opercular areas, basal
ganglia, and left lateral cerebellar cortex were

activated more strongly by interval information,
while SMA, frontal eye field, M1 and S1, cuneus,
and medial cerebellar cortex were more active for
ordinal information. (Schubotz and von Cramon,
2001). Thus, different aspects of impending move-
ment sequences may be processed by different areas.

25.5.2.4 Shift-related cells in pre-SMA

In monkeys, activity in response to visual cue signals
during a preparatory phase that indicates the direc-
tion of an upcoming arm movement is abundant in
pre-SMA. Also, pre-SMA contains an abundance of
shift-related cells that respond when monkeys are
instructed to shift the target of a future reach from a
previous target to a new target (Matsuzaka and Tanji,
1996). Relatively few shift-related cells are found in
SMA. The majority of SMA neurons are time-locked
to movements.

25.5.2.5 Role of SMA in kinetics and
dynamics of movement

Two aspects of reaching movements have been
described based on kinematics versus dynamics of
the action (Padoa-Schioppa et al., 2002). Kinematics
refers to the evolution in time of the joint angles and
hand position. Dynamics refers to the set of forces
exerted by the muscles. The accomplishment of
skilled reaching can be defined from a neural per-
spective as the generation of appropriate forces
(dynamics) for a desired hand trajectory (kinematics).
Thus the role that the central motor structures plays
in the transformation of desired kinematics into
dynamics is critical to our understanding of motor
skill learning. Dynamics-related neural activity
has been found in several motor structures including
dentate and interpositus nuclei in the cerebellum,M1,
SMA, PMd, PMv, and putamen. Neurophysiological
studies suggest that dynamics-related activity in SMA
occur during the motor planning phase. Thus, SMA is
likely to participate in this kinetics-to-dynamics
transformation (Padoa-Schioppa et al., 2002).

25.5.3 Lateral Premotor Cortical Areas and
Their Role in Motor Skill Learning

25.5.3.1 Comparative aspects of lateral

premotor areas

Recent studies indicate that premotor areas play an
important role in sensory guidance of movement and
some aspects of motor preparation. Premotor areas
probably first appeared with the divergence of
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prosimian primates, as evidenced by lateral premotor
representations coincident with distinct cytoarchi-
tectonics rostral to the M1 representation. Two
major subdivisions, PMd and PMv, have been
identified in the prosimian Galago (Wu et al., 2000).
PMd has been further subdivided in Galago into
rostral and caudal components (PMd-r and PMd-c,
respectively). These two PMd areas appear to be
functionally distinct, as saccades are evoked from
stimulation of PMd-r, and forelimb and body move-
ments are evoked from PMd-c (Fujii et al., 2000). To
the extent that Galagos represent a primordial state
of primate motor cortex, it is likely that PMd-r,
PMd-c, and PMv are homologs in all extant primates.
Intracortical microstimulation studies have also iden-
tified PMv and PMd in New World and Old World
monkeys (Gould et al., 1986; Stepniewska et al., 1993;
Preuss et al., 1996; Frost et al., 2003; Hoshi and Tanji,
2004). The PMd has been shown to consist of
representations of both hindlimb and forelimb (He
et al., 1993; Ghosh and Gattera, 1995; Preuss et al.,
1996; Raos et al., 2003), while PMv contains re-
presentations of the forelimb and orofacial muscles
(Stepniewska et al., 1993; Preuss et al., 1996).

In addition to the areas noted that have been
identified in prosimian primates and New World
monkeys, the PMv is further differentiated in Old
World monkeys. A total of four subareas of lateral
premotor cortex are identifiable in macaques: PMd-c,
PMd-r, PMv-c, and PMv-r (or F2, F7, F4, and F5,
respectively) based on cytoarchitectonics and intra-
cortical microstimulation results and connections
(Rizzolatti and Fadiga, 1998; Rouiller et al., 1998;
Morel et al., 2005).

Unlike macaque monkeys, there have been no deli-
neations of subareas F4 and F5 (Pmv-c and Pmv-r) in
PMv of prosimian primates or NewWorld monkeys. In
macaques, PMv is subdivided into caudal and rostral
divisions based on cytoarchitectonic, connectional, his-
tochemical, and physiological distinctions (Matelli
et al., 1985, 1991; Luppino et al., 1999; Rizzolatti and
Luppino, 2001; Rizzolatti et al., 2002; Morel et al.,
2005).

Since direct corticospinal projections originate
from dorsal and ventral premotor areas (as from M1,
SMA, and CMA), it is possible that all frontal cortical
areas may participate in movement dynamics.

25.5.3.2 Role of the ventral premotor

cortex in motor control

The ventral premotor cortex was first characterized
functionally by its involvement in visually guided

motor behavior as its neurons discharge during pre-

paration and execution of movements under visual

guidance (Godschalk et al., 1981). PMv neurons also

respond to tactile and proprioceptive stimulation

(Graziano et al., 1997; Graziano, 1999). Thus, PMv

has been implicated in the initiation and control of

limb movements based on visual and somatosensory

information (Kurata and Tanji, 1986; Gentilucci

et al., 1988; Rizzolatti et al., 1988; Mushiake et al.,

1991, 1997). PMv is important for the integration of

visual information derived from extrapersonal three-

dimensional space and involved in the spatial gui-

dance of limb movements (Kakei et al., 2001). PMv

neurons respond to somatosensory stimuli applied to

either face or arm and to visual stimuli corresponding

to peripersonal space (Gallese et al., 1996; Graziano

et al., 1997). PMv neurons are selective for the

three-dimensional shape of objects to be grasped

(Murata et al., 1997), the direction or movement

trajectory in visual/extrinsic space (Kakei et al.,

2001; Schwartz et al., 2004), the attention to visuo-

spatial stimuli (Boussaoud et al., 1993), and decisions

making based on somatosensory signals (Romo et al.,

2004).
Specific lesions of PMv in the area responding to

visual object presentation (F5) result in deficits in

visually guided grasping movements. Hand pre-

shaping preceding grasping is markedly impaired.

Monkeys were able to grasp objects, but only after

compensation based on tactile correction (Fogassi

et al., 2001). Animals show a reluctance to use the

affected hand (Rizzolatti et al., 1983; Schieber, 2000),

though the ability to make a precision grip appears

unaffected (Schieber, 2000). During conditional

visuomotor association tasks, movements have

smaller amplitudes and slower velocities, but few

direction errors are made (Kurata and Hoffman,

1994). Monkeys appear to lose the ability to perform

a prism adaptation task after muscimol injection in

PMv (Kurata and Hoshi, 1999). Lesions of the

periarcuate region of frontal cortex (premotor

cortex, probably primarily PMv) result in deficits in

selecting the proper response to a conditional cue

(Petrides, 1986).
In macaques, F4 appears to code goal-directed

actions mediated by spatial locations (Rizzolatti

et al., 2002), while F5 has been shown to be involved

in motor-action recognition (Umilta et al., 2001).

Human area 44 has been shown to be involved in

sensorimotor transformations for grasping and

manipulation (Binkofski et al., 1999) and is thought
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to be homologous to F5 in macaques (Rizzolatti et al.,
2002).

Neurons in PMv reflect processes in extrinsic
coordinates more often than neurons in M1 (Kakei
et al., 2001). Effector-independent activity is more
frequent in PMv than in PMd (Hoshi and Tanji,
2002). Premovement activity is less frequent in
PMv than PMd (Boudreau et al., 2001). Activity of
neurons in PMv co-varies with external force in a
precision grip task (Hepp-Reymond et al., 1994,
1999). Dynamics of movement appear to be coded
in both PMd and PMv (Xiao et al., 2006).

25.5.3.3 Role of dorsal premotor cortex in

motor control
PMd is involved in movement parameters (Fu et al.,
1993; Kurata, 1993; Crammond and Kalaska, 2000)
and in the integration of internal body representation
and target information for the preparation of motor
actions (Kurata, 1994; Hoshi and Tanji, 2004). PMd
neurons are active during a preparatory motor-set
period (Weinrich and Wise, 1982) and in relation to
visuomotor-association tasks (Kurata and Wise, 1988;
Mitz et al., 1991). Neurons in PMd are active before
expected visual signals (Mauritz and Wise, 1986) and
during motor preparation (Wise and Mauritz, 1985;
Kurata and Wise, 1988). Target-related activity prior
to and during movement is more abundant in PMd
than in M1 (Shen and Alexander, 1997). However,
there is considerable overlap in function (Riehle and
Requin, 1989; Kalaska et al., 1997).

Like SMA, neurons in PMd appear to reflect
dynamics during motor planning, or the dynamics
of upcoming movement. PMd may also be involved
in the kinetics-to-dynamics transformation, though
not to the degree that SMA is. During the premove-
ment period, neurons in PMv are mostly not
directionally tuned, which is more like M1.

Monkeys with PMd lesions exhibit increased
direction errors during conditional visuomotor asso-
ciation tasks. However, movement amplitude and
velocity are normal (Kurata and Hoffman, 1994).
This contrasts with effects of PMv lesions.

25.5.3.4 Direct comparison of ventral and

dorsal premotor cortex response

properties

In a few studies, direct comparisons have been made
between these two premotor areas. The results show
that set-related activity is mainly found in PMd,
while movement-related activity is found in both
PMd and PMv (Kurata, 1993). PMv neurons mainly

respond to visual target location, while PMd neurons
respond to target location and arm direction (Hoshi
and Tanji, 2004). PMv neurons predominantly reflect
locations of visuospatial signals (Hoshi and Tanji,
2002, 2006). About half of PMd neurons reflect
motor instructions about the cue (arm or target to
be selected) (Hoshi and Tanji, 2006).

25.5.3.5 Role of dorsal and ventral

premotor cortex in motor skill learning

Based on the response properties of premotor neu-
rons and the effects of lesions to PMd and PMv, it
would appear that premotor cortex plays a role in
retrieval of movements from memory based on envir-
onmental context (Mitz et al., 1991). This would
suggest an important role for premotor cortex in
learning conditional associations between sensory
stimuli and appropriate motor actions. When mon-
keys were trained to learn new conditional motor
associations, over half the neurons tested in PMd
changed their activity during the learning of the
association (Mitz et al., 1991). As learning progressed,
the activity of novel associations began to resemble
familiar ones (Buch et al., 2006). Interestingly, after
the response choice had been made, but prior to any
feedback, activity increased in the putamen, but not
in PMd (Buch et al., 2006). In an auditory conditional
association task in humans, PMd and pre-SMA
exclusively showed preferential activation, suggest-
ing that these are sites where general sensorimotor
integration for learning new associations takes place
(Kurata et al., 2000).

In another popular paradigm for motor learning,
neuronal activity is recorded in motor areas as ani-
mals learn to adapt to a novel force field. In this task,
premotor neurons display plasticity related to learn-
ing of kinematic, dynamic, or memory properties
(Xiao, 2005). A progressive change in movement-
related representations have been reported in PMd
in an instructed-delay paradigm (Messier and
Kalaska, 2000).

25.5.3.6 Learning through observation:
role of premotor cortex

There is now considerable interest in the role of
motor cortical areas in learning new motor skills
through observation. While motor skills are typi-
cally learned through physical practice, it is well
known that motor performance can be improved
simply by observing a skilled motor task (Vogt,
1995; Mattar and Gribble, 2005). It has been sug-
gested that observing the movements of another
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individual is not simply the observation of visual
patterns but the generation of an image of oneself
for performing the action (Petrosini et al., 2003).
Thus, it is likely that the same structures that are
involved in motor execution are active during the
observation.

The neural basis of imitation is becoming increas-
ingly clear. In macaque monkeys, so-called mirror
neurons located in the ventral premotor cortex
(area F5) and posterior parietal cortex (area PF) fire
not only when the monkey performs a particular
motor action but also when the monkey observes
someone else performing the same action (Rizzolatti
et al., 1996). This phenomenon has been implicated
in the human ability to imitate. Functional magnetic
resonance imaging studies in humans confirm that
similar regions may be active during both observed
and executed actions (Koski et al., 2003). Further,
these regions appear to be more active during spec-
ular imitation (i.e., the actor moves the left hand and
the imitator moves the right hand, as if looking in a
mirror), more so than during anatomic imitation (i.e.,
the actor and imitator move the right hand) (Koski
et al., 2003).

25.5.4 CMAs and Their Role in Motor
Behavior

The primate cingulate cortex, buried in the cingulate
sulcus, has traditionally been divided into rostral and
caudal architectonic subdivisions (areas 24 and 23).
More recently, in the macaque, the caudal CMA has
been further differentiated into three distinct areas –
rostral (CMAr), dorsal (CMAd), and ventral (CMAv) –
based on cytoarchitectonics and neuronal response
properties (Walsh and Ebner, 1970; Vogt et al., 1987;
Takada et al., 2001; Hatanaka et al., 2003). Because
the CMAs are in close proximity to SMA and pre-
SMA, it is likely that in many older studies in both
nonhuman primates and humans, neuronal activation
anywhere on the medial wall was attributed to SMA.
Thus, caution should be taken when interpretating
findings in which this distinction is not made clear. In
general, the rostral cingulate zone is activated by com-
plex tasks, while the caudal cingulated zone is activated
during simple tasks (Picard and Strick, 1996).

CMAv receives proprioceptive input from the arm
and hand (Cadoret and Smith, 1995). As with other
secondary motor areas, the CMA areas send somato-
topic projections directly to M1 and the spinal cord
(Muakkassa and Strick, 1979; Dum and Strick, 1991,
1996; Luppino et al., 1993; He et al., 1995; Wang et al.,

2001). The somatotopy of CMA has been examined
using intracortical microstimulation, demonstrating at
least a forelimb representation in each of the three
subareas (Mitz and Wise, 1987; Luppino et al., 1991,
1994; Takada et al., 2001; Wang et al., 2001; Hatanaka
et al., 2003). CMA also receives prominent affer-
ent input from limbic structures and the prefrontal
cortex, conveying information regarding motivation.
Functional studies examining CMAs suggest that
CMAr plays a unique role in the cognitive control of
voluntary movements, while the caudal CMA (CMAd
and CMAv) is directly involved in the execution of
voluntary movement (Devinsky et al., 1995; Picard
and Strick, 1996, 2001; Carter et al., 1999; Tanji
et al., 2002).

Both the rostral and caudal cingulate areas are
more active for self-initiated as opposed to externally
triggered movements. In the caudal cingulate zone,
activation is greater for sequential rather than for
fixed movements, much like SMA proper (Deiber
et al., 1999).

On the basis of deoxyglucose labeling techniques
in monkeys, it has been suggested that CMAd is
highly active during the preparation for and/or
execution of a highly rehearsed, remembered move-
ment sequence but is less active if the movement
sequence is performed under visual guidance
(Picard and Strick, 1997). In the same remembered
movement sequence task, the CMAr and CMAv
were not active. Instead, these areas are active during
simple motor tasks (Shima et al., 1991).

CMAs are likely to play a role in motor learning.
A learning paradigm that is popular in rabbits is trace
eyeblink conditioning. Lesions of the caudal anterior
cingulate cortex in rabbits prevent trace eyeblink
conditioning (Weible et al., 2000). However, based
on inputs from limbic and prefrontal structures, the
role of cingulate areas in motor learning is likely to
be related to transmitting information regarding
motivation and memory of previous events, rather
than simple sensorimotor transformations.

25.6 Phases of Motor Learning
and Differential Activation of Motor
Structures

Significant improvements in reaching accuracy
occur in rats after less than one week of training.
However, significant expansion of movement repre-
sentations does not occur for at least ten days after
training is initiated (Kleim et al., 2004). This
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mismatch between behavioral and neurophysiologi-
cal endpoints suggests that plasticity in cortical maps
reflects only certain aspects of the motor learning
experience. Therefore, it is important to differentiate
the various phases of motor learning.

Memory has often been described in terms of a
short-term memory that is labile and susceptible to
interference and a long-term memory that is more
stable. The process of transferring information from
short-term to long-term memory is referred to as
consolidation. It has been argued that motor learning
proceeds through similar stages and that different
neural mechanisms may account for the two distinct
functional stages (Shadmehr and Brashers-Krug,
1997). Stages of motor skill learning have also been
described as consisting of a fast, within-session phase
that occurs on a time scale of minutes and a second,
slowly evolving phase that takes hours to occur.
Whether these stages of motor learning that have
been proposed based on human experiments have
any relationship to neurophysiological and neuro-
anatomical findings from experimental animal
models is still unclear. While the human studies are
typically conducted over the course of several hours
or a few days, the cortical plasticity demonstrated in
animals takes place over one week or more. It is
possible that the stages of motor learning described
in human studies are the initial events in a much
more protracted process.

Early and late phases of motor learning have been
associated with different neuronal networks. In motor
sequence learning, the early phase is thought to
involve the corticostriatal and corticocerebellar
networks, while the late phase is attributed to the
corticostriatal network (see Doyon and Benali, 2005).
In a pursuit rotor task requiring human subjects to
track a moving target with a stylus, positron emission
tomography studies have shown increased blood flow
involving a large distributed network in cortex, stria-
tum, and cerebellum during the execution of the task
(Grafton et al., 1992). These included motor areas
(M1, SMA, putamen, substantia nigra, anterior lobe,
and inferior vermis of the cerebellum) and visual
association areas (fusiform gyrus and extrastriate
area 18). However, sequential positron emission
tomography scans over the course of learning the
pursuit task demonstrated increased cerebral blood
flow in a smaller subset of motor structures including
contralateral SMA, M1, and pulvinar thalamus. Thus,
procedural motor learning is accomplished by a sub-
region of the larger network that is critical to the
movement execution.

25.7 Summary

Significant advances have been made in the past sev-

eral years in understanding the role of the various

cortical motor areas in motor learning. It is clear that

motor skill acquisition is associated with alterations in

topographic maps of motor representations, structural

changes in neuronal elements (synapses, dendrites,

etc.), and differential expression of growth-related

proteins. We now recognize that motor learning

is a distributed process. While differentiation in the

response properties of various cortical areas demon-

strates their unique functions, there is considerable

overlap. Primary motor cortex is most associated

with movement-related aspects of learning motor

tasks. The mesial areas are more related to learning

motor sequences, especially when they are self-

initiated. The lateral motor areas are more related to

externally guided movements and the integration of

sensory cues with motor commands, especially in

forming conditional motor associations. Finally, the

CMAs are involved in more cognitive and motiva-

tional aspects of motor learning.
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26.1 The Role of Sleep in Memory
Consolidation

We spend about a third of our lives sleeping, yet in

spite of decades of scientific inquiry, the function of

sleep remains an enigma. This is not to say that

progress has not been made. From antiquity until

the 1950s, sleep was generally believed to be a state

of inactivity where the brain was turned off and the

body rested, but we now know that the sleeping brain

can be equally, and sometimes more, active than the

brain in its awake state. Even during deep or slow

wave sleep, when the brain is relatively quiescent

compared to rapid eye movement sleep or wakeful-

ness, it is still roughly 80% activated and thus

capable of elaborate information processing

(Steriade, 1999; Hobson, 2005).
Numerous hypotheses have been put forward to

explain the functions of sleep, including energy con-

servation, brain detoxification, immune regulation,

tissue restoration, and predator avoidance. More

recently, the hypothesis that sleep plays a key role

in the consolidation of memories has gained consid-

erable attention (Smith, 1985; Maquet, 2001; Smith,

2001; Stickgold et al., 2001). Following two seminal

papers in 1994 (Karni et al., 1994; Wilson and

McNaughton, 1994), the publication rate on this

topic increased fivefold over the next 10 years

(Stickgold and Walker, 2005).
Despite this resurgence of attention, the question

of how sleep contributes to memory consolidation is

actually quite old. In the first century AD, the

Roman rhetorician Quintilian, commenting on

the benefits of sleep, noted that ‘‘what could not be

repeated at first is readily put together on the

following day; and the very time which is generally

thought to cause forgetfulness is found to strengthen

the memory.’’
In this chapter, we review the accumulating

evidence supporting a sleep–memory connection,
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which converges from studies at the molecular, cel-

lular, physiological, and behavioral levels of analysis

(Maquet, 2001; Smith, 2001; McNaughton et al.,

2003; see also Gais and Born, 2004a; Stickgold,

2005; but see Vertes and Siegel, 2005). We begin

with a précis of the field’s history before turning to a

review of its present status. We attempt to

operationally define the terms sleep and memory,

and offer our opinions on the field’s strengths and

shortcomings. In the first half of this chapter, we

examine sleep’s role in the strengthening of perceptual

and procedural skills, and in the second half, we

devote our attention to sleep’s role in the consolida-

tion of episodic memories. Our primary intention is to

alert memory researchers to the growing field of sleep

and memory, as well as to spark enthusiasm for a new

way of researching memory systems that holds much

promise for understanding both sleep and memory.
Although our review covers mainly behavioral

and physiological evidence in humans, we point the

interested reader to a growing animal literature on

this topic. Numerous studies have examined the

reactivation of neuronal patterns during post-

training sleep, which show that neuronal activation

sequences associated with various memory tasks are

replayed during subsequent sleep. We touch briefly

upon these studies toward the end of the chapter, but

we refer the reader to the following articles for a

deeper understanding of this fascinating topic

(Wilson and McNaughton, 1994; Qin et al., 1997;

McNaughton et al., 2003; Sirota et al., 2003; Ribeiro

and Nicolelis, 2004). Other studies have begun to

illuminate the molecular aspects of sleep-dependent

memory consolidation, which we will not discuss

here, but which certainly deserve attention as well

(Smith et al., 1991; Nakanishi et al., 1997; Ribeiro

et al., 1999; Graves et al., 2001; Benington and Frank,

2003).

26.2 Definitions of Sleep and
Memory

Before turning to a discussion of the relationship

between sleep and memory, we will first attempt to

define both terms, as confusion has often arisen due

to oversimplifications of one or both. We thus begin

the chapter with a brief overview of the neurobiolo-

gical characteristics associated with the various stages

of sleep, and the different types of memory.

26.3 Stages of Sleep

Sleep progresses through a series of stages, which can

be divided broadly into rapid eye movement or REM

sleep (also called paradoxical sleep, due to the many

wake-like features seen in this sleep stage), and non-

rapid eye movement or NREM sleep. NREM sleep

can be further subdivided into fourNREM stages (1–4)

corresponding, in that order, to increasing depth of

sleep (Rechtschaffen and Kales, 1968). Slow wave

sleep (stages 3 and 4) is the deepest of the NREM

phases, and is the phase from which people have the

most difficulty awakening.
In healthy adults, NREM and REM sleep alter-

nate in approximately 90-min cycles throughout the

night (so-called ultradian cycles). However, the rela-

tive contributions of NREM and REM sleep to these

cycles varies across the night, with more of NREM

stages 3 and 4 (slow wave sleep, SWS) early in the

night, and more REM sleep late in the night. Thus,

more than 80% of a night’s SWS is concentrated in

the first half of the night, while the second half of the

night contains roughly twice as much REM sleep as

the first half. This distribution of sleep stages has

implications for some of the research paradigms

described later in this chapter.
As NREM sleep progresses from stage 1 through

stages 3 and 4 (SWS), electroencephalographic (EEG)

activity steadily slows. In stage 1 sleep (drowsiness)

there is an attenuation of the normally occurring alpha

rhythm (8–13Hz). In its place, a mixture of frequen-

cies with a slower theta frequency (4–7Hz) begin to

emerge. Stage 2 NREM sleep is characterized by a

continued reduction in EEG frequencies combined

with two signature waveforms: large electrical sharp

waves called K complexes and short synchronized

bursts of 11- to 16-Hz oscillations called sleep spin-

dles. Slow wave sleep is characterized by high-voltage,

low-frequency (<4Hz) EEG oscillations, which are

an expression of underlying synchrony between the

thalamus and cerebral cortex (Amzica and Steriade,

1995).
REM sleep, on the other hand, is characterized by

low-amplitude, mixed-frequency EEG oscillations

that are similar to the EEG patterns seen in wake.

Periodic bursts of rapid eye movement also occur,

along with a nearly complete loss of muscle tone.
As the brain passes through these sleep stages, it

undergoes marked neurochemical alterations. In

NREM sleep, acetylcholine neurons in the brainstem

and forebrain become strikingly less active (Hobson
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et al., 1975) and serotonergic and noradrenergic neurons
also reduce their firing rates relative to waking levels.
In REM sleep, both of these aminergic systems are
strongly inhibited, while acetylcholine neurons
become intensely active, in some cases more active
than in wake (Marrosu et al., 1995). The brain in
REM sleep is thus largely devoid of aminergic modu-
lation and dominated by acetylcholine. Thus, sleep
consists of myriad physiological states and many
neurochemical and neurohormonal mechanisms.
When considering the role of sleep in memory con-
solidation, one must take this dynamic model of sleep
into account (Payne and Nadel, 2004; Walker and
Stickgold, 2004).

26.4 Types of Memory

Like sleep, memory can be subdivided into different
types. In contrast to earlier perspectives, in which
memory was viewed as a single system subserved
by a restricted part of the brain, most modern views
posit several types of memory, each obeying different
rules of operation, and each drawing on distinct
neural systems that interact to produce the subjective
sense of remembering. This insight is critical if we
are to understand the role of sleep in human memory
consolidation because it raises the possibility of many
complex interactions among the dynamic processes
of sleep and memory, where the neurochemistry
associated with distinct sleep/brain states differen-
tially influences the various types of memory.

Various taxonomies are used to classify the differ-
ent memory systems (Schacter and Tulving, 1994),
most of which agree on a distinction between two
broad classes of memory. First, there are memories of
the events in our lives and the knowledge of the
world that we obtain from these events. Typically,
this class of memories can be explicitly retrieved, and
for this reason it is often referred to as explicit or
declarative (i.e., that which can be declared). Second,
there are memories for the various skills, procedures,
and habits we acquire through experience – so-called
‘how-to’ memories. These memories are not so easily
made explicit and are usually only evident through
performance improvements in various behaviors.
Thus, this class of memories is referred to as proce-
dural or implicit. The neural mechanisms that
support these memory systems appear to be partially
dissociable; however, it is important to remember
that they interact as well.

Explicit memory can be further subdivided into
episodic and semantic memories (Tulving, 1972).

Episodic memory concerns those aspects of explicit

remembering that incorporate the specific context of

an experienced event, including the time and place of

its occurrence. Semantic memory, on the other hand,

is concerned with the knowledge one acquires during

events, but is itself separated from the specific event

in question. Thus, our knowledge about the meaning

of words and facts about the world, though acquired

in the context of some specific experience, appears to

be stored in a form that is context-independent (e.g.,

not bound to the originating context).
Beyond these, there is also evidence for an emo-

tional memory system that mediates the encoding

and consolidation of emotionally charged events

(McGaugh et al., 1993; Cahill and McGaugh, 1996;

McGaugh et al., 1996; Cahill, 2000; Packard and

Cahill, 2001). This system is particularly concerned

with learning about fearful and unpleasant stimuli,

although growing evidence suggests it plays a role in

memory for pleasant information as well (Hamann

et al., 1999; Hamann et al., 2002; Hamann, 2003;

Kensinger, 2004).
The explicit memory system is governed by the

hippocampus and surrounding medial temporal

areas, while procedural and implicit memory are

thought to be independent of the hippocampal com-

plex, relying instead on various subcortical and

neocortical structures (Squire, 1992; Schacter and

Tulving, 1994). The emotional memory system is

critically modulated by the amygdala, a limbic struc-

ture located deep in the subcortical brain and richly

connected to the hippocampus. It is important to note

that because each of these memory systems is

subserved by different brain areas, information

dependent on each is open to differential processing

during sleep. Thus, when attempting to answer the

seemingly straightforward question – how does sleep

influence memory? – we find that it quickly branches

into numerous questions, depending on what kind of

sleep and what kind of memory we are talking about.
Although memory consolidation is a complex,

multistep process, we define it here as a slow process

that converts a still-labile memory trace into a more

stable or enhanced form (e.g., Dudai, 2004). As such,

the benefits of sleep are sometimes seen as a

reduction in the normal decay of a memory (assessed

via performance on a memory task), while other

times they are seen as actual enhancements in

performance.
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26.5 Procedural and Implicit Memory

Sleep appears to benefit both procedural/implicit
and explicit memory. Since most of the recent work
has focused on sleep and procedural memory, we
begin our review here. A wide range of perceptual,
motor, and cognitive abilities are gradually acquired
through continuous interactions with the environ-
ment, and in many cases this occurs in the absence
of conscious awareness. Converging data suggest that
these abilities are acquired slowly and are not
attained solely during the learning episode. While
some learning certainly develops quickly, perfor-
mance on various tasks improves further, and
without additional practice, simply through the pas-
sage of time (so-called off-line improvement),
suggesting that memory traces continue to be pro-
cessed over long periods of time. Importantly for our
purposes, these longer periods often contain sleep,
and the consolidation occurring during them may be
dependent on this sleep.

26.5.1 Visual Discrimination Learning

Early work investigating the effect of sleep on im-
plicit learning used a visual texture discrimination
task (VDT) that was originally developed by Karni
and Sagi (1991). The task requires participants to
determine the orientation (vertical or horizontal) of
an array of diagonal bars that is embedded in one
visual quadrant against a background of exclusively
horizontal bars (Figure 1). At the center of the screen
is the fixation target, which is either the letter T or L.
This target screen is succeeded first by a blank screen
for a variable interstimulus interval (ISI), and then by
a mask (a screen covered with randomly oriented V
letters, with a superimposed V and L in the center).
Subjects must determine the orientation of the array,
and the performance is estimated by the ISI

corresponding to 80% correct responses (Karni and

Sagi, 1993; Karni et al., 1994).
Amnesic patients with damage to the hippocampal

complex, who cannot acquire knowledge explicitly,

show normal performance improvements on the

VDT. This was shown using a group of five densely

amnesic patients. All five had extensive medial tem-

poral lobe damage, including damage to the

hippocampal formation. These patients were trained

on the task on day 1 and retested on days 2 and 5. In

spite of having no conscious recollection of having

taken the test before, they showed substantially

improved performance (Stickgold, 2003).
In neurologically normal subjects, improvement

on the VDT develops slowly after training (Karni

and Sagi, 1993; Stickgold et al., 2000a), with no

improvement when retesting occurs on the same

day as training (Figure 2(a), open circles). Instead,

improvement is only observed after a night of sleep

(Figure 2(a), filled circles).
This was true even for a group of subjects that

were retested only 9 h after training. Importantly,

there was not even a trend to greater improvement

when the training–retest interval was increased

from 9 to 22.5 h, suggesting that additional wake

time after the night of sleep provided no additional

benefit. While further wake time provided no benefit,

additional nights of sleep did produce incremental

improvement. When subjects were retested 2–7 days

after training, 50% greater improvement was

observed than after a single night of sleep

(Figure 2(b), green bars). Critically, another group

of subjects was sleep-deprived on the first night after

training. These subjects were allowed two full nights

of recovery sleep before being retested 3 days later.

They failed to show any residual learning, suggesting

that performance enhancements are dependent

on a normal first night of sleep (Figure 2(b), red

bar). Time alone is clearly not enough to produce

(a) (b) (c)

Figure 1 Sample screens from the visual texture discrimination task (VDT). See text for explanation.
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long-term benefits from VDT training. It appears
that sleep is also required (Stickgold et al., 2000a).

Initially, improvement on this task appeared to
depend solely on REM sleep, because subjects who
underwent selective deprivation of REM sleep
showed no improvement on the task (Karni et al.,
1994). Later studies, however, showed that optimal
performance on this task requires both SWS and
REM sleep (Stickgold et al., 2000b).

When subjects were trained and their subsequent
sleep monitored in the sleep laboratory, the amount
of improvement was proportional to the amount of
SWS during the first quarter of the night
(Figure 3(a)), as well as to the amount of REM
sleep in the last quarter (Figure 3(b)). Indeed, the
product of these two sleep parameters explained
more than 80% of the intersubject variance
(Figure 3(d)). No significant correlations were
found for sleep stages during other parts of the
night (Figure 3(c)) or for the amount of Stage 2
sleep at any time during the night.

Gais et al. (2000) came to a similar conclusion by
examining improvement after 3 h of sleep either
early or late in the night. They found that 3 h of
early night sleep, which was rich in SWS, produced
an 8-ms improvement; but after a full night of sleep,
which added REM-rich sleep late in the night, a
26-ms improvement was observed, three times that
seen with early sleep alone. Interestingly, however,
3 h of REM-rich, late-night sleep actually produced
deterioration in performance (Gais et al., 2000).

Daytime naps also lead to performance benefits on
the VDT. To lay the groundwork for the nap studies,
Mednick et al. (2002) showed that VDT performance
suffers from repeated, same-day testing. When sub-
jects were trained on the task and then tested at
numerous time points throughout the day, their per-
formance deteriorated (i.e., their ISI threshold was
higher). Figure 4 depicts tests given at 9.00 a.m.,
12.00 p.m., 4.00 p.m., and 7.00 p.m., with performance
worsening significantly on each successive test.
However, if subjects are allowed to take an afternoon
nap after the second test, their performance
improves. Interestingly, 30-min naps prevented the
normal deterioration seen during sessions 3 and 4
(Mednick et al., 2002), and longer naps ranging
from 60 to 90min, and containing both SWS
and REM sleep, actually enhance performance
(Mednick et al., 2003). Taken together, these studies
suggest that both SWS and REM sleep play roles in
the sleep-dependent memory consolidation of this
task.

At this point, sleep’s role in visual discrimination
learning (as measured by VDT performance) is
clear. But the VDT represents a very specific type
of sensory memory that may or may not share its
sleep dependency with other procedural tasks. This
raises the question of whether the sleep effects
observed with the VDT generalize to other forms of
procedural memory. Studies of sleep-dependent
auditory and motor skill learning strongly suggest
that they do.
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26.5.2 Auditory Learning

Gaab et al. (2004) have shown that delayed perfor-
mance improvements in memory for pitch develop

only across periods of sleep and not across similar

periods spent awake. Atienza and colleagues (Atienza

et al., 2002, 2004) have also presented evidence of

both time- and sleep-dependent auditory memory

consolidation, including sleep-dependent changes in

brain-evoked response potentials (ERPs). Although

post-training sleep deprivation did not prevent con-

tinued behavioral improvements, ERP changes

associated with the automatic shift of attention to

relevant stimuli, which normally develop in the

24–72 h after training, failed to develop following a

posttraining night of sleep deprivation. These find-

ings highlight the danger of presuming that a lack of

behavioral improvement is equivalent to an absence

of beneficial plastic changes in the brain, and they

demonstrate the importance of using combined be-

havioral and physiological analyses (Gaab et al., 2004;

Walker and Stickgold, 2006).
Finally, Fenn et al. (2003) have demonstrated that

sleep benefits learning on a synthetic speech-

recognition task. Training on a small set of words

improved performance on novel words that used the

same phoneme but a different acoustic pattern.

Control 
Short nap
Long nap

Session

In
cr

ea
se

d 
 th

re
sh

ol
d 

(m
s)

40

30

20

10

0
21 4

60

50

3

Figure 4 Deterioration in VDT performance with repeated
same-day testing and recovery following napping. Note that

the ordinate reflects changes in ISI threshold and, as such,

higher values indicateworse performance. FromMednick SC,

NakayamaK, Cantero JL, et al. (2002) The restorative effect of
naps on perceptual deterioration. Nat. Neurosci. 5: 677–681.

Quartile

P
ea

rs
on

 r
-v

al
ue

0.0

0.2

0.4

0.6

0.8

1 2 3 4

SWS REM

p = 0.05

p = 0.01 r = 0.89

50 100 150 200

SWS1 × REM4 (% × %)

p < 0.0001

0

(a)

r = 0.70

1st quartile SWS (% of night)

10

20

30

40

5% 15% 20%

p = 0.012
Im

pr
ov

em
en

t (
m

s)
r = 0.76

10%

p = 0.004

0

10

20

30

40

Im
pr

ov
em

en
t (

m
s)

4th quartile REM (% of night)
5% 15% 20%

(b)

0

10

20

30

40

Im
pr

ov
em

en
t (

m
s)

(d)(c)

Figure 3 REM and SWS dependence of VDT learning. From Stickgold R, Whidbee D, Schirmer B, et al. (2000b) Visual

discrimination task improvement: A multi-step process occurring during sleep. J. Cogn. Neurosci. 12: 246–254.

552 The Role of Sleep in Memory Consolidation



Importantly, sleep benefited this ability to generalize
phonological categories across different acoustic
patterns. Time spent awake after initial training
resulted in a degradation of performance on this task,
but a subsequent night of sleep restored it. This sug-
gests a process of sleep-dependent consolidation
capable of reestablishing previously learned complex
auditory skill memory, as well as a form of sleep-
dependent generalization of learning, which is a hall-
mark of flexible learning in humans (Fenn et al., 2003).
These studies suggest that, as with visual discrimina-
tion learning, sleep provides an important benefit to
auditory skill learning. In the next section, we show
that motor memory benefits from sleep as well.

26.5.3 Motor Memory

Numerous studies have demonstrated a relationship
between sleep and various types of motor memory
(Smith and MacNeill, 1994; Fischer et al., 2002;
Walker et al., 2002; Maquet et al., 2003). As an exam-
ple, Walker et al. (2002) have demonstrated sleep-
dependent improvements on a finger-tapping task.
The task requires subjects to type the numeric
sequence 4-1-3-2-4 as quickly and accurately as
possible. Training consisted of twelve 30-s trials,
separated by 30-s rest periods. All subjects show
considerable improvement during the 12 trials of

the training session (a fast learning component), but
12 h later, subjects performed very differently
depending on whether the 12-h interval was filled
with time spent sleeping or time spent awake. When
trained in the morning and retested 12 h later, only
an additional nonsignificant 4% improvement was
seen in performance, but when tested again the next
morning, a large and robust (14%) improvement was
seen (Figure 5(a)). The failure to improve during the
daytime could not be due to interference from
related motor activity because subjects who were
required to wear mittens and refrain from fine
motor activities during this time showed a similar
pattern of wake/sleep improvement (Figure 5(b)).

In contrast, when subjects were trained in the
evening, improvement was observed the following
morning (after sleep), but not across an additional
12 h of wake (Figure 5(c)). Thus, improved perfor-
mance resulted specifically from a night of sleep, as
opposed to the simple passage of time. Curiously,
unlike the findings for the VDT, overnight improve-
ment on this task correlated with the amount of stage
2 NREM during the night, especially during the last
quarter of the night. These findings are in agreement
with those of Smith and colleagues (Smith and
MacNeill, 1994; Tweed et al., 1999; Fogel et al.,
2001), who have also shown that stage 2 sleep, and
possibly the sleep spindles which reach peak density
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during late night stage 2 sleep, are critical for simple
motor memory consolidation. This seems plausible,
as sleep spindles have been proposed to trigger intra-
cellular mechanisms that are required for synaptic
plasticity (Sejnowski and Destexhe, 2000).

It is important to note that this sleep-based
improvement was not due to a speed/accuracy
trade-off. When the number of errors per 30-s trial
was compared between evening and morning, the
number of errors actually decreased, although not
significantly (Walker et al., 2002). However, when
error rates (i.e., errors per sequence) were calculated,
a highly significant 43% decrease in the error rate
was seen overnight (Figure 6), while a 20% increase
in the error rate was found across 12 h spent awake
(Walker et al., 2003).

At least for a simple motor task then, sleep appears
to benefit both speed and accuracy. More recent studies
have shown that these sleep-dependent benefits appear
to be specific to both the motor sequence learned and
the hand used to perform the task (Fischer et al., 2002;
Korman et al., 2003).

This motor sequence task has been examined to
determine where precisely in the motor program the
sleep-dependent improvement occurs (Kuriyama
et al., 2004). In the sequence mentioned above (4-1-
3-2-4), there are four unique key-press transitions; 4
to 1, 1 to 3, 3 to 2, and 2 to 4. When the speed
between transitions was analyzed for individual

subjects prior to sleep, sticking points emerged.
While some transitions were easy (i.e., fast), others
were problematic (i.e., slow), as if the sequence was
being parsed or chunked into smaller bits during pre-
sleep learning (Walker and Stickgold, 2006). After a
night of sleep, these problematic points were prefer-
entially improved, whereas transitions that had
already been mastered prior to sleep did not change.
Subjects who were trained and retested after a day-
time wake interval showed no such improvements.

These findings suggest that the sleep-dependent
consolidation process involves the unification of
smaller motor memory units into a single motor
memory representation, thereby improving problem
points in the sequence. This overnight process would
therefore offer a greater degree of performance auto-
mation, effectively optimizing speed across the motor
program, and would explain the sleep-dependent
improvements in speed and accuracy previously
reported (Walker and Stickgold, 2006). But impor-
tantly, it suggests that the role of sleep is subtle and
complex and does more than simply strengthen
memories; sleep may encourage the restructuring
and reorganization of memories – an important and
often overlooked aspect of memory consolidation.
We will return to this idea later in the chapter.

Fisher et al. (2002), using a different sequential
finger-tapping task, which involves finger-to-thumb
movements instead of keyboard typing, have shown
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that sleep following training is critical for delayed
performance improvements. However, they found
this improvement to be most strongly correlated
with REM sleep rather than stage 2 NREM sleep
(see ‘Stages of sleep’ above).

This discrepancy in sleep stage correlations
mirrors similar discrepancies in the declarative
memory section below, and remains to be resolved.
Nonetheless, it is possible that the more novel finger-
to-thumb task requires REM sleep, whereas the
keyboard typing task, so similar to the well-learned
typing most of us do regularly, is consolidated during
stage 2 NREM sleep. A similarly subtle distinction
has been reported by Robertson et al. (2004), who
found that sleep-dependent enhancement of perfor-
mance on a perceptual-motor sequence task again
correlated with NREM, but only when subjects
were explicitly aware of the presence of a repeating
sequence, and not when knowledge of the sequence
was gained only implicitly (Robertson et al., 2004).

Moving to another type of motor memory – motor
adaptation – Maquet et al. (2003) showed that sleep
benefits performance on a pursuit task. Participants
were trained on a task in which the target trajectory
was only predictable on the horizontal axis. This
meant that optimal performance could only be
achieved by developing an implicit model of the
motion characteristics of the learned trajectory. Half
of the subjects were sleep deprived on the first post-
training night, while the other half were allowed to
sleep normally. Three days later, after 2 full days of
recovery sleep, performance was superior in the sleep
group compared to the sleep-deprived group, and
fMRI revealed that the superior temporal sulcus
(STS) was differentially more active for the learned
trajectory in subjects who slept than in sleep-
deprived subjects. Moreover, increased functional
connectivity was observed between the STS and
the cerebellum, and between the supplementary eye
field and the frontal eye field, suggestive of sleep-
related plastic changes during motor skill learning in
areas involved in smooth pursuit and eye movements.

Similarly, Smith andMacNeill (1994) demonstrated
that selective stage 2 NREM sleep deprivation impairs
memory for a pursuit rotor task and Huber et al. (2004)
demonstrated improved performance on a motor
reaching-adaptation task across a night of sleep, but
not across an equivalent period of time spent awake.
Here, daytime motor skill practice was accompanied
by a subsequent increase in NREM slow-wave EEG
activity over parietal cortex. This increase was propor-
tional to the amount of delayed learning that

developed overnight. Subjects who showed the greatest
increase in slow-wave activity in the parietal cortex
during NREM sleep showed the largest benefit in
motor skill performance the following day (Huber
et al., 2004).

Taken together, these findings strongly suggest
that sleep is fundamentally important for the
development of motor skill memory. Initial daytime
learning benefits are supplemented by a night of
sleep, which triggers additional learning without the
need for further training. Although the role of the
various sleep stages in skill memory remains unclear,
overnight memory improvements tend to exhibit a
strong relationship to NREM sleep, and, in some
cases, to specific NREM sleep stages at specific
times of the night (Walker and Stickgold, 2006).

Admittedly, visual discrimination, finger tapping,
and motor adaptation are all relatively basic, low-
level procedural tasks that may become automated
fairly quickly. What about more complex implicit
and procedural tasks? Animal work clearly demon-
strates that complex tasks (e.g., instrumental
conditioning, avoidance or maze learning) benefit
from sleep, with rats showing increases in REM
sleep that continue until the tasks are mastered
(Smith et al., 1980; Smith and Wong, 1991;
Hennevin et al., 1995). For instance, Smith and
Wong (1991) trained rats on a complex operant bar
press task, on which only some rats demonstrated
increases in REM sleep after training. This split
successfully predicted which rats would improve on
the task and which rats would fail. Furthermore, after
training rats on an avoidance task, Datta (2000)
observed an increase in PGO waves (waves of neural
activity that are generated in the pons and activate
the forebrain during REM sleep) during the first four
post-training REM sleep episodes. Changes in REM
density observed during the first three of these epi-
sodes were proportional to improvement in task
performance. These data suggest that the activation
of pontine cells that generate PGO waves during
REM sleep lead in turn to the activation of forebrain
and cortical structures involved in memory consoli-
dation and perhaps to the initiation of these
consolidation processes (Datta, 2000).

Recently, Datta and colleagues examined whether
the activation of PGO waves could reverse the learn-
ing impairment seen after REM sleep deprivation.
Rats were trained on a two-way avoidance-learning
task and either slept normally or underwent REM
sleep deprivation. In addition, they either received a
saline injection (placebo) or a carbachol injection in
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the P-wave generator. The rats that received both
saline and REM sleep deprivation showed learning
deficits when compared with the saline-injected rats
that slept. But a carbachol-induced activation of
PGO waves prevented this learning impairment in
the sleep-deprived rats, suggesting that the PGO
waves mediated the normal sleep-based memory
consolidation (Datta et al., 2004).

Depriving rats of REM sleep after training also
leads to performance deficits in complex skills, par-
ticularly if the deprivation occurs during so-called
critical periods or paradoxical sleep windows (Smith
et al., 1995; Smith and Rose, 1996). Two such critical
periods emerged in rats attempting to learn a shuttle
avoidance task when 20 trials per day were given
over a 5-day period. The first occurred 9–12 h after
training and the second occurred 17–20 h after train-
ing. If the rats were deprived of REM sleep during
these windows, their memory for the task was sig-
nificantly impaired. However, with more intensive
training, the window appears earlier. When rats
were given 100 training trials in a single session, the
critical period appeared at 1–4 h after the end of the
shuttle avoidance training (Smith and Butler, 1982).

Critical periods thus appear to vary depending
on the task and the intensity of training, and hint at
the complexity of sleep–memory relationships that
we discuss later. Nonetheless, critical periods are
thought to mirror the time after acquisition when
REM sleep would typically increase over normal
levels. These REM windows may not be prevalent
in humans, however, who appear to be sensitive to
deprivation during any REM period when trying to
learn new complex skills (Smith, 1995).

REM sleep has been implicated in complex pro-
cedural learning in humans as well. In a PET
(positron emission tomography) study of visuomotor
skill memory using the serial reaction time task
(SRTT) (Maquet et al., 2000), six spatially perma-
nent position markers were shown on a computer
screen and subjects watched for stimuli to appear
below these markers. When a stimulus appeared in
a particular position, subjects reacted as quickly as
possible by pressing a corresponding key on the key-
board. Because the stimuli were generated in an
order defined by a probabilistic finite-state grammar,
improvement on the task (compared to randomly
generated sequences) reflects implicitly acquired
knowledge of this grammar (Maquet et al., 2000).

Neuroimaging was performed on three groups of
subjects. One group was scanned while they were
awake, both at rest and during performance of the

task, providing information about which brain
regions are typically activated by the task. A second
group of subjects was trained on the task during the
afternoon and then scanned the night after training,
both while awake and during various sleep stages.
Thus, group 2 was included to determine if similar
brain regions were reactivated during sleep. A post-
sleep session was also conducted to verify that learn-
ing had indeed occurred. Finally, a third group, never
trained on the task, was scanned while sleeping to
ensure that the pattern of activation present in nat-
ural sleep was different from the pattern of activation
present after training.

Results showed that in REM sleep, as compared to
resting wakefulness, several brain areas used during
task performance were more active in trained than in
nontrained subjects. These included occipital, parie-
tal, anterior cingulate, motor and premotor cortices,
and the cerebellum – all of which are consistent with
the component processes involved in the visual and
motor functioning involved in this task. Behavioral
data confirmed that trained subjects improved signif-
icantly more across the night.

More recently, Peigneux et al. (2003), using the
same task, showed that the level of acquisition of
probabilistic rules attained prior to sleep was corre-
lated with the increase in activation of task-related
cortical areas during posttraining REM sleep. This
suggests that cerebral reactivation is modulated by
the strength of the memory traces developed during
the learning episode, and as such, these data provide
the first experimental evidence linking behavioral per-
formance to reactivation during REM sleep (Peigneux
et al., 2003). As with previously described animal
studies (Datta, 2000), these findings suggest that it is
not simply experiencing the task that modifies sleep
physiology, but the process of memory consolidation
associated with successful learning of the task.

These results support the hypothesis that implic-
it/procedural memory traces in humans can be
reactivated during REM sleep, and that this reactiva-
tion is linked to improved consolidation. Indeed,
looking a bit more closely at the literature, human
REM sleep has also been linked to memory for com-
plex logic games, foreign language acquisition, and to
intensive studying (Smith, 2001). It is interesting that
these more complex conceptual–procedural tasks
often show REM sleep relationships, while more
basic procedural tasks benefit mainly from NREM
sleep. In order to understand these differences in
sleep stage correlations, it is helpful to draw on a
proposal by Greenberg and Pearlman (1974), who
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suggested that habitual reactions may be REM sleep-

independent, while activities involving the assimila-

tion of unusual or unrelated information require

REM sleep for optimal consolidation. Such a distinc-

tion would support Pearlman’s suggestion that

simpler tasks are learned without a REM sleep

dependency, while the learning of more complex

tasks is dependent on posttraining REM sleep

(Pearlman, 1979; Greenberg and Pearlman, 1974).
The above findings provide encouraging evidence

that sleep-based processes can aid in procedural

memory consolidation, not only for basic forms of

sensory and motor memory in humans, but for com-

plex procedural and conceptual knowledge as well.

Moreover, it argues that the consolidation of familiar

skills, or those that are similar to other well-learned

skills, may be reliant on NREM sleep stages (partic-

ularly stage 2 NREM sleep), whereas REM sleep

may be required for the integration of new concepts

or skills with pre-existing information that is already

stored in memory. This is an important question that

warrants future investigation.
Although much remains to be understood about

the precise relationship of specific sleep stages to

different procedural memory processes, we can say

with confidence that sleep generally aids in the con-

solidation of implicit and procedural forms of

memory. Evidence in support of this relationship is

now so overwhelming that strong positions to the

contrary will, at minimum, have to be revised

(Vertes and Eastman, 2000; Siegel, 2001).

26.6 Episodic Memory

We turn next to the relationship between sleep and

the consolidation of episodic memories. Interest in this

relationship can be traced back to a landmark study by

Jenkins and Dallenbach (1924), which showed that a

period of sleep led to better retention of nonsense

syllables than an equivalent period of wakefulness.

They interpreted this work to mean that sleep, being

an inactive state, transiently protected memory from

interference, whereas reduction of recall during wake-

fulness was due to interference.

‘‘The results of our study as a whole indicate that

forgetting is not so much a matter of the decay of old

impressions and associations as it is a matter of

interference, inhibition, or obliterations of the old

by the new’’ (Jenkins and Dallenbach, 1924: p. 612).

This interpretation struck a serious blow to the then
dominant trace decay theory of forgetting, which
posited that the simple passage of time was respon-
sible for forgetting.

Nonetheless, the fact that memories were pro-
tected during sleep led to increased interest in the

topic (particularly among interference theorists), and

Jenkins and Dallenbach’s (1924) finding was quickly

replicated in better-controlled studies (e.g. Lovatt

and Warr, 1968; Benson and Feinberg, 1977).

Researchers began to wonder if sleep was actively

promoting memory formation, rather than simply

reducing interference. Moreover, they began to

hypothesize that some types of sleep played a bigger

role in episodic memory consolidation than others

(The relationship between sleep and the consolida-

tion of semantic memory has received scant attention

to date, although see Stickgold et al. (1999) and

Brualla et al. (1998) for evidence of semantic memory

processing during sleep.).
After the discovery of REM sleep by Aserinsky

and Kleitman (1953), the prevailing hypothesis –

inspired by psychoanalytic theory – was that memory

content would show up in REM sleep, because this

was the only stage of sleep in which dreams were

thought to occur. (It is now clear that dreams and

other types of mental content can occur in all sleep

stages, including SWS (Foulkes, 1966; see also Payne

and Nadel, 2004)). It made a great deal of intuitive

sense that REM sleep should be the stage involved in

the reprocessing and consolidation of episodic mem-

ories, because, as noted above, the brain during REM

sleep is intensely active and looks like it is engaging

in some sort of cognitive processing.
This hypothesis was initially supported by several

REM sleep-deprivation studies, which showed that

such deprivation interfered with memory for prose

passages (Empson and Clarke, 1970) and increased

the time interval over which memories remained

fragile and susceptible to electroconvulsive shock

(Fishbein et al., 1971). However, as summarized in

Smith (2001), REM deprivation studies in humans

provided mixed results on the whole (Chernik, 1972)

(see Johnson et al., 1974; Lewin and Glaubman,

1975), which may not be surprising given that sleep

deprivation suffers from many confounds, including

disrupted natural sleep, decreased levels of arousal

and motivation, and increased levels of stress

(Maquet, 2001). The stress hormone cortisol, for

example, often impairs memory at high levels but

can facilitate some aspects of memory at low to
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moderate levels (Payne and Nadel, 2004; Payne et al.,
2004).

Seeking to avoid the confounds inherent in sleep
deprivation studies, Ekstrand and colleagues devel-
oped a procedure that attempted to isolate SWS,
which is prevalent early in the night, from REM
sleep, which is maximal late in the night (see
‘Stages of sleep’ section above). These researchers
were thus the first to systematically investigate the
impact of different sleep stages on memory perfor-
mance while controlling for the unspecific effects of
REM sleep deprivation. Their findings implicated
NREM, particularly stage 4 SWS, as the most bene-
ficial sleep stage for episodic memory consolidation.
Yaroush et al. (1971) required subjects to study a
paired-associates list just before bedtime. Half of the
subjects were awakened after 4 h of early sleep (dense
in SWS) and tested for recall. The other half were
allowed to sleep for 4 h prior to awakening; they then
studied the list and returned to sleep for another 4 h
late in the night (REM-rich sleep) before being awa-
kened to recall the word pairs. A third group of
subjects were trained during the day and returned
4 h later for the recall test. The early night group
remembered more of the words than either the late
night or wake groups in several tests of memory
(paced and unpaced tests, matching, and relearning
tests), suggesting that early sleep, rich in SWS, bene-
fited episodic memory (Yaroush et al., 1971).

In a follow up-study, Barrett and Ekstrand (1972)
replicated this effect while attempting to control for
circadian differences. Here, all subjects were required
to learn and recall at the same time of day; the
retention interval was always between 3.00 a.m. to
7.00 a.m. One group remained awake until training at
3.00 a.m., slept for 4 h, and then were awakened at
7.00 a.m. for testing. Another group arrived in the lab
at 10.00 p.m., slept for 4 h prior to training, awakened
at 2.50 a.m. to train, returned to sleep for another 4 h
and then awakened for testing at 6.50 a.m.. As in the
Yaroush et al. (1971) study, recall of word pairs was
better in the first-half sleep condition than in either
the second-half sleep or wake conditions, thus repli-
cating the early sleep effect while controlling for time
of day (Barrett and Ekstrand, 1972).

Fowler et al. (1973) replicated the early sleep
effect, this time in the sleep laboratory, where they
showed that SWS was indeed most prevalent early in
the night (first-half of sleep), while REM was max-
imal late in the night (second-half of sleep) in spite of
the experimental awakenings. The authors pointed
out that their findings were not easy to reconcile with

an interference theory of forgetting. Subjects in the
first and second half of night conditions slept for
equivalent amounts of time during the retention
interval, so simple protection against interference
should have been equal in both groups. Unless one
wanted to argue that dreaming is as much an inter-
fering factor as a waking mental activity (and this
remains to be determined), it seemed that early-night
SWS, and perhaps particularly stage 4 sleep, was
most important for episodic memory consolidation
(Fowler et al., 1973).

More than 20 years later, Born and colleagues
revived this procedure (Plihal and Born, 1997; Plihal
and Born 1999a,b). In the first of their studies (Plihal
and Born, 1997), both episodic (recall of semantically
related paired associates) and procedural (performance
on a mirror tracing task) memory were assessed within
the same subjects. Participants were trained to criterion
on both tasks and then retested after 3-h retention
intervals, containing either early or late nocturnal
sleep. The results showed that memory improvements
were greater after sleep than after a corresponding
period of wake, but more importantly, the different
periods of sleep seemed to support consolidation of
different types of memory. Recall of paired associates
improved more after 3 h of early sleep rich in SWS
than after 3 h of late sleep rich in REM, or after a 3-h
period of wake. Conversely, mirror tracing improved
more after 3 h of late, REM-rich sleep than after 3 h
spent either in early sleep or awake.

In a related study, Plihal and Born (1999a) examined
different measures of episodic and implicit memory in
order to separate the effects of type of material (verbal
vs. nonverbal) from type of memory (episodic vs.
procedural). Thus, a nonverbal episodic memory task
(spatial rotation) and a verbal implicit task (word-stem
priming) were used in the same early versus late night
sleep procedure, and the findings mirrored the previous
results. Compared to wake, recall of spatial memory
was enhanced after early retention sleep but not late
retention sleep, while priming was enhancedmore after
late than early retention sleep.

It is important to note that this early-/late-night
sleep procedure suffers not only from confounds
associated with sleep deprivation, but also from an
incomplete separation of REM and NREM sleep.
Early sleep is an imperfect proxy for SWS, and
similarly, late sleep is an imperfect proxy for REM
sleep. SWS does appear in the second half of the
night, and REM appears in the first half of the
night, and thus one cannot exclude the possibility
that REM and SWS during these periods contributed

558 The Role of Sleep in Memory Consolidation



to the noted consolidation effects. Moreover, the
distribution of Stage 2 NREM sleep is not entirely
equal in both halves of the night. Thus, one cannot
examine early versus late sleep and make definitive
conclusions about SWS versus REM sleep.

In addition, SWS is tested by training subjects
before they go to sleep (at around 10.00 or 11.00
p.m.) and then awakening them 3 h later for memory
testing. REM sleep, on the other hand, is tested by
awakening subjects to train in the middle of the night.
These subjects then return to sleep before being awa-
kened 3 h later for memory testing. Training in the
middle of the night may well be less effective than
training that occurs before subjects have slept at all,
which means that the lack of improvement seen after
REM awakenings in some experiments may be con-
founded; what looks like a failure to consolidate may
simply reflect a difference in the quality of encoding
and degree of attentional resources available for the
task after being awakened in the middle of the night as
opposed to in the evening prior to sleep. Finally,
control groups that are awake for similar periods in
the night are acutely sleep deprived, limiting the
validity of the comparisons. Therefore, while the
value of this creative procedure is that it manipulates
sleep stages experimentally, a number of problems
limits the clear interpretation of these findings.

In spite of these problems, two neuroimaging
investigations of episodic memory consolidation
have also suggested an important role for SWS. The
first of these investigated performance on a hippo-
campally dependent virtual maze task (Peigneux
et al., 2004). Daytime learning of the task was asso-
ciated with hippocampal activity. Then, during
posttraining sleep, there was a reemergence of hip-
pocampal activation, and it occurred specifically
during SWS. The most compelling finding, however,
is that the increase in hippocampal activation seen
during posttraining SWS was proportional to the
amount of improvement seen the next day (see also
Peigneux et al., 2003 described above). This suggests
that the re-expression of hippocampal activation dur-
ing SWS reflects the off-line reprocessing of spatial
episodic memory traces, which in turn leads to the
plastic changes underlying the improvement in
memory performance seen the next day.

The second study (Takashima et al., 2006) inves-
tigated the time course of episodic memory
consolidation across 90 days. Subjects studied 360
photographs of landscapes and were then tested on
subsets of the photographs either after a nap the same
day, or after 2, 30, or 90 days. Prior to each test,

subjects studied 80 new pictures, and then were
tested on 80 of the original pictures and the 80 new
ones, as well as 80 pictures they had never seen
before. All memory retrieval sessions occurred
during fMRI scanning.

Following the initial 90-min nap, stage 2 sleep was
positively correlated with successful recall of both
remote and recent items, indicating a nonspecific
benefit of stage 2 NREM sleep on episodic memory.
This is an intriguing finding, given that stage 2
is where sleep spindles are most prominent (see
the section titled ‘Electrophysiological signatures’).
Slow-wave sleep, on the other hand, was correlated
only with memory for remote (but not recent) items.
Because performance on remote items increased with
longer SWS duration, but performance for recent
items did not, the effect on memory performance
for remote items cannot be explained by a general
effect of SWS on memory retrieval processes. The
authors also point out that this brief period of SWS
may have had an even longer-lasting effect on
memory, because there was a linear relationship
between the amount of SWS during the nap and
recognition memory performance after both 2 and
30 days, whereas there continued to be no such
correlation for recent items. This finding is striking,
given that this was a nap rather than a full night of
sleep, and that only 15 of the 24 subjects reached
SWS. Finally, longer SWS durations led to decreases
in hippocampal activation when remote items were
successfully retrieved (it should be noted that
while this finding appears to support traditional
consolidation theory (Squire and Cohen, 1984), the
hippocampus remained active during successful
retrieval throughout the study (up to the last test at
90 days), suggesting that episodic memories may
never become completely independent of the hippo-
campus (Nadel and Moscovitch, 1997; Moscovitch
et al., 2006). These findings strongly suggest that
episodic memories can undergo initial consolidation
within a rather short time frame and that this consol-
idation is promoted by SWS.

In another nap study, Tucker et al. (2006) found
that naps containing only NREM sleep enhanced
declarative memory for word pairs. Performance on
episodic (paired-associates) and procedural (mirror
tracing) memory tasks were tested 6 h after training,
either with or without an intervening nap. While
there was no difference between nap and wake sub-
jects on the procedural memory task, the nap subjects
performed significantly better on the paired associate
task relative to the subjects who remained awake
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(Figure 7). Subjects in the nap condition also showed
a weak correlation between improved recall and the
amount of SWS in the nap, further supporting the
relationship between episodic memory and SWS
(Tucker et al., 2006). It will be interesting to see a
follow-up study in which the contribution of REM
sleep physiology is assessed.

These results should not be taken to mean that
REM sleep mediates the consolidation of procedural
memories, whereas SWS mediates the consolidation
of episodic memories. Matters are clearly not so
simple. Recall that improvement on a visual discrim-
ination task depended on SWS as well as REM (Gais
et al., 2000), and improvement on a motor task corre-
lated with stage 2 NREM sleep (Smith and MacNeill,
1994). Moreover, emotionally charged episodic mem-
ories may rely on REM sleep for their consolidation
(see ‘Emotional episodic memory’ section below).

There are two possible interpretations of these
apparent contradictions. First, the sleep stage depen-
dency of these various memory tasks may depend on
aspects of the task other than simply whether they are
episodic or procedural, perhaps depending more on
the intensity of training, the emotional salience of the
task, or even the manner in which information is
encoded (e.g., deep versus shallow encoding or im-
plicit versus explicit). The second possibility
involves an inherent oversimplification in correlating
performance improvements with sleep stages as they
are classically defined. Indeed, mounting evidence
points to several electrophysiological, neurotransmit-
ter, and neuroendocrine mechanisms that may
underlie these effects and which do not necessarily
correlate with any single sleep stage (see section
below), and sleep staging, as it has been defined for

40 years, may not capture all of the key elements that
lead to memory consolidation enhanced by sleep.

At an even more basic level, none of the verbal
episodic memory studies described above demon-
strated that a full night of sleep can produce the
kinds of benefits seen following a half-night of sleep
or an afternoon nap. The idea of early SWS-rich sleep,
but not late REM-rich sleep, being linked to improve-
ments in episodic memory performance, for example,
loses much of its interest if these early-night benefits
were lost across the second half of the night, such that
they would not be available the following day.

Fortunately, several very recent reports dispel this
concern (e.g., Ellenbogen et al., 2006a; Gais et al.,
2006b). These studies demonstrate lasting benefits
of a full night of sleep on episodic memory. For
example, Ellenbogen et al. (2006a) showed that a
full night of sleep not only strengthened memory
for unrelated paired associates, but also made these
memories more resistant to interference than an
equivalent period of time spent awake.

Using a classic AB-AC interference paradigm
(Barnes and Underwood, 1959), subjects first learned
a list of paired associates, AiBi. After either a 12-h
period including a night with 7–8 h of sleep, or
an equivalent 12-h period of wakefulness during
the day, half of the subjects in each group recalled
the previously learned word pairs (cued recall). The
other half learned a new list of paired associates, AiCi,

before being tested for recall of the original list. To
control for circadian effects and to demonstrate that
the effects of sleep persist, an additional group of
subjects was trained at the same circadian time as
the sleep group (9.00 p.m.), and tested 24 rather
than 12 h later.
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Figure 7 A brief daytime nap benefits episodic memory. Note that the nap (which did not contain REM sleep) benefited

episodic, but not procedural, memory. From Tucker MA, Hirota Y, Wamsley EJ, et al. (2006) A daytime nap containing solely
non-REM sleep enhances declarative but not procedural memory. Neurobiol. Learn. Mem. 86(2): 241–247.
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While sleep provided modest protection against
memory deterioration even in the absence of inter-

ference training, it provided a large and dramatic

protection against post-sleep interference, and this

benefit was sustained throughout the subsequent wak-

ing day (Figure 8). Thus, memories after sleep were

highly resistant to interference and remained resistant

across the subsequent day, demonstrating significantly

better recall after 24 h than memories encoded in the

morning and tested just 12 h later, without sleep. This

study suggests that sleep does more than simply pro-

tect memories from interference while asleep: sleep

stabilizes memories, making them resistant to future

interference during the subsequent wake period.
A study by Gais et al. (2006b) provides additional

evidence that sleep does more than protect memories

against interference (see Wixted, 2004 for a full

review of the interference argument). Subjects

learned English–German vocabulary lists in the

morning (8.00 a.m.) or in the evening (8.00 p.m.) and

were tested immediately via cued recall to establish a

baseline memory retention score. They were then

retested after 24 or 36 h, either at the same circadian

time or at a different circadian time (i.e., subjects

trained at 8.00 a.m. and were retested at 8.00 p.m. or

vice-versa). Subjects went to sleep either soon after

training and initial testing (approximately 3 h in the

8.00 p.m. training condition) or after a significant

delay (approximately 15 h in the 8.00 a.m. training

condition).
Subjects who slept soon after training (and were

retested either 24 or 36 h later) performed better on

the retest session, suggesting that a night of sleep

shortly after training benefited their performance

on the task. In a second experiment, subjects were

similarly trained in the evening either prior to sleep

or to a night of sleep deprivation. Sleep-deprived

subjects were allowed to sleep the following day,

where they made up much of their lost sleep.

However, the deprived subjects did not sleep until

10 h after training, whereas control subjects went to

sleep a mere 3 h after training. In both conditions,

recall testing took place 48 h after initial learning,

again in the evening, to allow for recovery sleep in

the deprivation condition. Although no differences

emerged in the initial test on the first evening,

there was a clear deficit after a night of sleep depri-

vation. Subjects remembered more words when

they slept the night following training than when

they remained awake, thus providing further evi-

dence that sleep benefits memory consolidation.

Importantly, both the 24 h groups (a.m. and p.m.
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training) underwent identical amounts of waking
interference, as did the two 48-h groups (controls
and sleep-deprived), which strongly suggests that
the sleep benefits cannot be explained by a decrease
in waking interference.

Thus, it appears quite unlikely that sleep merely
offers a permissive, interference-free environment
for memory consolidation. It is plausible that sleep
also activates unique neurobiological processes
that play an active role in consolidation (for a
recent review, see Ellenbogen et al., in press). This
would suggest that there are sleep-specific neural
processes that contribute to memory consolidation –
an argument we review in the section titled
‘Electrophysiological signatures’.

26.6.1 Emotional Episodic Memory

Sleep also appears to contribute to the consolidation
of emotional episodic memories. This is interesting
in light of the many early studies that demonstrated
slow, time-dependent improvements in emotional
memory, where memory for emotionally laden
events, or emotional aspects of complex events,
often continued to improve over days and even
weeks (Kleinsmith and Kaplan, 1963; Kleinsmith
et al., 1963; Kleinsmith and Kaplan, 1964). While it
is well known that memories of emotional events are
encoded and subsequently persist more strongly than
memories for neutral events (McGaugh, 2000;
Kensinger, 2004), only recently has sleep’s contribu-
tion to this apparent consolidation effect been
examined (Hu et al., 2006; Wagner et al., 2001).

Hu et al. (in press) examined the impact of a full
night of sleep on both axes of emotional affect – valence
(positive/negative) and arousal (high/low), across both
remember and know measures of memory for pictures.
Results showed that a night of sleep improved memory
accuracy for emotionally arousing pictures relevant to
an equivalent period of daytime wakefulness, but only
for know judgments. No differences were observed for
remember judgments.Moreover, memory bias changed
across a night of sleep relative to wake, such that
subjects became more conservative when making
remember judgments, especially for emotionally arous-
ing pictures. No bias differences were observed for
know judgments between sleep and wake. These
findings provide further evidence that the facilitation
of memory for emotionally salient information may
preferentially develop during sleep. Whether these
effects emerge primarily after REM-rich, late night
sleep, as in Wagner et al. (2001) (discussed in the

section titled ‘Neurohormones and neurotransmitters’),
remains to be investigated. Nonetheless, the enhancing
impact of sleep on the remembrance of emotional
episodic information is becoming increasingly clear.

26.7 Electrophysiological
Signatures

But what is it about sleep that leads to memory
consolidation? Several electrophysiological signa-
tures of sleep, recorded in animals with cortical
electrodes as well as in the human EEG, reflect
synchronized oscillatory patterns of neuronal activity
in the cortex that may actively promote memory
consolidation. There are still relatively few studies
examining these proposed neurophysiological mech-
anisms. However, we expect the number to increase
dramatically in the near future, and so we review
what is currently known here.

26.7.1 Sleep Spindles

Sleep spindles are one example of such a mechanism.
Sleep spindles are bursts of coherent brain activity
visible on the EEG, which are most evident during
stage 2 sleep. They consist of brief 11- to 16-Hz
waves lasting 0.5–1.5 s. In animals, the initiation of
cortical sleep spindles tends to occur with high-
frequency (�200Hz) ripples that ride on hippocam-
pal sharp waves in NREM sleep (Siapas and Wilson,
1998). This co-occurrence of hippocampal sharp
waves and cortical spindles may underlie the integra-
tion of information between the hippocampus and
neocortex as memories are consolidated during
sleep (Buzsáki, 1996).

In support of this hypothesis, several human
studies have shown a correlation between hippocam-
pally dependent episodic learning and cortical sleep
spindles. In one such study (Gais et al., 2002), subjects
studied a long list of unrelated word pairs 1 h prior to
sleep, on two separate occasions, at least a week apart.
In one case, they were instructed to imagine a rela-
tionship between the two nominally unrelated
words, while in the other they were simply asked to
count the number of letters containing curved lines
in each word pair. Such instructions lead to deep,
hippocampally mediated encoding and shallow, cor-
tically mediated encoding, respectively. During the
subsequent nights of sleep, subjects showed signifi-
cantly higher spindle densities on the nights
following deep encoding, averaging 34% more
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spindles in the first 90min of sleep. Moreover, sleep
spindle density was positively correlated both with
immediate recall tested in the final stage of training
and with recall the next morning, after sleep. Thus,
those who learned better had more spindles the fol-
lowing night, and those with more spindles showed
better performance the next morning.

These findings mirror previous observations by
Meier-Koll et al. (1999), who reported a similar
increase in spindles following learning of a hippo-
campally dependent maze task, and by Clemens et al.
(2005) who found a correlation between spindle
density and overnight verbal memory retention
(although not between spindle density and memory
for faces). Interestingly, Smith and colleagues have
reported increased spindle density after intensive
training on a pursuit rotor task, and after combined
training on several simple procedural motor tasks
(Fogel and Smith, 2006; Fogel et al., 2007). Thus,
spindles might contribute to the consolidation of
both explicit and implicit memories (Meier-Koll
et al., 1999; Clemens et al., 2005; Fogel and Smith,
2006).

But sleep spindles also appears to correlate
strongly with IQ (Bodizs et al., 2005; Schabus et al.,
2006), and it can thus be difficult to discern whether
high spindle content correlates with overnight
improvement in memory per se, or whether both
reflect correlations with IQ. While this is not prob-
lematic when repeated measures or factorial designs
compare nights with and without preceding memory
encoding, the correlation with IQ confounds correla-
tional studies that show more posttraining spindles in
subjects who subsequently show better recall.

26.7.2 Slow Waves

Given the evidence for early night facilitation of
episodic memory recall (e.g., Plihal and Born, 1997,
1999a,b), it is not surprising that neurophysiologic
markers associated with slow-wave sleep (SWS)
have also been implicated in memory consolidation.
Slow-wave rhythms, including both classical delta
activity (1–4Hz), and the more recently characterized
cortical slow oscillations (<1Hz) increase as humans
pass into SWS. Indeed, these cortical slow oscillations
are now considered a hallmark of SWS (Steriade and
Timofeev, 2003). Such slow oscillatory activity in
neuronal networks allows distant ensembles to
become synchronized in rats and has been hypothe-
sized to facilitate the binding and consolidation of

memories that are dispersed across distant brain
regions (Buzsáki and Draguhn, 2004).

Cortical slow oscillations have recently been
observed in humans in conjunction with increased
EEG coherence. EEG coherence is a large-scale
measure of the coactivation of distant brain regions.
Molle et al. (2004) recently showed that increased
EEG coherence, which was strong during the mem-
orization of word pairs, reappeared with cortical slow
oscillations during subsequent slow wave sleep.
Interestingly, while there were only marginal
increases in coherence when measured over all
NREM sleep, this coherence was dramatically
increased when the analysis was time-locked to the
occurrence of cortical slow oscillations (Molle et al.,
2004).

This finding suggests that slow oscillations are
important for the reprocessing of memories during
sleep, a conclusion that is based on two assumptions.
First, it assumes that high coherence between EEG
signals from different sites on the scalp reflect an
increased interplay between the underlying neuronal
networks, and second, it assumes that efficient encod-
ing of associations in episodic memory is facilitated
by the large-scale synchrony of cortical neuronal
activity measured by EEG coherence. Given these
assumptions, the finding suggests that cortical
slow oscillations may be of particular functional
significance for the reprocessing of newly acquired
associative memories during human SWS.

Slow oscillations also appear to exert a grouping
influence over spindle activity. Molle et al. (2002)
examined the temporal dynamics between spindle
activity and slow oscillations in the human EEG dur-
ing NREM stage 2 and SWS. They found that during
human SWS, rhythmic activity in the spindle fre-
quency range correlated with periods of slow
oscillations. They also showed that discrete spindles
identified during NREM stage 2 sleep coincided
with the depolarizing portion of the cortical slow
oscillations and were preceded by pronounced hyper-
polarizing half-waves (Molle et al., 2002). These
results suggest that slow rhythmic depolarizations
and hyperpolarizations in cortical neurons might
alternately drive and inhibit thalamically generated
spindle activity, thereby contributing indirectly to
memory consolidation through their regulation of
spindles.

There are two distinct mechanisms by which spin-
dles might provide the conditions necessary to
induce long-term synaptic changes. Relevant cortical
neural networks may be selectively activated during
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spindle activity as a result of previous learning, and,
in turn, this activation may induce activity in, and
thus modification of, related networks within the
hippocampal complex. Alternatively, hippocampal
activity driven by recent learning might selectively
prime relevant cortical networks, which would then
be activated and modified during subsequent sleep
spindles (Siapas and Wilson, 1998). Either way, the
spindles themselves may induce long-term synaptic
changes in the neocortex.

Sleep spindles and slow oscillations represent pro-
mising candidate mechanisms for sleep-dependent
memory consolidation, but it is important to note
that a causal role for these electrophysiological sig-
natures remains to be demonstrated. Nevertheless,
they provide preliminary support, in humans, for
the idea that the hippocampus and neocortex coop-
erate to integrate new information into long-term
memory during sleep (Buzsáki, 1996).

26.7.3 Hippocampal and Cortical Replay

This hippocampal–neocortical communication para-
digm is important, because it is intimately intertwined
with theories of memory consolidation. New mem-
ories are at least initially dependent on connections
between medial temporal and neocortical regions,
and increased communication between these regions
after training on a memory task may reflect consoli-
dation of these recently acquired memories. A
growing literature demonstrates precisely these
effects in animals, where hippocampally dependent
learning leads to post-training reactivations in brain
areas involved in memory processing.

In the earliest studies, Pavlides andWinson (1989)
demonstrated spontaneous neuronal replay of task-
specific firing patterns during posttraining sleep, with
individual hippocampal place cells that discharged
during spatial exploration increasing their firing
rates during subsequent sleep. Recording from large
ensembles of place cells in the CA1 field of the
hippocampus, Wilson and McNaughton (1994)
showed that pairs of cells that fired together as rats
passed through specific locations in an open field also
fired together during subsequent SWS. This cellular
activity during sleep mimicked the firing patterns
seen when the task was performed, suggesting that
information acquired during wake is re-expressed
during sleep and that this reactivation forms a
neurophysiological substrate of sleep-dependent
memory consolidation (Pavlides and Winson, 1989;
Wilson and McNaughton, 1994).

Since then, numerous studies have reported
neuronal replay during both SWS (Skaggs and
McNaughton, 1996; Kudrimoti et al., 1999; Lee and
Wilson, 2002) and REM sleep (Poe et al., 2000; Louie
and Wilson, 2001). Interestingly, the replay of tem-
poral patterns of activity during SWS occurs on a
time scale 20 times faster than the previous waking
pattern (Lee and Wilson, 2002), while during REM it
occurs in close to real time, averaging just 40%
slower than in wake (Louie and Wilson, 2001).

The finding, discussed above (Siapas and Wilson,
1998), of temporal correlations during SWS between
hippocampal sharp-wave/ripples and the initiation
of individual prefrontal sleep spindles, along with
similar correlations between the hippocampus and
somatosensory cortex (Sirota et al., 2003) provides a
mechanism by which such neuronal replay could
lead to consolidation in both hippocampal and
cortical networks.

26.7.4 Theta Rhythm

There is evidence in both humans and animals that
theta frequency (4–7Hz) oscillations are associated
with enhanced learning and memory during the wak-
ing state (Bastiaansen and Hagoort, 2003), and it has
been suggested that the integration of information
within hippocampal and neocortical circuits may be
mediated by theta activity. Although there is little
theta activity during SWS, it is at waking levels
during REM sleep, when hippocampal cell discharge
is modulated at the theta frequency. This theta ac-
tivity may aid memory reprocessing during REM
sleep by enabling information to flow from the neo-
cortex (through the superficial layers of the
entorhinal cortex) into the hippocampus, where it
can reverberate within hippocampal circuitry (i.e.,
replay). In contrast, during the sharp-wave and ripple
activity of SWS, information may flow in the oppo-
site direction, out of the hippocampus and back to the
neocortex (through deep layers of the entorhinal
cortex Buzsáki, 1996; Buzsáki, 1998), thus allowing
information to flow throughout the complete neocor-
tex–hippocampal circuit. Indeed, it has been
proposed that high levels of the neurotransmitter
acetylcholine and the neurohormone cortisol during
REM sleep, and low levels during SWS, might mod-
ulate communication between hippocampus and
neocortex as memories undergo consolidation
(Payne and Nadel, 2004). In this view, as in others
(Giuditta et al., 1995;Ficca et al., 2000), both SWS
and REM sleep are thought to contribute to the
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consolidation of episodic memories. In addition, for
emotional memory processing, cooperative theta
oscillations between hippocampal and amygdala
regions during REM sleep may play an important
role as well (Pare et al., 2002).

26.8 Neurohormones and
Neurotransmitters

Many modulatory neurotransmitters contribute to
memory formation. Acetylcholine, however, has
received the most attention by the sleep community
to date, most likely because it is critically involved in
control of the NREM/REM cycle, and because it is
present at particularly high levels during REM sleep
and low levels during SWS (Hobson et al., 1998).

Acetylcholine, although mainly involved in mem-
ory encoding, appears to also play a role in the flow of
information between memory systems during differ-
ent stages of sleep. According to a model by
Hasselmo (1999), acetylcholine inhibits feedback
loops both within the hippocampus and between
the hippocampus and neocortex. As a result, the
high cholinergic activity seen during wakefulness
minimizes consolidation and promotes encoding of
new episodic memories, whereas the low cholinergic
activity in SWS blocks new input and supports the
replay of recently encoded information in the hippo-
campus. This replay may then lead to integration of
this information within hippocampal and neocortical
memory stores (Buzsáki, 1996; Hasselmo, 1999;
Payne and Nadel, 2004).

To investigate the role of acetylcholine in the
consolidation of episodic memory during sleep,
Gais and Born (2004b) trained subjects on a list of
paired associates, as well as a mirror tracing task,
before 3 h of SWS-rich nocturnal sleep or wakeful-
ness during which they received a placebo or an
infusion of the cholinesterase inhibitor physostigmine
(which increases cholinergic tone). When tested after
3 h of sleep, recall on the paired-associates task was
impaired in the physostigmine group, while pro-
cedural memory performance was unaffected (Gais
and Born, 2004b). This provides initial support for
Hasselmo’s (1999) model and suggests that the inhibi-
tion of cholinergic activity during SWS is critical for
sleep-based episodic memory consolidation.

As with neurotransmitters, hormonal fluctuations
across the sleep cycle may also help to explain why
different sleep stages contribute differentially to the
consolidation of episodic memories. Activation of the

neuroendocrine hypothalamic–pituitary–adrenocortical
(HPA) system, for instance, results in the release of the
stress hormone cortisol from the adrenal glands.
Cortisol then feeds back onto the brain, where the
hippocampus and frontal cortex, arguably two of the
most critical memory regions, contain the highest
number of cortisol receptors in humans (Lupien and
Lepage, 2001). Several studies have demonstrated
cortisol-induced memory impairments with episodic
memory tasks during wake (Kim and Diamond, 2002;
Payne et al., 2002; Payne et al., 2006). Intriguingly,
cortisol levels are at their lowest during early noc-
turnal sleep, while achieving a diurnal maximum
during late night sleep (Plihal and Born 1999b; Born
and Wagner, 2004).

Plihal and Born (1997, 1999a) have thus argued
that the circadian suppression of cortisol release early
in the night makes this SWS-rich sleep an ideal
physiological environment for episodic memory con-
solidation. Naturally low cortisol levels during early
sleep promote more efficient consolidation of episod-
ic memories than is seen during late, REM-rich sleep,
when cortisol levels are high. In support of this view,
Plihal and Born (1999b) showed that artificially ele-
vating cortisol levels during early sleep eradicated
the normal episodic memory benefit seen during this
period, suggesting that the salubrious environment
provided by early sleep is a result, at least in part, of
the naturally low levels of cortisol during this time.

Cortisol levels in the Plihal and Born (1999b)
study were elevated to levels similar to those typi-
cally seen in response to mild to moderate stressors,
that are sufficient to disrupt episodic memory func-
tion during wakefulness (Kirschbaum et al., 1996; de
Quervain et al., 2003; de Quervain, 2006).

In another study suggestive of a cortisol-related
influence on memory consolidation (Wagner et al.,
2001), memory for emotionally laden narrative mate-
rial was facilitated after late night, REM-rich sleep
periods. At first blush, this result seems to contradict
the evidence reviewed in the section titled
‘Emotional episodic memory’, which demonstrated
that late night REM sleep does not support episodic
memory consolidation, perhaps due to high cortisol
levels. Yet studies have consistently shown that cor-
tisol facilitates memory for emotional episodic
materials, while impairing closely matched neutral
materials during wakefulness (Buchanan and Lovallo,
2001; Payne et al., 2006). Given the role of cortisol in
enhancing emotional episodic information, the late-
night enhancement of emotional memory in this
study is not surprising.
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In addition to cortisol, other hormones (e.g.,
growth hormone) are known to impact memory func-
tion in the waking state, and also vary across sleep,
suggesting that they might contribute to sleep-based
memory consolidation. Although initial studies of
growth hormone have failed to find such an effect
(Gais et al., 2006a), further investigation of the neu-
rochemistry underlying the relationship between
sleep and memory consolidation is a productive
avenue for future research. Indeed, it seems espe-
cially important to forge ahead into precisely this
neuromodulatory realm, where the chemical basis
of the sleep/memory consolidation connection is
examined.

26.9 Concluding Comments

Over the past 10 years, the field of sleep and memory
has grown exponentially, with reports of sleep–
memory interactions emerging from myriad disci-
plines, ranging form cellular and molecular studies
in animals to behavioral and neuroimaging studies in
humans. In our view, sleep undoubtedly mediates
memory processes, but the way in which it does so
remains largely unknown. This makes the future of
the field truly exciting, but also challenging. Much
remains to be done, from uncovering the mechanisms
of brain plasticity that underlie sleep-based memory
processing, to untangling the complex relationship
between the various sleep stages and types of mem-
ory. In so doing, memory researchers may find a field
in which some of the more recalcitrant problems of
basic memory research can also be answered.
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27.1 Introduction

Brain systems have many tasks to perform in enabling

the formation of memories. New information must be

encoded and stored inways that enable the information

subsequently to be retrieved and expressed in behavior.

Understanding the cellular mechanisms and brain sys-

tems responsible for enabling and orchestrating these

various complex tasks is the aim of research on the

neurobiology of learning and memory. A key role in

such orchestration is played by systems that modulate

the consolidation of memories of recent experiences.

Our memories are not all created equally strong: Some

experiences are well remembered, while others are

remembered poorly, if at all. Understanding the neu-

robiological processes and systems that contribute to

such differences in the strength of our memories is a

special quest of research on memory modulation.

Not only do modulatory systems influence neurobio-

logical processes underlying the consolidation of new

information, but more recent evidence indicates that

these systems also affect other mnemonic processes,

includingmemory extinction,memory recall, andwork-

ing memory.
Research on memory modulation was stimulated

by findings reported a little over half a century ago

that, in rats, retention of a recently learned response

was impaired by administration of electroconvulsive

shock (ECS) (Duncan, 1949; Gerard, 1949). These

findings were the first to provide compelling evi-

dence supporting the hypothesis proposed half a

century earlier (Müller and Pilzecker, 1900) that

neural memory traces activated by new experiences

perseverate in a fragile state and gradually become

consolidated. Subsequent studies using ECS and

other treatments to impair brain functioning shortly

after training provided extensive evidence that such

treatments impair memory by interfering with time-

dependent processes involved in memory consolida-

tion (McGaugh, 1966; McGaugh and Herz, 1972).

The findings of such studies also revealed that

susceptibility to posttraining modulating influences
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is a common feature of animal memory: Posttraining
treatments affect memory in mollusks, fish, insects,
and birds, as well as rodents and primates (Cherkin,
1969; Agranoff, 1980; Menzel, 1983; Kandel, 2001).

In providing evidence that new memories remain
fragile for a while before becoming consolidated, the
findings ofDuncan andGerard suggested the possibility
that memory consolidation might also be enhanced by
stimulating brain functioning. In support of this impli-
cation, many studies subsequently reported that, in rats,
retention is enhanced by injections of stimulant drugs,
including strychnine, theGABAergic antagonists picro-
toxin and bicuculline, pentylenetetrazole, and
amphetamine, administered shortly after training, and
that such treatments are generally ineffective when
administered several hours after learning (Breen and
McGaugh, 1961; McGaugh and Petrinovich, 1965;
McGaugh, 1966, 1973; Doty and Doty, 1966;
Evangelista and Izquierdo, 1971; McGaugh and Herz,
1972; Grecksch and Matthies, 1981; Carr and White,
1984; Brioni and McGaugh, 1988; Castellano and
Pavone, 1988). Such a time-dependent susceptibility
thus clearly suggests that the drugs affected memory
by modulating the consolidation of recently acquired
information.

In studies of the effects of treatments modulating
learning and memory it is essential to distinguish the
effects of the treatments on memory from the effects
of the treatments on, e.g., attentional, motivational
and motor processes that may directly affect the
behavior used to make inferences about memory.
The use of posttraining treatments to alter brain
functioning shortly after training has provided an
effective technique for excluding such performance
effects in investigating the effects of modulatory
treatments on memory consolidation (McGaugh,
1966, 1989; McGaugh and Herz, 1972).

27.2 Endogenous Modulation of
Consolidation

Memory consolidation appears to be a highly adaptive
function because, as noted above, evidence of consoli-
dation is found in a wide variety of animal species. But
why do our long-term memories and those of other
animals consolidate slowly? There seems to be no a

priori reason to assume that neurobiological mecha-
nisms are not capable of consolidating memory
quickly. Considerable evidence suggests that the
slow consolidation of memories may serve a highly
important adaptive function by enabling endogenous

processes activated by an experience, and thus occur-
ring shortly after the event, to modulate memory
strength. In a paper published shortly after those
reporting that posttraining drug administration can
enhance memory consolidation (e.g., Breen and
McGaugh, 1961; McGaugh, 1966), Livingston sug-
gested that stimulation of the limbic system and
brainstem reticular formation might promote the stor-
age of recently activated brain events by initiating a
‘‘neurohormonal influence (favoring) future repetitions
of the same neural activities’’ (Livingston, 1967, p. 576).
Kety subsequently offered themore specific suggestion
that adrenergic catecholamines released in emotional
states may serve ‘‘to reinforce and consolidate new and
significant sensory patterns in the neocortex’’ (Kety,
1972, p. 73). Although the specific details of current
findings and theoretical interpretations differ in many
ways from those early views offered by Livingston and
Kety, recent findings are consistent with their general
hypotheses.

27.3 Modulating Influences of
Adrenal Stress Hormones

Emotionally arousing experiences are generally well
remembered (Christianson, 1992; McGaugh, 2003).
As William James (1890) noted, ‘‘An experience may
be so exciting emotionally as to almost leave a scar on
the cerebral tissue’’ (James, 1890, p. 670). The sus-
ceptibility of memory consolidation processes to
modulating influences induced after learning pro-
vides the opportunity for neurobiological processes
activated by emotional arousal to regulate the
strength of memory traces representing important
experiences (McGaugh, 1983; McGaugh and Gold,
1989). Extensive evidence indicates that stress hor-
mones released by the adrenal glands, epinephrine
and cortisol (corticosterone in rodents), by emo-
tionally arousing experiences modulate memory
consolidation (McGaugh and Roozendaal, 2002). It
is well established that, in rats and mice, hormones of
the adrenal medulla and adrenal cortex are released
during and immediately after stressful stimulation of
the kinds used in aversively motivated learning tasks
(McCarty and Gold, 1981; McGaugh and Gold, 1989;
Aguilar-Valles et al., 2005), and that removal of these
stress hormones by adrenalectomy generally results
in memory impairment (Borrell et al., 1983, 1984;
Oitzl and de Kloet, 1992; Roozendaal et al., 1996b;
Roozendaal, 2000).
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27.3.1 Epinephrine

Gold and van Buskirk (1975, 1978) were the first to
report that, in adrenally intact rats, systemic post-
training injections of the adrenomedullary hormone
epinephrine enhance long-term retention of inhibi-
tory avoidance. As found in previous studies of the
memory-enhancing effects of stimulant drugs, the
epinephrine effects were dose dependent and time
dependent. Moderate doses of posttraining epineph-
rine enhanced retention performance, whereas
lower doses or higher doses were less effective.
Furthermore, as was found with stimulant drugs,
memory enhancement was greatest when epineph-
rine was administered shortly after training
(Figure 1). Comparable effects were obtained in
subsequent experiments using many different types
of training tasks commonly used in experiments with
rats and mice, including inhibitory avoidance, active
avoidance, discrimination learning, and appetitively
motivated tasks (Izquierdo and Dias, 1985; Sternberg
et al., 1985; Introini-Collison and McGaugh, 1986;
Liang et al., 1986; Costa-Miserachs et al., 1994).
Additionally, numerous studies have shown that

peripherally administered amphetamine, which
increases the release of epinephrine from the adrenal
medulla, also enhances memory consolidation when
given shortly after training (Martinez et al., 1980).

Epinephrine effects on memory consolidation
appear to be initiated, at least in part, by the activa-
tion of �-adrenoceptors located in the periphery, as
this hormone does not readily cross the blood–brain
barrier (Weil-Malherbe et al., 1959). Sotalol, a �-
adrenoceptor antagonist that does not readily enter
the brain, blocks the enhancing effects of peripherally
administered epinephrine on memory for inhibitory
avoidance training (Introini-Collison et al., 1992).
Epinephrine effects are most likely mediated by
activation of �-adrenoceptors located on vagal affer-
ents that project to the nucleus of the solitary
tract (NTS) in the brain stem (Schreurs et al.,
1986), which sends noradrenergic projections to fore-
brain regions involved in memory consolidation,
including the amygdala (Ricardo and Koh, 1978).
Furthermore, the NTS regulates noradrenergic ac-
tivity of the forebrain via indirect projections to
noradrenergic cell groups in the locus coeruleus
(Williams and Clayton, 2001). Vagotomy attenuates
the memory-enhancing effects induced by systemic
administration of 4-OH-amphetamine, a peripher-
ally acting derivative of amphetamine that induces
epinephrine release (Williams and Jensen, 1991). The
evidence that inactivation of the NTS with the
sodium channel blocker lidocaine prevents epineph-
rine effects on memory consolidation, as well as the
finding that the �-adrenoceptor agonist clenbuterol
infused into the NTS posttraining enhances memory,
very strongly suggests that epinephrine effects on
memory consolidation are mediated via activation
of the NTS (Williams and McGaugh, 1993).
Additionally, the finding that, in rats as well as
human subjects, posttraining electrical stimulation
of vagal afferents enhances memory consolidation
provides further evidence that projections mediated
by the ascending vagus are involved in regulating
memory consolidation (Clark et al., 1995, 1999;
Ghacibeh et al., 2006).

Thus, the NTS appears to be an interface between
peripheral adrenergic activation and brain processes
regulating memory consolidation. However, post-
training peripheral administration of �-adrenoceptor
agonists that are able to enter the brain, including
dipivefrin and clenbuterol, also enhance memory
consolidation. The memory enhancement induced
by dipivefrin and clenbuterol is blocked by the
�-adrenoceptor antagonist propranolol, which readily
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Figure 1 Posttraining systemic injection of epinephrine
induces time-dependent memory enhancement.

Epinephrine (0.1mg/kg, ip) enhanced 24-h retention

performance on an inhibitory avoidance task when injected

either immediately or 10min after training but was
ineffective when given 30 or 120min after training. Results

represent retention latencies (meanþSEM) in seconds.


, p< .05; 

, p< .01 as compared with the saline group.

From Gold PE and van Buskirk R (1975) Facilitation of time-
dependent memory processes with posttrial epinephrine

injections. Behav. Biol. 13: 145–153.

Memory Modulation 573



enters the brain, but not by the peripherally acting
antagonist sotalol (Introini-Collison et al., 1992).
Considered together, these findings indicate that the
modulatory effects of epinephrine on memory consol-
idation are initiated by activation of peripheral �-
adrenoceptors, but that memory consolidation is also
modulated by direct activation of �-adrenoceptors
within the brain. As discussed below, noradrenergic
activation of the basolateral region of the amygdala
(BLA), arising from noradrenergic cell groups in the
NTS and locus coeruleus, is critically involved in
mediating the effects of epinephrine, as well as those
of many other neuromodulatory systems, on memory
consolidation (Roozendaal, 2007).

Other findings suggest that epinephrine may also
influence memory consolidation by enhancing glyco-
genolysis in the liver (Messier and White, 1984, 1987;
Gold, 1995). Posttraining peripheral administration of
glucose produces dose- and time-dependent effects
on memory comparable to those produced by
epinephrine (Gold, 1986). Additionally, doses of epi-
nephrine and glucose that are optimal for enhancing
retention induce comparable levels of plasma glucose
(Hall and Gold, 1986). �-Adrenoceptor antagonists
do not block glucose effects on memory (Gold et al.,
1986). Glucose readily enters the brain and, thus, can
directly influence brain glucoreceptors (Oomura
et al., 1988). The finding that intracerebroventricular
injections of glucose produce dose- and time-depen-
dent enhancement of memory consolidation clearly
suggests that peripherally administered glucose may
affect memory by directly altering brain functioning
(Lee et al., 1988). However, the finding that memory
is also influenced by peripherally administered fruc-
tose, a sugar that has little influence on the brain,
suggests that this sugar, as well as glucose, may
also act, at least in part, at peripheral sites in
influencing memory (Messier and White, 1987). In
support of this view, Talley et al. (2002) showed
that vagotomy blocks the memory-enhancing effects
of peripherally administered L-glucose, an enantio-
mer of glucose that does not cross the blood–brain
barrier.

27.3.2 Glucocorticoids

There is also extensive evidence that adrenocortical
hormones are involved in modulating memory con-
solidation (for reviews, see de Kloet, 1991; Bohus,
1994; McEwen and Sapolsky, 1995; Lupien and
McEwen, 1997; Roozendaal, 2000). As with

epinephrine, posttraining injections of glucocorti-
coids produce dose- and time-dependent
enhancement of memory (Cottrell and Nakajima,
1977; Sandi and Rose, 1994; Roozendaal and
McGaugh, 1996a; Zorawski and Killcross, 2002;
Okuda et al., 2004). However, in contrast to epi-
nephrine, glucocorticoids are highly lipophylic and,
thus, readily enter the brain and bind directly to
mineralocorticoid receptors (MRs) and glucocorti-
coid receptors (GRs) (McEwen et al., 1968; de
Kloet, 1991). These two receptor types differ in
their affinity for corticosterone and synthetic
ligands. MRs have a high affinity for the natural
steroids corticosterone and aldosterone, whereas
GRs have a high affinity for synthetic ligands such
as dexamethasone and the GR agonist RU 28362
(Reul and de Kloet, 1985; Sutanto and de Kloet,
1987; Reul et al., 1990). As a consequence, MRs
are mostly saturated during basal levels of corticos-
terone, whereas GRs become occupied by higher
levels of corticosterone induced by stressful
stimulation.

The memory-modulating effects of glucocorti-
coids released following arousing stimulation appear
to involve the selective activation of the low-affinity
GRs (Oitzl and de Kloet, 1992; Roozendaal et al.,
1996b; Lupien and McEwen, 1997), as blockade of
GRs, but not MRs, shortly before or immediately
after training impairs long-term memory. Such find-
ings provide strong support for the hypothesis that
endogenously released glucocorticoids enhance
memory consolidation. Glucocorticoids are known
to act through intracellular and intranuclear recep-
tors and can affect gene transcription either by direct
binding of receptor homodimers to DNA (Beato
et al., 1995; Datson et al., 2001) or via protein–protein
interactions with other transcription factors such as
Jun or Fos (Heck et al., 1994). However, as discussed
later, glucocorticoids may also act more rapidly by
interacting with membrane receptors and/or poten-
tiating the efficacy of the norepinephrine signal
cascade via an interaction with G-protein-mediated
actions (Roozendaal et al., 2002b).

27.3.3 Adrenergic-Glucocorticoid
Interactions

Evidence from several kinds of studies indicates that
catecholamines and glucocorticoids released from
the adrenal glands interact in influencing memory
consolidation. Glucocorticoids alter the sensitivity
of epinephrine in influencing memory consolidation
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in adrenalectomized rats (Borrell et al., 1983, 1984).
Further, in adrenally intact rats, administration
of meytrapone, a corticosterone-synthesis inhibitor
that reduces the elevation of circulating corticoster-
one induced by aversive stimulation, attenuates the
memory-enhancing effects of epinephrine adminis-
tered posttraining (Roozendaal et al., 1996a). Such
findings suggest that synergistic actions of epineph-
rine and corticosterone may be essential in mediating
stress effects on memory enhancement.

The studies cited above used emotionally arousing
footshock training, conditions that induce the release
of both corticosterone and epinephrine. Studies using
an object recognition task investigated whether adren-
ergic activation induced by emotional arousal is
essential in enabling corticosterone effects on memory
consolidation (Okuda et al., 2004). Rats were given
either extensive habituation to an apparatus or no
prior habituation and were then allowed to explore
objects in the apparatus. Placing rats in a novel testing
apparatus evokes novelty-induced arousal, and habit-
uation of rats to the apparatus is known to reduce this
arousal response (de Boer et al., 1990). Corticosterone
administered immediately posttraining to nonhabitu-
ated (i.e., emotionally aroused) rats enhanced their 24-
h retention performance. In contrast, posttraining cor-
ticosterone did not enhance retention of object
recognition in habituated rats (Okuda et al., 2004),
providing evidence that training-associated emotional
arousal may be essential for enabling glucocorticoid
effects on memory consolidation. Other findings indi-
cated that training-induced adrenergic activation is a
critical component of emotional arousal in enabling
glucocorticoid effects on memory consolidation. As is
shown in Figure 2, the �-adrenoceptor antagonist
propranolol, coadministered with the corticosterone
immediately after the object recognition training,
blocked the corticosterone-induced memory enhan-
cement (Roozendaal et al., 2006b). To investigate
whether a pharmacologically induced increase in ad-
renergic activity enables glucocorticoid effects on
memory consolidation, a low dose of the �2-adreno-
ceptor antagonist yohimbine was administered to
well-habituated (i.e., nonaroused) rats immediately
after object recognition training. Corticosterone admi-
nistered together with yohimbine induced dose-
dependent enhancement of memory consolidation
(Roozendaal et al., 2006b). Posttraining injections of
corticosterone and yohimbine separated by a 4-h
delay did not enhance memory consolidation. These
findings are thus consistent with the hypothesis
that adrenergic activation is essential in enabling

glucocorticoid enhancement of memory consolidation.
The nature of this interaction is discussed in more
detail later.
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Figure 2 Glucocorticoid effects on memory consolidation

for object recognition training require adrenergic activation.
(a) Immediate posttraining administration of the �-

adrenoceptor antagonist propranolol (3.0mg/kg, sc)

blocked the corticosterone-induced enhancement of object

recognition memory in naı̈ve rats. (b) The �2-adrenoceptor
antagonist yohimbine (0.3mg/kg, sc) enabled a

corticosterone effect on object recognition memory in

habituated rats. Inset: Posttraining injections of yohimbine

(0.3mg/kg, sc) and corticosterone (1.0mg/kg, sc) separated
by a 4-h delay did not induce memory enhancement. Y!C;

Yohimbine administered immediately after training and

corticosterone 4h later; C!Y; corticosterone administered
immediately after training and yohimbine 4 h later. Results

represent discrimination index (mean � SEM) in percentage

on a 24-h retention trial. 

, p< .01, as compared with the

corresponding vehicle group. From Roozendaal B, Okuda
S, Van der Zee EA, andMcGaugh JL (2006b) Glucocorticoid

enhancement of memory requires arousal-induced

noradrenergic activation in the basolateral amygdala. Proc.

Natl. Acad. Sci. USA 103: 6741–6746.
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27.3.4 Other Neuromodulatory Systems

As discussed earlier in this chapter, drugs affecting
many other neuromodulatory and transmitter systems
also influence memory consolidation. The dose- and
time-dependent enhancement of memory induced by
the stimulant drugs known to act via GABA (picro-
toxin, bicuculline) and catecholamines (amphetamine,
clenbuterol) has also been obtained in studies investi-
gating the effects of opiate receptor antagonists
(Messing et al., 1979; Introini and Baratti, 1984) and
muscarinic cholinergic receptor agonists (Stratton and
Petrinovich, 1963; Flood et al., 1981; Baratti et al.,
1984; Introini-Collison and McGaugh, 1988; Power
et al., 2003b), as well as drugs and hormones affecting
several other systems, including corticotropin-
releasing hormone (Roozendaal et al., 2002a), adreno-
corticotropin (Gold and van Buskirk, 1976),
vasopressin (de Wied, 1984), oxytocin (Bohus, 1980),
substance P (Huston and Staubli, 1981; Schlesinger
et al., 1986), histamine (Passani et al., 2001; da Silva
et al., 2006), and cholecystokinin (Flood et al., 1987).
Additionally, many studies have investigated interac-
tions of these systems in modulating memory
consolidation (McGaugh, 1989; McGaugh and Gold,
1989).

As is discussed below, the effects of many neuro-
modulatory systems aremediated by interactions with
noradrenergic and muscarinic cholinergic systems
within the amygdala. The initial research investigat-
ing such interactions investigated the effects of
peripherally administered drugs and hormones
(McGaugh and Cahill, 1997). Considerable evidence
indicates that opiate and GABAergic influences on
memory consolidation are mediated via adrenergic
influences. The finding that the �-adrenoceptor
antagonist propranolol blocks thememory-enhancing
effects of the opiate receptor antagonist naloxone
(Izquierdo and Graudenz, 1980) is consistent with
evidence that opiates regulate the release of norepi-
nephrine in the brain (Arbilla and Langer, 1978;
Nakamura et al., 1982). Further, the �-adrenoceptor
agonist clenbuterol blocks the memory impairment
induced by the GABAergic agonist muscimol
(Introini-Collison et al., 1994). As discussed below,
such findings are consistent with the hypothesis that
opioids and GABA impair memory by decreasing
norepinephrine release in the brain (Quirarte et al.,
1998; Hatfield et al., 1999). Thus, noradrenergic
activation appears to be critical for opioid
peptidergic and GABAergic influences on memory
consolidation.

In contrast to the effects of opioid peptidergic and
GABAergic drugs, cholinergic effects do not appear to
be mediated by adrenergic activation. However,
there is extensive evidence that muscarinic activity is
a requirement for norepinephrine-induced memory
enhancement. Systemic injections of the muscarinic
cholinergic receptor antagonist atropine attenuate the
memory-enhancing effects of the �-adrenoceptor ago-
nist clenbuterol as well as that of epinephrine (Introini-
Collison and McGaugh, 1988; Introini-Collison and
Baratti, 1992). Thus, cholinergic activation appears to
provide modulatory influences on memory consolida-
tion that are downstream from adrenergic activation.

27.4 Involvement of the Amygdala in
Modulating Memory Consolidation

Goddard’s (1964) finding that electrical stimulation
of the amygdala administered shortly after rats were
trained on an aversively motivated task impaired
their memory of the training was the first to suggest
that the amygdala plays a role in influencing memory
consolidation. The conclusion that the amygdala
stimulation disrupted the consolidation of the mem-
ory of the training was confirmed by many
subsequent findings from other laboratories (Kesner
and Wilburn, 1974; McGaugh and Gold, 1976). One
possible interpretation of these findings is that the
stimulation disrupted the consolidation of memory
processes occurring within the amygdala. However,
many subsequent findings have indicated that amyg-
dala stimulation modulates memory consolidation
via influences mediated by amygdala efferent projec-
tions to other brain regions. The finding that
posttraining electrical stimulation of the amygdala
can either enhance or impair memory, depending
on the stimulation intensity and the training condi-
tions (Gold et al., 1975), clearly indicates that the
effects are modulatory and not simply memory
impairing. Further, the evidence that lesions of the
stria terminalis (a major amygdala pathway) block the
memory-impairing effects of posttraining electrical
stimulation (Liang and McGaugh, 1983) strongly
suggested that the modulation involves amygdala
projections to other brain regions (see following).

27.4.1 Noradrenergic Influences in the
BLA

Experiments by Kesner and Ellis (Ellis and Kesner,
1981; Kesner and Ellis, 1983) and Gallagher et al.
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(1981) were the first to use posttraining drug infusions
to investigate the involvement of neuromodulatory
systems in the amygdala in memory consolidation.
�-Adrenoceptor antagonists infused into the amyg-
dala impaired rats’ retention of inhibitory avoidance,
and concurrent infusion of norepinephrine blocked
the memory impairment (Gallagher et al., 1981).
These investigators also found that, as is found with
systemic administration (Messing et al., 1979;
Izquierdo and Graudenz, 1980), posttraining intra-
amygdala infusions of opioid peptidergic agonists
and antagonists impaired and enhanced memory,
respectively. The findings of more recent studies
indicate that the BLA is selectively involved in such
amygdala memory-modulatory influences. The adja-
cent central nucleus does not appear to play a
significant role, if any, in modulating memory con-
solidation (Tomaz et al., 1992; Parent and McGaugh,
1994; Roozendaal and McGaugh, 1996a, 1997a;
DaCunha et al., 1999; McGaugh et al., 2000). Thus,
the effects of relatively large intraamygdala drug
infusion volumes typically used in most early studies
as well as many recent studies are likely the result
of selective influences on BLA activity. Moreover,
findings of more recent studies indicating that post-
training intraamygdala infusions of drugs influence
retention performance tested 24 h or longer after the
training but do not affect performance tested within a
few hours after training, provide strong evidence that
the treatments selectively affect the consolidation of
long-term memory (Bianchin et al., 1999; Schafe and
LeDoux, 2000; Barros et al., 2002).

Other early findings also implicated the amygdala
in adrenergic influences on memory consolidation.
Adrenal demedullation or posttraining administra-
tion of epinephrine alter the memory-modulating
effects of electrical stimulation of the amygdala
(Liang et al., 1985), and lesions of either the amygdala
or the stria terminalis block epinephrine effects on
memory consolidation (Cahill and McGaugh, 1991;
Liang and McGaugh, 1983). Although earlier studies
reported evidence suggesting that epinephrine
induces the release of norepinephrine in the brain
(Gold and van Buskirk, 1978), the finding that
posttraining intraamygdala infusions of the �-adre-
noceptor antagonist propranolol block epinephrine
effects on memory consolidation (Liang et al., 1986)
provided the first evidence suggesting that epineph-
rine effects on memory are mediated by noradrenergic
activation within the amygdala. In support of this
implication, many subsequent studies reported that
posttraining infusions of norepinephrine or the

�-adrenoceptor agonist clenbuterol into the amyg-
dala (or selectively into the BLA) produce dose-
dependent enhancement of memory consolidation
(Liang et al., 1986, 1990, 1995; Introini-Collison
et al., 1991, 1996; Izquierdo et al., 1992; Bianchin
et al., 1999; Ferry and McGaugh, 1999; Hatfield and
McGaugh, 1999; LaLumiere et al., 2003, 2005;
Huff et al., 2005). Furthermore, posttraining intra-
amygdala infusions of �-adrenoceptor antagonists
impair retention and block the memory-enhancing
effects of norepinephrine coadministered (Liang
et al., 1986, 1995; Salinas and McGaugh, 1995).

In addition to �-adrenoceptor influences, �-
adrenoceptor activation in the BLA also modulates
memory consolidation. Intra-BLA infusions of the
�1-adrenoceptor antagonist prazosin impair inhibito-
ry avoidance memory, whereas infusions of the
nonselective �-adrenoceptor agonist phenylephrine,
administered together with yohimbine, an �2-
adrenoceptor antagonist, enhance retention (Ferry
et al., 1999a). The �1-adrenoceptor-induced memory
enhancement most likely involves an interaction with
�-adrenoceptors, as posttraining intra-BLA infusions
of the �-adrenoceptor antagonist atenolol block
the memory enhancement produced by activation
of �1-adrenoceptors. The finding that posttraining
intraamygdala infusions of the synthetic cyclic adeno-
sine monophosphate (cAMP) analog 8-bromo-cAMP
enhance retention (Liang et al., 1995) is consistent
with the hypothesis that activation of �-adrenoceptors
modulates memory via a direct coupling to adenylate
cyclase. Thus, the finding that intra-BLA infusions
of the �1-adrenoceptor antagonist prazosin do not
prevent the memory enhancement induced by
concurrently infused 8-bromo-cAMP suggests that
the memory-enhancing effects of �1-adrenoceptor
activation are mediated by an interaction with �-adre-
noceptors upstream from cAMP, probably at the
G-protein level (Ferry et al., 1999b).

There is extensive evidence indicating that norad-
renergic activity within the BLA also plays an
important role in mediating the modulatory effects of
other hormones and neurotransmitters on memory
consolidation (Roozendaal, 2007). Many studies have
reported that, as with peripherally administered drugs,
intra-BLA infusions of the GABAergic receptor
antagonists bicuculline and picrotoxin enhance mem-
ory consolidation and that GABAergic receptor
agonists impair memory (e.g., Brioni et al., 1989;
Izquierdo et al., 1992; Bianchin et al., 1999; Wilensky
et al., 2000; Huff et al., 2005). Similarly, the opioid
peptidergic antagonist naloxone enhances memory
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when infused into the amygdala posttraining, whereas

opioid peptidergic agonists impair memory consolida-

tion (McGaugh et al., 1988; Introini-Collison et al.,

1989). Consistent with the evidence from studies

using peripheral drug administration, �-adrenoceptor
antagonists infused into the amygdala block the mem-

ory-enhancing effects of bicuculline or naloxone

infused concurrently (McGaugh et al., 1988, 1990;

Introini-Collison et al., 1989). In contrast, intraamyg-

dala injections of �1- or �2-adrenoceptor antagonists

do not block naloxone effects onmemory consolidation

(McGaugh et al., 1988). Thus, as was found with per-

ipherally administered drugs, GABAergic and opioid

peptidergic influences within the BLA appear to

modulate memory consolidation by influencing �-
adrenoceptor activation via influences on the release

of norepinephrine. Ragozino and Gold (1994) reported

that posttraining intraamygdala infusions of glucose

block the memory impairment induced by the opiate

drug morphine. However, such glucose infusions do

not attenuate the memory impairment induced by

propranolol (Lennartz et al., 1996; McNay and Gold,

1998). Thus, glucose effects do not appear to act via

adrenergic activation within the amygdala.
Other recent studies reported that �-adrenoceptor

activation within the BLA is also required for mediat-

ing the memory-modulatory effects of corticotropin-

releasing hormone (CRH) and orphanin FQ/nociceptin

(OFQ/N), a recently discovered opioid-like peptide.

Retention is enhanced by posttraining intra-BLA infu-

sions of CRH (Liang and Lee, 1988) and impaired by a

CRH receptor antagonist (Roozendaal et al., 2002a).

Unlike CRH, posttraining intra-BLA infusions of

OFQ/N impair retention, and an OFQ/N receptor

antagonist enhances retention (Roozendaal et al.,

2007). Atenolol infused into the BLA blocks the

memory-enhancing effect of CRH and the OFQ/

N antagonist, whereas it potentiates the memory-

impairing effect of OFQ/N administered concur-

rently (Roozendaal et al., 2007). These findings

thus indicate that, as with many other neuromodu-

latory systems, endogenously released CRH and

OFQ/N interact with noradrenergic activity within

the BLA in modulating memory consolidation.

Similar findings were obtained in studies of the

effects of dopamine. Posttraining intra-BLA infu-

sions of dopamine induce dose-dependent memory

enhancement that is blocked by coinfusion of a �-
adrenoceptor antagonist as well as D1 or D2 recep-

tor antagonists (LaLumiere et al., 2004). However,

noradrenergic activation within the BLA affecting

memory also appears to require concurrent interac-

tion with dopamine receptors, as dopamine receptor

antagonists block the memory-enhancing effects of

posttraining intra-BLA infusions of clenbuterol

(LaLumiere et al., 2004).
The extensive evidence indicating that adrenocep-

tor activation within the amygdala is critical for the

modulation of memory consolidation suggests that

emotionally arousing learning experiences should

induce the release of norepinephrine within the amyg-

dala and that drugs and hormones that enhance

memory consolidation should increase the release.

Findings of studies using in vivo microdialysis and

high-performance liquid chromatography to measure

ongoing changes in norepinephrine levels in the amyg-

dala strongly support these implications. As is shown in

Table 1, footshock comparable to that typically used in

inhibitory avoidance training significantly increases

amygdala norepinephrine levels (Galvez et al., 1996;

Quirarte et al., 1998). Moreover, drugs and hormones

that enhance memory consolidation (e.g., epinephrine,

picrotoxin, and naloxone) potentiate footshock-

induced increases in norepinephrine levels in the

Table 1 Treatment effects on memory and amygdala norepinephrine levels

Treatment Effect on memory
Effect on amygdala
norepinephrine levels Reference

Footshock Varies directly with footshock intensity Varies with footshock intensity Quirarte et al. 1998

Epinephrine Enhances Increases Williams et al. 1998

Corticosterone Enhances Increases McIntyre et al. 2004
Muscimol Impairs Decreases Hatfield et al. 1999

Picrotoxin Enhances Increases Hatfield et al. 1999

�-endorphin Impairs Decreases Quirarte et al. 1998
Naloxone Enhances Increases Quirarte et al. 1998

Orphanin

FQ/nociceptin

Impairs Decreases Kawahara et al. 2004
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amygdala, and drugs that impair consolidation (e.g.,

muscimol, �-endorphin, andOFQ/N) decrease amyg-

dala norepinephrine levels (Quirarte et al., 1998;

Williams et al., 1998; Hatfield et al. 1999; Kawahara

et al., 2004). Additionally, stimulation of the vagus

nerve or the NTS increases norepinephrine levels in

the amygdala and enhances memory consolidation

(Clayton and Williams, 2000; Hassert et al., 2004).

McIntyre et al. (2002) investigated norepinephrine

levels in the amygdala induced by inhibitory avoidance

training. Consistent with findings of previous studies

using footshock (Galvez et al., 1996; Quirarte et al.,

1998; Hatfield et al., 1999), norepinephrine levels

increased following the training. However, the dura-

tion of the increased norepinephrine levels seen after

training was greater than that previously found with

footshock stimulation alone (i.e., without training).

Additionally, and importantly, the increase in norepi-

nephrine levels assessed in individual animals over an

interval of 90min after training correlated highly with

their subsequent retention performance, tested the fol-

lowing day (Figure 3).

27.4.2 Glucocorticoid Influences in the BLA

There is extensive evidence that glucocorticoids

affect memory consolidation through influences

involving the BLA. The findings of studies of the

effects of glucocorticoids on memory for inhibitory

avoidance training are similar to those of studies of

the effects of epinephrine. Lesions of the BLA or stria

terminalis block the memory-enhancing effects

of posttraining systemic injections of the synthetic

glucocorticoid dexamethasone (Roozendaal and

McGaugh, 1996a,b). Furthermore, memory is modu-

lated by either systemic or intra-BLA infusions of

glucocorticoids (Roozendaal and McGaugh, 1996a,

1997a), and like the effects of epinephrine, such

modulation requires noradrenergic activation within

the amygdala. Intra-BLA infusions of a �-adrenocep-
tor antagonist block the memory-enhancing effects of

systemic injections of dexamethasone or corticoster-

one, as well as the effects of the GR agonist RU 28362

infused into the BLA concurrently (Quirarte et al.,

1997; Roozendaal et al., 2002b, 2006a,b).
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As discussed above, studies investigating the
effects of glucocorticoids administered systemically
after object recognition training found that, in naı̈ve
(i.e., emotionally aroused) rats, propranolol blocked
the memory enhancement induced by corticosterone
and that, in habituated (i.e., emotionally less aroused)
rats, corticosterone enhanced memory only when
norepinephrine release was stimulated by yohimbine
(Roozendaal et al., 2006b). A subsequent experiment
(Roozendaal et al., 2006b) found that, in naive rats,
intra-BLA infusions of a �-adrenoceptor antagonist
blocked the effects of systemically administered cor-
ticosterone on object recognition memory. Further,
in habituated rats, corticosterone activated BLA neu-
rons, as assessed by phosphorylated cAMP response-
element binding (pCREB) immunoreactivity levels,
only in animals also given yohimbine. Considered
together, these findings provide strong evidence that
the BLA is a critical locus of the synergistic actions
of glucocorticoids and emotional arousal-induced
noradrenergic activation in influencing memory
consolidation.

Findings of studies investigating the mechanism of
glucocorticoid interactions with the noradrenergic
system suggest that activation of GRs in the BLA
may facilitate memory consolidation by potentiating
the norepinephrine signaling cascade through an
interaction with G-protein-mediated effects. The
enhancement of memory for inhibitory avoidance
training induced by posttraining intra-BLA infusions
of the GR agonist RU 28362 is blocked by
concurrent infusion of Rp-cAMPs, a drug that inhi-
bits protein kinase A activity and thus blocks the
norepinephrine signaling cascade (Roozendaal et al.,
2002b). Moreover, intra-BLA infusions of the GR
antagonist RU 38486 attenuate the memory-enhancing
effects of the �-adrenoceptor agonist clenbuterol
infused concurrently such that a much higher dose of
clenbuterol (100 ng vs. 1 ng) is required to induce
memory enhancement (Roozendaal et al., 2002b).

As was found with epinephrine, glucocorticoid
effects on memory consolidation also appear to
involve brain stem nuclei, including the NTS, that
send noradrenergic projections to the BLA. A GR
antagonist infused into the NTS attenuates the
memory-enhancing effects of systemically adminis-
tered dexamethasone (Roozendaal et al., 1999b).
Moreover, the finding that posttraining infusions of
RU 28362 into the NTS enhance inhibitory avoid-
ance retention and that intra-BLA infusions of
a �-adrenoceptor antagonist block the enhancement
(Roozendaal et al., 1999b) provides additional

evidence that the NTS influence on memory consol-
idation involves noradrenergic activation of the BLA
(Williams et al., 1998, 2000; Clayton and Williams,
2000; Miyashita and Williams 2002).

27.4.3 Cholinergic Influences in the BLA

The finding that stria terminalis lesions block the
memory-enhancing effect of systemically adminis-
tered cholinergic drugs (Introini-Collison et al.,
1989) provided the first evidence suggesting that
muscarinic cholinergic influences within the amyg-
dala may be involved in regulating memory
consolidation. Subsequent studies have provided
extensive evidence that posttraining intraamygdala
infusions of muscarinic cholinergic receptor agonists
and antagonists enhance and impair, respectively,
memory for many kinds of training, including
inhibitory avoidance, Pavlovian fear conditioning,
conditioned place preference, and change in
reward magnitude (Introini-Collison et al., 1996;
Vazdarjanova and McGaugh, 1999; Salinas et al.,
1997; Passani et al., 2001; Power and McGaugh,
2002; Schroeder and Packard, 2002; Power et al.,
2003a,b; LaLumiere et al., 2004). Results of experi-
ments using posttraining infusions of the muscarinic
cholinergic receptor agonist oxotremorine adminis-
tered together with selective antagonists indicate
that both M1 and M2 muscarinic cholinergic recep-
tor types are involved in the memory-enhancing
effects of cholinergic activation (Power et al.,
2003a). The finding that lesions of the nucleus basa-
lis, the major source of cholinergic innervation of the
BLA, impair inhibitory avoidance retention and
that posttraining intra-BLA infusions of either
oxotremorine or the acetylcholinesterase inhibitor
physostigmine attenuate the memory impairment
provided additional evidence that cholinergic
activation within the BLA regulates memory consol-
idation (Power and McGaugh, 2002).

As noted above, in contrast to the effects of
GABAergic and opioid peptidergic drugs, cholinergic
effects on memory consolidation do not require con-
current noradrenergic activation. A �-adrenoceptor
antagonist does not block the memory-enhancing
effect of intraamygdala infusions of oxotremorine.
However, a low and otherwise ineffective dose of
the muscarinic cholinergic receptor antagonist atro-
pine blocks the memory enhancement induced by
intraamygdala infusions of clenbuterol (Dalmaz
et al., 1993; Salinas et al., 1997). Thus, cholinergic
activation in the BLA appears to act downstream
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from adrenergic activation in modulating memory
consolidation. Other findings indicate that cholinergic
activation within the BLA is critical for enabling
glucocorticoid as well as dopamine enhancement of
memory consolidation. Atropine infused into the BLA
blocks the memory-enhancing effects of RU 28362 or
dopamine infused concurrently as well as the effects
of systemically administered dexamethasone (Power
et al., 2000; LaLumiere et al., 2004). Conversely, cho-
linergic activation within the BLA affecting memory
also appears to require concurrent interaction with
dopamine, as dopamine receptor antagonists block the
memory-enhancing effects of posttraining intra-BLA
infusions of oxotremorine (LaLumiere et al., 2004).

Studies of the effects of histamine receptor antago-
nists and agonists infused into the BLA provide
additional evidence of a role of acetylcholine in the
BLA in modulating consolidation (Passini et al., 2001).
H3 receptor antagonists (ciproxifan, clobenprobit, or
thioperamide) infused into the BLA decrease acetyl-
choline release, as assessed by in vivo microdialysis,
and concurrent infusions of the H2 receptor agonist
cimetidine block the decreased acetylcholine release.
Moreover, posttraining intra-BLA infusions of H3

receptor antagonists, administered in doses found to
decrease acetylcholine release, impair memory for
contextual fear conditioning (Passani et al., 2001). As
other studies have reported that posttraining systemi-
cally administered H3 receptor antagonists enhance
memory and block memory impairment induced by
a muscarinic cholinergic antagonist (Bernaerts et al.,
2004), it seems likely that the central and peripheral
actions of H3 receptor antagonists involve different
actions. There is also evidence that acetylcholine is
released within the amygdala during training. Studies
using in vivomicrodialysis have shown that acetylcho-
line levels in the amygdala increase while rats perform
a spontaneous alternation task and that the increase is
correlated with performance on the task (Gold, 2003;
McIntyre et al., 2003). As this task is known to involve
hippocampal functioning, these findings are consistent
with other evidence, discussed below, suggesting that
the amygdala influences memory processing that
involves the hippocampus. Figure 4 summarizes
some of the neuromodulatory interactions within the
BLA involved in regulating memory consolidation.

27.4.4 Other Neuromodulatory Influences
in the BLA

The BLA is also involved in mediating the modula-
tory effects of other hormones and neurotransmitters

on memory consolidation. For example, a recent study
reported not only that the reproductive hormone
relaxin binds to specific receptors in hypothalamic
regions to regulate reproductive behaviors but also
that posttraining intra-BLA infusions of relaxin also
induce dose-dependent impairment of inhibitory
avoidance memory (Ma et al., 2005). Other recent
studies implicated the amygdala in the memory-mod-
ulatory effects of bombesin (gastrin-releasing peptide).
Posttraining intra-BLA infusions of the bombesin
receptor antagonist RC-3095 impair memory of inhib-
itory avoidance (Roesler et al., 2004b), whereas
temporary inactivation of the BLA blocked the mem-
ory-modulatory effects of systemically administered
bombesin or its antagonist (Rashidy-Pour and
Razvani, 1998; Roesler et al., 2004b). Furthermore,
the finding that bombesin infused into the NTS also
modulates memory consolidation (Williams and
McGaugh, 1994) and that inactivation of the NTS
blocks the effects of peripherally administered bom-
besin (Rashidy-Pour and Razvani, 1998) suggests that
noradrenergic activity may be essential in mediating
the effects of bombesin on memory consolidation.
This suggestion is supported by the evidence that
the bombesin receptor antagonist selectively impaired
memory consolidation of aversively motivated inhib-
itory avoidance training and not that of emotionally
less arousing object recognition training (Roesler et al.,
2004a), which, as discussed above, induces less norad-
renergic activation of the BLA.

27.5 Involvement of the Amygdala in
Modulating Memory Extinction

Several studies have investigated whether extinction
learning (i.e., learning that cues that previously pre-
dicted aversive or appetitive consequences no longer
predict such consequences) is regulated by the same
neuromodulatory systems that regulated the original
learning. An early study found that posttraining pe-
ripheral administration of picrotoxin enhances the
extinction of cued fear conditioning (McGaugh
et al., 1990). Experiments using intra-BLA infusions
have found that the GABAergic antagonist bicucul-
line and norepinephrine administered posttraining
enhance extinction of contextual fear conditioning
(Berlau and McGaugh, 2006). If such extinction
involves the same processes engaged by fear condi-
tioning, the effects of bicuculline would be expected
to require �-adrenoceptor activation. Consistent with
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that implication, posttraining infusions of bicuculline

did not enhance extinction memory consolidation

when infused into the BLA together with a low

and otherwise ineffective dose of propranolol.

Additionally, the GABAergic agonist muscimol coin-

fused into the BLA with norepinephrine posttraining

did not block the memory enhancement induced by

norepinephrine. These findings are consistent with

the evidence discussed above indicating that norepi-

nephrine effects in the BLA act downstream from

GABAergic influences (Introini-Collison et al., 1994;

McGaugh and Cahill, 1997). Other studies have

reported that extinction of fear conditioning is

enhanced by pre- or postextinction infusions of the

N-methyl-D-aspartate (NMDA) partial agonist

d-cycloserine (Walker et al., 2002; Ledgerwood

et al., 2003, 2005). Furthermore, intra-BLA infusions

of d-cycloserine block the impairing effects of con-

current administration of the GABAergic agonist

muscimol on the consolidation of extinction memory

(Akirav, 2007). Consistent with extensive evidence of

glucococorticoid enhancement of consolidation of

memory of fear-based training, dexamethasone admi-

nistered systemically after extinction training or

intra-amygdally prior to extinction also enhanced

extinction of fear-potentiated startle (Yang et al.,

2006). Furthermore, corticosterone given systemi-

cally immediately after retention testing on a
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contextual fear conditioning task facilitated extinc-
tion of this memory (Cai et al., 2006). Other studies
have reported that the BLA modulates the extinction
of conditioned place preference. Glucose or oxotre-
morine infused into the BLA immediately after
extinction training enhanced the extinction of amphe-
tamine-induced place preference (Schroeder and
Packard, 2003, 2004).

27.6 Amygdala Interactions with
Other Brain Systems in Modulating
Memory

Although many of the experiments investigating BLA
involvement in memory consolidation have used inhib-
itory avoidance training and testing (Parent and
McGaugh, 1994; Izquierdo et al., 1997; McGaugh
et al., 2000; McGaugh and Izquierdo, 2000; Wilensky
et al., 2000), comparable effects of posttraining amygdala
treatments have been obtained in experiments using
many different kinds of training tasks, including con-
textual fear conditioning (Sacchetti et al., 1999;
Vazdarjanova and McGaugh, 1999; LaLumiere et al.,
2003), cued fear conditioning (Sacchetti et al., 1999;
Schafe and LeDoux, 2000; Roozendaal et al., 2006a),
Y-maze discrimination training (McGaugh et al., 1988),
change in reward magnitude (Salinas et al., 1997), con-
ditioned place preference (Hsu et al., 2002; Schroeder
and Packard, 2003, 2004), radial-arm maze appetitive
training (Packard and Chen, 1999), water-maze spatial
and cued training (Packard et al., 1994; Packard and
Teather, 1998), conditioned taste aversion (Miranda
et al., 2003), olfactory training (Kilpatrick and Cahill,
2003a), object recognition (Roozendaal et al., 2006b),
extinction of contextual fear conditioning (Berlau and
McGaugh, 2006), and extinction of conditioned reward
(Schroeder and Packard, 2003). Thus, although there is
abundant evidence that the BLA is involved in modu-
lating memory of aversively motivated training, such as
footshock training used in inhibitory avoidance and
Pavlovian fear conditioning, the evidence also clearly
indicates that the BLA modulates the consolidation of
memory for many different kinds of training experi-
ences (McGaugh, 2002; Packard and Cahill, 2001), and
as these different training experiences are known to
engage different brain systems both during training
and during the consolidation occurring after training
(Quillfeldt et al., 1996; Zanatta et al., 1996; Izquierdo
et al., 1997; Packard and Knowlton, 2002; Gold, 2004),
the BLA-induced modulation no doubt involves

influences on processing occurring in these other
brain regions.

As discussed above, there is considerable evi-
dence that neuromodulatory interactions occurring
within the amygdala influence memory consolida-
tion. Such influences may be, at least in part, a result
of influences on neuroplasticity within the amyg-
dala. However, several kinds of evidence suggest
that alterations in amygdala functioning affect
memory consolidation through amygdala influences
on other brain regions involved in memory consol-
idation. The BLA sends projections to many other
brain regions, some via the stria terminalis (Young,
1993; Pitkänen, 2000; Petrovich et al., 2001; Price,
2003; Sah et al., 2003). The evidence, discussed
above, that stria terminalis lesions block the memory-
modulating effects of electrical stimulation and
intraamygdala drug infusions strongly suggests that
modulation within the amygdala is not sufficient to
affect memory: efferent projections seem required.
The evidence that posttraining BLA treatments affect
memory for many kinds of training clearly suggests
that processing in different brain regions is required.
This implication is supported by the finding that train-
ing known to involve the amygdala (e.g., Pavlovian
fear conditioning) induces the expression of several
transcriptionally regulated genes implicated in
synaptic plasticity in many brain areas, including the
hippocampus, striatum, and cortex, as well as the
amygdala (Ressler et al., 2002). These effects appear
to be involved in memory consolidation and not sim-
ply a result of nonspecific effects of stress or arousal, as
they were found only when the stimuli used in the
training-induced learning. The findings of the many
types of studies discussed later provide compelling
evidence that the amygdala interacts with other brain
regions in modulating the consolidation of memory for
different kinds of training.

27.6.1 BLA Interactions with the Caudate
Nucleus, Hippocampus, and Nucleus
Accumbens

The amygdala projects directly to the caudate
nucleus (via the stria terminalis) and both directly
and indirectly to the hippocampus (Pitkänen, 2000;
Petrovich et al., 2001). The evidence that stria termi-
nalis lesions block the memory-enhancing effects of
oxotremorine that was infused posttraining into the
caudate nucleus suggests that efferents from the
amygdala influence memory processing involving
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the caudate nucleus (Packard et al., 1996). There is
considerable evidence that the caudate nucleus and
hippocampus are involved in different kinds of learn-
ing (e.g., Packard and McGaugh, 1992, 1996;
McDonald and White, 1993; Packard and Cahill,
2001). In studies of rats given water-maze training,
Packard and colleagues (Packard et al., 1994; Packard
and Teather, 1998) found that amphetamine that was
infused posttraining into the caudate nucleus selec-
tively enhanced memory of visually cued training,
whereas infusions administered into the dorsal hip-
pocampus selectively enhanced memory of spatial
training. In contrast, amphetamine infused into the
amygdala posttraining enhanced memory for both
types of training. Additionally, inactivation of the
hippocampus (with lidocaine) prior to testing
blocked retention of the spatial training, and inacti-
vation of the caudate nucleus blocked retention of
the visually cued training. But importantly, inactiva-
tion of the amygdala prior to retention testing did not
block memory of either kind of training. Thus,
although the amygdala modulates the consolidation
of both caudate nucleus-dependent and hippocam-
pus-dependent tasks, such findings suggest that it is
not a locus of memory for either type of training.
Additionally, in rats trained in a radial-arm maze
spatial task, lidocaine infused into the amygdala
blocked the memory enhancement induced by post-
training intrahippocampal infusions of glutamate
(Packard and Chen, 1999). Such findings are consis-
tent with extensive evidence that the hippocampus is
involved in the learning of contextual information
(Hirsh, 1974; Rudy and Sutherland, 1989; Phillips
and LeDoux, 1992; Eichenbaum et al., 1996;
McNish et al., 1997; Matus-Amat et al., 2004).

In fear conditioning tasks, including inhibitory
avoidance, that are typically used in memory modu-
lation studies, the rats learn that footshock occurs in a
specific context. Further, that information can be
learned if rats are first exposed to the context and
then, on a subsequent day, given a brief footshock. As
is shown in Figure 5, infusions of oxotremorine
administered into the hippocampus after context
exposure enhanced the subsequent conditioning,
but infusions administered after the footshock train-
ing were ineffective (Malin and McGaugh, 2006). In
contrast, oxotremorine infused into the rostral
anterior cingulate cortex selectively enhanced
memory when administered after the footshock.
Oxotremorine infused into the BLA enhanced reten-
tion when administered after either the context
or footshock training, consistent with extensive

evidence that BLA activity modulates memory for
many different kinds of experiences. Other findings
of studies of the effects of posttraining intraamygdala
infusions of a GR agonist provide additional evi-
dence of BLA–hippocampus interactions in memory
consolidation. As is shown in Figure 6, unilateral
posttraining intrahippocampal infusions of the spe-
cific GR agonist RU 28362 enhanced rats’ retention
of inhibitory avoidance training, and the retention
enhancement was blocked selectively by ipsilateral
infusions of a �-adrenoceptor antagonist into the
BLA (Roozendaal et al., 1999a). The memory
enhancement induced by GR activation in the hip-
pocampus is also blocked by lesions of the BLA, stria
terminalis, or nucleus accumbens (Roozendaal and
McGaugh, 1997b; Roozendaal et al., 2001).

The BLA projects to the nucleus accumbens
primarily via the stria terminalis (Kelley et al., 1982;
Wright et al., 1996). The possible involvement of the
BLA–stria terminalis–nucleus accumbens pathway in
modulating memory consolidation was suggested by
the finding that lesions of the nucleus accumbens, like
lesions of the BLA, block the memory-enhancing
effects of systemically administered dexamethasone
(Roozendaal and McGaugh, 1996a; Setlow et al.,
2000). Furthermore, the finding that unilateral lesions
of the BLA combined with contralateral (unilateral)
lesions of the nucleus accumbens also blocked the
dexamethasone effect strongly indicates that these
two structures interact via the stria terminalis in influ-
encing memory consolidation (Setlow et al., 2000).
Further evidence of BLA–nucleus accumbens interac-
tions in modulating memory consolidation is provided
by the finding (LaLumiere et al., 2005) that memory
enhancement induced by intra-BLA infusions of dopa-
mine is blocked by infusions of a dopamine receptor
antagonist into the nucleus accumbens shell (but
not the core). Conversely, a dopamine receptor
antagonist infused into the BLA blocks the memory
enhancement induced by infusions of dopamine
infused into the nucleus accumbens shell posttraining
(Figure 7).

As the hippocampus is known to project to the
nucleus accumbens, that region may be a critical
locus of converging BLA and hippocampal modula-
tory influences on memory consolidation (Mulder
et al., 1998). The finding that inactivation of the
nucleus accumbens with infusions of bupivacaine
prior to training blocks the acquisition of contextual
fear conditioning provides evidence consistent with
this hypothesis (Haralambous and Westbrook, 1999).
It is not known whether the BLA–nucleus accumbens
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and hippocampus–nucleus accumbens pathways are

also involved in mediating other BLA neuromodula-

tory influences on memory consolidation.
Other findings indicate that noradrenergic stimula-

tion of the BLA that enhances memory consolidation

also increases dorsal hippocampal levels of activity-

regulated cytoskeletal protein (Arc) (McIntyre

et al., 2005), an immediate-early gene implicated in

hippocampal synaptic plasticity and memory consoli-

dation processes (Guzowski et al., 2000). Additionally,

inactivation of the BLA with infusions of lidocaine

impairs memory consolidation and decreases Arc pro-

tein levels in the dorsal hippocampus (McIntyre et al.,

2005). Further, the finding that intra-BLA infusions

of muscimol attenuate the increase in Arc mRNA

induced by contextual fear conditioning provides
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further evidence that the BLA modulates memory

consolidation via regulation of Arc expression in the

hippocampus (Huff et al., 2006).
Studies of BLA influences on hippocampal neu-

roplasticity provide additional important evidence of

amygdala–hippocampal interactions (Abe, 2001).

Electrical stimulation of the BLA enhances the

induction of long-term potentiation (LTP) in the

dentate gyrus of the hippocampus (Ikegaya et al.,

1995b; Akirav and Richter-Levin, 1999; Frey et al.,

2001; Almaguer-Melian et al., 2003). Also, selective

lesions of the BLA or infusions of a �-adrenoceptor
antagonist into the BLA block the induction of LTP

in the dentate gyrus (Ikegaya et al., 1994, 1995a,

1997). Consistent with the findings of BLA modula-

tion of memory, norepinephrine and corticosterone

both influence the effects of BLA stimulation

on dentate gyrus LTP (Akirav and Richter-Levin,

2002). Recent findings indicate that electrical stimu-
lation of the BLA also enhances LTP at cortical
synapses onto striatal neurons (Popescu et al., 2007).
Such findings fit well with the evidence that post-
training amygdala activation enhances consolidation
of striatal-dependent memory (Packard et al., 1994;
Packard and Teather, 1998).

The recent findings that Pavlovian fear condition-
ing induces an increase in synchronization of theta-
frequency activity in the lateral amygdala and CA1
region of the hippocampus strongly suggest that
activation of an amygdala–hippocampus circuit is
involved in fear-based learning (Pape et al., 2005).
More generally, studies of synchronized oscillatory
activity occurring within the BLA suggest that such
activity may facilitate the temporal lobe as well as
neocortical processes involved in consolidating explicit
or declarative memory (Paré, 2003; Pelletier and Paré,
2004). Importantly, there is also evidence that the firing
of cells in the BLA of cats is increased greatly by a
single footshock and that the increased firing lasts for at
least 2 h (Pelletier et al., 2005). Such increased firing
may serve to modulate memory processing in efferent
brain regions, including the entorhinal cortex and hip-
pocampus (Paré et al., 2002; Pelletier and Paré, 2004;
McGaugh, 2005). This view is supported by additional
physiological evidence that, in cats, during the early
stages of reward-based learning, training-induced BLA
activity increases the impulse transmission from peri-
rhinal to entorhinal cortical regions (Paz et al., 2006).

27.6.2 BLA–Cortical Interactions in
Memory Consolidation

It is now well established that posttraining infusions
of drugs into various cortical regions can impair or
enhance the consolidation of memory for several
kinds of training (Ardenghi et al., 1997; Izquierdo
et al., 1997; Baldi et al., 1999; Sacchetti et al., 1999;
Malin and McGaugh, 2006). The findings of several
recent studies indicate that the BLA modulates cor-
tical functioning involved in memory consolidation.
Neurons within the BLA project directly to the
entorhinal cortex (Paré et al., 1995; Paré and
Gaudreau, 1996; Pikkarainen et al., 1999; Petrovich
et al., 2001). The memory enhancement induced by
posttraining drug infusions administered into the en-
torhinal cortex (Izquierdo and Medina, 1997)
requires a functioning BLA, as lesions of the
BLA prevent the memory enhancement induced by
8-bromo-cAMP infused posttraining into the
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entorhinal cortex (Roesler et al., 2002). Other recent

studies have reported that BLA lesions or blocking of

�-adrenoceptors in the BLA also block the memory-

enhancing effects of 8-bromo-cAMP infused post-

training into the insular cortex (Miranda and

McGaugh, 2004) and of oxotremorine infused into

the rostral anterior cingulate cortex (Malin et al.,

2007). Additionally, the finding that lesions of the

rostral anterior cingular cortex block the memory-

enhancing effects of oxotremorine infused posttrain-

ing into the BLA indicates that cortical functioning is

essential for BLA memory-modulatory effects (Malin

et al., 2007). However, other evidence indicates that

the rostral anterior cingulate cortex and the BLA

serve quite different functions in memory. As dis-

cussed earlier, the anterior cingulate cortex appears

to play a somewhat selective role in memory for

nociceptive information, whereas extensive evidence

indicates that the BLA is not dedicated to the modu-

lation of any specific kinds of information (Packard

et al., 1994; Malin and McGaugh, 2006). The

BLA appears to be promiscuous in its modulation

of emotionally influenced memory consolidation

(McGaugh, 2002).

Other recent studies reported evidence indicating
interactions between the BLA and the medial pre-

frontal cortex in regulating memory consolidation.

Inactivation of the medial prefrontal cortex with the

AMPA-receptor antagonist CNQX impairs consoli-

dation of inhibitory avoidance memory (Liang et al.,

1996). In contrast, activation of noradrenergic and

dopaminergic mechanisms in the medial prefrontal

cortex enhances consolidation of inhibitory avoid-

ance and trace fear conditioning (Liang, 2001;

Runyan and Dash, 2004). A GR agonist infused into

the medial prefrontal cortex induces similar memory

enhancement. However, and importantly, lesions of

the BLA block this GR agonist-induced memory

enhancement. Furthermore, consistent with the evi-

dence of reciprocal inhibitory influences between

both brain regions (McDonald, 1991; Perez-Jaranay

and Vives, 1991; Rosenkranz and Grace, 2002),

infusions of RU 28362 into the medial prefrontal

cortex after inhibitory avoidance training increases

BLA activity, as assessed with phosphorylation of

extracellular-regulated kinase (ERK), a member

of the mitogen-activated protein kinase family

(Roozendaal et al., unpublished findings). Further,
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basolateral amygdala. (b) Intranucleus accumbens shell infusions of dopamine (4.5 or 15mg in 0.3 ml) also induced memory

enhancement, and this effect was blocked by concurrent infusions of cis-flupenthixol (10mg in 0.2 ml) into the basolateral

amygdala. Results represent retention latencies (meanþSEM) in seconds. 

, p< .01 compared with the vehicle group;^^,

p< .01 compared with the corresponding vehicle group. From LaLumiere RT, Nawar EM, andMcGaugh JL (2005) Modulation
of memory consolidation by the basolateral amygdala or nucleus accumbens shell requires concurrent dopamine receptor

activation in both brain regions. Learn. Mem. 12: 296–301.

Memory Modulation 587



blockade of this increase in phosphorylated ERK
levels in the BLA with the MEK inhibitor PD98059
blocks the memory enhancement induced by medial
prefrontal cortex GR agonist infusions. Interestingly,
infusions of a GR agonist into the BLA induce a
similar increase in phosphorylated ERK activity in
the medial prefrontal cortex, suggesting mutual
interactions between both brain regions in regulating
memory consolidation.

It is likely that the BLA also influences cortical
functioning, at least in part, via its projection through
the stria terminalis (Price, 1981) to the nucleus basalis,
which provides cholinergic activation of the cortex.
Studies have reported findings suggesting that the
nucleus basalis–cortical projections may be essential
for learning-induced cortical plasticity (Miasnikov
et al., 2001, 2006; Weinberger, 2003). Stimulation of
the BLA activates the cortex, as indicated by EEG
desynchronization, and potentiates nucleus basalis
influences on cortical activation.Moreover, inactivation
of the nucleus basalis with lidocaine blocks the BLA
effects on cortical activation (Dringenberg and
Vanderwolf, 1996; Dringenberg et al., 2001). Thus, the
BLA may influence cortical functioning in memory
consolidation, at least in part, through its effects on the
nucleus basalis and consequent cholinergic activation of
the cortex. In support of this suggestion, Power et al.
(2002) reported that selective lesions of cortical nucleus
basalis corticopetal cholinergic projections induced by
192-IgG saporin blocked the dose-dependent enhance-
ment of inhibitory avoidance induced by posttraining
intra-BLA infusions of norepinephrine (Figure 8).
Thus, it is clear that cortical cholinergic activity is
required for BLA influences on memory consolidation.
Figure 9 summarizes the interaction of the BLA with
other systems in regulating memory consolidation.

27.7 Amygdala Activity and
Modulation of Human Memory
Consolidation

As discussed above, the findings of animal experi-
ments very clearly provide extensive evidence that
stress hormones released by emotional experiences
influence memory consolidation and that the influ-
ence is mediated by activation of the BLA. The
findings of many human studies of effects of emo-
tional arousal, stress hormones, and amygdala
activation on memory are consistent with those of
animal studies (Cahill and McGaugh, 1998, 2000;
Cahill, 2000; Dolan, 2000; Buchanan and Adolphs,

2004; LaBar and Cabeza, 2006). Cortisol adminis-
tered to subjects prior to presentations of words or
pictures enhanced subsequent recall (Buchanan and
Lovallo, 2001; Abercrombie et al., 2003, 2006;
Kuhlmann and Wolf, 2006). Amphetamine adminis-
tered to human subjects, either before or after they
learned lists of words, also enhanced long-term
memory (Soetens et al., 1993, 1995). Administration
of propranolol to subjects prior to their viewing an
emotionally arousing slide presentation blocked the
enhancing effects of emotional arousal on long-term
memory (Cahill et al., 1994). Propranolol also blocks
the memory enhancement produced by stress-
released epinephrine (Nielson and Jensen, 1994).
Further, epinephrine or cold pressor stress (which
stimulates the release of adrenal stress hormones)
administered to subjects after they viewed emotion-
ally arousing slides enhanced the subjects’ long-term
memory of the slides (Cahill and Alkire, 2003; Cahill
et al., 2003). Similar effects were produced by
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Figure 8 Lesions of nucleus basalis cholinergic neurons

with 192 IgG-saporin block the memory enhancement

induced by posttraining infusions of norepinephrine into the

basolateral amygdala. Intrabasolateral amygdala infusions
of norepinephrine (0.3, 1.0, or 3.0 ng in 0.2 ml) immediately

after inhibitory avoidance training produced a dose-

dependent enhancement of 48-h retention performance in

sham-operated rats. Rats with 192 IgG-saporin lesions did
not show memory enhancement with norepinephrine

infusions. Results represent retention latencies

(meanþSEM) in seconds. 

, p< .01 compared with the
saline group; ^, p< .05; ^^, p< .01 compared with the

corresponding sham-lesion group. From Power AE, Thal LJ,

and McGaugh JL (2002) Lesions of the nucleus basalis

magnocellularis induced by 192 IgG-saporin block memory
enhancement with posttraining norepinephrine in the

basolateral amygdala. Proc. Natl. Acad. Sci. USA 99:

2315–2319.
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administration of the �2-adrenoceptor antagonist
yohimbine, which stimulates norepinephrine release

(O’Carroll et al., 1999; Southwick et al., 2002). These
findings of studies of memory in human subjects are,

thus, consistent with those of the animal experiments
discussed above in providing evidence of the central

roles of emotional activation and stress hormones in
modulating memory consolidation.

Recent human studies have also provided exten-
sive evidence that amygdala activation is involved in
enabling the enhanced memory induced by emo-

tional arousal. Memory for emotionally arousing
material is not enhanced in human subjects with

selective bilateral lesions of the amygdala, as it is in
normal subjects (Cahill et al., 1995; Adolphs et al.,

1997). Studies using positron emission tomography
(PET) and functional magnetic resonance imaging

(fMRI) brain imaging have provided additional evi-
dence that the influence of emotional arousal on

human memory involves amygdala activation. In
the first study of the relationship between amygdala

activity during encoding and subsequent memory,
Cahill et al. (1996) reported that amygdala activity

assessed by PET imaging as subjects viewed emo-
tionally arousing films correlated highly (þ0.93) with

the subjects’ recall of the films assessed in a surprise
memory test 3 weeks later. Importantly, the degree of

emotional arousal rather than the valence of the
emotionally arousing material appears to be critical

in influencing memory. In a subsequent study using
PET imaging, Hamann et al. (1999, 2002) reported

that amygdala activity induced by viewing either
pleasant or unpleasant slides correlated highly with

memory for the slides assessed 1 month later. Studies
using fMRI have obtained highly similar findings.

Canli et al. (2000) found that subjects’ memory for a
series of scenes tested 3 weeks after brain scanning

correlated highly with amygdala activity induced by
viewing the scenes. Furthermore, and importantly,

the relationship between amygdala activity during
encoding and subsequent memory was greatest for

the scenes that the subjects had rated as being the
most emotionally intense.

Human memory studies have provided additional
evidence of the importance of noradrenergic acti
vation of the amygdala. When assessed during encod-

ing, PET imaging of amygdala activity that is
assessed over many minutes of arousal as well as

event-related fMRI of amygdala activity induced by
single items both predict long-term memory of the
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Figure 9 Schematic summarizing interactions of the basolateral amygdala with other brain regions in mediating emotional

arousal-induced modulation of memory consolidation. Experiences initiate memory consolidation in many brain regions

involved in the forms of memory represented. Emotionally arousing experiences also release adrenal epinephrine and

glucocorticoids and activate the release of norepinephrine in the basolateral amygdala. The basolateral amygdala modulates
memory consolidation by influencing neuroplasticity in other brain regions. From McGaugh JL (2000) Memory: A century of

consolidation. Science 287: 248–251.
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arousing stimuli (Cahill et al., 1996; Canli et al.,
2000). And, importantly, �-adrenoceptor antagonists
(e.g., propranolol) block the increase in amygdala
activity and enhanced retention induced by emo-
tional stimuli obtained in fMRI studies (Strange and
Dolan, 2004; van Stegeren et al., 2005). Thus, �-
adrenergic activation of the amygdala appears to be
essential for the short-latency modulation induced by
brief and mild emotional arousal used in fMRI stud-
ies as well as the effects found in human and animal
studies, with longer intervals of time between learn-
ing and stress hormone activation or administration.

An additional finding of human brain imaging
studies of memory studies is that, with both PET
and fMRI experiments, activity of the right amygdala
is related to enhanced memory in men, whereas
activity of the left amygdala is correlated with
enhanced memory in women (Cahill et al., 2001,
2004; Canli et al., 2001). Understanding the bases of
such sex differences may provide further insights into
mechanisms of emotional arousal underlying influ-
ences on memory consolidation.

Other findings based on an analysis of PET and
fMRI scans provide evidence, consistent with that
from many animal studies, indicating that amygdala
activation influences memory processing in other
brain regions. The activity of the amygdala and hip-
pocampal/parahippocampal regions are correlated
during emotional arousal (Hamann et al., 1999), and
such activation is correlated with subsequent reten-
tion (Dolcos et al., 2004). The results of a ‘path
analysis’ (structural equation modeling) study
(Kilpatrick and Cahill, 2003b) of amygdala activity
scanned, using PET, while subjects viewed neutral or
emotionally arousing films (Cahill et al., 1996) sug-
gest that emotional arousal increased amygdala
influences on activity of the ipsilateral parahippo-
campal gyrus and ventrolateral prefrontal cortex.
Such findings provide additional evidence that
amygdala influences on activity of other brain
regions are critical in creating lasting memories.

27.8 Involvement of the Amygdala in
Modulating Memory Retrieval and
Working Memory

Most studies investigating neuromodulatory influences
on memory have focused on the neurobiological mech-
anisms underlying the consolidation of recent
experiences. However, there is also much evidence
that neuromodulatory systems influence memory

retrieval and working memory. Most of such studies
have investigated the effects of either peripherally
administered hormones and neurotransmitters or the
effects of direct infusions of a variety of drugs into the
hippocampus and medial prefrontal cortex, brain
regions that are critically involved in regulating
memory retrieval and working memory. However,
consistent with its role in memory consolidation,
recent findings indicate that the BLA, via its projec-
tions to these brain regions, also plays an important
modulatory role in regulating drug effects on these
memory functions.

27.8.1 Memory Retrieval

Several studies investigated the effects of peripher-
ally administered hormones and drugs on memory
retrieval in rats. Stress exposure or the glucocorticoid
corticosterone administered systemically shortly
before testing for memory of training on inhibitory
avoidance or water-maze spatial tasks (24 h earlier)
produces temporary impairment of retention perfor-
mance (Bohus, 1973; de Quervain et al., 1998; Yang
et al., 2003; Roozendaal et al., 2004a; Pakdel and
Rashidy-Pour, 2006; Sajadi et al., 2006). As the same
treatments administered shortly before training do
not affect either acquisition or retention performance
assessed immediately after acquisition, such findings
indicate that glucocorticoids impair retention by
influencing memory retrieval. These findings are
consistent with those indicating that stress exposure
or glucocorticoids administered immediately after a
learning session also impair retention performance
tested 30–60min after the session, that is, at a
time when the memory trace has not yet been con-
solidated into long-term memory (Diamond et al.,
1999; Woodson et al., 2003; Okuda et al., 2004).
Similarly, as is found with memory consolidation,
glucocorticoid effects on memory retrieval depend
on concurrent activation of noradrenergic mecha-
nisms. The �-adrenoceptor antagonist propranolol
administered systemically 30min before inhibitory
avoidance retention testing blocks the memory re-
trieval impairment induced by concurrent injections
of corticosterone (Roozendaal et al., 2004a).
As stimulation of �1-adrenoceptors with systemic
injections of the selective agonist xamoterol induces
a memory retrieval impairment comparable to that
seen after corticosterone administration (Roozendaal
et al., 2004b), the findings suggest that glucocorticoid
effects on memory retrieval impairment involve acti-
vation of noradrenergic mechanisms. Norepinephrine
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effects on memory retrieval are most likely dose
dependent, as other studies reported that under
other conditions, norepinephrine or noradrenergic
stimulation can also enhance memory retrieval
(Sara and Devauges, 1989; Devauges and Sara, 1991;
Barros et al., 2001; Murchison et al., 2004). Peripheral
administration of the opioid peptidergic antagonist
naloxone or D2, but not D1, dopamine receptor
antagonists also block the impairing effect of concur-
rently administered corticosterone or dexamethasone
on memory retrieval (Rashidy-Pour et al., 2004;
Pakdel and Rashidy-Pour, 2006). Other studies have
reported that memory retrieval is also influenced by
systemic administration of drugs affecting several
other modulatory systems, including epinephrine,
adrenocorticotropin, �-endorphin, vasopressin, acetyl-
choline, and serotonin (e.g., Altman et al., 1987;
Izquierdo et al., 2002; Sato et al., 2004). In investigating
drug effects on learning and memory, including mem-
ory retrieval, it is critically important to distinguish
the effects of the drugs on memory retrieval from
those on other processes that may affect the behavior
used to assess memory. Not all of the studies cited
above adequately controlled for such performance
effects.

Many studies have reported evidence indicating
that the hippocampus is involved in memory retrieval
(Hirsch, 1974; Squire et al., 2001). Inactivation of the
hippocampus with local infusions of the glutamatergic
AMPA/kainate receptor antagonist LY326325 or
the GABAergic agonist muscimol impairs memory
retrieval of water-maze spatial and contextual fear
conditioning tasks (Holt and Maren, 1999; Riedel
et al., 1999). As the GR agonist RU 28362 administered
into the hippocampus shortly before retention testing
also impairs retrieval of spatial memory (Roozendaal
et al., 2003, 2004b), such findings indicate that gluco-
corticoid-induced memory retrieval impairment
depends, in part, on GR activation in the hippocampus.
Consistent with the findings of experiments of periph-
erally administered drugs, a �-adrenoceptor antagonist
infused into the hippocampus prevents the retrieval-
impairing effect of a GR agonist administered concur-
rently (Roozendaal et al., 2004b). Other studies have
shown that the effect of novelty stress on memory
retrieval is blocked by intrahippocampal infusions of
the AMPA-receptor antagonist CNQX and the metab-
otropic glutamate receptor antagonist MCPG, as well
as the cAMP blocker Rp-cAMPs (Izquierdo et al.,
2000). In contrast, infusions of the protein synthesis
inhibitor anisomycin do not block corticosterone
effects on memory retrieval (Sajadi et al., 2006),

suggesting that stress and corticosterone may influence

memory retrieval through a rapid, protein synthesis-

independent mechanism.
Retrieval of memory of emotionally arousing

information also induces activation of the BLA

(Hall et al., 2001; Boujabit et al., 2003).

Furthermore, intra-BLA infusions of norepinephrine

or CNQX affect memory retrieval of inhibitory

avoidance training (Liang et al., 1996; Barros et al.,

2001). In contrast, intra-BLA infusions of a GR ago-

nist do not appear to affect memory retrieval

(Roozendaal et al., 2003). However, the BLA interacts

with the hippocampus in mediating glucocorticoid

effects on memory retrieval. Lesions of the BLA or

infusions of a �-adrenoceptor antagonist into the

BLA block the impairing effect of a GR agonist

infused into the hippocampus on memory retrieval

(Roozendaal et al., 2003, 2004b). These findings are

thus consistent with those described earlier on mem-

ory consolidation (e.g., Roozendaal and McGaugh,

1997b; Roozendaal et al., 1999a) and indicate that

the BLA regulates memory retrieval via interactions

with other brain regions.
The findings of studies examining stress hormone

effects on memory retrieval in humans are consistent

with those of animal experiments and indicate that

glucocorticoids impair memory retrieval via an inter-

action with noradrenergic mechanisms. Stress-level

cortisol or cortisone administration to human sub-

jects impairs delayed, but not immediate, recall on

episodic tasks (de Quervain et al., 2000; Wolf et al.,

2001; Buchanan and Adolphs, 2004; Buss et al., 2004;

Het et al., 2005; Kuhlmann et al., 2005a,b, 2006), and

the �-adrenoceptor antagonist propranolol given

orally blocks the impairing effect of glucocorticoids

on memory retrieval (de Quervain et al., 2007).

Recent findings from an H2
15O-PET study indicate

that glucocorticoid effects on memory retrieval in

human subjects are also mediated, at least in part,

by actions in the hippocampus (de Quervain et al.,

2003). However, other findings of human imaging

studies indicate that the amygdala is also activated

during the retrieval of previously learned emo-

tionally arousing material and that the effect is

independent of the valence of the emotional material

(Dolan, 2000). Further, recent findings of human

brain imaging studies are consistent with findings of

animal studies in indicating that the amygdala and

hippocampus interact during the retrieval of emo-

tionally arousing information (Dolcos et al., 2005;

Greenberg et al., 2005; Smith et al., 2006).
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27.8.2 Working Memory

Evidence from lesion, pharmacological, imaging, and
clinical studies indicates that working memory, a
dynamic process whereby information is updated con-
tinuously, depends on the integrity of the medial
prefrontal cortex (Brito et al., 1982; Fuster, 1991;
Taylor et al., 1999; Rowe et al., 2000; Levy and
Fallow, 2001; Stern et al., 2001; Lee and Kesner,
2003). Decrements in prefrontal cortical function are
induced by local depletion of norepinephrine and
dopamine, suggesting that these monoamines regulate
prefrontal cortical function (Brozoski et al., 1979;
Bubser and Schmidt, 1990; Cai et al., 1993). The
importance of endogenous norepinephrine and dopa-
mine stimulation in the medial prefrontal cortex is
indicated by studies in which local infusion of either
noradrenergic �2 (Li et al., 1999) or dopaminergic D1
antagonists (Sawaguchi and Goldman-Rakic, 1991;
Seamans et al., 1998) administered into the medial
prefrontal cortex impairs performance on working
memory tasks. In contrast, activation of �2-adrenocep-
tors with guanfacine improves working memory
functions in rats and monkeys. Together, these data
suggest that norepinephrine and dopamine are neces-
sary for optimal medial prefrontal cortical function.

Excessive levels of norepinephrine or dopamine,
however, impair working memory. The impairing
effects of high doses of norepinephrine are mediated
by activation of the �1- and �-adrenoceptor (Arnsten
and Jentsch, 1997; Arnsten et al., 1999; Birnbaum et al.,
1999; Ramos et al., 2005). In contrast, �2-adrenoceptor
activation enhances working memory (Taylor et al.,
1999). Electrophysiological studies have shown
increased medial prefrontal cortical activity in the
delay period during which the information needs to
be retained (Fuster, 1991). Adrenergic agents that
enhance working memory increase this neuronal ac-
tivity during the delay period, whereas adrenergic
drugs that impair working memory decrease such
neuronal activity (Li et al., 1999). Dopaminergic D1
receptor agonists influence working memory follow-
ing an inverted-U-shaped dose–response relationship.
Too little or too much D1 receptor stimulation
impairs prefrontal cortical activity and working mem-
ory in mice, rats, and monkeys (Cai and Arnsten, 1997;
Zahrt et al., 1997; Li et al., 1999; Lidow et al., 2003).

Working memory deficits are also observed
following exposure to stress (Arnsten and Goldman-
Rakic, 1998). Mild uncontrollable stress impairs per-
formance on a delayed alternation task but does not
impair performance on nonmnemonic control tasks

that have similar motivational and motor demands
(Murphy et al., 1996). Mild stress, such as noise or
exposure to the predator odor TMT, increases norepi-
nephrine and dopamine turnover in the medial
prefrontal cortex (Finlay et al., 1995; Morrow et al.,
2000). The medial prefrontal cortex response to stress
is blocked by anxiolytic benzodiazepine drugs and
mimicked by the anxiogenic benzodiazepine inverse
agonist FG7142 (Tam and Roth, 1985; Murphy et al.,
1996; Birnbaum et al., 1999). Also, like stress, glucocor-
ticoid administration impairs working memory. Basal
levels of endogenous glucocorticoids are required to
maintain prefrontal cortical function (Mizoguchi
et al., 2004), but systemic injections of stress doses
of corticosterone or intramedial prefrontal cortical
administration of the GR agonist RU 28362 impair
working memory, as assessed by delayed alternation
performance, in rats (Roozendaal et al., 2004c).
Additionally, stress-level cortisol treatment impairs
prefrontal cortex-dependent inhibitory control of
behaviors in squirrel monkeys (Lyons et al., 2000), as
well as working memory performance in human sub-
jects (Lupien et al., 1999; Young et al., 1999; Wolf et al.,
2001). Glucocorticoids appear to interact with norad-
renergic mechanisms in inducing working memory
impairment, as systemic administration of the �-adre-
noceptor antagonist propranolol blocks the working
memory impairment of corticosterone administered
concurrently (Roozendaal et al., 2004c). Such findings
suggest that corticosterone effects on working memory
impairment may involve a facilitation of noradrenergic
mechanisms in the medial prefrontal cortex. This
hypothesis is supported by findings of an in vivomicro-
dialysis study indicating that systemic administration
of corticosterone increases levels of norepinephrine in
the medial prefrontal cortex (Thomas et al., 1994).

Glucocorticoid-induced working memory impair-
ment also depends on interactions of the medial
prefrontal cortex with the BLA. As discussed earlier,
the BLA both sends projections to and receives
projections from the medial prefrontal cortex
(McDonald, 1991; Perez-Jaranay and Vives, 1991;
Rosenkranz and Grace, 2002). The BLA itself does
not appear to play a significant role in working mem-
ory (Wan et al., 1994; Bianchin et al., 1999; Roozendaal
et al., 2004c), but lesions of the BLA block the impair-
ment induced by either systemic administration of
corticosterone or infusions of a GR agonist into the
medial prefrontal cortex (Roozendaal et al., 2004c)
(Figure 10). These findings thus indicate that the
BLA interacts with the medial prefrontal cortex in
regulating stress hormone effects on working memory.
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27.9 Concluding Comments

Research investigating memory modulation evolved

from many sources. Key, of course, was Müller and
Pilzecker’s (1900) perseveration–consolidation hypoth-
esis proposed over a century ago. The subsequent
findings that treatments such as electroconvulsive
shock administered after training-induced retrograde
amnesia (Duncan, 1949; McGaugh and Herz, 1972)
provided critical evidence supporting that hypothesis.
Those findings also suggested the possibility that
posttraining treatments that stimulate brain activity
might enhance memory consolidation. This implication
was confirmed by evidence that posttraining adminis-
tration of stimulant drugs enhances long-term memory
(Breen and McGaugh, 1961; McGaugh, 1966, 1973).
Livingston’s (1967) hypothesis that activation of the
limbic system might promote the storage of recently
activated brain events, as well as Kety’s (1972) proposal
that adrenergic catecholamines released by emotional
states may serve to influence consolidation, suggested
physiological processes that might mediate the post-
training modulation of memory consolidation induced
by stimulant drugs. Although the findings obtained in
studies of memory modulation fit perhaps in a general
waywith these early ideas, there aremanymore parts to
this memory modulatory system, and they interact in

complex ways that were not anticipated. The early
studies of adrenal stress hormone influences onmemory
consolidation (e.g., Gold and van Buskirk, 1975, 1976;

McGaugh, 1989; McGaugh and Gold, 1989;
Roozendaal, 2007) provided compelling evidence that
peripheral hormones released by emotional arousals
play an important role. The findings (e.g., Liang et al.,

1986) suggesting that stress hormones as well as drugs
affectmemory by noradrenergic activation of the amyg-
dala (i.e., the BLA) provided strong evidence suggesting
that the BLA is an essential part of a memory-modula-

tory system.This suggestion has nowbeen confirmed by
the extensive findings that the BLA interacts with many
other brain regions in modulating memory consolida-
tion (McGaugh, 2000, 2002, 2004). The findings

indicating that stress hormones modulate memory re-
trieval and working memory via noradrenergic
influences and the BLA provide yet other chapter to
the story of memory modulation (Roozendaal, 2002;

Roozendaal et al., 2003, 2004a). Of course, our under-
standing of memory-modulatory systems is incomplete.
Much more needs to be discovered about how the
BLA interacts with other brain systems and how it acts

to influence neuroplasticity in other brain regions
involved in consolidating newly acquired information
of many different kinds. But in the past several decades,
research on memory modulation has made significant
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Roozendaal B, McReynolds JR, and McGaugh JL (2004c) The basolateral amygdala interacts with the medial prefrontal

cortex in regulating glucocorticoid effects on working memory impairment. J. Neurosci. 24: 1385–1392.
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progress in understanding how emotional arousal influ-

ences the consolidation and retrieval of significant

experiences. Research findings have revealed at least

some understanding of why it is, as William James

(1890) noted, that emotional experiences may leave

scars on the cerebral tissue.
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28.1 Background

28.1.1 Introduction

The formation of new memories can be impaired in

many ways, from lesioning brain regions to blocking

neurotransmitter actions to interfering with activa-

tion of transcription factors. Thus, the ability to

interfere with memory processing is readily demon-

strated. Remarkably, there are also treatments that can

enhance memory processing. Like studies that impair

memory, evidence for enhancement of memory offers

insights into possible mechanisms responsible

for forming new memories. Development of drugs

that enhance memory – cognitive enhancers, ‘smart

pills,’ anti-aging drugs – also address a more romantic

vision of ways to make us smarter and to keep us that

way as we age. Descriptions of tests of drug enhance-

ment of memory during aging will be included in the

discussions of some of the drugs; a more complete and

recent discussion of drug enhancement in aging and

Alzheimer’s disease can be found in Disterhoft and Oh

(2006). The ability to enhance memory and other

cognitive functions raises a host of ethical issues
about whether and when we should use these treat-
ments; these issues are also covered elsewhere (cf.
Rose, 2002; Farah et al., 2004).

28.1.2 Early Studies of Drug Enhancement
of Learning and Memory

Pharmacological treatments that produce amnesia
receive much of the attention as tools with which
to investigate the neurobiological bases of learning
and memory. Many of these treatments impair memory
when administered near the time of training. In partic-
ular, the findings that some treatments impair memory
when given after training (i.e., the treatments produce
retrograde amnesia) provide much of the evidence for
memory consolidation, the view that memory forma-
tion takes time to reach completion.

There is also a significant literature showing that
some drugs can enhance memory. What is perhaps
the first demonstration that a drug could improve
memory was provided about 90 years ago by Karl
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Lashley (Lashley, 1917), who showed that injections
of low doses of strychnine increased the rate of food-
motivated maze learning. The current era of tests of
drug enhancement of memory can be traced to
McGaugh and Petrinovich (1959), who extended
Lashley’s findings and reported enhanced maze learn-
ing in rats that received strychnine 10min prior to
training on each of 5 days. Subsequent experiments
showed that strychnine, and also pentylenetetrazol,
enhanced memory in rats, mice, rabbits, and cats.
Enhanced memory was evident for a wide range
of tasks in addition to food-motivated mazes,
including discrimination learning, avoidance learning,
and classical conditioning (Kelemen and Bovet, 1961;
McGaugh and Thomson, 1962; Hunt and Krivanek,
1966; Benevento and Kandel, 1967; Cholewiak et al.,
1968).

28.1.3 The Posttraining Design

These early findings were very encouraging, but the
designs of the experiments left open many interpreta-
tions of the effects beyond specific actions on learning
and memory processing. For example, strychnine
might alter exploration in a manner that fostered better
learning (Whishaw and Cooper, 1970). This is just one
of many performance variables – others include sen-
sory acuity, motivation to find food, attention, and
retrieval mechanisms – that could lead to more rapid
learning by mechanisms other than effects on memory.
Considerations such as these led to the use of an
experimental design shared with studies of retrograde
amnesia. These are demonstrations that treatments
administered after training can retroactively impair
or enhance memory (Duncan, 1949; McGaugh,
1966).

Retrograde effects on memory provide much of
the support for studies of memory consolidation
(McGaugh, 1966, 2000; Gold and McGaugh, 1975;
Gold, 2006). In addition to addressing issues regard-
ing memory consolidation, the use of the posttraining
design is very important for distinguishing between
drug enhancement of memory formation and modifi-
cation of performance variables (Gold and McGaugh,
1978; Gold, 1986; McGaugh, 1989). With a
posttraining design, all subjects – control and experi-
mental alike – are trained in the absence of drug
treatment. Because the drug is administered after
training, there can be no differences in performance
variables such as motivation or locomotor activity
during training that can explain later improvements
on tests of memory. The tests of memory are

generally administered 24 h or more after training
and drug treatment, at a time when the direct effects
of the drug have dissipated. The additional demon-
stration of a retrograde enhancement gradient, in
which the enhancement of memory decreases as the
time between training and treatment increases, is an
important procedure to ensure that the drug adminis-
tered after training is not having residual effects on
memory tests given later, typically 1 or more days
after the training-treatment procedure. For example,
consider findings that a drug enhances memory at 24
h after training if the drug is administered within a
few minutes of training but not if administered 4 h
later. Restated, the findings show that the drug-
induced enhancement of memory is evident when
the drug is administered 24 h before testing but not
20 h before testing. Findings such as these do not
support interpretations of the enhanced memory as
the result of lingering effects of the drug, but instead
convincingly demonstrate the absence of a proactive
effect on memory processing during testing.

28.1.4 Posttraining Drug Enhancement
of Memory

The posttraining design has been used to great ben-
efit in the era of drug enhancement of memory that
began in the 1960s and continues now. McGaugh and
colleagues led the studies that examined the efficacy
of a wide range of drugs in enhancing memory for
learning in many tasks in rodents (McGaugh, 1966,
1989, 2000). In most of these experiments, rats were
trained daily and received the drug treatment at
variable delays after training. The major overall find-
ings were that (1) posttraining administration of any
of several drugs could enhance memory, (2) the dose-
response was an inverted-U or more complex func-
tion, and (3) the effects on memory decreased with
time between training and testing. Most of the drugs
found to enhance memory were stimulants, including
strychnine, pentylenetetrazol, caffeine, and ampheta-
mine, among others. There were also differences
reported in the dose-response functions across rat
and mouse strains, across ages, and across tasks.
Some of these variables will be discussed again later
in considering hormonal enhancement of memory.
Of interest, memory enhancement was evident not
only for appetitive and aversive tasks, but also for
latent memory, for example, learning about a spatial
maze on ‘pretraining’ trials administered without
reward or punishment (McGaugh, 1989). In addition,
the posttraining design has been used effectively in
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demonstrating enhancement of memory in humans
with drugs and other treatments (Parker et al., 1980;
Manning et al., 1992; Soetens et al., 1993; Nielson
et al., 1996; Bruce et al., 1999; Scholey and Fowles,
2002; Cahill and Alkire, 2003).

28.1.5 Memory Consolidation versus
Memory Modulation

One of the striking features that came from studies of
enhancement of memory with drugs, as well as
impairments of memory with many treatments, was
that the time courses of retrograde enhancement and
retrograde amnesia were very different in different
experimental conditions (Gold and McGaugh, 1975;
Gold, 2006). Across amnestic treatments, retrograde
amnesia and enhancement gradients might be as
short as 500ms or as long as weeks. The variability
in the time windows during which memory is sus-
ceptible to modification has important implications
for the goals of studies of memory consolidation,
whether using treatments that enhance or impair
memory. One of the key goals of memory consolida-
tion experiments has been the identification of the
time needed to form new memories, a time often
based on the temporal properties obtained in retro-
grade amnesia or enhancement studies. One set of
temporal properties comes from retrograde amnesia
and enhancement gradients. Because these are highly
variable, it is difficult to use any one temporal
gradient to discuss the time needed for memory for-
mation. A second set of temporal properties is often
identified through amnesia studies that test the time
after training to the onset of amnesia. These studies
also yield a wide range of time parameters, from
minutes to many hours (cf. Gold, 2006). Thus, it
seems very difficult to fit these times, with poor
temporal constraints, into a framework of memory
consolidation, a practice nonetheless prevalent even
today in investigations into cellular and molecular
mechanisms of memory.

If memory consolidation studies do not yield a
time constant for the formation of memory, then the
issue is why do memories remain susceptible to mod-
ification during the time soon after training? It was
thinking such as this that led to the development of
an alternative way to think about drugs that enhance
memory. Perhaps if retrograde amnesia and enhance-
ment gradients do not reflect the time needed for
memory formation, the gradients reflect the ability of
some endogenous responses to experience to modu-
late later memory for that experience. Simply put,

events that lead to high arousal, and particularly
the neurochemical and hormonal consequences of
the arousal, will modulate later memory (Gold and
McGaugh, 1975; Gold, 1987; Cahill and McGaugh,
1998). And it is clear in many contexts that experi-
ences with high arousal and affect are those best
remembered.

The special role of postexperiential modulation of
memory is well illustrated for learning about events
that are unexpected and rather quick. Two examples
are experiencing a near-accident while driving through
an intersection or receiving a footshock when entering
a dark compartment. In both instances, the neuroendo-
crine responses to the incidents largely come after, not
before, the experience. The idea of modulation of
memory is that the formation of new memories retains
the capacity to be regulated by the ensuing neurobio-
logical components of emotion and arousal. In general
terms, the implication is that organismic responses that
evolved to respond physiologically to potentially dan-
gerous situations, including both endocrine and brain
responses, were adopted by brain processes involved in
the formation of memory as mechanisms through
which to select from all experiences those that should
be best remembered.

Amajor implication of this view is that memory for a
mild experience will be made stronger by administra-
tion of treatments that activate some of the biological
responses associated with emotion and arousal. In
particular, this thinking predicts that treatments
that activate or mimic hormonal and neurochemical
functions related to emotion and arousal will enhance
memory. As described next, these are precisely the
results obtained in more recent studies that examine
drugs aimed at hormones and neuromodulators.

28.2 Peripheral Factors

28.2.1 Epinephrine

Epinephrine is perhaps the hormone best studied
and best understood as an enhancer of memory for-
mation processes. In early experiments (Gold and van
Buskirk, 1975), rats were trained in a one-trial inhib-
itory avoidance task using a footshock of low intensity.
Soon after training, the rats received an injection of
epinephrine.When tested for memory 24 h later, those
rats that received the epinephrine had higher avoid-
ance latencies (Figure 1, left graph). The effects were
time-dependent; enhancement of memory decreased
as the time after training increased. In addition, the
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effects were dose-dependent, following an inverted-U

dose-response curve. When circulating levels of

epinephrine were measured after training and epi-

nephrine injections, the findings indicated that the

epinephrine dose optimal for enhancing memory

resulted in peak circulating levels comparable to

those seen after training with more intense footshock

(Gold and McCarty, 1981; McCarty and Gold, 1981).

Thus, epinephrine apparently mimicked an endoge-

nous response to training, and the mimicry promoted

the formation of new memory much as would a

higher footshock level.
Later experiments showed that epinephrine, like

strychnine and analeptics studied earlier, enhanced

memory for a wide range of tasks, including not only

avoidance tasks but also food- and water-motivated

mazes, unrewarded spontaneous alternation mea-

sures of spatial working memory, and habituation

and extinction (Gold, 1995). In humans, epinephrine

enhances verbal memory for emotional information

(Cahill and Alkire, 2003).
The proximal mechanisms by which epinephrine

enhances memory have received considerable atten-

tion. Circulating epinephrine is largely excluded from

the brain (Axelrod et al., 1959), indicating that it is

likely that the hormone acts directly on peripheral

targets in a manner that leads to regulation of brain

functions. There are two main positions, which are not

mutually exclusive, regarding the nature of the periph-

eral target. One position is that epinephrine acts on

�-adrenergic receptors on the vagus nerve, with vagal

afferents carrying to the brain information about the

epinephrine signal (Williams and Clayton, 2003). The

principal evidence for this view is that epinephrine

effects on memory are blocked by inactivation of

the vagus terminal field in the nucleus tractus

solitarius (Clayton and Williams, 2000). Furthermore,

posttraining vagal stimulation enhances memory in

both rats and humans (Clark et al., 1998, 1999) and

results in release of norepinephrine in the amygdala

(Hassert et al., 2004). Together, the findings suggest

that epinephrine may regulate brain memory processes

via actions on vagal afferents. More direct tests (e.g.,

blockade of the effects of epinephrine on memory in

vagotomized rats, neurophysiological measures of

vagal activity, and neurochemical measures in the

vagal terminal field, the nucleus tractus solitarius)

have not yet been performed.
The effects of epinephrine on memory are also

blocked by inactivation of the locus coeruleus or amyg-

dala, as well as by blockade of �-adrenergic receptors
in the amygdala, the latter presumably blocking

central norepinephrine actions and not direct actions

in the amygdala of circulating epinephrine. In addition,

epinephrine injections result in release of central nor-

epinephrine throughout the brain, including the

amygdala (Gold and van Buskirk, 1978a,b; Williams

et al., 1998). A second proximal mechanism proposed

to mediate epinephrine enhancement of memory is

based on a classic physiological response to epineph-

rine release from the adrenal medulla, an increase in

blood glucose levels mediated in large part by libera-

tion of hepatic glucose stores (McNay and Gold, 2002).

These findings comprise the next section.
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Figure 1 Dose-response function for epinephrine and glucose effects on memory in rats. Rats were trained in a one-trial

inhibitory avoidance task; received injections of saline (SAL), epinephrine, or glucose immediately after training; and were
tested 24h later. Note the inverted-U dose-response curve for enhancement of memory seen on the test trial. Note also that

injections of epinephrine or glucose 1 h after training did not significantly enhance memory on tests 24 h later. Left from Gold

PE and van Buskirk RB (1975) Facilitation of time dependent memory processes with posttrial epinephrine injections. Behav.

Biol. 13: 145–153; used with permission; right from Gold PE (1986) Glucose modulation of memory storage processing.
Behav. Neural Biol. 45: 342–349; used with permission.
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28.2.2 Glucose

Posttraining injections of glucose enhance memory
in time- and dose-dependent manner similar to that
of epinephrine (Figure 1, right graph). The dose-
response function has an inverted-U form, with max-
imal enhancement of memory obtained at doses that
lead to blood glucose levels similar to those attained
after epinephrine doses that enhance memory (Gold,
1986; Hall and Gold, 1986). In addition, although
enhancement of memory with epinephrine is blocked
by peripheral coadministration of adrenergic recep-
tor antagonists (Gold and van Buskirk, 1978b),
enhancement of memory by glucose remains intact
in the presence of adrenergic antagonists (Gold,
1986). In addition, modest food restriction, to
deplete hepatic glucose stores, reduces the efficacy
with which epinephrine but not glucose enhances
memory (Talley et al., 2000); enhancement of mem-
ory with glucose is also intact after vagotomy (Talley
et al., 2002) These findings suggest that increases in
blood glucose levels subsequent to epinephrine
release contribute importantly to the effects of the
hormone on memory.

Like epinephrine, glucose enhances memory after
training on a wide range of aversive tasks, including
inhibitory avoidance (Gold, 1986; Kopf et al., 2001;
Rashidy-Pour, 2001), conditioned emotional response
(Messier and White, 1984), and swim (Oomura et al.,
1993; Li et al., 1998) tasks. Although tests of glucose,
like those of epinephrine, grew from considerations of
stress and arousal responses and therefore initially
involved aversive tasks, glucose also enhances mem-
ory for nonaversive tasks, including spatial memory in
a radial arm maze and nonmatching to sample task
(Winocur and Gagnon, 1998), spatial working mem-
ory in spontaneous alternation tasks (Ragozzino et al.,
1996; McNay and Gold, 2002), operant bar pressing
(Messier et al., 1990), and habituation of exploratory
behavior (Kopf and Baratti, 1996). Moreover, glucose
also enhances verbal memory in humans, including in
healthy young adult and aged populations, as well as
in individuals with Down syndrome and Alzheimer’s
disease (Manning et al., 1993; for reviews, see Korol,
2002; McNay and Gold, 2002; Messier, 2004; Gold,
2005). In individuals with Alzheimer’s disease, the
effects of glucose were particularly pronounced both
in terms of percent improvement and breadth of
cognitive domains (Figure 2). Of interest, the dose
of glucose that enhances memory in humans results in
increases in circulating levels comparable to those
related to glucose and epinephrine enhancement of

memory in rodents. The pervasive enhancement of

memory by glucose across multiple classes of memory

and species suggests that glucose may play a key role

in regulating neural plasticities involved in the

formation of memory in multiple neural systems.

Because of this, the mechanisms by which glucose

mediates its effects on memory are important for

understanding basic properties of memory formation.

In addition, development of drugs targeting these

mechanisms has the potential to enhance memory in

human populations, particularly those with cognitive

dysfunctions.
In contrast to circulating epinephrine, which is

excluded from the brain, glucose has ready access to

brain targets via a facilitated transport system (Choeiri

et al., 2005; McNay and Gold, 2002). The direct access

to the brain opens the possibility that glucose effects on

memory are a result of direct brain actions. Consistent

with this possibility, microinjections of glucose into the

lateral ventricles (Lee et al., 1988) or into any of several

neural sites also enhance memory. For example, glu-

cose injections into the medial septum (Ragozzino et al.,

1995; Stefani and Gold, 1998; Talley et al., 1999),

hippocampus (Ragozzino et al., 1998; Krebs and

Parent, 2005), and amygdala (Ragozzino et al., 1994;

Lennartz et al., 1996; McNay and Gold, 1998) all

enhance memory for some tasks, presumably by upre-

gulating the contributions of these systems to memory.
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Figure 2 Glucose enhancement of cognitive functions in
individuals with Alzheimer’s disease. The patients were each

tested on two occasions, once soon after ingesting a fruit

drink sweetened with saccharin (SACC, control) and once

after ingesting a fruit drink sweetened with glucose (GLU). On
the glucose treatment day compared to the saccharin

treatment day, the patients performed better when tested for

memory of new information, on a narrative prose passage and

word recall tests, as well as retrieval of old information
included in the face recognition and orientation tests. From

Manning CA, Ragozzino M, and Gold PE (1993) Glucose

enhancement of memory in patientswith Alzheimer’s disease.
Neurobiol. Aging 14: 523–528; used with permission.
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During the past decade, it has become clear that
different brain systems are especially important for

processing different attributes of memory (cf. White

and McDonald, 2002; Poldrack and Packard, 2003;

Gold, 2004; Korol, 2004). Consistent with this view,

microinjections of glucose into different brain regions

are generally effective at enhancing memory in

those tasks typically associated with each memory

system. The roles of multiple memory systems are,

however, more complex than just separation of func-

tions. In many instances, damage to or inactivation of

one system can enhance learning associated with a

different system. These demonstrations are taken as

evidence that memory systems at times compete for

control over learning and memory functions. If

damage of a brain region can enhance learning and

memory for a task best associated with another neural

system, then enhancement of processing in one brain

area might impair learning and memory for a

noncanonical task. Like hippocampal damage or

inactivation, glucose injections into the striatum

impaired learning of a spatial task, suggesting that

glucose upregulated striatal processing in a manner

that interfered with hippocampal functions (Pych

et al., 2006). Related to these issues, glucose injections

into the hippocampus or striatum alter the preference

for selection of place and response strategies (Canal

et al., 2005) in a T-maze that can be solved using

either strategy (Tolman et al., 1946; Packard and

McGaugh, 1996).
These findings raise significant issues important

for developing drugs to enhance learning and mem-

ory. If multiple memory systems compete with each

other for control over learning, systemically adminis-

tered drugs might enhance the memory processing of

brain systems that are positively and negatively asso-

ciated with learning the task. Yet, the findings suggest

otherwise. As noted earlier, most drugs that enhance

memory do so for a wide range of tasks. Assessments

of fluxes in extracellular glucose levels during

learning as well as measures of glucose effects on

neurotransmitter functions offer clues that might

reconcile this apparent paradox. Glucose levels in

the brain appear to respond to training in a region

specific manner. Specifically, extracellular glucose

levels are depleted in the hippocampus but not the

striatum when rats are engaged in a spatial working

memory task (McNay et al., 2001). Systemic injec-

tions of glucose block that depletion but, in the

absence of depletion, do not appear to increase extra-

cellular glucose levels. Thus, there may be regional

specificity that links delivery of glucose to those
brain areas that are engaged by the task.

Similar relationships appear in examinations of
release of acetylcholine in the hippocampus while
rats are tested on a spatial working memory task and
receive glucose to enhance memory. In this experiment
(Ragozzino et al., 1996), glucose augmented the testing-
related increase in release of acetylcholine in the hip-
pocampus. Importantly, however, glucose did not lead
to an increase in acetylcholine release in control ani-
mals resting in a holding cage. Thus, the neurochemical
effects of glucose were restricted to conditions under
which the brain area was activated. In showing
that glucose delivery and neurochemical consequences
were sensitive to cognitive functions, the findings sug-
gest that other systemic drug treatments might similarly
be amenable to functional targeting of action. This
possibility has important implications for development
of memory-enhancing drug treatments and needs more
experimental investigation.

At a mechanistic level, one promising candidate
for glucose effects on memory is that glucose may act
by modulating the conductance of central adenosine
triphosphate-sensitive potassium (K-ATP) channels.
These channels are best characterized for their
significant contribution to the resting baseline mem-
brane potential of pancreatic �-cells and thereby
regulate of insulin secretion (Ashcroft, 2005; Hansen,
2006). When blood glucose levels rise, intracellular
ATP levels increase. The high ATP levels inhibit
the K-ATP channels and depolarize the cells, activat-
ing voltage-sensitive Caþþ channels with an influx of
Caþþ triggering release of insulin. Because of the
significance of these channels to regulation of blood
glucose levels, including in patients with diabetes,
there is a relatively large repertoire of drugs aimed
at these channels, particularly including drugs that act
at a sulfonylurea regulatory subunit of the K-ATP
channels to open and close the channels. K-ATP
channel conductance is decreased by increases in
intracellular ATP levels and by sulfonylurea-class
drugs such as glibenclamide and is increased by
decreases in intracellular ATP concentration and by
drugs such as lemakalim.

Of potential interest to understanding glucose effects
on brain function, K-ATP channels exist in the brain
and are widely distributed (cf. Liss and Roeper, 2001). In
the ventromedial hypothalamus, the channels appear to
be important in regulating food intake, apparently sen-
sing extracellular glucose levels in manner much
like that seen in pancreatic �-cells. The wide brain
distribution of the channels points to other functions as
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well, in particular linking cellular excitability and meta-
bolic states. With findings showing dynamic changes in
extracellular glucose levels in the context of memory
tests, fluctuations in extracellular glucosemaymodulate
cell excitability. According to this view, decreases in
K-ATP channel conductance would increase cellular
sensitivity to depolarizing stimuli and increase the like-
lihood of stimulus-evoked neurotransmitter release, a
possibility for which there is a good deal of evidence
(e.g., Amoroso et al., 1990; Fellows et al., 1993; Panten
et al., 1996). Additionally, there may be significant con-
tributions of K-ATP channels to regulation of excessive
glutamate release and subsequent excitotoxity after
hypoxia and other brain insults, as well as involvement
in neurodegenerative conditions like Alzheimer’s dis-
ease and Parkinson’s disease (Haddad and Jiang, 1994;
Dirnagl et al., 1999; Yamada et al., 2001; cf. Liss and
Roeper, 2001).

With respect to learning and memory, injections
of glibenclamide, a drug that closes K-ATP channels,
attenuated impairments of inhibitory (passive) avoid-
ance memory produced by intraventricular injections
of various K-ATP channel openers (Ghelardini et al.,
1998). Several experiments have examined the effects
on memory of direct brain injections of drugs that act
at the K-ATP channel. The findings support the view
that glucose may modulate learning and memory
processes by acting on central K-ATP channels.
Injections of glibenclamide into either the medial
septum or the hippocampus result in enhanced mem-
ory (Stefani and Gold, 1998, 2001; Stefani et al.,
1999). Conversely, injections of lemakalim or galanin,
drugs that open the K-ATP channel, impair alterna-
tion performance; these impairments can be reversed
by concomitant glucose administration (Figure 3).
With systemic injections as well, drugs that open and
close K-ATP channels block and potentiate, respec-
tively, glucose enhancement of memory (Rashidy-
Pour, 2001). Moreover, a recent paper suggests that
the K-ATP channel blocker, glibenclamide, can over-
ride central nervous system deficits observed in
humans under experimental hypoglycemia (Bingham
et al., 2003). Subjects made hypoglycemic via glucose/
insulin clamps exhibited impaired performance on a
four-choice reaction time test. The impairments were
reversed by pretreatment with glibenclamide. These
findings add to the evidence that K-ATP channels
may be a step subsequent to glucose actions in regu-
lating brain and cognitive functions.

An elegant approach to understanding the mech-
anism by which glucose enhances memory is found in
a recent paper that examined possible molecular

pathways that might be regulated by glucose (Dash
et al., 2006). The experiments examined possible
glucose activation of the tuberous sclerosis com-

plex-mammalian target of rapamycin (TSC-
mTOR) pathway. The selection for investigation
of the TSC-mTOR cascade was based on a conver-
gence of signaling pathways important for mediating
the effects of growth factors in promoting protein

synthesis important for memory formation with the
pathways involved in nutrient-mediated growth
processes. Rats were weakly trained on the hidden
platform version of the swim task. The rats received
posttraining injections of glucose or of treatments

that impair the TSC-mTOR pathway. The findings
indicate that glucose activated the pathway and
enhanced memory, whereas treatments that inter-
fered with the pathway impaired memory
(Figure 4). Moreover, glucose was unable to
enhance memory in the presence of inhibition of

the TSC-mTOR pathway. In addition to supporting
a specific molecular basis for glucose enhancement
of memory, this experiment also opens a new ave-
nue of investigation in which drugs long known to
enhance memory can be used to identify the molec-

ular bases of memory formation. Moreover, the
findings open the possibility of future drug devel-
opment targeting, from a multitude of potential
actions of glucose, to those cellular and molecular
responses specifically related to memory formation.
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Pharmacological enhancement of memory by
epinephrine and glucose has yielded interesting

relationships with age-related impairments of mem-

ory (Gold, 2004, 2006). Aged rats and mice exhibit

rapid forgetting across tasks, including inhibitory

avoidance tasks. A hypothesis that decreases in

release of epinephrine from the adrenals into blood

during training might be diminished in aged

rats was incorrect. Contrary to the hypothesis, epi-

nephrine release after simple handling or after

footshock was substantially greater in aged (2-year-

old) rats than in young adult rats (Mabry et al.,

1995a,c). Under conditions of greater stress such as

immersion in cold water as in the swim task, aged

rats produced extraordinarily high circulating levels

of epinephrine as compared to young rats (Mabry

et al., 1995b).
An explanation for the surprising result that

aging was accompanied by increased rather than

decreased release of a key memory-enhancing hor-

mone comes from studies of differences in increases

in blood glucose in young and old rats after stress.

Aged rats exhibit increases in glucose levels that are

absent at low levels of stress or doses of injected

epinephrine and diminished at high levels of stress

or epinephrine dose (Mabry et al., 1995a). Thus, the

findings open the possibility that there is an impair-

ment of the mechanisms by which epinephrine leads

to glucose liberation from hepatic stores. Related to
this view is evidence that glucose enhances memory
in aged rats (McNay and Gold, 2001). Moreover,
when engaged in a spatial working memory task
sensitive to manipulations of the hippocampus,
extracellular levels decline in both young and
aged rats, but do so to much greater magnitude
and duration in aged rats. Injections of glucose that
enhance memory in aged rats block this considerable
depletion of extracellular glucose levels in the hippo-
campus. Whether these endocrine, neurochemical,
and behavior results are related to glucose effects
on neurotransmitters like acetylcholine or are
based on other actions of glucose requires additional
attention.

28.2.3 ACTH and Glucocorticoids

In addition to enhancement of memory by epineph-
rine and glucose, there is extensive evidence
showing that other humoral factors also enhance
memory. A spate of papers in the 1970s and 1980s
examined the effects of adrenocorticotropic hor-
mone (ACTH) on memory (cf. de Wied, 1990). As
with other drugs that enhance memory, ACTH did
so with an inverted-U dose-response curve and in a
retrograde time-dependent manner (Gold and van
Buskirk, 1976). One of the most intriguing aspects of
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that work was the identification of the site on
the ACTH molecule most important for enhancing
memory (de Wied, 1999). The 39 amino acids that
comprise ACTH are cleaved from the precursor
protein proopiomelanocortin. Most of the memory-
enhancing properties were retained with the small
peptide ACTH4-9. Importantly, although the small
peptides had effects on memory formation, they did
not lead to the release of corticosterone from the
adrenal cortex. Thus, the peptides had actions on
memory that did not depend on the classic
hormonal response to ACTH. Perhaps because of
limitations on the analytical and pharmacological
methods of the time, these studies were not contin-
ued in parallel with those of epinephrine and
glucose.

Of more intense current interest is the contribu-
tion of glucocorticoids to memory formation.
Although not necessary for the effects on memory
of the small ACTH-based peptides, corticosterone
itself also enhances memory for many tasks, with
characteristics again including inverted-U dose-
response curves and retrograde temporal gradients
(cf., McEwen, 2001; Luine, 2002; Roozendaal, 2002;
Wolf, 2003; Diamond et al., 2004; Sandi, 2004; Korol
and Gold, 2007). The inverted-U dose-response
curve may result from differential binding at low
and high concentrations to mineralocorticoid and
glucocorticoid receptors (Oitzl and de Kloet, 1992;
Pavlides et al., 1996; Ahmed et al., 2006).

As is true for many modulators, the amygdala
appears to be important for mediating the effects of
corticosterone on memory (Roozendaal, 2002, 2003).
Lesions of the stria terminalis or injections of
�-adrenergic antagonists into the amygdala block
the memory enhancement produced by systemic cor-
ticosterone administration.

Glucocorticoid enhancement of memory may be
accomplished by interactions with norepinephrine
modulation of memory. In particular, enhancement
of memory after intra-amygdala injections of a glu-
cocorticoid agonist was blocked by coadministration
of either a �-adrenergic receptor antagonist or a
protein kinase A inhibitor (Roozendaal et al., 2002).
In the converse experiment, a glucocorticoid antago-
nist attenuated memory enhancement produced by a
�-adrenergic receptor agonist, but not by an analog
of adenosine 39,59-cyclic monophosphate (cAMP), a
presumed downstream product of norepinephrine
actions important for the enhancement of memory.
Thus, the interaction of glucocorticoids and norepi-
nephrine to enhance memory may come at a cell

locus between norepinephrine activation of postsyn-
aptic �-receptors and the initiation of a molecular
cascade through cAMP. A schematic of possible
interactions of glucocorticoids with neurotransmit-
ters and cAMP is shown in Figure 5.

28.2.4 Estrogen

Estrogen appears to act both to enhance memory and
to regulate the cognitive strategy used to solve learning
tasks (cf. Dohanich, 2002; Korol, 2004; Korol and Gold,
2007). Posttraining injections of estrogen enhance
memory in rodents trained in the swim task (Packard
and Teather, 1997a,b; Gresack and Frick, 2006), inhib-
itory and active avoidance tasks (Farr et al., 2000;
Rhodes and Frye, 2006), and object recognition task
(Gresack and Frick, 2006). Estrogen regulation of
acetylcholine release at the time of training may con-
tribute to the effects on memory (Marriott and Korol,
2003; Gibbs et al., 2004).
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Figure 5 Schematic summarizing glucocorticoid effects

on the �-adrenoceptor-AMP/protein kinase A (PKA)

signaling pathway in the basolateral nucleus of the amygdala

in influencing memory consolidation. Norepinephrine (NE) is
released following training in aversively motivated tasks and

binds to both �-adrenoceptors and �1-adrenoceptors at

postsynaptic sites. The �-adrenoceptor is coupled directly
to adenylate cyclase to stimulate cAMP formation. The

�1-adrenoceptor modulates the response induced by

�-adrenoceptor stimulation. Glucocorticoids may facilitate

the �-adrenoceptor-cAMP system via a coupling with
�1-adrenoceptors. Other studies have demonstrated that

cAMPmay initiate a cascade of intracellular events involving

activation of cAMP-dependent protein kinase (PKA). Our

findings suggest that these effects in the basolateral
amygdala are required for regulating memory consolidation

in other brain regions. Abbreviations: �1, �1-adrenoceptor;

�2, �2-adrenoceptor; AC, adenylate cyclase; �,
�-adrenoceptor; GR, glucocorticoid receptor; cAMP,

adenosine 39,59-cyclic monophosphate. From

Roozendaal B, Quirarte GL, and McGaugh JL (2002)

Glucocorticoids interact with the basolateral amygdala
b-adrenoreceptor-cAMP/PKA system in influencingmemory

consolidation. Eur. J. Neurosci. 15: 553–560; used with

permission.
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In contrast to other drugs noted earlier, estrogen
appears to enhance learning and memory for some

tasks and to impair learning and memory for others

(Korol, 2004). The differences might be mediated by

differential actions of estrogen on multiple memory

systems (White and McDonald, 2002; Gold, 2004;

Kesner and Rogers, 2004; White, 2004). Direct com-

parisons of estrogen effects across different versions of

a food-motivated maze reveal that estrogen, adminis-

tered for 2 days prior to training, enhances memory

for hippocampus-sensitive place learning but impairs

memory for striatum-sensitive response learning

(Figure 6; Korol and Kolo, 2002). Estrogen status is

also related to whether rats select place or response

solutions to a T-maze that can be solved equally well

using either strategy. Naturally cycling female rats

preferentially exhibit place response at high estrogen

and response strategies at low estrogen phases of their

estrus cycle (Korol et al., 2004). Also, ovariectomized

rats given estrogen choose place strategies, whereas

those not given estrogen show response strategies.

These findings suggest that estrogen can be viewed

at once as a memory-enhancing and a memory-

impairing treatment, depending on the specific task

attributes. These differential effects seem likely to

have their bases in actions of estrogen on different

memory systems. Consistent with this view, estrogen

administered directly to the hippocampus or striatum

reveals enhanced memory for spatial tasks and for

response tasks, respectively (Zurkovsky et al., 2007).
One aspect of the interest in estrogen and memory

is that decreases in estrogen levels might lead to

cognitive changes at the time of menopause. In addi-

tion to findings obtained in rodents, as earlier,

support for this view came from several experiments

that examined the effects of hormone replacement

therapies on women, finding evidence for enhance-

ment of memory in several experimental settings (for

reviews see: Sherwin, 2006; Maki, 2006). In contrast,

the findings of the large randomized controlled trials

in the Women’s Health Initiative Memory (WHIM)

study failed to support the idea that hormone replace-

ment therapy protected against cognitive decline

in postmenopausal women (Espeland et al., 2004;
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Figure 6 Effects of estrogen on maze learning in ovariectomized rats. Top figures show graphical representation of training

protocols for place and response tasks in a plus-shaped maze. Place training required rats to locate food reward in an arm that

maintained its position relative to the room cues throughout training. Start arms were randomly assigned across the other three

arms. Response training required rats to locate food by making a right or left (not shown) turn. The goal arm was varied across
training but maintained its position relative to the start armwith respect to the correct turn. Bottom graphs show learning curves,

with trials groups into 10-trial blocks, in place and response versions of the maze for ovariectomized rats trained after treatment

with oil (O) or estradiol (E). For place training, E-treated rats had steeper learning curves than did O-treated rats, suggesting

faster learning. For response learning, E-treated rats were slower to acquire the task than were O-treated rats. Note that data
reflect training until all rats reached criterion. OVX, ovariectomy. FromKorol DL andKolo LL (2002) Estrogen-induced changes in

place and response learning in young adult female rats. Behav. Neurosci. 116: 411–420; used with permission.
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Shumaker et al., 2004). Of several variables, it
appears that time since menopause before the start
of a hormone regimen may be especially important.
In the WHIM experiments, hormone therapy began
in women at approximately 72 years of age, whereas
those in smaller prior studies had tested women at
or close to the time of menopause. This difference
has led to suggestions that there is a time window
after decline in ovarian function during which the
hormones are most effective at enhancing cognition
(Gibbs and Gabor, 2003; Maki, 2006; Sherwin,
2006). The time window has direct support in stud-
ies of both rodents and nonhuman primates (e.g.,
Lacreuse et al., 2002; Daniel et al., 2006). There is
also evidence that fitness and exercise may interact
with hormone treatments in postmenopausal
women, augmenting the positive effects and blunt-
ing negative effects of the hormones on both brain
and cognitive measures (Erickson et al., 2007).

28.3 Neurotransmitters

28.3.1 Overview

Drugs targeting many neurotransmitters can enhance
memory. For most neurotransmitters, or at least for
specific receptors, the effects on memory of agonists
and antagonists oppose each other. For example, sys-
temic and central administration of norepinephrine and
glutamate receptor agonists enhances memory, whereas
administration of their antagonists impairs memory;
gamma-aminobutyric acid (GABA) and opioid agonists
impair memory, and antagonists enhance memory.
With central injections, intrahippocampal injections of
many drugs with these targets of action similarly
enhance and impair memory (Izquierdo et al., 1992;
Packard, 1999; Farr et al., 2000; Roesler et al., 2003).
Particularly when injected systemically, these effects
are often additive (Gold, 1995). Combined subthres-
hold doses of two memory-enhancing drugs often
enhance memory, and coadministration of a memory-
enhancing and -impairing drug often cancels their
respective effects on memory.

However, injections into specific brain regions are
not always additive across drugs, suggesting hierarchi-
cal arrangements that cannot always be explained by
simple interactions across neurochemical systems and
instead suggesting serial processing, at least in part, of
neurotransmitter functions in modulation of memory.
Additivity might explain findings that intra-amygdala
injections of clenbuterol (�-noradrenergic agonist)
enhance memory and that the enhancement is blocked

by atropine (muscarinic antagonist) (Introini-Collison
et al., 1996); injections of cholinergic antagonists can
themselves impair memory (Izquierdo et al., 1993).
However, memory enhancement with the choliner-
gic muscarinic receptor agonist, oxotremorine,
injected into the amygdala is not blocked by propra-
nolol (Introini-Collison et al., 1996). Studies
examining the interactions between neurotransmit-
ter-related drugs have provided insights into the
organization of neurochemical substrates of memory
modulation (McGaugh et al., 1993; Gold, 1995;
McIntyre et al., 2003b; Power et al., 2003), although
the full nature of these interactions awaits further
clarification.

Nonetheless, the general pharmacological picture
seems quite clear, especially for systemically admin-
istered drugs. When administered near the time of
training on many tasks, drugs that activate or mimic
norepinephrine, acetylcholine, or glutamate enhance
memory, and drugs that activate or mimic GABA or
opioids impair memory. The converse examples exist
for drugs that interfere with the functions of the
respective neurochemical systems.

The roles of many of these neurotransmitter sys-
tems are often characterized in different manners.
The roles of acetylcholine and norepinephrine are
described in terms of modulating memory formation
(Gold, 2003; Power et al., 2003; McIntyre et al.,
2003b). In contrast, the role ascribed to glutamate is
generally one of being intrinsic to memory forma-
tion, a direct component of the processes that make
memories rather than of processes that regulate
or modulate memory formation (Riedle et al.,
2003). Drugs that act at the N-methyl-D-aspartate
(NMDA) receptor for glutamate are thought to be
permissive in enabling permanent changes in synap-
tic efficacy, as seen in several forms of long-term
potentiation. However, some of these functions are
modulatory in nature (i.e., amplifying the main teta-
nus- or experience-induced changes in synaptic
efficacy). The designations of modulator and media-
tor become quite murky as the pharmacological
evidence grows.

28.3.2 Acetylcholine

Research in the early 1980s provided evidence that
postmortem examinations of the brains of individuals
with Alzheimer’s disease revealed dramatic loss of
forebrain cholinergic markers (Bartus et al., 1982;
Whitehouse et al., 1982; Coyle et al., 1983; Winkler
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et al., 1998). These findings led to successful experi-
ments in rats and mice revealing enhancement of
memory and attention in young and aged rats and
mice, as well as in rodent models of Alzheimer’s dis-
ease, using drugs that augment cholinergic functions
(Dutar et al., 1995; Everitt and Robbins, 1997; Iversen,
1998; Woolf, 1998; Disterhoft et al., 1999; Hasselmo,
1999; Sarter et al., 1999; van der Zee and Luiten, 1999;
Sarter and Bruno, 2000). The promise of these agents
led directly to the development of cholinesterase
inhibitors that block the breakdown of acetylcholine
to treat cognitive decline in Alzheimer’s disease.
Currently prescribed drugs include tacrine (Cognex),
donepizil (Aricept), rivastigmine (Exelon), and galan-
tamine (Reminyl) (cf. Disterhoft and Oh, 2006).

The drugs most often tested include agents that
augment cholinergic functions indirectly or by direct
receptor actions. Many studies examine the effects of
acetylcholinesterase inhibitors, such as physostigmine,
on memory in rodents. By inhibiting the degradation
of acetylcholine after it is released from terminals,
physostigmine increases the local concentration
and the duration of the neurochemical actions of
acetylcholine. Acetylcholinesterase inhibitors enhance
learning and memory in rodents for tasks including
inhibitory avoidance (Riekkinen et al., 1991), place
and object recognition (Lamirault et al., 2003), and

discrimination training (Marighetto et al., 2000).
Acetylcholinesterase inhibitors are also very effective
at reversing the impairing effects on memory of many
drugs and brain lesions that impair memory (cf.
Iversen, 1998; Gold and Stone, 1988). Drugs acting at
either muscarinic or nicotinic cholinergic receptors
also enhance learning, memory, and neural plasticity
in rats and mice in many contexts and support the
view that the neurotransmitter has important func-
tions in regulating memory processing (e.g., Power
et al., 2003; Gold, 2004; Hasselmo, 2006; Levin et al.,
2006).

Acetylcholine appears to have many functions rele-
vant to enhancement of memory. Release of
acetylcholine may contribute to the memory-enhan-
cing effects of glucose (Figure 7). Although neither
peripheral nor intrahippocampal injections of glucose
themselves increase the release of acetylcholine in the
hippocampus, the injections augment acetylcholine
release in the hippocampus while rats are engaged in
a hippocampus-sensitive task (Ragozzino et al., 1996,
1998). In general, the magnitude of the increase in
release is associated with enhancement of memory
by glucose.

Another function of acetylcholine may be to bal-
ance the relative contributions of different memory
systems to memory (Gold, 2003), perhaps regulating
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the content of memory by modulating the level of
activation of multiple memory systems. In one exam-
ple, rats trained on a dual-solution T-maze solved
equally well using either place (hippocampus-sensi-
tive) or response (striatum-sensitive) solutions. The
ratio of release of acetylcholine in the hippocampus
versus dorsolateral striatum, measured just before
training, predicted whether individual rats would
show a preference for learning using a place or
response solution (McIntyre et al., 2003b). These
shifts may be related to evidence showing that ace-
tylcholine shifts the cognitive function from attention
at low levels of release to memory consolidation at
higher levels of release (Hasselmo and McGaughy,
2004). These findings fit a broader context of evi-
dence that acetylcholine regulates signal-to-noise
ratios at the time of learning, regulates theta rhythms
in the hippocampus, and modulates neuronal excit-
ability (cf. Gold, 2003). More generally, the results
suggest that acetylcholine enhances memory proces-
sing in multiple memory systems. By upregulating
some systems more than others, the consequence
would be that acetylcholine may alter the quality of
memories as well as the strength of memories.

Acetylcholine also promotes neural plasticity
assessed anatomically in the brains of honeybees
(Figure 8; Ismail et al., 2006). New foragers exhibit
substantial growth in the size of the mushroom
body neuropil after extensive foraging experience.
However, less experience is needed before neuropil
growth is evident if a bee’s foraging experience is
coupled with administration of pilocarpine, a musca-
rinic agonist. Acetylcholine appears to promote
neuroplasticity in somatosensory cortex (Dykes,
1997) and permit neurophysiological plasticity in
auditory cortex during classical conditioning to
tones (Weinberger, 2003, 2004).

28.3.3 Norepinephrine

Considerable evidence indicates that release of nor-
epinephrine, particularly in the amygdala, may be a
key brain component mediating enhancement of
memory by a wide range of drugs (McIntyre et al.,
2003; McGaugh, 2004). To some extent, interest in
the role of norepinephrine in memory grew from the
apparent involvement of the neurotransmitter in me-
diating the effects of epinephrine on memory. Indirect
measures of norepinephrine release after epinephrine
injections under conditions that enhance memory
revealed release of norepinephrine throughout the
brain (Gold and van Buskirk, 1978a,b); intermediate

and high levels of release were associated with mem-

ory enhancement and impairment, respectively.

More recent experiments, using in vivo microdialysis

to study more directly release of norepinephrine,

have found that peripheral epinephrine injections

result in release of epinephrine within the amygdala

(Williams et al., 1998). In addition, the magnitude of

posttraining release of norepinephrine in the amyg-

dala is positively correlated with later memory after

inhibitory avoidance training. Posttraining injections

of norepinephrine or �-adrenergic agonists directly

into the amygdala enhance memory in an inverted-U

dose-response manner (Liang et al., 1990; Hatfield

and McGaugh, 1999).
The amygdala, and particularly the basolateral

nucleus of the amygdala, may be a central mediator

of many memory-enhancing treatments. For example,

interference with noradrenergic functions in the

amygdala, by lesions or by injections of �-adrenergic
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antagonists such as propranolol, block enhancement of
memory by epinephrine, corticosterone, and GABA
and opioid antagonists (McGaugh et al., 1988;
Introini-Collison et al., 1989; Roozendaal et al.,
1999). Moreover, there are considerable interactions
between norepinephrine and acetylcholine within the
amygdala. Often, the effects of cholinergic drugs
on memory are not blocked by interference with
�-noradrenergic receptors, in contrast to interactions
of the �-noradrenergic receptors with other memory-
enhancing treatments, results suggesting convergence
of cholinergic and noradrenergic mechanisms within
the amygdala to enhance memory (cf. McIntyre et al.,
2003b).

Thus, neurochemical mechanisms in the amyg-
dala may be a core mechanism common to the
enhancement of memory with a wide range of
treatments. Identifying the neurochemical bases of
these effects may offer a plan for rational develop-
ment of therapeutic agents targeted directly at
mechanisms underlying memory enhancement by
many treatments.

28.3.4 Glutamate

As the major excitatory neurotransmitter in the brain,
it is not surprising that drugs that interfere with
glutamate functions impair memory formation (cf.
Riedel et al., 2003, for comprehensive review).
A focus on memory-enhancing glutamatergic drugs
yields far fewer examples, although there is clear
evidence that glutamate itself enhances memory
when injected directly into memory systems impor-
tant for the learning task. Glutamate injections
directly into the amygdala, administered immedi-
ately after presentation of a weak taste as the
conditioned stimulus, enhance acquisition of a con-
ditioned taste aversion to that taste (Miranda et al.,
2002). In the same experiment, the investigators
found that presentation of an unconditioned stimu-
lus, lithium chloride, resulted in large increases
in glutamate release measured with in vivo microdia-
lysis. Other examples of glutamate enhancement
of memory include enhancement of inhibitory
avoidance training with posttraining injections of
glutamate into the locus coeruleus (Clayton and
Williams, 2000). Because the locus coeruleus is the
site of cell bodies of neurons that distribute norepi-
nephrine to the forebrain, the enhancement may
be mediated by norepinephrine release at sites distal
to the site of injection. Glutamate may also enhance
memory processing at sites proximal to the injection.

Using a dual-solution maze in which a rat could
find food reward using either place or response
solutions, glutamate infusions into the hippocampus
or striatum differentially enhance place and response
learning assessed on later probe trials (Packard,
1999).

Glutamate acts at several receptors with quite
different functions, including both ligand-gated
ion channels (ionotropic receptors) and G-protein-
coupled (metabotropic) receptors. One receptor that
has received attention is the metabotropic glutamate
receptor subtype 5 (Simonyi et al., 2005). Posttraining
injections of a drug, 3,39-difluorobenzaldezine, that
enhances these receptors facilitate later memory
for spatial memory (Balschun et al., 2006). There is
also evidence that ampakines, drugs that enhance
alpha-amino-3-hydroxy-5-methyl-4-isoxazole propi-
onic acid (AMPA)-type glutamate receptors, enhance
learning and long-term potentiation (Lynch, 2006).
AMPA receptors are responsible for fast excitatory
neurotransmission mediated by glutamate, and the
receptor modulation may reflect general increases
in neural excitability as a mechanism of action.
Enhancement of memory in a delayed matching to
sample task has been seen in sleep-deprived monkeys
(Porrino et al., 2005), although studies using post-
training designs and unimpaired versus impaired
memory have not been assessed. Of interest, parallel
brain imaging studies show that the ampakines led to
normalization of changes in metabolic activity in
those brain areas where alterations were seen after
sleep deprivation and not in other areas. These find-
ings are reminiscent of the effects, described earlier, of
glucose on acetylcholine release in the hippocampus
when rats were engaged in training but not when rats
were at rest (Ragozzino et al., 1996). The situational
selectivity of such drug effects deserves considerable
attention in developing drugs effective in enhancing
multiple forms of memory.

28.4 Intracellular Factors

28.4.1 Calcium Channel Blockers

Considerable evidence suggests that dysfunctions of
calcium regulation can impair memory and that such
dysfunctions might contribute to those impairments
during aging (cf. Disterhoft et al., 1996, 2004; Foster
and Kumar, 2002; Foster, 2006). Disterhoft and col-
leagues have provided extensive evidence suggesting
that drugs that attenuate age-related increases in
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calcium during activation of hippocampal (CA1) pyr-
amidal neurons can enhance learning and memory in
aged rabbits and rats. The task involves following the
presentation of a tone with an air puff to the cornea,
after a short delay, to establish an eyeblink classical
conditioning response. Acquisition of this learned
response is slowed or absent in aged rabbits and
rats. Neurophysiological recordings from CA1 neu-
rons reveal that there are age-related increases in the
afterhyperpolarization (AHP) evident after a burst of
action potentials. The AHP is characterized by an
outward potassium current mediated by an influx of
calcium that occurs with the action potential and
serves to limit additional action potentials during its
occurrence.

Of particular relevance to aging and memory, the
AHPs are greatly enhanced in hippocampal pyramidal
neurons of aged versus young animals, suggesting that
the pyramidal neurons are less excitable and, perhaps,
less able to participate in or to initiate mechanisms of
learning and memory. Administration of nimodipine,
an L-type calcium channel antagonist, reversed the
age-related impairments in conditioning and in the
AHPs (Deyo et al., 1989; Disterhoft et al., 1996; cf.
Disterhoft et al., 2004). Of additional interest, drugs
that augment cholinergic functions, including cholin-
esterase inhibitors and muscarinic receptor agonists,
also enhanced learning and memory in this system and
attenuated the AHP in aged animals (cf. Disterhoft and
Oh, 2006). Findings such as these offer an excellent
opportunity to address the mechanisms in common
across treatment domains.

28.4.2 Intracellular Molecular Targets

As discussed earlier, considerable evidence quite
consistently identifies classes of drugs, particularly
those acting on specific neurotransmitters and recep-
tors, that enhance memory. However, the cellular
mechanisms by which the drugs act are less clear.
Also unclear is whether deeper understanding of the
most effective drugs to enhance memory will come
from more specific identification of neurotransmitter
receptors that mediate enhancement of memory,
from examinations of combination drug protocols
that act on multiple receptors (e.g., memory enhan-
cing drug cocktails) or from drugs that act
on putative intracellular mechanisms that might
mediate memory enhancement by one or several
neurotransmitters.

Of possible intracellular mechanisms that might
contribute to enhancement of memory, cAMP

response element-binding protein (CREB) has

received considerable attention as an important reg-

ulator of memory formation (Silva et al., 1998;

Izquierdo et al., 2002; Barco et al., 2003; Tully et al.,

2003; Carlezon et al., 2005; Josselyn and Nguyen,

2005). In particular, CREB is often thought to facil-

itate the conversion of early to late stages of

memory. Phosphorylation of CREB is correlated

with memory formation (Izquierdo et al., 2002),

and interference with CREB functions impairs mem-

ory formation (Guzowski and McGaugh, 1997).

Although there have been significant attempts to

identify pharmacological agents that might enhance

CREB functions and thereby enhance memory

(Barco et al., 2003; Tully et al., 2003), explicit tests

of such drugs are not yet readily found. Also missing,

for CREB as well as for many other putative compo-

nents of the molecular biology of memory formation,

are tests of whether these factors are the mediators of

enhancement of memory by neurotransmitter actions

or whether the factors elicit changes in neuro-

transmission related to modulation of memory. It

seems unlikely that CREB is essential for memory.

Epinephrine enhances memory in CREB-knockout

mice (Frankland et al., 2004), and memory seems

normalized by spaced versus massed training trials

(Kogan et al., 1997). These findings suggest that

activation of CREB is not necessary for memory

formation or for modulation of memory, though it

may be a step that precedes or interacts with the

mechanisms by which systemic epinephrine injec-

tions modulate memory.
The absence of more information examining

interrelationships between intracellular molecules

implicated in memory processing and memory-

enhancing treatments appears to be based on two

elements. First, molecular cascades important to

memory have primarily been identified with drugs

that block specific components of these cascades.

Complementary drugs that activate these cascades

often do not exist or have not received sufficient

attention in this regard. Second, the paucity of stud-

ies examining molecular cascades in memory

enhancement may reflect the presumption in such

studies that investigations are examining the mech-

anisms of memory formation rather than the

mechanisms that modulate memory formation. At

this point, either modulation or mechanism of

memory formation seems to provide a plausible

explanation of the findings obtained with studies of

molecular cascades of memory, though the view that
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the molecules make new memories is dominant in
research efforts.

A recent study explicitly related memory
enhancement to an intracellular molecular target
(McIntyre et al., 2005). Memory-enhancing injec-
tions of clenbuterol, a �-adrenergic agonist, were
administered immediately after inhibitory avoidance
training. Consistent with past findings, the treatment
enhanced later memory. This treatment also resulted
in increased expression of Arc protein. Arc is lo-
calized to dendritic regions near points of synaptic
stimulation and appears to be associated with synap-
tic plasticity and memory (Guzowski et al., 2005).
This is an early study in what promises to be a very
useful approach of coupling memory-enhancing
treatments to gene and protein responses important
for the enhancement of memory.

28.5 Conclusions

Even over 50 years after the main demonstrations
that drugs can enhance memory, the findings still
seem quite remarkable in several respects. Although
it is rather easy to imagine that interference with
neural activity can impair memory, it is more
surprising, at least to this writer, that drug per-
turbation of neural activity can also improve
memory formation. Many of the drugs that enhance
memory are related to neurotransmitters. For exam-
ple, amphetamine augments catecholamine functions
by blocking reuptake mechanisms. �-adrenergic,
nicotinic, and glutamatergic receptor agonists act
largely on postsynaptic receptors to mimic the action
of the neurotransmitters norepinephrine, acetylcho-
line and glutamate, respectively. Although these
neurotransmitters all appear to have a positive role
in memory formation, the drugs that mimic them do
not match the temporal and spatial patterning that
appears to be a key element of neural processing
generally, and in the formation of memory in par-
ticular. The apparent illogic may be addressed
by findings that many neurotransmitters, notably
including norepinephrine, acetylcholine, glutamate,
and others, may have important extrasynaptic func-
tions with release sites for neurotransmitters that are
not always associated with close postsynaptic apposi-
tions (Descarries and Mechawar, 2000; Bach-y-rita,
2001; Descarries et al., 2004; Carmignoto and Fellin,
2006; Vizi and Mike, 2006). Findings such as these
suggest that the temporal and spatial properties of
neural activity may not apply to all neurotransmitters

in all brain areas and may instead function much like
local hormones, changing the functional state of the
areas they bathe. One of those functional states may
be readiness to alter connectivity in response to
information flow, a function consistent with the idea
of modulation of memory. Another explanation is
based on the neurophysiological responses to some
neurotransmitters involved in enhancement of mem-
ory. An example here is that the iontophoretic
application of low levels of norepinephrine, serotonin,
or acetylcholine can enhance both the postsynaptic
excitation and inhibition produced by glutamate
and GABA, respectively. In this way, the neuromodu-
lators may enhance the impact of information
flowing through traditional synapses, augmenting the
signal-to-noise ratio and thereby enhancing memory
formation.

It is also possible to move beyond these system-
level views of how memory-enhancing drugs might
work to the cellular and molecular bases by which
they work. Mechanisms at this level might be the
consequence of receptor binding leading to bio-
chemical cascades important to memory or might
be, similarly but less directly, the consequence of
amplification of signals handled by other neurotrans-
mitters, as discussed earlier. In contrast to
the investigations of drugs that impair memory, far
less attention has been given to the cellular and
molecular bases by which well-studied drugs
enhance memory. This is a research area ripe for
future investigations.
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Extinction is one of the best-known phenomena in all of
learning theory. In Pavlovian learning, extinction
occurs when the conditioned stimulus (CS) that has
been associated with a biologically significant event
(unconditioned stimulus, US) is now presented repeat-
edly without the US. In operant or instrumental
learning, extinction occurs when an action or behavior
that has been associated with a reinforcer is no longer
reinforced. In either case, the learned performance
declines. Extinction is important because it allows be-
havior to change and adapt as the environment also
changes. Despite its fame and importance, however, it is
not necessarily obvious how extinction works. One
surprisingly common idea is that extinction involves
the destruction of what was originally learned.
Although this idea is built into several models of learn-
ing and memory (e.g., Rescorla and Wagner, 1972;
McClelland and Rumelhart, 1985; see also McCloskey
and Cohen, 1989), there is ample evidence that much
of the original learning survives extinction (e.g., see
Rescorla, 2001; Bouton, 2002, 2004; Myers and Davis,
2002; Delamater, 2004). This chapter selectively

reviews results and theory from the behavioral
literature in an effort to understand what is learned in
extinction, what causes extinction, and how we can use
our understanding of extinction to address certain clin-
ical issues outside the laboratory.

There has been renewed interest in extinction in
recent years. One reason is that as neuroscientists have
made progress in understanding the brain mechanisms
behind acquisition processes in learning (e.g., See

Chapters 23, 21), they have naturally turned their
attention to extinction and inhibition too. A detailed
review of the biological work is beyond the scope of
this chapter, although we consider some of its implica-
tions in the final sections. Another reason for renewed
interest in extinction is that it is now clearly under-
stood to be part of cognitive behavioral therapy. That
is, in clinical settings, extinction is often the basis of
treatment that is used to effectively eliminate mala-
daptive behaviors, thoughts, or emotions (e.g., Bouton,
1988; Conklin and Tiffany, 2002). However, as this
chapter highlights, extinction does not result in a
permanent removal of the behavior but instead leaves
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the organism vulnerable to relapse. This conclusion
provides one illustration of how basic research on
extinction provides information that is practically
important.

The first part of this chapter introduces several
extinction phenomena that any adequate theory of
extinction will need to explain and accommodate.
These phenomena suggest that extinction does not
destroy the original learning, but instead involves
new learning that is at least partly modulated by the
context. They also potentially contribute to lapse and
relapse effects that may occur after extinction thera-
pies. The second part of the chapter then asks: if
extinction is an example of new learning, what events
reinforce or cause it? We come to the conclusion that
extinction is mainly caused by generalization decre-
ment and by new learning caused by the violation of an
expectancy of reinforcement. The third part of the
chapter takes knowledge from the first two sections
and asks what can be done to optimize extinction
learning in a way that eliminates the possibility of
relapse. Our discussion in the first two sections expands
and updates discussions in Bouton (2004); the last sec-
tion updates a discussion in Bouton et al. (2006b).

29.1 Six Recovery Effects after
Extinction

A number of experimental manipulations can be con-
ducted after extinction that cause the extinguished
response to return to performance. All of them are
consistent with the idea that extinction involves new
learning, and it therefore leaves the CS with two
available meanings or associations with the US. As
is true for an ambiguous word, the context is crucial
in selecting between them.

29.1.1 Renewal

The renewal effect is perhaps the most fundamental
postextinction phenomenon. In this effect (e.g.,
Bouton and Bolles, 1979a; Bouton and King, 1983),
a change of context after extinction can cause a
robust return of conditioned responding. Several ver-
sions of the renewal effect have been studied, but all
cases of it support the idea that (1) extinction does
not destroy the original learning and (2) the response
triggered by the extinguished CS depends on the
current context. In the most widely studied version,
ABA renewal, conditioning is conducted in one con-
text (Context A) and extinction is then conducted in

a second one (Context B). (The contexts are typically
separate and counterbalanced apparatuses housed in
different rooms of the laboratory that differ in their
tactile, olfactory, and visual respects.) When the CS
is returned to the original conditioning context
(Context A), responding to the CS returns (e.g.,
Bouton and Bolles, 1979a; Bouton and King, 1983;
Bouton and Peck, 1989). In a second version, ABC
renewal, conditioning is conducted in Context A,
extinction is conducted in Context B, and then
testing is conducted in a third, ‘‘neutral’’ context –
Context C. Here again, a renewal of responding is
observed (e.g., Bouton and Bolles, 1979a; Bouton and
Brooks, 1993; Harris et al., 2000; Duvarci and Nader,
2004). In a final version, AAB renewal, conditioning
and extinction are both conducted in the same
context (Context A) and then the CS is tested in a
second context (Context B). Here again, conditioned
responding returns (e.g., Bouton and Ricker, 1994;
Tamai and Nakajima, 2000), although there is cur-
rently less evidence of this type of renewal in operant
than in Pavlovian conditioning (e.g., Nakajima et al.,
2000; Crombag and Shaham, 2002).

Research on the renewal effect has helped us
understand how contexts control behavior—in addi-
tion to understanding extinction itself. Several facts
about the renewal effect are worth noting. First, it has
been observed in virtually every conditioning prep-
aration in which it has been investigated (see, e.g.,
Bouton, 2002, for a review). Second, it can occur after
very extensive extinction training. In fear condition-
ing (conditioned suppression) in rats, Bouton and
Swartzentruber (1989) observed it when 84 extinc-
tion trials followed eight conditioning trials. Other
evidence suggests that it can occur after as many as
160 extinction trials (Gunther et al., 1998; Rauhut
et al., 2001; Denniston et al., 2003), although at least
one report suggests that it might not survive an
especially massive extinction treatment (800 extinc-
tion trials after eight conditioning trials; Denniston
et al., 2003). Third, the role of the context is different
from the one anticipated by standard models of clas-
sical conditioning (e.g., Rescorla and Wagner, 1972;
Pearce and Hall, 1980; Wagner, 1981; Wagner and
Brandon, 1989, 2001). Those models accept the
view that the context is merely another CS that is
presented in compound with the target CS
during reinforcement or nonreinforcement. It there-
fore enters into simple excitatory or inhibitory
associations with the US. In the ABA renewal effect,
for example, Context A might acquire excitatory
associations with the US, and Context B might
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acquire inhibitory associations. Either kind of associa-
tion would summate with the CS to produce the
renewal effect (inhibition in B would reduce respond-
ing to the CS, whereas excitation in A would enhance
it). However, a number of experiments have shown
that the renewal effect can occur in the absence of
demonstrable excitation in Context A or inhibition in
Context B (e.g., Bouton and King, 1983; Bouton and
Swartzentruber, 1986, 1989). These findings, coupled
with others showing that strong excitation in a context
does not influence performance to a CS unless the CS
is under the influence of extinction (described later;
Bouton, 1984; Bouton and King, 1986), suggest that
direct associations in a context are neither necessary
nor sufficient for a context to influence responding to a
CS. The implication (e.g., Bouton, 1991b; Bouton and
Swartzentruber, 1986) is that the contexts modulate or
set the occasion for the current CS–US or CS–no US
association (e.g., Holland, 1992; Swartzentruber, 1995;
Schmajuk and Holland, 1998). Put another way, they
activate or retrieve the CS’s current relation with the
US (See Chapter 31).

Another fact about renewal is that it appears to
be supported by many kinds of contexts, including
physical, temporal, emotional, and physiological ones
(e.g., Bouton, 2000). For example, when fear extinc-
tion is conducted in the interoceptive context
provided by benzodiazepine tranquilizers chlordiaz-
epoxide and diazepam, renewed fear was observed
when the rat was tested in the original nondrug
state (Bouton et al., 1990). Cunningham (1979) had
reported compatible evidence with alcohol, and we
have recently collected similar observations with the
benzodiazepine midazolam. State-dependent learn-
ing or retention can be conceptualized as the drug
playing the role of context (e.g., Overton, 1985).

A further important characteristic of the renewal
effect is that it implies that extinction learning is
more context specific than original conditioning.
This asymmetry in context dependence between
conditioning and extinction must be true if one
observes ABC and AAB renewal; in either case, con-
ditioning transfers better to the final test context than
extinction does. There is typically no measurable
effect of switching the context after conditioning on
responding to the CS in either fear or appetitive
conditioning paradigms (e.g., Bouton and King,
1983; Bouton and Peck, 1989). This is also true of
taste aversion learning (e.g., Rosas and Bouton, 1998)
and human causal learning, in which humans are
asked to judge the causal relationship between cues
and outcomes presented over a series of trials (e.g.,

Rosas et al., 2001). The presence of the renewal effect
indicates that extinction, on the other hand, is espe-
cially context specific. Some research suggests that
both conditioning and extinction become somewhat
context specific after extinction has occurred (Harris
et al., 2000). However, there is little question that
extinction comes under relatively more contextual
control than original conditioning.

The reason for the difference in the context depen-
dence of conditioning and extinction has been
the subject of recent research. Given the similarities
between extinction and inhibition, Bouton and Nelson
(1994) and Nelson and Bouton (1997) asked whether
pure inhibition (as acquired in the feature-negative
paradigm, in which a CS is paired with the US when
it is presented alone, but not when it is combined with
an inhibitory CS) was context specific. Inhibition
acquired by the inhibitory CS transferred without dis-
ruption to a new context; thus, extinction is not context
specific merely because it is a form of inhibition. A
second reason why extinction might be context specific
is that it is the second thing the organism learns about
the CS. Nelson (2002) confirmed that excitatory con-
ditioning (tone–food pairings) transferred undisturbed
across contexts, unless the tone had first been trained as
a conditioned inhibitor, as discussed earlier, in the
feature-negative paradigm. Conversely, inhibition to a
conditioned inhibitor also transferred across contexts
unless the CS had first been trained as a conditioned
excitor (through tone–food pairings). Thus, regardless
of whether the association was excitatory or inhibitory,
the second thing learned was more context specific
than the first (cf. Rescorla, 2005). Compatible data had
been shown by Swartzentruber and Bouton (1992), who
found that excitatory conditioning was context specific
if it had been preceded by nonreinforced preexposure
to the CS.

The evidence therefore suggests that the learning
and memory system treats the first association as
context free, but the second association as a kind of
context-specific exception to the rule. (The main
exception to the second-association rule is latent
inhibition, in which the first phase can be shown to
exert a context-dependent influence on the second
phase (e.g., Hall and Channell, 1985), despite the fact
that it is arguably the first thing learned. Latent
inhibition is unique, however, in that the CS is not
paired with anything significant in the first phase.
One possibility, therefore, is that the CS is in part
encoded as a feature of the context, making it difficult
to extract it from that context when it is paired with
the US in Phase 2 (cf. Gluck and Myers, 1993)).
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There may be functional reasons for this (Bouton,
1994). A conditioning trial provides a sample from
which an animal may make inferences about the state
of the world (e.g., Staddon, 1988). Statistically, if the
world is composed of two types of trials (CS–US and
CS–no US), then the probability of sampling a par-
ticular type of trial will reflect its true prevalence in
the world. Therefore, an early run of conditioning
trials would reflect its high incidence in the popula-
tion; a subsequent trial of another type might reflect
an exception to the rule. Learning and memory
may thus be designed to treat second-learned infor-
mation as conditional and context-specific. At a more
mechanistic level, recent research in human predic-
tive learning (Rosas and Callejas-Aguilera, 2006) and
in taste-aversion learning with rats (Rosas and
Callejas-Aguilera, 2007) suggests that ambiguity
introduced by conflicting information in Phase
2 leads the participants to pay attention to the
context. The key finding is that after conflicting
information about one CS or predictor is introduced,
other subsequently learned associations are context
dependent, even if they are entirely new or learned
in a separate context. Thus, the introduction of a
competing, conflicting association appears to encour-
age the participant to pay attention to all contexts.

It is worth concluding this section by noting the
direct relevance of the renewal effect to exposure
therapy in humans. Several studies have now shown
that an exposure treatment that diminishes fear of
spiders in one context (a room or a patio outdoors)
can still allow a renewal of the fear when exposure
to the spider was tested in the other context
(Mystkowski et al., 2002; see also, e.g., Mineka et al.,
1999; Vansteenwegen et al., 2005). Similar renewal
has also been reported in the study of cue exposure
therapy with both alcohol (Collins and Brandon,
2002) and cigarette users (Thewissen et al., 2006).
Both types of participants reported a renewed urge
to use the drug when tested in a context that was
different from the one in which exposure to drug-
related cues (e.g., visual and/or olfactory cues asso-
ciated with the drug) had taken place; the alcohol
participants also demonstrated renewal of a salivation
response. All such results suggest limits to the effec-
tiveness of cue exposure therapy (see also Conklin,
2006). However, renewal effects can be attenuated if
the participant is reminded of extinction just prior to
the renewal test. Collins and Brandon (2002) found
that presenting explicit cues (a unique pencil, eraser,
and clipboard) that had been a feature of the extinc-
tion context reduced renewal of the aforementioned

reactivity to alcohol cues. Mystkowski et al. (2006)
reported that renewal of spider fear could be
decreased if human participants mentally reinstated
(imagined) stimuli from the treatment context before
being tested in a different context. Both studies
extended earlier findings that the renewal effect can
be reduced in rats if cues that were part of the
extinction context were later presented before the
test (Brooks and Bouton, 1994). Renewal can be
viewed as due to a failure to retrieve extinction
outside the extinction context (See Chapter 31).
Retrieval cues can provide a ‘‘bridge’’ between the
extinction context and possible relapse contexts
which allows for the generalization of extinction
learning between the contexts (see Bouton et al.,
2006b).

29.1.2 Spontaneous Recovery

Pavlov (1927) first observed spontaneous recovery,
another well-known postextinction effect that involves
recovery of the conditioned response as time passes
following extinction. There are several available
explanations of spontaneous recovery (for a discus-
sion, see Brooks and Bouton, 1993; Devenport et al.,
1997; Robbins, 1990; Rescorla, 2004a), and it seems
likely to be multiply determined. However, we have
argued (e.g., Bouton, 1988, 1993) that just as extinc-
tion is relatively specific to its physical context, it
may also be specific to its temporal context. The
passage of time might also bring about changes in
internal and external stimulation that provide a grad-
ually changing context. Spontaneous recovery can be
seen as the renewal effect that occurs when the CS is
tested outside its temporal context. Both are due to a
failure to retrieve memories of extinction outside the
extinction context. Consistent with this perspective, a
cue that is presented intermittently during the
extinction session and again just before the final test
(an ‘extinction cue’) can attenuate both spontaneous
recovery and renewal by reminding the subjects of
extinction (Brooks and Bouton, 1993, 1994; Brooks,
2000). Interestingly, changing the physical and tem-
poral contexts together can have a bigger effect than
changing either context alone, as if their combination
creates an even larger context change (Rosas and
Bouton, 1997, 1998).

A series of experiments in appetitive conditioning
with rats further suggests that temporal context can
include the intertrial interval (ITI), the time between
successive extinction trials (Bouton and Garcı́a-
Gutiérrez, 2006). Previous experiments had shown
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that rats that received extinction trials spaced by
either 4 or 16-min ITIs showed equivalent sponta-
neous recovery when tested 72 h later (Moody et al.,
2006). However, when the retention interval was 16
min rather than 72 h (Bouton and Garcı́a-Guiterrez,
2006), rats that had received extinction trials sepa-
rated by the 4-min interval showed spontaneous
recovery, whereas rats that had received the extinc-
tion trials separated by the 16-min interval did not.
These results are consistent with the possibility that
the ITI was coded as part of the extinction context.
Thus, analogous to a renewal effect, conditioned
responding returned when the animals were tested
after an interval between trials that differed from the
ITI that was used in extinction. However, a mismatch
between the extinction ITI and the retention interval
is not always sufficient to produce renewal; rats that
received extinction trials spaced by 16 min and then
received a short retention interval of 4 min failed to
show spontaneous recovery. This anomaly is consis-
tent with results that emerged in discrimination
experiments in which the different ITIs were used
as signals about whether or not the next CS presenta-
tion would be reinforced (see Bouton and Garcı́a-
Gutiérrez, 2006). Specifically, rats readily learned
that a 16-min ITI signaled reinforcement of a CS,
whereas a 4-min ITI did not. In contrast, they had
considerably more difficulty learning that a 4-min
ITI signaled reinforcement and a 16-min ITI did
not. The results suggest that there are interesting
constraints on how the interval between trials may
be coded and/or used as a context.

29.1.3 Rapid Reacquisition

A third effect further indicates that conditioning is
not destroyed in extinction. In rapid reacquisition,
when CS–US pairings are reintroduced after extinc-
tion, the reacquisition of responding can be more
rapid than initial acquisition with a novel CS
(e.g., Napier et al., 1992; Ricker and Bouton, 1996;
Weidemann and Kehoe, 2003). Although such an
effect again suggests that the original learning has
been ‘saved’ through extinction, the early literature
was often difficult to interpret because many early
designs were not equipped to rule out less interesting
explanations (see Bouton, 1986, for a review). To add
to the complexity, studies of fear conditioning (con-
ditioned suppression) (Bouton, 1986; Bouton and
Swartzentruber, 1989) and flavor aversion learning
(Danguir and Nicolaidis, 1977; Hart et al., 1995)
have shown that reacquisition can be slower than

acquisition with a new CS. (It is more rapid than
initial acquisition with a CS that has received the
same number of nonreinforced trials without condi-
tioning (Bouton and Swartzentruber, 1989).) In fear
conditioning, slow reacquisition requires extensive
extinction training; more limited extinction training
yields reacquisition that is neither fast nor slow
(Bouton, 1986). At least part of the reason these
preparations support slow reacquisition is that both
typically involve very few initial conditioning trials.
In contrast, procedures in which rapid reacquisition
has been shown (conditioning of the rabbit nictitating
membrane response (NMR) and rat appetitive con-
ditioning) have usually involved a relatively large
number of initial conditioning trials. Consistent
with a role for number of trials, Ricker and Bouton
(1996) demonstrated that slow reacquisition occurred
in an appetitive conditioning preparation when the
procedure used the number of conditioning and
extinction trials that had been used in previous fear
conditioning experiments. In rabbit NMR and heart
rate conditioning, extensive extinction training has
abolished rapid reacquisition, although slow reacqui-
sition has yet to be observed (Weidemann and
Kehoe, 2003).

Ricker and Bouton (1996) suggested that rapid
reacquisition may partly be an ABA renewal effect
that occurs when the animal has learned that previous
USs or conditioning trials are part of the original
context of conditioning. That is, when CS–US pairings
are resumed after extinction (a series of CS–no US
trials), they return the animal to the original condi-
tioning context. The hypothesis is compatible with
Capaldi’s (1967, 1994) sequential analysis of extinc-
tion, which has made excellent use of the idea that
responding on a particular trial is determined by how
the animal has learned to respond in the presence of
similar memories of previous trials. Presumably, con-
ditioning preparations that employ a relatively large
number of conditioning trials (e.g., rabbit NMR) allow
many opportunities for the animal to learn that
previous reinforced trials are part of the context
of conditioning. Furthermore, Ricker and Bouton
(1996) reported evidence that high responding during
the reacquisition phase was more likely after a rein-
forced than a nonreinforced trial, which had signaled
conditioning and extinction, respectively.

Bouton et al. (2004) reasoned that if rapid reac-
quisition is caused by recent reinforced trials
generating ABA renewal, then an extinction proce-
dure that includes occasional reinforced trials among
many nonreinforced trials should slow down rapid
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reacquisition by making recent reinforced trials part
of the context of both conditioning and extinction.
Consistent with this hypothesis, a very sparse partial
reinforcement procedure in extinction slowed reac-
quisition compared to a group that had received
simple extinction. Evidence of a similar slowed
reacquisition effect has also been obtained in instru-
mental conditioning (Woods and Bouton, 2007)
when a lever-press response was sparsely reinforced
during extinction and then paired again more
consistently with the reinforcer. Such a result is con-
sistent with the idea that rapid reacquisition is at least
partly an ABA renewal effect. Because the partial
reinforcement treatment involved many more CS–
US (or response–reinforcer) pairings than simple
extinction, it is difficult to reconcile with the view
that rapid reacquisition is a simple function of the
strength of an association that remains after extinc-
tion (e.g., Kehoe, 1988; Kehoe and Macrae, 1997).
Slowing rapid reacquisition of an instrumental
response may be especially relevant from a clinical
perspective, because instrumental learning is often
involved in maladaptive behaviors such as substance
abuse (e.g., Bouton, 2000). The evidence suggests that
extinction (i.e., strict abstinence) might not be the
most effective treatment to prevent relapse in all
situations (cf. Alessi et al., 2004). A more successful
technique might be one that permits occasional rein-
forcers during treatment (e.g., see Sobell and Sobell,
1973; Marlatt and Gordon, 1985) and therefore pro-
vides a bridge between the extinction and testing
contexts (see also Bouton et al., 2006b).

29.1.4 Reinstatement

A fourth context-dependent postextinction phenom-
enon is reinstatement. In this effect, the extinguished
response returns after extinction if the animal is
merely reexposed to the US alone (e.g., Pavlov,
1927; Rescorla and Heth, 1975; Bouton and Bolles,
1979b). If testing of the CS is contemporaneous with
US delivery, then the USs may cause a return of
responding because they were encoded as part of
the conditioning context (as earlier; see Reid, 1958;
Baker et al., 1991; Bouton et al., 1993). On the other
hand, in many studies of reinstatement, testing
is conducted at an interval of at least 24 h after US
reexposure; here one still observes reinstatement
compared to controls that were not reexposed to
the US (e.g., Rescorla and Heth, 1975; Bouton and
Bolles, 1979b). In this case, evidence strongly sug-
gests that the effect is due to conditioning of the

context. When the US is presented after extinction,
the organism associates it with the context; this con-
textual conditioning then creates reinstatement. For
example, if the reinstating USs are presented in an
irrelevant context, there is no reinstatement when
the CS is tested again (e.g., Bouton and Bolles,
1979b; Bouton and King, 1983; Bouton, 1984; Baker
et al., 1991; Wilson et al., 1995; Frohardt et al., 2000).
Independent measures of contextual conditioning
also correlate with the strength of reinstatement
(Bouton and King, 1983; Bouton, 1984). Recent evi-
dence that the effect in fear conditioning is abolished
by excitotoxic lesions of the bed nucleus of the stria
terminalis (Waddell et al., 2006), a brain area thought
to control anxiety (e.g., Walker et al., 2003), suggests
that in the fear-conditioning situation, at least, the
effect may be mediated by anxiety conditioned in the
context. Also, if the animal receives extensive extinc-
tion exposure to the context after the reinstatement
shocks are presented, reinstatement is not observed
(Bouton and Bolles, 1979b; Baker et al., 1991). These
results indicate that mere reexposure to the US is not
sufficient to generate reinstatement. It is necessary to
test the CS in the context in which the US has been
reexposed.

This effect of context conditioning is especially
potent with an extinguished CS. For example, Bouton
(1984) compared the effects of US exposure in the
same or a different context on fear of a partially extin-
guished CS or another CS that had reached the same
low level of fear through simple CS–US pairings (and
no extinction). Although contextual conditioning
enhanced fear of the extinguished CS, it had no impact
on the nonextinguished CS (see also Bouton and King,
1986). This result is consistent with the effects of con-
text switches mentioned earlier: An extinguished CS is
especially sensitive to manipulations of the context.
One reason is that contextual conditioning may be
another feature of the conditioning context; its pres-
ence during a test may cause a return of responding
after extinction because of another ABA renewal effect
(Bouton et al., 1993).

29.1.5 Resurgence

Another recovery phenomenon has been studied
exclusively in operant conditioning. In resurgence, a
new behavior is reinforced at the same time the target
behavior is extinguished. When reinforcement of the
new behavior is discontinued, the original response
can resurge. Resurgence can occur in two different
forms. In one, a response (R1) is first trained and
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then extinguished. After R1 is extinguished, a new
response (R2) is trained and subsequently extin-
guished. Recovery, or resurgence, of R1 happens
during the extinction of R2 (Epstein, 1983; Lieving
and Lattal, 2003, Experiment 1). The other version of
the procedure, which can be called the ALT-R pro-
cedure (for reinforcement of an alternative response),
involves first training R1 and then reinforcing R2
during the extinction of R1. When R2 then under-
goes extinction, recovery of R1 occurs (Leitenberg
et al., 1970, 1975; Rawson et al., 1977; Epstein, 1985;
Lieving and Lattal, 2003). Like the other recovery
phenomena described earlier, both forms of resur-
gence support the idea that extinction does not
produce unlearning.

There has been little research designed to uncover
the actual mechanisms behind resurgence. One possi-
bility is that extinction of R2 could cause an increase in
behavioral variability, or frustration, that might result in
an increase in any alternative behavior, not just R1 (e.g.,
Neuringer et al., 2001). Few studies have included a
control response to show that resurgence is unique to an
extinguished response. The sole exception is a study by
Epstein (1983), who reported that pigeons rarely pecked
an alternative, previously nonreinforced response key.
An explanation with specific regard to the ALT-R
procedure is that reinforcement of R2 during extinction
of R1 physically prevents the animal from emitting R1
and thus prevents exposure to the R1–no reinforcer
contingency (Leitenberg et al., 1975; Rawson et al.,
1977). It is also possible, however, that resurgence fol-
lows from the mechanisms implicated in the other
recovery effects described earlier. In particular, resur-
gence observed in the ALT-R procedure could be due
to the fact that extinction of R1 occurs in the context of
R2 responding. Then, given that extinction is context-
specific, R1 would return when extinction of R2 occurs
and the frequency of R2 decreases. That is, little R2
responding would return the animal to the context in
which R1 had been reinforced, and thus recovery of R1
in the ALT-R procedure would be analogous to an
ABA renewal effect.

A somewhat different explanationwould be required
to explain the form of resurgence in which R1 is extin-
guished before R2 training begins. In this case, testing of
R1 occurs after extinction of R2, and thus responding
on R2 would be minimal in both the extinction and
testing conditions and thus no renewal effect should
result. For this scenario, we might suggest the follow-
ing explanation. The reinforcer is consistently
presented during training of R2, which occurs simul-
taneously with extinction of R1, and thus this would

continuously reinstate responding to R1 (e.g.,
Rescorla and Skucy, 1969; Baker et al., 1991).
Reinstatement of R1 is possible due to conditioning
of background context or due to the fact that the
reinforcer is a discriminative stimulus signaling to
make the response (e.g., Baker et al., 1991). While R2
is being reinforced, the response will interfere with
the reinstated performance of R1. However, when R2
then undergoes extinction, the reinstated R1 respond-
ing (i.e., resurgence) can then be revealed. In this case,
then, resurgence may be an example of the basic
reinstatement effect.

29.1.6 Concurrent Recovery

Concurrent recovery is another effect indicating that
extinction does not destroy original learning. To date,
the phenomenon has been studied exclusively in rabbit
NMR conditioning: In that preparation, extinguished
responding to a target CS can return if a completely
different CS is separately paired with the US (e.g.,
Weidemann and Kehoe, 2004, 2005). One interesting
fact about concurrent recovery is that the effect does
not necessarily depend on extinction. Rather, similar
to a ‘‘learning to learn’’ effect in which conditioning
with one CS increases the subsequent rate of condi-
tioning with other CSs (e.g., Kehoe and Holt, 1984),
responding to a weakly conditioned target CS can be
increased as a result of conditioning with a different
CS (Schreurs and Kehoe, 1987). Kehoe (1988) has
interpreted these phenomena from a connectionist
perspective. He has suggested that the effects occur
because inputs from different CSs might converge on a
common hidden unit. When a nontarget CS is paired
with the US, it strengthens the association of the
common hidden unit with the US and thereby allows
more responding when the target CS is again pre-
sented. This account suggests that extinction plays no
special role in enabling concurrent recovery, although
the effects that reinforcing one CS has on responding
to extinguished and nonextinguished target CSs have
not been compared.

A different account of concurrent recovery is that
it might merely be a reinstatement effect that occurs
due to presentation of the US (with another CS) after
extinction of the target CS. Thus, rather than depend-
ing on new CS–US pairings, the mere presence of the
US alone might be enough to produce concurrent
recovery and would suggest that it is similar to a
basic reinstatement effect. This possibility appears
unlikely in the case of NMR conditioning, because
exposure to the US on its own after extinction does
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not cause much reinstatement in that preparation
(e.g., Napier et al., 1992). However, in the many
other preparations where reinstatement does occur
(e.g., fear conditioning or appetitive conditioning), a
demonstration of concurrent recovery might merely
be a reinstatement effect – exposure to CS–US pair-
ings simply involves reexposure to the US (see
Rescorla and Heth, 1975; Bouton and Bolles, 1979b,
for evidence of reinstatement when the US is pre-
sented with or without a CS). Additional work on
concurrent recovery is required to determine whether
it differentially influences an extinguished CS and,
importantly, whether it (like reinstatement) is context
specific. Perhaps reinforcing a CS in the same context
where a target CS was previously extinguished could
remove the contextual inhibition that had accrued
there or allow excitation to generalize to the target
CS via common associations between the CSs and the
context (cf. Honey and Hall, 1989).

29.1.7 Summary

A great deal of research thus indicates that responding
to an extinguished CS is susceptible to any of a num-
ber of recovery effects, suggesting that extinction is
not unlearning. Indeed, based on the results of a num-
ber of tests that allow a specific comparison of the
strength of the CS–US association before and after
extinction (e.g., Delamater, 1996; Rescorla, 1996a),
Rescorla (2001) has suggested that extinction involves
no unlearning whatsoever; the original CS–US asso-
ciation seems to survive essentially intact. Extinction
must thus depend on other mechanisms. The renewal
effect, and the fact that extinction leaves the CS so
especially sensitive to manipulations of context, is
consistent with the idea that extinction involves new
learning that is especially context-dependent. We
have therefore suggested that extinction leaves the
CS under a contextually modulated form of inhibition
(e.g., Bouton, 1993): The presence of the extinction
context retrieves or sets the occasion for a CS–no US
association.

29.2 What Causes Extinction?

A theoretically and clinically significant question in
the field of learning and memory is what event or
behavioral process actually causes the loss of
responding during extinction? Several ideas have
been examined and are discussed next.

29.2.1 Discrimination of Reinforcement
Rate

One possibility is that the animal eventually learns that
the rate of reinforcement in the CS is lower in extinc-
tion than it was during conditioning. Gallistel and
Gibbon (2000) have argued that the animal continually
decides whether or not to respond in extinction by
comparing the current rate of reinforcement in the
CS with its memory of the rate that prevailed in
conditioning. Because rate is the reciprocal of time,
the animal computes a ratio between the amount of
time accumulated in the CS during extinction and the
amount of time accumulated in the CS between USs
during conditioning. When the ratio exceeds a thresh-
old, the animal stops responding.

This approach has been tested in several experi-
ments. Haselgrove and Pearce (2003) examined the
impact of varying the duration of the CS during
extinction; when longer CSs are used in extinction,
time in the CS accumulates more quickly, and the
animal should stop responding after fewer trials. In
some experiments, rats were given appetitive condi-
tioning with a 10-s CS and then given extinction
exposures to a series of 10-s or 270-s presentations
of the CS. When responding was examined at
the start of each CS, there was an occasionally
significant, but surprisingly small, effect of increasing
the duration of the CS during extinction. For instance,
by the 12th two-trial block, the 10-s and 270-s CS
groups had similar nonzero levels of responding,
even though they had accumulated a total of 4 and
108 min of exposure in the CS, respectively. On the
other hand, responding did decline as a function of
time within a single presentation of the 270-s CS,
perhaps reflecting generalization decrement result-
ing from the increasing difference between the
current CS and the 10-s CS employed in condition-
ing. Consistent with that view, when conditioning
first occurred with a 60-s CS, extinction of respond-
ing occurred more rapidly with a 10-s CS than with
a 60-s CS. Thus, either an increase or a decrease in
the duration of the CS relative to conditioning accel-
erated the loss of responding. This effect of time
was not anticipated by the rate-discrimination view
(Gallistel and Gibbon, 2000).

Drew et al. (2004) reported compatible results in
experiments on autoshaping in ring doves. Doubling
or halving the duration of the CS from the 8-s value
used in conditioning did not affect the number of
trials required to stop responding. The fact that
extinction was thus largely controlled by the number
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of CS presentations is consistent with experiments
that have examined the effects of the number and
duration of nonreinforced trials added to condition-
ing schedules (Bouton and Sunsay, 2003). On the
other hand, Drew et al. found that a more extreme
increase in CS duration (from 8 to 32 s) increased the
rate of extinction. This was attributed to the animal
learning to discriminate the longer nonreinforced CS
presentations from the shorter reinforced CS presen-
tations: When 8-s CSs were presented again after
extinction, birds extinguished with 4-s and 32-s CSs
responded again. Animals are sensitive to time in the
CS, but the number of extinction trials appears to be
an important factor.

As noted by Gallistel and Gibbon (2000), the rate
discrimination theory seems especially consistent with
a well-known extinction phenomenon, the partial re-
inforcement effect (PRE; see Mackintosh, 1974, for a
review). In this phenomenon, conditioning with partial
reinforcement schedules (in which nonreinforced
trials are intermixed with reinforced trials) creates a
slower loss of responding in extinction than does con-
ditioning with a continuous reinforcement schedule
(in which every trial is reinforced). According to a
rate-discrimination hypothesis (Gallistel and Gibbon,
2000), the partially reinforced subjects have learned to
expect the US after more accumulated time in the CS,
and it thus takes more CS time in extinction to exceed
the threshold of accumulated extinction time/expected
time to each US. The more traditional approach, in
contrast, has been to think that partially reinforced
subjects have learned to expect the US after more trials
than continuously reinforced subjects have. It therefore
takes more trials to stop generalizing from conditioning
to extinction (e.g., Mowrer and Jones, 1945; Capaldi,
1967, 1994).

Contrary to the rate discrimination hypothesis,
Haselgrove et al. (2004) and Bouton and Woods
(2004) have shown that a PRE still occurs when
partially and continuously reinforced subjects expect
the reinforcer after the same amount of CS time.
For example, both sets of investigators showed that a
group that received a 10-s CS reinforced on half its
presentations (accumulated CS time of 20 s) extin-
guished more slowly than a continuously reinforced
group that received every 20-s CS presentation rein-
forced. Bouton andWoods (2004) further distinguished
the time-discrimination account from the traditional
trial-discrimination account (e.g., Mowrer and Jones,
1945; Capaldi, 1967, 1994). Rats that had every fourth
10-s CS reinforced extinguished more slowly over a
series of alternating 10-s and 30-s extinction trials than

rats that had received every 10-s CS reinforced. This
PREwas still observed when extinction responding was
plotted as a function of time units over which the US
should have been expected (every 40 s for the partially
reinforced group but every 10 s for the continuously
reinforced group). In contrast, the PRE disappeared
when extinction responding was plotted as a function
of the trials over which the US should have been
expected (every fourth trial for the partially reinforced
group and every trial for the continuously reinforced
group). Ultimately, the PRE is better captured by trial-
based theories (e.g., Capaldi, 1967, 1994; seeMackintosh,
1974, for a review of the older literature).

We have already seen that responding on a partic-
ular trial occurs in the context of memories of
the outcomes of previous trials – that was the explana-
tion provided earlier of rapid reacquisition as an ABA
renewal effect (Ricker and Bouton, 1996; Bouton et al.,
2004). Interestingly, the recent finding that occasional
reinforced trials in extinction (partial reinforcement)
can slow down the rate of reacquisition (Bouton et al.,
2004; Woods and Bouton, 2007) is really just the
inverse of the PRE: In the PRE, nonreinforced trials
in conditioning allow more generalization from con-
ditioning to extinction, whereas Bouton et al.’s finding
suggests that reinforced trials in extinction allowed for
more generalization of extinction to reconditioning.
Either finding suggests the importance of considering
recent trials as part of the context that controls per-
formance in extinction.

In summary, there is little support for the idea that
responding extinguishes when the US is omitted
because the organism detects a lower rate of rein-
forcement in the CS. The number of extinction trials,
rather than merely the accumulating time in the CS
across trials, appears to be important to the extinction
process. Time in the CS can have an effect: It appears
to be another dimension over which animals general-
ize and discriminate (Drew et al., 2004; Haselgrove
and Pearce, 2003). Explanation of the PRE, however,
appears to be most consistent with a view that ani-
mals utilize their memories of the outcomes of
preceding trials as a dimension over which they gen-
eralize and respond (see also Mackintosh, 1974, for an
extended review).

29.2.2 Generalization Decrement

It is possible that the animal stops responding in
extinction from the point at which it stops generalizing
between the stimuli that prevailed in conditioning and
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those that prevail in extinction (e.g., Capaldi, 1967,
1994). This idea has had a long history in research
on extinction, especially in research on the PRE. It is
interesting to note that a generalization decrement
theory of extinction does not imply destruction of
the original learning in extinction, or indeed any
new learning at all. However, there is still good reason
to think that extinction also involves new learning. For
instance, nonreinforcement of a food CS elicits mea-
surable frustration, and this can be associated with
stimuli present in the environment (Daly, 1974).
Nonreinforcement of the CS in the related condi-
tioned inhibition paradigm (in which a CS is
nonreinforced in the presence of a second stimulus
and that second stimulus acquires purely inhibitory
properties) also generates measurable new learning in
the form of conditioned inhibition. There is also evi-
dence for new learning in the renewal effect. For
example, either ABC renewal or AAB renewal (see
earlier discussion) implies that the extinction context
acquires an ability to modulate (suppress) perfor-
mance to the CS. Such observations suggest that the
animal has not merely stopped responding in extinc-
tion because of a failure to generalize. Instead, it
appears to have learned that the CS means no US in
the extinction context (see earlier).

29.2.3 Inhibition of the Response

Rescorla (2001) suggested that extinction might
involve learning to inhibit the conditioned response.
He summarized evidence from instrumental (oper-
ant) conditioning experiments indicating that the
effects of extinction can be specific to the response
that undergoes extinction. For example, Rescorla
(1993) reinforced two operant behaviors (lever press-
ing and chain pulling) with food pellets and then
extinguished each response in combination with a
new stimulus (a light or a noise). Subsequent tests
of the two responses with both light and noise indi-
cated that each response was more depressed when it
was tested in combination with the cue in which it
had been extinguished (see also Rescorla, 1997a).
There is thus good reason to think that the animal
learns something specific about the response itself
during operant extinction: It learns not to perform a
particular response in a particular stimulus. One
possibility is that the animal learns a simple inhibi-
tory S–R association (Colwill, 1991). Another
possibility, perhaps more consistent with the con-
text-modulation account of extinction emphasized
earlier, is that the animal learns that S sets the

occasion for a response – no reinforcer relationship.
Rescorla (1993: 335; 1997a: 249) has observed that the
experiments do not separate the two possibilities. To
our knowledge, no analogous experiments have been
performed in the Pavlovian conditioning situation.

The main implication examined in Pavlovian
conditioning is that extinction procedures should be
especially successful at causing inhibitory S–R learn-
ing if they generate high levels of responding in
extinction. This prediction may provide a reasonable
rule of thumb (Rescorla, 2001). For example, when
a CS is compounded with another excitatory CS
and the compound is extinguished, there may be
especially strong responding in extinction (due to
summation between the CSs), and especially effec-
tive extinction as evidenced when the CS is tested
alone (Wagner, 1969; Rescorla, 2000; Thomas and
Ayres, 2004). Conversely, when the target CS is
compounded with an inhibitory CS, there is rela-
tively little responding to the compound (excitation
and inhibition negatively summate), and there is also
less evidence of extinction when the target is tested
alone (Soltysik et al., 1983; Rescorla, 2003; Thomas
and Ayres, 2004). However, although these findings
are consistent with the hypothesis that the effective-
ness of extinction correlates with the degree of
responding, either treatment also affects the degree
to which the animal’s expectation of the reinforcer is
violated: The stimulus compound influences the size
of the error term in the Rescorla-Wagner model, and
in more cognitive terms the extent to which the
expectation of the US created by the compound is
violated when the US does not occur. The results do
not separate the response-inhibition hypothesis from
an expectancy-violation hypothesis, which will be
covered in the next section.

An eyeblink experiment by Krupa and Thompson
(2003) manipulated the level of responding another
way. During extinction, rabbits were given microin-
jections of the gamma-aminobutyric acid (GABA)
agonist muscimol adjacent to the motor nuclei that
control the conditioned response (the facial nucleus
and the accessory abducens). The injection therefore
eliminated the CR during extinction. However, when
the subjects were then tested without muscimol, the
CS evoked considerable responding, suggesting that
evocation of the CR was necessary for extinction
learning. Unfortunately, the muscimol microinjec-
tions also had robust stimulus effects. They caused
complete inactivation of the ipsilateral facial muscu-
lature: ‘‘the external eyelids were flaccid, the left ear
hung down unsupported, and no vibrissae movements
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were observed on the side of the infusion’’ (Krupa and
Thompson, 2003: 10579). In effect, the rabbits received
extinction in a context that was different from the one
in which conditioning and testing occurred (the ordi-
nary state without partial facial paralysis). There are
thus strong grounds for expecting a renewal effect.
The hypothesis that elicitation of the CR is necessary
for extinction must await further tests.

There are also data suggesting that the number of
responses or level of responding in extinction does
not correlate with effective extinction learning. For
example, Drew et al. (2004) noted that although
animals given long CSs in extinction responded
many more times in extinction than animals given
shorter CSs, extinction was mainly a function of
the number of extinction trials. In fear conditioning
experiments with mice, Cain et al. (2003) reported
that extinction trials that were spaced in time pro-
duced a slower loss of freezing than extinction trials
that were massed in time. Nevertheless, there was
less spontaneous recovery after the massed treat-
ment, suggesting that extinction was more effective
when the treatment involved less overall responding.
Experiments in our own laboratory with rat appeti-
tive conditioning (Moody et al., 2006) suggest a
similar conclusion, even though the results were dif-
ferent. Spaced extinction trials again yielded more
responding in extinction than massed trials, but the
treatments caused indistinguishable amounts of
extinction learning as assessed in spontaneous recov-
ery and reinstatement tests.

In related conditioned suppression experiments,
Bouton et al. (2006a) compared the effects of extinc-
tion in multiple contexts on the strength of ABA and
ABC renewal effects (discussed more in the section
titled ‘Other behavioral techniques to optimize
extinction learning’). Rats received fear conditioning
with a tone CS in Context A, and then extinction of
the tone for three sessions in Context B, or a session
in B, then C, and then D, before final renewal tests in
the original context (Context A) or a neutral fifth
context (Context E). Although the successive
context switches in the BCD group caused more
fear responding during extinction (due to renewal
effects with each context switch), the groups showed
strikingly similar renewal in either Context A or
Context E. Thus, higher responding in extinction
does not indicate better extinction learning; in fact,
the level of responding on extinction trials was posi-
tively, rather than negatively, correlated with the
level of renewal (see also Moody et al., 2006). The
results seem inconsistent with a response-inhibition

hypothesis. Their impact on the expectancy violation
hypothesis is perhaps less clear.

Rescorla (2006, Experiment 5) provided perhaps
the most direct test of whether enhanced responding
or enhanced associative strength is responsible for the
increased extinction (loss of responding) that typically
follows compound presentation of two extinguished
stimuli (see also Reberg, 1972; Hendry, 1982). He
studied the effects of a diffuse excitor (e.g., a noise
paired with food) and a diffuse positive occasion setter
(e.g., a houselight that signaled the reinforcement of a
keylight CS) on extinction of autoshaped key pecking
in pigeons. When combined with a target keylight CS
that was undergoing extinction, the diffuse excitor
failed to increase the amount of pecking at the key-
light, although it theoretically increased the animal’s
expectation of the US. In contrast, when combined
with the target keylight CS, the diffuse occasion setter
increased the amount of pecking at the CS without
theoretically increasing the direct expectancy of the
US. Contrary to Rescorla’s (2001) rule of thumb about
more responding resulting in more extinction, extinc-
tion in combination with the excitor caused a more
durable extinction effect (assessed in reacquisition)
than did extinction in combination with the occasion
setter. The occasion setter caused no more effective
extinction than extinction of the target alone. This
finding suggests that the actual level of responding in
extinction is not as important in determining the suc-
cess of extinction as the extent to which the US is
predicted and thus nonreinforcement is surprising.

In summary, although animals that receive extinc-
tion after operant conditioning may in fact learn to
refrain from performing a particular response in a
particular context (e.g., Rescorla, 1993, 1997a), the
importance of response inhibition in Pavlovian extinc-
tion is not unequivocally supported at the present
time. High responding in extinction does not guaran-
tee more effective extinction learning, and a better
explanation of the results of stimulus-compounding
experiments (where the level of responding does
appear to predict the success of extinction) may be
the violation-of-expectation hypothesis, to which we
now turn.

29.2.4 Violation of Reinforcer
Expectation

It is commonly thought that each CS presentation
arouses a sort of expectation of the US that is dis-
confirmed on each extinction trial. For example, in

Extinction: Behavioral Mechanisms and Their Implications 637



the error-correction rule provided by Rescorla and

Wagner (1972), the degree of unlearning (which we

have seen can create inhibition) is provided by the

difference in the overall associative strength present

on a trial and the actual US that occurs on the trial. In

the Pearce-Hall model (Pearce and Hall, 1980), the

discrepancy was conceptualized as an event that

reinforced new inhibitory learning that is overlaid

on the original excitatory learning (see also Daly

and Daly, 1982). Wagner’s SOP (‘‘sometimes oppo-

nent process’’) model (1981) accepts a similar idea.

One piece of evidence that seems especially consis-

tent with the expectation-violation view is the

‘‘overexpectation experiment,’’ in which two CSs

are separately associated with the US and then pre-

sented together in a compound that is then paired

with the US. Despite the fact that the compound is

paired with a US that can clearly generate excitatory

learning, the two CSs undergo some extinction (e.g.,

Kremer, 1978; Lattal and Nakajima, 1998). The idea

is that summation of the strengths of the two

CSs causes a discrepancy between what the animal

expects and what actually occurs, and some extinc-

tion is therefore observed. As mentioned earlier, the

expectation-violation view is also consistent with

the effects of compounding excitors and inhibitors

with the target CS during no-US (extinction) trials

(Wagner, 1969; Soltysik et al., 1983; Rescorla, 2000,

2003, 2006; Thomas and Ayres, 2004).
One theoretical challenge has been to capture the

expectancy violation in real time. Gallistel and

Gibbon (2000) have emphasized the fact that tradi-

tional trial-based models like the Rescorla–Wagner

model have been vague about the precise point in

time in a trial when the violation of expectation

actually occurs. The issue is especially clear when

trial-based models explain the extinction that occurs

with a single extended presentation of the CS, as is

the case for the context or background in condition-

ing protocols with very widely spaced conditioning

trials. (Spaced trials are held to facilitate conditioning

of the CS because long ITIs allow more context

extinction and thus less blocking by context.) There

is good evidence that widely spaced trials do create

less contextual conditioning than massed trials (e.g.,

Barela, 1999). To account for contextual extinction

over long ITIs, many trial-based models arbitrarily

assume that the single long-context exposure is

carved into many imaginary trials, and that more

imaginary trials occur and create more extinction in

longer-context exposures.

It is worth noting, however, that Wagner’s SOP
model (e.g., Wagner, 1981; Wagner and Brandon,
1989, 2001) is relatively specific about where in time
the process that generates extinction occurs. According
to that model, CS and US are represented as memory
nodes that can become associated during conditioning.
For the association between them to be strengthened,
both nodes must be activated from inactivity to an
active state, ‘‘A1,’’ at the same time. Once the associa-
tion has been formed, the presentation of the CS
activates the US node to a secondarily active state,
‘‘A2.’’ This in turn generates the CR. An inhibitory
connection is formed between a CS and a US when
the CS is activated to the A1 state and the US is
activated to A2 rather than A1. This happens in simple
extinction because the CS activates the US into A2.
This process occurs in real time; thus, during any
nonreinforced trial, inhibition will accrue to the CS
from the point in time at which the US node is first
activated to A2 until the CS leaves the A1 state, which
may not occur until the CS is turned off at the end of
the trial. Thus, extinction learning will proceed con-
tinuously as long as the CS is on and no US occurs on
any extinction trial. A limiting factor, however, is the
extent to which the CS itself is in the A2 state: The
longer it remains on, the more likely the elements in
the CS node will be in A2 rather than A1, making new
learning about the CS more difficult. Nonetheless,
extensions of the CS in extinction will have an effect,
because elements in A2 eventually return to the inac-
tive state, from where they will return to A1 because of
the continued presence of the CS. SOP thus accounts
for extinction in extended CSs without recourse to
imaginary trials, and a recent extension of the model
(Vogel et al., 2003) may also account for generalization
decrement as a function of CS time (Haselgrove and
Pearce, 2003; Drew et al., 2004). Although a complete
analysis of SOP requires computer simulations that are
beyond the scope of the present chapter, the principles
contained in the model are consistent with many of the
facts of extinction reviewed here. From the current
point of view, its most significant problem is that it
underestimates the role of context in extinction, and
might not account for the negative occasion-setting
function of context (e.g., Bouton and King, 1983;
Bouton and Swartzentruber, 1986, 1989; Bouton
and Nelson, 1998) that arguably provides the key to
understanding the renewal, spontaneous recovery,
rapid reacquisition, and reinstatement phenomena
(for a start at addressing occasion-setting phenomena
in terms of SOP, see Brandon and Wagner, 1998;
Wagner and Brandon, 2001).
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In fear extinction, at the physiological level,
expectation violation may be mediated by activation
of opioid receptors (see McNally and Westbrook,
2003). Fear conditioning is typically impaired
by opioid receptor agonists (e.g., Fanselow, 1998)
but facilitated by antagonists, such as naloxone.
Extinction, in contrast, is facilitated by opioid recep-
tor agonists and impaired by antagonists (McNally
and Westbrook, 2003). According to McNally and
Westbrook, opioid receptors may be involved in
fear extinction because the omission of the expected
US leads to a feeling of relief (Konorski, 1967;
Dickinson and Dearing, 1978) that is mediated by
opioid peptides; the relief associated with the absence
of the US might countercondition fear responses.
The idea is also captured in SOP theory’s sometimes
opponent process, A2. That is, activation of the US
node in A2 reduces the effectiveness of the US and
also constitutes the crucial event that leads to extinc-
tion. Activation of opioid receptors may thus play
the physiological role of A2 in fear conditioning.
A similar physiological mechanism has not yet
been specified for appetitive conditioning, although
the underlying basis of frustration is an obvious
candidate.

29.3 Can Extinction Be Made More
Permanent?

Recent research on extinction has explored several
methods that might enhance extinction learning.
These methods are discussed here because they pro-
vide further insight into the causes of extinction and
how extinction therapies might be enhanced.

29.3.1 Counterconditioning

One way to optimize extinction learning might be to
actually pair the CS with another US that evokes a
qualitatively different (or opposite) response. In
counterconditioning, a CS that has been associated
with one US is associated with a second US, often
incompatible with the first, in a second phase. Not
surprisingly, performance corresponding to the sec-
ond association replaces performance corresponding
to the first. Clinical psychologists have incorporated
this idea into therapies, such as in systematic desen-
sitization, which involves the training of relaxation
responses in the presence of a CS while fear to
that CS extinguishes (e.g., Wolpe, 1958). Although

counterconditioning may result in a quicker loss of
phase-1 performance than simple extinction does
(e.g., Scavio, 1974), it is another paradigm that, like
extinction, involves a form of retroactive interference.
Similar principles may therefore apply (Bouton,
1993). As with extinction, the original association
remains intact despite training with a second out-
come. This is true in both Pavlovian (Delamater,
1996; Rescorla, 1996a) and instrumental conditioning
(Rescorla, 1991, 1995).

Equally important, counterconditioning proce-
dures do not necessarily guarantee protection against
relapse effects (the postextinction phenomena dis-
cussed earlier) (see also Rosas et al., 2001; Garcı́a-
Gutiérrez and Rosas, 2003, for compatible results
in human causal learning). Renewal of fear occurs
when rats receive CS–shock pairings in one context,
then CS–food pairings in another, and are finally
returned to the original context (Peck and Bouton,
1990). Complementary results were obtained when
CS–food preceded CS–shock pairings. Spontaneous
recovery occurs if time elapses between phase 2 and
testing (Bouton and Peck, 1992; Rescorla, 1996b,
1997b). Finally, reinstatement has also been observed
(Brooks et al., 1995): When CS–food follows CS–
shock, noncontingent shocks delivered in the same
context (but not in a different context) can reinstate
the original fear performance. Counterconditioning
thus supports at least three of the recovery effects
suggesting that extinction involves context-dependent
new learning.

29.3.2 Other Behavioral Techniques
to Optimize Extinction Learning

If extinction involves new learning, then procedures
that generally promote learning might also facilitate
extinction. This idea has motivated recent research in
several laboratories. For example, one idea is that con-
ducting extinction in multiple contexts might connect
extinction with a wider array of contextual elements
and thereby increase the transfer of extinction learning
to other contexts and potentially reduce the renewal
effect (e.g., Bouton, 1991a). The results, however, have
been mixed. Experiments in conditioned lick suppres-
sion (Gunther et al., 1998) and flavor-aversion learning
with rats (Chelonis et al., 1999) have shown that extinc-
tion in multiple contexts can attenuate (but not
abolish) instances of both ABC and ABA renewal rela-
tive to that observed after extinction in a single context
(see also Vansteenwegen et al., 2006, for a related
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example). In contrast, as discussed earlier, our own
experiments using a fear conditioning method (condi-
tioned lever-press suppression) with rats found that
extinction in multiple contexts had no discernible
influence on either ABA or ABC renewal (Bouton
et al., 2006a). Null results (in ABA renewal) have also
been reported with a fear conditioning (shock expec-
tancy) procedure in humans (Neumann et al., 2007).
All results together suggest that there are important
variables that modulate the positive impact of extinc-
tion in multiple contexts on the renewal effect (see
Bouton et al., 2006a, for a discussion).

Another approach to optimizing extinction learn-
ing is to space extinction trials in time. This idea has
been inspired by the fact that spaced trials often yield
better excitatory learning than massed trials (e.g.,
Spence and Norris, 1950). It is worth noting, though,
that the behavioral mechanisms behind trial-spacing
effects on conditioning are multiple and complex
(e.g., see Bouton et al., 2006b), and that many of
them focus on the facilitating effects of spacing US
presentations, which obviously are not involved in
extinction. Nonetheless, there are still some grounds
for expecting trial spacing effects in extinction, and
these have been tested in several experiments.
Spaced trials often cause a slower loss of responding
in extinction (e.g., Cain et al., 2003; Morris et al.,
2005; Moody et al., 2006), as one might expect, for
example, if long intervals between successive CS
presentations allow some spontaneous recovery.
However, the long-term effects of spacing extinction
trials have been variable and much less clear. When
responding is tested after a long retention interval,
spaced extinction trials have been shown to reduce
responding (e.g., Westbrook et al., 1985; Morris et al.,
2005), have no effect on responding (Moody et al.,
2006), and create more responding than massed
extinction trials (Cain et al., 2003; Rescorla and
Durlach, 1987). Another complication is the results
mentioned earlier, which suggest that extinction ITI
can also be part of the context that controls extinction
performance (Bouton and Garcı́a-Gutierrez, 2006).
More work will be necessary to untangle these var-
ious effects.

Another temporal manipulation has attracted recent
interest. In the fear-potentiated startle paradigm in rats,
extinction conducted immediately after fear acquisi-
tion leads to seemingly more durable extinction
(Myers et al., 2006). In particular, rats that received
extinction 10 min or 1 h (and in some cases 24 h) after a
single acquisition session later failed to exhibit rein-
statement, renewal, or spontaneous recovery, whereas

rats tested after a longer 72-h acquisition-to-extinction
interval showed all these postextinction recovery
effects. Immediate extinction thus seemed to produce
a more permanent form of extinction that potentially
corresponds to biological depotentiation (i.e., reversal)
of potentiated synapses (e.g., see Lin et al., 2003).
However, once again there are complications and
boundary conditions. For example, humans that have
received extinction within a few minutes of fear acqui-
sition still show reinstatement (LaBar and Phelps,
2005) and renewal (Milad et al., 2005) when these
phenomena are tested later. In rat experiments that
measured freezing rather than potentiated startle,
Maren and Chang (2006) found that immediate fear
extinction may be less effective than delayed extinction
under some conditions; immediate extinction never
produced a more durable loss of freezing after delayed
extinction. And in several appetitive conditioning
preparations, Rescorla (2004b) independently found
more spontaneous recovery (less-effective extinction)
in rats when extinction occurred 1 day, rather than 8
days, after acquisition. Rescorla’s methods differed sub-
stantially from those in the aforementioned studies,
and it is worth noting that his extinction after a 1-day
interval might already be outside the temporal window
in which depotentiation is possible (e.g., see Staubli and
Chun, 1996; Huang et al., 2001). But it seems clear that
additional research will be required to fully understand
the effects of the interval between conditioning and
extinction on the long-term effects of extinction.

29.3.3 Chemical Adjuncts

Research on the neurobiology of conditioning and
extinction suggests that certain pharmacological agents
may also be used to optimize extinction learning. For
example, there has been a great deal of recent interest
in D-cycloserine (DCS), a compound that is a partial
agonist of the N-methyl-D-aspartate (NMDA) gluta-
mate receptor. The NMDA receptor is involved in
long-term potentiation, a synaptic model of learning
(e.g., Fanselow, 1993), and has now been shown to be
involved in several examples of learning including fear
conditioning (e.g., Miserendino et al., 1990; Campeau
et al., 1992, see Davis and Myers, 2002; Walker and
Davis, 2002). The discovery that NMDA receptor
antagonists interfere with fear extinction (e.g., Falls
et al., 1992; Cox and Westbrook, 1994; Baker and
Azorlosa, 1996; Lee and Kim, 1998; Santini et al.,
2001) supported the idea that the NMDA receptor
was also involved in extinction learning. The next
step was to ask whether an NMDA agonist like DCS
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might correspondingly facilitate extinction. And it does;
there is now evidence that administration of DCS
facilitates extinction of conditioned fear in rats
(Walker et al., 2002; Ledgerwood et al., 2003). And
importantly, it also enhances exposure therapy in
humans with acrophobia (Ressler et al., 2004) and social
phobia (Hofmann et al., 2006). In each of these cases,
when DCS was combined with a number of extinction
trials that only partially reduced fear in a control group,
it yielded more complete fear extinction as revealed
during tests that were conducted without the drug.

The fact that DCS can facilitate extinction needs
to be interpreted cautiously. For example, there is
little in the description of how DCS works to suggest
that it would do more than merely strengthen ordi-
nary extinction learning, which, as we have shown, is
relatively context specific and subject to relapse.
Consistent with this possibility, although DCS facil-
itates the rate of fear extinction, it does not decrease
the strength of the ABA renewal effect (Woods and
Bouton, 2006). That is, rats for whom DCS had
facilitated extinction still showed a robust return of
fear when they were tested with the CS in the orig-
inal conditioning context. This result indicates that
DCS combined with extinction does not abolish the
original learning. Woods and Bouton (2006) actually
suggested that DCS might facilitate inhibitory con-
ditioning of the context in which extinction occurs.
Such a possibility is consistent with rapid extinction
(enhanced contextual inhibition would decrease fear
of the CS presented in it) and intact renewal (context
inhibition would be gone when the CS is tested in
another context). It is also consistent with other DCS
effects reported in the literature. For example, DCS
given during extinction can later reduce reinstate-
ment (Ledgerwood et al., 2004); enhanced inhibition
in the context would interfere with reinstatement by
disrupting the development of context conditioning
during US-alone presentations. DCS combined with
extinction of one CS also causes less fear of a second
CS tested in the same context (Ledgerwood et al.,
2005); if the context were an inhibitor, it would
inhibit fear of any CS tested in that context.
Although DCS can have positive effects on fear
extinction, it does not create unlearning.

Another compound that has been of interest is
yohimbine, an alpha-2 adrenergic antagonist. This
substance may cause paniclike responding when it
is injected in animals or panic patients (Davis et al.,
1979; Pellow et al., 1985; Johnston and File, 1989; see
Stanford, 1995, for review). For that reason, it might
increase the level of fear during extinction, and by

thus enabling either increased response inhibition or
a higher violation of reinforcer expectation (see ear-
lier discussion), allow for better extinction learning.
Consistent with this possibility, yohimbine adminis-
tered before a fear extinction session can lead to
better extinction learning in mice (i.e., less freezing
in a subsequent test session conducted 24 hours later;
Cain et al., 2003). We have replicated this effect in
rats (Morris and Bouton, 2007). However, the facili-
tated extinction was highly context specific; rats
tested in a new context or back in the original
conditioning context after extinction with yohimbine
still showed a strong renewal of fear. Thus, as we saw
with DCS, yohimbine facilitates the rate of extinction
learning without necessarily abolishing relapse.
Further results suggested that presenting yohimbine
on its own in a context allows that context to suppress
subsequent extinguished fear performance – as if it
was conditioning a form of context-specific fear inhi-
bition. Although the exact mechanism is unclear, it
seems apparent that as an adjunct to extinction,
yohimbine once again may not prevent the occur-
rence of future relapse.

Behavioral neuroscientists have recently also become
interested in memory ‘‘reconsolidation’’ effects (See
Chapter 30) that might suggest a new way to modify
previously learned memories. It has long been known
that freshly learned memories may be labile and easily
disrupted before they are consolidated into a stable long-
term form (e.g., McGaugh, 2000; Dudai, 2004). The
consolidation process requires synthesis of new proteins
in the brain (e.g., Davis and Squire, 1984; Goelet et al.,
1986) and can therefore be blocked by administration of
a protein synthesis inhibitor, such as anisomycin (e.g.,
Schafe and LeDoux, 2000). In the case of fear memories,
whose consolidation can be modulated by stress hor-
mones, consolidation can also be hindered by
administration of a �-adrenergic receptor blocker such
as propranolol (Pitman et al., 2002; Vaiva et al., 2003;
McGaugh, 2004; see also Pitman, 1989). Recent research
suggests that an older memory that has recently been
reactivated (for example) by a single exposure to the CS
likewise temporarily returns to a labile state from
which it needs to be reconsolidated (e.g., Nader et al.,
2000; Sara, 2000; Walker et al., 2003; Lee et al.,
2004; Suzuki et al., 2004; Alberini, 2005). Like
consolidation, reconsolidation can be blocked by
anisomycin (e.g., Nader et al., 2000), and in the case of
a fear memory, by administration of propranolol
(Przybyslawski et al., 1999; Debiec and LeDoux,
2004). In these experiments, memory is returned to
a labile state by presenting the CS on a very small
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number of occasions that are insufficient to produce
extinction on their own (e.g., Suzuki et al., 2004).
The crucial new result is that administration of
anisomycin or propranolol while the memory is in
this state can reduce evidence of conditioned
responding when the CS is tested later. A therapeu-
tic implication may be that one of these drugs in
combination with one or two presentations of a CS
may weaken an aversive fear memory. However,
more basic research is needed. For example, it is
not necessarily clear that a behavioral reconsolida-
tion result involves actual modification of the
original memory or mere difficulty in retrieving it
(see Duvarci and Nader, 2004, for a critical analysis
of these possibilities as induced by anisomycin). It
seems clear that caution is necessary in interpreting
the results of any effect of a drug or chemical on
learning, extinction, and therapy.

29.3.4 Summary

A variety of manipulations have been thought to hold
promise in optimizing extinction learning, but their
effects have been mixed and (at this point in time) are
not well understood. When investigators have speci-
fically tested their effects on the relapse effects we
reviewed in the first part of this chapter, they have
often provided surprisingly little protection (see
Bouton et al., 2006b, for a review). In contrast, one
of the most effective and durable ways to optimize
extinction learning and protect against relapse seems
to be with the use of techniques that bridge the
extinction and testing contexts, such as retrieval
cues and presentation of occasional reinforced trials
during extinction (discussed earlier). Bridging treat-
ments accept the inherent context-specificity of
extinction and work by increasing the similarity
between the extinction context and test contexts
where lapse and relapse may be a problem.

29.4 Conclusions

Extinction is a highly complex phenomenon, even
when analyzed at a purely behavioral level. It is
probably multiply determined. But, according to the
results reviewed here, it usually does not involve
destruction of the original learning. Instead, the
main behavioral factors that cause the loss of respond-
ing appear to be generalization decrement and new
learning that may be initiated by the violation of

an expectation of the US. In SOP (e.g., Wagner,
1981; Wagner and Brandon, 2001), perhaps the most
powerful and comprehensive model of associative
learning that is currently available, that expectation
violation takes the form of the CS activating the US
node into a secondarily active (A2) state that poten-
tially enables new inhibitory learning as long as the CS
remains on and no US is presented. Importantly, this
new inhibitory learning leaves the original CS–US
association intact.

Bouton (1993) has argued that the fact that extinc-
tion might leave the original learning intact means
that the CS emerges from extinction with two avail-
able associations with the US. It therefore has
properties analogous to those of an ambiguous word,
and the current performance depends on which of two
associations is retrieved. Consistent with this idea,
another fact that emerges from behavioral research
on extinction is that it is relatively context dependent.
Given this, the CS’s second (inhibitory) association
is especially dependent on the context for its activa-
tion or retrieval. The role of the context is usually
modulatory; it activates or retrieves the CS’s second
(inhibitory) association, much as a negative occasion
setter might (e.g., Holland, 1992). This hypothesis
begins to integrate several facts about extinction and
brings relapse effects like the renewal effect, sponta-
neous recovery, rapid reacquisition, reinstatement,
and perhaps resurgence to center stage.

The major implication of behavioral research on
extinction is thus that lapse and relapse are always
possibilities after exposure therapy. As just reviewed,
there is substantial interest among basic researchers
in discovering new ways to make extinction more
permanent. To date, behavioral and pharmacological
methods of enhancing or optimizing extinction learn-
ing have produced lawful effects on the rate of
extinction, but their effectiveness in the long term is
less clear. Treatments that increase the rate at which
fear is lost in therapy may not change extinction
learning’s inherent context specificity. At the current
time, the best way to combat the various relapse
phenomena reviewed here may be to consider their
behavioral causes and develop techniques that might
defeat them. This perspective has led to certain brid-
ging treatments, such as the use of reminder cues or
strategies or conducting extinction in the presence of
the contextual cues that can lead to particular exam-
ples of relapse, which do appear to hold some
promise in maintaining extinction performance in
the presence of conditions that might otherwise initi-
ate relapse.
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Everything flows and nothing abides; everything gives way

and nothing stays fixed. (Heraclitus 535–475 BC)

30.1 Historical Background: Thinking
About Memory

Memory is dynamic, in that it is constantly being
updated as it is retrieved. Heraclitus was the first writer
to insist on this dynamic nature of memory with his
metaphor cited above or with the more familiar,

You can never step twice into the same river as

other waters are ever flowing on you. (Heraclitus

535–475 BC).

William James (1892) updated this view, arguing that
memory was a dynamic property of the nervous system,
in constant flux as a result of being retrieved within
current cognitive environments. These speculations
were largely supported by the seminal experiments of
Bartlett (1932), showing that information was gradually
biased toward the subjects’ cultural expectations as it
was repeatedly recalled. Extensive evidence for this
comes from laboratory studies of human memory pro-
cesses over the past three decades, where old memories
have been shown to be profoundly influenced by infor-
mation in the retrieval environment, particularly if this
information is in contradiction of the old memory
(see Loftus, 2005a,b for reviews; See also Chapter 1).
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30.1.1 Reconsolidation: A Hypothetical
Construct

Postretrieval retrograde amnesia was demonstrated
experimentally in rats several decades ago, but the
term ‘reconsolidation’ was introduced more recently,
as a hypothetical construct to account for amnesia
after cued recall (Pryzbyslawsky and Sara, 1997).
Reconsolidation has attracted wide interest among
contemporary neurobiologists for a number of rea-
sons, including broad therapeutic applications
(Pryzbyslawsky and Sara, 1997; Debiec and
Ledoux, 2006). There has been a proliferation of
papers appearing in the literature in the past
decade, mostly addressed at understanding the mo-
lecular and cellular mechanisms underlying this still-
hypothetical process. As with any area of scientific
inquiry, as the number of investigators addressing the
question increases, so do discrepancies in results,
alternative explanations of the data, and definitions
of constraints. Several reviews of this recent literature
are available (Nader, 2003; Dudai, 2004, 2006;
Alberini, 2005; Alberini et al., 2006). The purpose of
this chapter is to provide a deeper historical perspec-
tive from which to understand and evaluate current
issues.

30.2 The Consolidation Hypothesis

30.2.1 Origins and Fate of the
Consolidation Hypothesis

To understand the significance of the growing
literature and issues being raised around the re-
consolidation construct requires a brief reminder
concerning the origins and fate of the consolidation
hypothesis (for recent, more extensive, reviews see
Dudai, 2004; Sara and Hars, 2006). Scientific investi-
gation of memory processes was initiated at the end
of the nineteenth century by German psychologists,
first Ebbinghaus (1885) and then Mueller and
Pilzecker (1900). Their studies of verbal learning
and retention in human subjects led them to suggest
that a memory trace was formed gradually over
time after acquisition, and they introduced the term
‘consolidation.’ Contemporary with this were the
very influential clinical observations and theoretical
elaborations of the French psychiatrist, Ribot
(1882). From his studies of amnesic patients, he
formulated ‘La loi de regression’ that simply notes
that as memories age, they become more resistant
to trauma-induced amnesia. The origins of the

neurobiological studies of memory processes can be
found in early animal models of experimental amne-
sia (Duncan, 1945, 1948, 1949). Based on a clear
temporal gradient of efficacy of the amnestic
treatment, these early investigators concluded that
retrograde amnesia experiments provided direct evi-
dence for Mueller and Pilzecker’s hypothesis stating
that postlearning neural perseveration was necessary
for consolidating memory. Electroconvulsive shock
treatments (ECS) disrupted this activity, thereby
preventing postacquisition memory consolidation.
In the same year, and quite independently of
Duncan’s results, Hebb (1949) formalized the idea
that propagating or recurrent impulses of a specific
spatiotemporal pattern underlie initial memory. This
provided the rationale for the use of ECS as an
amnesic agent to study the temporal dynamics of
consolidation, since such a specific spatiotemporal
pattern of neural activity could hardly survive the
electrical storm induced by ECS.

Thus the study of memory became, for the
most part, a study of function through dysfunction.
Investigators overwhelmingly relied on amnesia –
either clinical studies of amnesic patients or animal
models of experimental amnesia. The protocol of
retrograde amnesia, indeed, opened a door on a neu-
robiological approach to the study of memory,
evaluating the efficacy and temporal dynamics of
diverse physiological treatments to disrupt memory
without interfering with acquisition. The common
feature of these experiments is that amnesic agents
lose their ability to respectively impair memory as
the interval between memory acquisition and treat-
ment is increased, defining a temporal gradient. This
large body of data supported the consolidation
hypothesis, which stipulates that (1) memories are
fixated or consolidated over time; (2) once consoli-
dated, memories are then stable; and (3) acquisition
of a new memory and its consolidation together form
a unique event. Consolidation happens only once
(McGaugh, 1966, 2000).

30.2.2 Challenges to the Consolidation
Hypothesis

Embedded in the extensive literature on memory
consolidation generated during the 1970s, however,
were a myriad of studies challenging the interpreta-
tion of these retrograde amnesia experiments (See also
Chapter 31). These include scores of demonstrations
of recovery from retrograde amnesia over time or
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after a reminder. Spontaneous recovery at various
times after ECS-induced amnesia was reported by
Cooper and Koppenaal (1964), Kohlenberg and
Trabasso (1968), Young and Galluscio (1971), and
D’Andrea and Kesner (1973). There were similar
reports of spontaneous recovery after protein-synthesis-
induced amnesia as well (Quartermain et al., 1970;
Serota, 1971; Squire and Barondes, 1972). Moreover,
reminders before the retention test in the form of
exposure to the conditioned stimulus (CS) or the
unconditioned stimulus (US) (Koppenaal et al.,
1967; Galluscio, 1971; Miller and Springer, 1972;
Quartermain et al., 1972) or to the training context
(Quartermain et al., 1970; Sara, 1973; Sara and
David-Remacle, 1974) could effectively promote
expression of memory in rats that had been sub-
mitted to an amnestic treatment after learning.
Later, pharmacological studies added particularly
strong arguments for the contention that the amne-
sic agent did not prevent formation of a memory
trace. Drug treatment given before the retention test
could attenuate or reverse amnesia (Gordon and
Spear, 1973; Sara and Remacle, 1977; Rigter and
VanRiezen, 1979; Quartermain et al., 1988). If the
animal could express memory after a drug treat-
ment, with no further exposures to the elements of
the learning situation, then the recovery could not
be attributed to new learning.

This large and growing body of literature bene-
fited from a thorough and thoughtful review by
Donald Lewis as early as 1976, in a paper titled
‘‘A cognitive approach to experimental amnesia.’’
His conclusion at that time was that memory ‘fixa-
tion’ was very rapid – a matter of seconds, and that
the extended retrograde amnesia gradient was due to
the effect of the treatments on retrieval (Lewis, 1976).
Indeed, if memory disruption after ECS, hypother-
mia, or protein synthesis inhibition is alleviated by
reminders or drugs given before the test, then the
sparing of the original memory trace would be a
logical imperative, requiring an alternative explana-
tion for the behavioral deficit. Reconsolidation has
awakened new interest in this literature, generated
more than 30 years ago, and several reviews by those
very investigators who contributed the initial studies
30 years ago have been published recently (Gold,
2006; Riccio et al., 2006; Sara and Hars, 2006).

Many clinical investigators dealing with human
amnesic patients also argued convincingly that
amnestic syndromes were, for the most part, due to
retrieval dysfunction. This was based on experi-
ments showing that profoundly amnesic patients

were able to benefit as much as healthy volunteers
from partial cuing in a memory test of previously
acquired word lists. This retrieval facilitation by
cuing occurred even though the patients did not
remember ever having learned the list. Such a phe-
nomenon led to the conclusion that the memory
deficit was due to a retrieval dysfunction rather
than a failure to consolidate the new memory
(Warrington and Weiskrantz, 1970). This naturally
led to a call for consideration of retrieval, itself, as
an intricate part of the memory process. Warrington
and Weiskrantz went on to warn against any inter-
pretation of behavioral deficits after amnestic
treatments in animals as failure to consolidate,
because it was impossible to demonstrate experi-
mentally the absence of a memory trace. On the
other hand, their studies clearly demonstrated that
memory traces could be revealed by appropriate
retrieval cues.

30.2.3 Amnesia and Forgetting as Retrieval
Failure

Norman Spear took the position, with Weiskrantz,
that all memory deficits, including forgetting, should
be considered as retrieval failure, since it was impos-
sible to prove the absence of a memory trace (Spear,
1971). He argued in several monographs published in
the 1970s that memory studies should focus on
retrieval. Remote memory is always apprehended
through its retrieval and, especially in animal studies,
through its expression as adaptive behavior. Thus the
context in which the retention test is administered can
play a determinant role in the behavioral expression
of memory (or amnesia). The retrieval context
includes the learning-associated environmental cues,
and also the internal state of the animal, including
motivational and attentional factors (Spear, 1971,
1973, 1976, 1981; Spear and Mueller, 1984). Indeed,
many studies were later to confirm this hypothesis:
Spontaneous forgetting of a complex maze task could
be reversed by exposure to contextual cues just before
the retention test (Deweer et al., 1980; Deweer and
Sara, 1984; Gisquet-Verrier and Alexinsky, 1986).
Furthermore, electrical stimulation of the mesence-
phalic reticular formation (MRF) (Sara et al., 1980;
Dekeyne et al., 1987) or the noradrenergic nucleus
locus coeruleus (Sara and Devauges, 1988; Devauges
and Sara, 1991) also facilitated the retrieval of the a
‘forgotten’ maze task when administered before the
retention test. All of these experiments used the same
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appetitively reinforced maze task adapted from
that described by Donald Lewis in his earlier ‘cue-
dependent amnesia’ studies (see below).

While emphasizing the ‘lability’ of the retrieval
process and its dependence on the information in the
retrieval environment, Spear’s main thesis was that
‘‘consolidation occurs when memory is retrieved,
as well as when it was stored originally’’ (Spear
and Mueller, 1984, p. 116; see also Spear, 1981).
Nevertheless, it is nowhere specified in Spear’s writ-
ings that retrieval processes trigger time-dependent
neurobiological processes identical to that occurring
after learning, nor does he suggest experimental pro-
tocols that would test this thesis. The experiments
cited above, demonstrating a facilitation of retrieval
by pretest manipulations, do not directly address the
issue of consolidation occurring at retrieval, because
the retention test occurs within a time frame when
one would expect residual effects of the memory-
modulating treatment on behavior. The adequate
protocol to test treatment effects on a putative post-
retrieval consolidation would be to reactivate the
memory by means of a retrieval cue, administer the
treatment, and then test for retention at some later
time, when the effects of the treatment would have
dissipated. A change in memory expression, com-
pared with a nontreated control group, could then
be attributed to reinforcement or disruption of a
postretrieval consolidation process.

30.3 Cue-Dependent Amnesia

30.3.1 Seminal Studies by Donald Lewis

Such experiments, carried out independently by
Donald Lewis and his colleagues, demonstrated
‘cue-dependent amnesia’ in the rat. These studies
showed that a temporally graded retrograde amnesia
could be obtained when the memory trace was
activated by a reminder of the original learning
event, just before the amnestic treatment. While the
‘recovery’ studies, discussed above, challenged the
consolidation hypothesis’ claim that experimental
amnesia procedures block the time-dependent for-
mation of the memory trace, the ‘cue-dependent
amnesia’ studies challenged the corollary that con-
solidation occurs only once, that is, that consolidated
trace is fixed and impervious to further disruption
(McGaugh, 1966, 2000; Dudai, 2004).

These studies of Lewis are really at the origin of
today’s ‘reconsolidation’ hypothesis, so it is appropri-
ate to examine these experiments in detail to

determine to what extent they already addressed
some of the current issues being raised. In the first
series of experiments from the Lewis laboratory, rats
were trained in conditioned lick-suppression protocol.
Thirsty rats learned to lick a drinking spout; when this
behavior was well established, a tone (conditioned
stimulus, CS), followed by a footshock (unconditioned
stimulus, US), was presented during the ongoing lick-
ing behavior. Subsequent presentations of the tone
alone elicited suppression of licking. A day after train-
ing, when memory expression was robust and reliable
in control rats, the CS was presented alone, followed
by electroconvulsive shock, a treatment that produces
amnesia when administered after learning. Those rats
that were ‘reminded’ by the CS, before ECS, showed a
significant behavioral deficit when tested the following
day. ECS in absence of the cue had no effect on
subsequent behavior. These investigators referred to
the phenomenon as ‘cue-dependent amnesia.’ Their
interpretation was that the cue reinstated the memory,
putting it in an active state and making it labile, as it
was immediately after acquisition (Lewis and Maher,
1965, 1966; Misanin et al., 1968; Lewis, 1969, for
review). Cue-dependent amnesia was replicated by
Mactutus et al. (1979), see Lewis, 1969 for review
using hypothermia as the amnesic agent.

Cue-dependent amnesia could likewise be
induced by protein synthesis inhibition in much the
same way that newly acquired memories are. Judge
and Quartermain (1982) trained mice on the condi-
tioned lick suppression task used by Lewis. The
protein synthesis inhibitor anisomycin was injected
systemically at different time intervals after a single
memory reactivation, consisting of a brief exposure
to the training context. There was a clear renewed
efficacy of the treatment after reactivation, although
the temporal gradient was steeper than for that
generated after initial learning. (It can be noted that
the conditioned lick suppression is a Pavlovian
conditioning protocol based on the tone-shock asso-
ciation and, as such, is perfectly analogous to the
‘conditioned fear’ protocol that is now almost uni-
versally used in reconsolidation studies. In both cases
the response to presentation of the CS alone is be-
havioral inhibition; i.e., lick suppression or freezing.)

Later experiments from the Lewis laboratory
showed that the phenomenon of cue-dependent
amnesia was not limited to aversive Pavlovian condi-
tioning protocols. In a series of experiments, rats were
trained in a complex maze consisting of four consecu-
tive left–right choices, using food reward as the
incentive (see Figure 1). The training procedure
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involved 10 days of elaborate pretraining, and then
rats were trained for ten trials/day over several days
until they reached the stringent behavioral criterion of
11/12 correct choices on three successive trials.
During a 7-day rest period, rats were handled several
times daily in order to extinguish handling-associated
arousal. The following day, rats were exposed to the
start box of the maze and the click of the door opening
to provide reinstatement cues for the memory of the
maze. This procedure was followed by electroconvul-
sive shock treatment. Retention was assessed 24 h later
by counting the number of errors made before attain-
ing the initial training criterion. Rats subjected to the
reactivation procedure followed by ECS expressed
profound amnesia compared with those subjected to
ECS alone in the absence of the reactivation. A series
of careful control experiments eliminated motiva-
tional and arousal confounds and explored the nature

of the relevant cues in the start box. It was determined
in this case that the click of the door opening in the
start box was the salient feature in reinstating the
memory (Lewis et al., 1972; Lewis and Bregman,
1973).

30.3.2 Behavioral Studies

Purely behavioral studies, in animals and humans,
further confirmed that retrieval induces memory
lability. Gordon and Spear (1973), in a series of
experiments in rats, showed that reactivation of
memory by various reminders makes it vulnerable
to interference by another task, or to distortion by
nonrelevant cues present at the moment of reactiva-
tion. This approach has been used recently with
human subjects, showing that the memory for a list
of junk objects can be distorted by intrusions from a
second list presented right after the memory of the
first list was reactivated by a reminder cue. An im-
portant observation in the latter series was that the
disruption of memory was only expressed after a
delay of 1 day; subjects tested right after learning
the second list showed good retention (Hupbach
et al., 2007). This experiment not only illustrates
that memory can be distorted by intrusions but, on
a more positive note, also shows how new informa-
tion is integrated into an existing functional memory
system when it is in an active state. This is the kind of
analysis and approach advocated by Lewis several
decades ago in his monograph entitled ‘‘A cognitive
approach to experimental amnesia’’ (Lewis, 1976).

These studies are compatible with a long line of
human studies suggesting that memory is sub-
stantially modified by the incorporation of new
information during retrieval (Loftus, 1979, 1981). In
the view of all these authors, the modulation of long-
term memory is not an ongoing continuous process
but occurs at transient windows of opportunity when
the trace is in an active state. Reactivation can be
spontaneous or triggered by external or internal
events and, as discussed below, may even occur dur-
ing sleep (see Sara and Hars, 2006, for review).

30.4 Cue-Dependent Amnesia:
Neurobiological Hypotheses

Thus it was clearly established, by broad experimen-
tal evidence, as early as the late 1960–1970s, that
well-consolidated memories are vulnerable to inter-
ference in a time-dependent manner when they were

Goal

Start

Figure 1 Krechevsky maze consisting of a series of left–
right choices to reach a goal box containing palatable food.

In the six-unit version, shown here, exposure to contextual

cues in the experimental room, combinedwith stimulation of

the reticular formation or the locus coeruleus just before the
retention test, alleviated forgetting. A four-unit version of the

task was used by Lewis to show cue-dependent amnesia.

Adapted from Sara SJ (2000b) Strengthening the shaky
trace through retrieval. Nat. Rev. Neurosci. 1: 212–213.
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in an active state. Unfortunately, little attempt was
made at the time to integrate this phenomenon of
‘cue-dependent amnesia’ into the rapidly developing
neurobiological hypotheses of memory formation.

30.4.1 NMDA Receptors in Cue-Dependent
Amnesia

In 1997, our interest in cue-dependent amnesia was
rekindled by some unexpected results that would pro-
vide the opportunity for such integration. The initial
purpose of our experiments had been to study the effect
of N-methyl-D-aspartate (NMDA) receptor blockade
on various stages of acquisition of a spatial reference
memory task to fix a critical time point during the
multisession acquisition when these receptors might
play a specific role. The surprising result of the initial
experiment was that not only did the NMDA receptor
antagonist, MK-801, disrupt performance of a well-
trained spatial task but the rats continued to show a
decrement on the subsequent trial, 24 h later. Follow-
up experiments showed that posttrial injections of the
antagonist up to 2 h after the training trial likewise
induced the performance decrement the following
day. Given our long-standing interest in the dynamics
of memory retrieval and recovery from amnesia, we
interpreted these unexpected results within Lewis’ con-
ceptual framework of ‘cue-dependent amnesia.’ Since
there were no previous reports of long-lasting effects of
MK-801, we performed a series of experiments to con-
firm that a well-consolidated spatial memory, acquired
over many days, reactivated by a single errorless trial,
was somehow dependent upon intact NMDA receptors
to maintain stability. The memory deficit was robust, in
that there was no spontaneous recovery 48 h later
(Przybyskawski and Sara, 1997, Exp4). Amnesia was,
however, only partial, in that drug-treated rats could
relearn the task and attain asymptotic levels of perfor-
mance in only a few massed trials (Przybyskawski and
Sara, 1997, Exp3). Extrapolating from these data, we
suggested that

memory is reconsolidated, so to speak, each time it is

retrieved and these reconsolidation processes are

dependent on the NMDA receptor for at least 2 h

after the reactivation. (Przybyskawski and Sara, 1997,

p. 245)

To our knowledge, this is the first use of the term
‘reconsolidation’ in the literature in relation to the
well-established phenomenon of cue-dependent
amnesia.

30.4.2 Role of the Noradrenergic System

We went on to investigate the role of beta-adrenergic
receptors in this putative reconsolidation process and
showed that postreactivation, a systemically injected
beta antagonist, propranolol, induced amnesia in the
spatial memory task protocol. Memory had to be
reactivated by a single reminder trial for the drug to
induce amnesia, expressed 24 h later.

As the spatial discrimination task is acquired over
many trials, it does not lend itself to comparison of
the temporal dynamics of postretrieval reconsolida-
tion with that of postacquisition consolidation. This
is an essential step in establishing that reconsolida-
tion involves cellular processes similar to those
occurring during the initial consolidation. Injection
of propranolol after reactivation of a single-trial pas-
sive avoidance task also induced amnesia. In this case
the effect of the beta receptor antagonist was even
more robust after reactivation than after original
training (Przybyskawski et al., 1999, Figs. 4 and 5).

Both the spatial memory task and passive avoid-
ance memory formation depend upon hippocampal
activity. To investigate the temporal dynamics of
NMDA and beta receptors in reconsolidation in a
task that does not involve the hippocampus, we used
a simple, rapidly learned odor-reward association
task (Tronel and Sara, 2002). Rats were extensively
handled, mildly food deprived, and familiarized with
the palatable reinforcement. Three sponges, each
impregnated with a different odor, are arranged
symmetrically within a wooden box; the spatial con-
figuration of the sponges within the box are changed
from trial to trial. Chocokrispies are hidden in the
hole of the sponge with the target odor. The response
is measured as a nose poke into the correct hole. Rats
are very proficient at this task, learning the three-way
discrimination in only three trials (for further details
see Tronel and Sara, 2002). Intracerebroventricular
(ICV) injections of an NMDA receptor antagonist
induce amnesia not only when the injections are
made immediately after learning (Tronel and Sara,
2003) but also when drug treatment is administered
after a reminder cue consisting of the target odor
presented in the experimental context (Torras-
Garcia et al., 2005). In this task, ICV injection of
beta receptor antagonists induces amnesia when the
injection is made within a narrow time window
around 2 h after learning, and the rat is tested 48 h
later (Figure 2, top). Quite strikingly, the same tem-
poral dynamic of involvement of beta receptors is
seen after memory reactivation (Figure 2, bottom);
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thus, the noradrenergic system appears to be
involved in a late phase of memory consolidation,
and again in reconsolidation (Tronel et al., 2004).

Based on the data from these studies, we proposed
that treatment with propranolol in conjunction
with psychotherapeutic memory reactivation could
serve to attenuate the compulsive traumatic memories
associated with posttraumatic stress disorder
(Przybyskawski et al., 1999).

30.5 Rebirth of Reconsolidation

These pharmacological data, showing cue-dependent
amnesia effects of NMDA and beta antagonists,
merely confirmed and extended results obtained by
many others nearly three decades earlier. Donald
Lewis had proposed, in light of the large amount of
data already available at this early date, to replace the
consolidation paradigm by a conceptual framework of
active and inactive memory in labile and stable states

and to open the way for a more cognitive interpreta-
tion of amnestic syndromes (Lewis, 1979). It is truly
ironic that the Lewis cue-dependent amnesia studies
are at the origin of the current ‘reconsolidation’
hypothesis, as it is clear that the phenomenon of
postreactivation lability cannot be understood by a
simple extension of the consolidation concept. The
problem is that cue-dependent amnesia is not pre-
dicted by the consolidation hypothesis and is, in fact,
in direct contradiction of it. Neither Lewis nor his
contemporaries used the term reconsolidation, and
they were generally not interested in such questions
as ‘‘does reconsolidation recapitulate consolidation?’’
Their aim had been merely to show that the amnesia
gradient did not reflect the duration of a consolidation
process and that consolidation was not a unique event.
Memory was labile when in an active state, and labi-
lity was not time bound to acquisition. Indeed, the
initial series of experiments was explicitly designed
by Lewis and colleagues to challenge the interpreta-
tion of retrograde amnesia as consolidation failure and
to inspire a more cognitive interpretation of memory
function and dysfunction.

Nevertheless, there has been a surge of interest in
‘reconsolidation’ initiated by elegant experiments
from the Ledoux laboratory. These investigators
found that amnesia could be obtained after reactiva-
tion of conditioned fear by injecting, directly into the
amygdala, the protein synthesis inhibitor anisomycin
(Nader et al., 2000). The results obtained were simi-
lar to those of Judge and Quartermain (1982), except
that now the protein synthesis inhibition was limited
to a structure that is part of the neural circuit under-
lying the fear conditioning.

30.6 Neurobiological Substrates and
Boundaries of Reconsolidation

The decade since this report has seen a proliferation
of studies of cue-dependent amnesia that fall into two
categories. One approach has been to study the cel-
lular and molecular processes implicated in putative
reconsolidation and to investigate to what extent
they recapitulate consolidation processes occurring
after initial learning. The second, and by far the more
controversial, approach lies in an attempt to firmly
establish (or repudiate) reconsolidation as a real phe-
nomenon in memory processing by delineating the
‘boundaries’ within which cue-dependent amnesia
can be obtained and sustained.
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Figure 2 Retention performance in terms of latency to
find the reward in an odor-reward association task 24h after

learning (top) or 24 h after memory reactivation by a brief

exposure to the CS in the experimental context (bottom).

Rats were injected with saline (white bars) or a beta receptor
antagonist (red bars) at times indicated after training. There

was a narrow time window at 2 h after training when the

initial memory required beta receptors and a strikingly
similar time window after reactivation when the drug

treatment was effective in producing amnesia. Adapted

from Tronel S, Feenstra MG, and Sara SJ (2004)

Noradrenergic action in prefrontal cortex in the late stage of
memory consolidation. Learn. Mem. 11: 453–458.
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30.6.1 Neurobiological Substrates

The search for cellular and molecular substrates of

reconsolidation has produced a myriad of results deli-

neating neuromodulatory systems, neurotransmitters,

intracellular signaling pathways, transcription factors,

and brain regions that are necessary for both posttrain-

ing and postretrieval memory stabilization. Others

seem to be specific to one or the other stage of mem-

ory processing. For example, NMDA receptors are

necessary for both consolidation and reconsolidation

across tasks and species (Pryzbyslawski and Sara, 1997;

Pedreira et al., 2002; Torras-Garcia et al., 2005; Akirav

and Maroun, 2006; Lee et al., 2006). The role of beta

noradrenergic receptors, on the other hand, seems to

be restricted to postretrieval memory processing

(Roullet and Sara, 1998; Pryzbyslawski et al., 1999;

Debiec and LeDoux, 2006; Diergaarde et al., 2006).

Early implication of the transcription factor cAMP

response element binding protein (CREB) in the sta-

bilization of both new and reactivated fear memory

was established by experiments using transgenic mice

with inducible and reversible CREB repressor (Kida

et al., 2002). This burgeoning literature concerning

neurobiological substrates of postretrieval memory

processes, focusing, for the most part, on intracellular

cascades and immediate early gene expression, has

been subject to several recent comprehensive reviews

(Dudai and Eisenberg, 2004; Alberini, 2005; Alberini

et al., 2006).

30.6.2 Boundaries of Reconsolidation

It is becoming increasingly evident, as the literature

grows, that the same old questions raised during

the consolidation era, concerning the nature of the

memory deficit after an amnestic treatment, persist,

although the discussion lacks the strong polemics of

the past generation. Does the amnestic agent block

consolidation, or now reconsolidation, or does it

impair retrieval (See Chapter 31)? The single-trial

inhibitory avoidance protocol that was used almost

exclusively in earlier consolidation studies has been

replaced by a simplified version of conditioned fear,

in which a CS is associated with footshock to produce

a conditioned emotional response measured as freez-

ing behavior. The protein synthesis inhibitor,

anisomycin, has largely replaced ECS as the generic

amnestic agent in these reconsolidation boundary

studies.

30.6.2.1 A note on the action

of anisomycin

The increasing use of anisomycin as a generic amnes-
tic agent to study boundaries and temporal dynamics
of postretrieval memory processing is based on the
widely held assumption that de novo protein synthesis
is the final step of the intracellular cascade triggered
by a learning or retrieval event and necessary for the
consolidation or reconsolidation of long-term mem-
ory. This recent literature largely ignores the fact
that caution was urged by the early users of protein
synthesis inhibitors as amnestic agents in behavioral
experiments, because of toxicity and ability to induce
behavioral aversion. Thus, special care must be taken,
especially in avoidance experiments, to dissociate
aversive and amnestic effects of the drugs on
behavior (Squire et al., 1975; Davis et al., 1980).
Furthermore, several early investigators provided
evidence that memory impairment attributed to pro-
tein synthesis inhibitors could be accounted for, at
least in part, by specific effects on brain catechola-
mine systems (Flexner and Goodman, 1975;
Quartermain et al., 1977; Flood et al., 1980; Altman
and Quartermain, 1983; Davis and Squire, 1984, for
review). These data take on particular importance in
the light of several recent studies reporting the
amnestic effects of the beta adrenergic antagonist
propranolol after memory retrieval (see preceding
paragraph).

More recent literature has underlined the fact that
anisomycin activates the MAPkinase intracellular
signaling pathway and causes apoptosis at doses
lower that those that inhibit protein synthesis
(Routtenberg and Rekart, 2005; Rudy et al., 2006).
So, while the behavioral deficits associated with
administration of anisomycin after memory reactiva-
tion are quite reliable, they may be caused by effects
other than the inhibition of protein synthesis. This
underlines the caveats inherent in elaborating a the-
ory of memory function relying exclusively on a
single paradigm that includes fear conditioning and
anisomycin-induced amnesia.

30.6.2.2 Permanence of cue-dependent

amnesia?

Is thememory deficit permanent, or is there spontaneous
recovery or the possibility of recovering the memory
by further treatments or reminders? Quartermain
showed early on that postretrieval anisomycin-induced
memory deficits in mice were less persistent than the
deficits obtained by the same dose administered after
training (Judge and Quartermain, 1982). They found
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spontaneous recovery of memory in mice 4 days
after the reactivation-drug treatment, while behav-
ioral expression of amnesia was still present in those
mice receiving the anisomycin after training. In
more recent studies, in mice submitted to context
fear conditioning and systemic injection of anisomy-
cin, amnesia is durable after acquisition, but after
reactivation it is necessary to use repeated injec-
tions, and the amnesia is transitory (seen at 1 day
but not at 21 days; Lattal and Abel, 2004; Prado-
Alcala et al., 2006). Spontaneous recovery from
cue-dependent amnesia has been confirmed by
others using either systemic or locally injected
anisomycin in rats, mice, chicks, or fish (Anokhin
et al., 2002; Eisenberg and Dudai, 2004; Power et al.,
2006). On the other hand, at least one group reports
persistent amnesia even several weeks after retrieval
and treatment by anisomycin (Duvarci and Nader,
2004). These discrepancies are similar to those
reported decades ago concerning the nature and
permanence of the memory dysfunction in experi-
mental amnesia studies, as discussed above.
Moreover, the same logical objection voiced by
Warrington and Weiskrantz (1970) years ago can
be raised here. Experimental amnesia studies are
fatally flawed from the outset, since it is not possible
to prove the null hypothesis (i.e., the absence of a
memory trace).

30.6.2.3 Age and strength of the memory
The ease with which cue-dependent amnesia can be
obtained may depend upon the age and the strength of
the memory. Newer memories appear to be more
susceptible to disruption after their retrieval than
are older memories (Milekic and Alberini, 2002;
Eisenberg and Dudai, 2004; Suzuki et al., 2004).
Moreover, the strength of the memory, as revealed
by the probability of its behavioral expression,
also determines its vulnerability at retrieval. This has
been shown by manipulating the number of unrein-
forced reminder trials to yield either reactivation or
extinction (Eisenberg et al., 2003; Stollhoff et al., 2005).
With a weak memory, resulting from a single training
trial, in a conditioned taste aversion task, unreinforced
presentation of the CS results in extinction. If this is
followed by an amnestic treatment, extinction is
blocked, and retention for initial learning is expressed
at retention test. If the initial memory is strong, pre-
sentation of the CS reactivates the memory, rendering
it labile, and amnesia is expressed at retention test
(Eisenberg et al., 2003).

Another way to shift from retrieval to extinction
in behavioral control is to modify the duration or the
repetition of the cuing episode: a brief retrieval will
reactivate the memory, making it labile. A long or
repeated retrieval will lead to extinction (i.e., new
learning, with its requirement for consolidation).
Using a fear conditioning to context protocol,
Suzuki et al. (2004) show that there is no amnesia
with brief exposure to the CS (1min), amnesia with a
moderate exposure (3min), or retention with a long
CS exposure (30min). This retention is interpreted
as an amnesia for the extinction induced by the 30-
min unreinforced CS exposure. Interestingly, they
observe that the effective duration of cuing to induce
lability increases with either the strength or the age
of the memory.

30.6.2.4 Task- and species-related
boundaries

Although most of the studies of cue-dependent
amnesia use fear conditioning, the phenomenon can
readily be obtained after different forms of appetitive
and aversive learning in many species: rodents (Lewis
et al., 1972; Lewis and Bregman, 1973; Pryzbyslawski
and Sara, 1997; Pryzbyslawski et al., 1999; Torras-
Garcia et al., 2005; Wang et al., 2005; See Chapter
29), and even in the honeybee (Stollhof et al.,
2005), crab (Frenkel et al., 2005), slug (Sangha
et al., 2003), and snail (Gainutdinova et al., 2005;
Kemenes et al., 2006). Behavioral tasks used in
these studies have included conditioned taste
aversion (Eisenberg et al., 2003; Gruest et al.,
2004a,b), object recognition (Kelly et al., 2003),
inhibitory avoidance (Milekic and Alberini,
2002), instrumental incentive learning (Wang et al.,
2005), odor reward association (Torras-Garcia et al.,
2005), and eyelid conditioning (Inda et al., 2005).
Moreover, at least in the case of rodents, this aspect of
memorization is already present at the beginning of life,
showing that it is a fundamental aspect of memory
(Gruest et al., 2004a,b).

Despite generality of the cue-dependent amnesia
phenomenon across species and tasks, some impor-
tant constraints have recently been reported.
Biedenkapp and Rudy (2004) attempted to induce
amnesia by injecting anisomycin after reactivating a
memory for a context. Rats received six massed
exposures to a specific context in which they would
be later receive tone–shock fear conditioning. In this
particular protocol, the context preexposure is neces-
sary for the rat to subsequently learn the tone–shock

Reconsolidation: Historical Perspective and Theoretical Aspects 657



association. The authors clearly showed that intra-
hippocampal anisomycin induces amnesia for the
context when injections are made immediately after
the preexposure. However, they failed to obtain cue-
dependent amnesia if the injections were made after a
5-s or a 1-min reactivation of the context memory.
One explanation that they offer to account for their
negative findings is the ‘significant event hypothesis.’ A
significant event is one that has been associated with a
reinforcement, giving it predictive value. This hypoth-
esis is quite appealing in light of the strong evidence for
a major role for the locus-coeruleus noradrenergic sys-
tem in memory retrieval and putative reconsolidation
processes, as discussed above. It would take a ‘signifi-
cant event’ to elicit the attention or arousal response
associated with the activation of neuromodulatory sys-
tems (Sara, 1985, 1991; Bouret and Sara, 2004, 2006).

A related determinant of the lability of a reacti-
vated memory is the extent to which a new encoding
mode is solicited at the time of retrieval (Morris et al.,
2006). These authors show that a reactivated spatial
reference memory, learned in the water maze over
several days, is not susceptible to amnesia induced by
injection of a protein synthesis inhibitor into the
hippocampus. It is only when new information must
be integrated into the existing memory that amnesia
follows such injections. These data fit nicely with
the ‘significant event’ hypothesis. New information
requiring behavioral adaptation should elicit atten-
tion and activate neuromodulatory systems necessary
for stabilization of the reorganized memory.

30.6.2.5 A note on the problem with

negative results

Cue-dependent amnesia studies lead to the conclu-
sion that memory in an active state is labile and can
be disrupted by a wide range of treatments, many
of which are effective in producing amnesia
when applied after new learning, as well. If an animal
expresses amnesia after training and amnestic
treatment, one concludes that memory consolidation
was blocked by the treatment. If the memory is
subsequently expressed after a reminder or a phar-
macological treatment, one must conclude that the
trace was there, but for some reason the animal could
not express it behaviorally. What about possible out-
comes of experiments evaluating the putative
reconsolidation processes? There the amnestic
agent is applied after a reminder that is supposed to
reactivate the memory. If the rat expresses amnesia
on a retention test, can it be taken as proof that the
treatment erased or weakened the reactivated, labile

trace by preventing reconsolidation? Suppose the
memory is expressed at some later test? Or after a
reminder? So, as Weiskrantz warned, we are faced
with the impossible challenge of proving that the
memory trace does not exist. When no cue-
dependent amnesia is expressed on the retention
test, there are several possible conclusions: (1) the
amnestic agent was not effective in blocking recon-
solidation because of, for example, inappropriate
dose, (2) the reactivation treatment was not sufficient
to elicit the memory to put it into an active labile
state, or (3) postreactivation reconsolidation pro-
cesses are not necessary.

30.7 Beyond Cue-Dependent
Amnesia: Retrieval Strengthens
Memory

This large body of literature concerned with cue-
dependent amnesia confirms the lability of a memory
trace after its reactivation, but it should not lead to
the counterintuitive conclusion that retrieval weak-
ens memory. Memory lability has always been easier
to document behaviorally through amnesic rather
than through promnesic treatments, which is why
most investigators have chosen this research strategy.
We know, however, that retrieval of memory does
not usually result in wiping it out or even weakening
it. On the contrary, a high level of attention or
arousal during retrieval, a more likely real-life sce-
nario, should reinforce the labile active memory.
Remembering, especially when it involves effortful
retrieval, usually occurs in an attentive, motivated
behavioral state. During such states, neuromodula-
tory systems are activated (Bouret and Sara, 2004),
releasing noradrenaline, dopamine, and other neuro-
modulators in the forebrain structures involved in the
ongoing sensory processing and retrieval. These neu-
romodulators act to promote synaptic plasticity and
trigger intracellular processes leading to new protein
synthesis, upon which stable long-term memory is
dependent (Sara, 2000a,b).

30.7.1 Cue-Dependent Enhancement

30.7.1.1 Enhancement by MRF

stimulation

Although the strengthening of a memory trace by
repeated remembering seems intuitively valid, experi-
mental documentation of retrieval-associated memory
improvement is rather sparse. There are a few reports
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of marked improvement of memory in the rat when
retrieval is accompanied by arousal. Experiments by
DeVietti et al. (1977) demonstrated that electrical
stimulation of the mesencephalic reticular formation
(MRF), which improves memory consolidation when
administered within a short time after acquisition,
improved memory for a well-consolidated condi-
tioned fear response when it was applied after
memory reactivation. The reactivation treatment con-
sisted of a 15-s exposure to the tone in the training
chamber; the rat was tested 24 h later. The shorter the
interval between the reactivation and the MRF stim-
ulation, the better the memory enhancement, the
temporal gradient of efficacy being strikingly similar
to the postacquisition gradient (Figure 3).

30.7.1.2 Enhancement by activation of the

noradrenergic system
It has been shown repeatedly that stimulation of
the noradrenergic system will enhance memory re-
trieval when given before the retention test (reviewed
above), but it is only recently that the effects of

pharmacologically increasing noradrenergic tonus on
putative reconsolidation processes have been inves-
tigated. The alpha 2 receptor antagonist, idazoxan,
increases firing of noradrenergic neurons of the locus
coeruleus twofold at a dose that has no detectable effect
on overt behavior such as locomotor activity (Sara,
1991). Rats were trained in the odor-reward association
task used in the timolol studies described above. Forty-
eight hours later, they were exposed to the odor in a
neutral cage, located in the experimental room. This
was followed by an injection of idazoxan; control rats
were handled in the colony room before injection.
Idazoxan enhanced performance when the rat was
tested 48 h later, but only when the injection was
given after memory reactivation (Figure 4). These
data complement studies showing cue-dependent
amnesia induced by beta adrenergic antagonists, dis-
cussed earlier. Together they lend support to the
notion that the locus-coeruleus-noradrenergic system
is activated by cues associated with target memories
and contributes to the postreactivation stabilization or
reinforcement of the memory (Sara, 2000b; see also
Sara, 1985).
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Figure 3 Retention performance in a lick suppression task after training and electrical stimulation of the mesencephalic

reticular formation (MRF) (left) or after memory reactivation by the tone conditioned stimulus and (MRF) stimulation (right). In each
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treatment was effective in improving retention when applied up to 30min after training; behavioral performance of rats stimulated

after that was indistinguishable from that of NS rats. Note the striking similarity between the temporal gradient of efficacy after
training and after reactivation. Figure adapted from Devietti TL, Conger GL, and Kirkpatrick BR (1977) Comparison of the

enhancement gradients of retention obtained with stimulation of the mesencephalic reticular formation after training or memory

reactivation. Physiol. Behav. 19: 549–554, with permission from Elsevier.
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30.7.1.3 Enhancement by activation of

PKA

The beta adrenergic receptor is one of a family of
receptors positively linked to G proteins that serve to
activate the cyclic AMP intracellular signaling cas-
cade, leading to gene induction by the transcription
factor CREB. The resulting de novo protein synthesis
is thought to be essential for the stabilization of long-
term memory. Activation of protein kinase A (PKA)
is an important step in this cyclic AMP intracellular
signaling cascade. A recent study by Tronson et al.
(2006) has shown that pharmacologically activating
PKA within the rat amygdala can facilitate fear mem-
ory if and only if the memory has been reactivated by
a reminder. These results, taken together with the
studies showing enhancement of reactivated memory
by beta adrenergic agonists, lend support to the
notion that the noradrenergic system, activated at
retrieval, serves to reinforce memories rendered
labile by reactivation.

30.7.2 Clinical Significance of
Cue-Dependent Enhancement

Clinical syndromes such as posttraumatic stress dis-
order (PTSD), phobias, obsessive compulsion, and
craving in addiction share the common feature of
underlying compelling, persistent memories. The
possibility that memory may be rendered labile
under controlled conditions has broad therapeutic

applications for these disorders, accounting for the
increasing number of investigators interested in this
aspect of memory.

In particular, the susceptibility of reactivated mem-
ories to noradrenergic manipulation sheds some light
on the underlying mechanisms of pathological persis-
tence of memory. In the case of PTSD, it has already
been established that there is greater noradrenergic
(NE) activity under baseline conditions in patients
with chronic PTSD than in healthy subjects, with a
direct relationship of NE activity to the severity of the
clinical syndrome (Geracioti et al., 2001). Further
activation of this system during stress could recreate
the internal state induced by the original trauma and
thereby reinstate the memory (Grillon et al., 1996).
The demonstrated role of the intracellular pathway
activated by this system in reinforcing reactivated
memories (Tronson et al., 2006) suggests that the
memory recalled in the presence of a high level of
NE will be reinforced each time (see also Figure 3).

The potential usefulness of noradrenergic
receptor–blocking agents in PTSD has already been
pointed out by Cahill (1997), who suggested that
treatment with beta blockers as soon as possible
after the traumatic event might prevent the develop-
ment of PTSD. The recent ‘rediscovery’ of the
phenomenon of lability of memory in its active
state adds a new dimension to this potential use.
Treatment with beta receptor antagonists, at the
time of spontaneous or clinically elicited reinstate-
ment of the traumatic memory, should serve to
attenuate the active memory by blocking reconsoli-
dation processes (Przybyskawski et al., 1999).

30.8 New Look at Retrieval and
‘Reconsolidation’

Memory only lends itself to study through its retrieval;
as William James underlined more than a century ago,
‘‘the only proof of there being retention is that recall
actually takes place’’ (James, 1892). Although some
memory retrieval is likely to occur spontaneously as
a result of random fluctuations of network activity in
the brain, retrieval is usually brought about with effort,
as a result of integration of incoming environmental
information with the ‘memory network’ driven by that
information (Tulving and Thomson, 1973). It follows
from this that the formation of new memories will
always be made on the background of retrieved infor-
mation. Recent functional imaging studies in humans
are, indeed, confirming these earlier theoretical
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speculations (e.g., Nyberg et al., 1996a,b; Cabeza et al.,
2002;). They are providing clear evidence that it is
memory of the past that organizes and provides mean-
ing to the present perceptual experience. Borrowing
Tulving’s terminology, new episodic memory, to be
remembered in a meaningful way, must be consolidat-
ed within a preexisting semantic memory (Tulving,
2002).

This analysis does not allow a clear demarcation
between consolidation and retrieval processes, and in
this view, it can be assumed that every retrieval
operation should trigger a reconsolidation process.
This is a view similar to that of Spear, although he
never used the term ‘reconsolidation’ (Spear and
Mueller, 1984). It follows from this that retrieval
will change the information content of the ‘trace’
such that memory can be viewed as an emergent,
dynamic, adaptive property of the nervous system.
It is in that sense that

Everything flows and nothing abides; everything

gives way and nothing stays fixed.
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31.1 Retrieval from Memory

The field of learning and memory has traditionally
emphasized acquisition and storage as the critical
determinants of learned behavior (See Chapter 1). In
the field of associative learning, this orientation is
clearly evident in Pavlov’s work, which suggested
that spreading activation between nodes was necessary
for memory formation (Pavlov, 1927). Similarly, Hebb
(1949) proposed that experiencing a learning event
temporarily activates certain neural circuits that,
while active, strengthen the synaptic connections that
constitute the basis for that experience becoming per-
manently stored in memory. This emphasis on
acquisition and storage can be seen at many different
levels of analysis. For instance, in the human memory
literature, Craik and Lockhart (1972) proposed that the
acquisition and storage of new information would cre-
ate a more durable memory trace if processing during
the acquisition (i.e., study) phase occurred at a rela-
tively deep level (i.e., more integrative semantic than
superficial phonetic). As another example, the
Rescorla–Wagner rule for the formation of associations
assumes that competition between stimuli trained
together in a Pavlovian conditioning preparation
occurs exclusively during the training phase
(Rescorla and Wagner, 1972). All these views share
the common assumption that any disruptive manipu-
lation that occurs during training will inevitably result
in that learned information being permanently lost and

unavailable in future encounters within a similar situa-
tions. The influence of this view is so pervasive that the
term learning itself for some researchers represents the
totality of information processing underlying stimulus-
specific changes in behavior resulting from prior
experience. This use of the term discourages consid-
eration of any of the postacquisition processing that
may also be necessary to see learned behavior. By
definition, learning is the process by which experience
is encoded and results in stimulus-specific changes in
behavior that can be observed later. By memory, we are
referring to any stimulus-specific permanent change in
the brain (structural and chemical) resulting from past
experience that allows usage of that previous experi-
ence on future occasions. Finally, retrieval is the
process of reactivating an established memory so
it can influence ongoing behavior, and thus we will
argue that retrieval is a key component of memory
performance.

In the early 1960s, however, a number of studies
showed that information thought to be lost or not
encoded was still available, provided that the appro-
priate retrieval cues were presented at the time of
testing (see Tulving and Thomson, 1973, for a
review). In other words, these studies suggested that
memory deficits typically thought to result from
processing limitations during training could be
recovered at the time of testing. These experiments,
conducted primarily with human subjects, provided a
strong rationale for investigating a critical stage in
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the information processing stream: retrieval from
memory. In most of these experiments, subjects
were presented with material to be learned (encod-
ing) and subsequently evaluated to determine the
conditions under which that information could be
retrieved and brought to bear on response generation.
As a result of this research, the emphasis on encoding
that dominated the early stages of human memory
research shifted to also encompass retrieval mecha-
nisms. Interestingly, these observations with human
subjects promoted changes in the study of animal
memory. A vast amount of data concerning retrieval
processes has been gathered from nonhumans since
the late 1960s, and ever since, the notion of retrieval
has proven to be a useful heuristic for the study of
memory phenomena.

This chapter will focus on memory research with
nonhuman animals. In the first section, we will
review the empirical evidence suggesting that defi-
cits in memory tasks do not necessarily reflect a
deficit in acquisition or storage. Specifically, we will
summarize representative experiments in which
memory deficits are observed after changes in the
internal state of the organism, or the administration
of amnesic treatments such as electroconvulsive
shock or protein synthesis inhibition. Moreover, we
will review recent evidence suggesting that already
consolidated memories, when reactivated, undergo a
new period of vulnerability, so-called reconsolida-
tion. Importantly, memory deficits can also be
obtained by manipulating the amount of information
presented either during training of the target mem-
ory (cue competition) or by presenting additional
information at other points in the study (interfer-
ence). Cue competition and memory interference
experiments have also contributed evidence con-
cerning the role of encoding and retrieval of
memory and therefore will also be analyzed in this
section. In the second part, we will summarize how
these observations led to the development of memory
models that account for a wide range of phenomena.
As is the case in most scientific disciplines, there is no
single approach that accounts for all the empirical
evidence available. Therefore we will review three
models that address the phenomena described in the
first section. The first general framework is that pro-
posed by Spear in the late 1970s that explains
memory deficits induced by changes in the context
or insufficient retrieval cues at the time of test. The
second retrieval framework we will review is focused
on associative phenomena originally thought to
reflect learning deficits. As we will see, these deficits

are easily anticipated in a framework that emphasizes
retrieval mechanisms. The third framework is that
proposed by Bouton to explain several characteristics
of extinction that are important to understand some
anxiety disorders in human populations (See Chapter
29). Lastly, we will briefly review neurobehavioral
studies in which the physiological substrates of mem-
ory retrieval have been investigated. The importance
of these studies lies in the fact that inquiries into the
neurobiological basis of memory are inspired by be-
havioral models, such as the ones we describe in the
section titled ‘Theories of memory retrieval.’

31.2 Empirical Evidence

Several key empirical observations suggest that
numerous deficits in acquired behavior result from
information processing that occurs when subjects are
tested rather than when they acquire or store informa-
tion. Critical here is the fact that, theoretically
speaking, if information is inadequately acquired or
is not retained, then that information will not be
available to influence the animal’s behavior in any
test situation. In contrast, the following observations
suggest that the target information has often been
sufficiently encoded and stored, but a processing def-
icit occurs when the information is evoked, which
translates into decreased performance at the time of
testing. We will review decrements in retrieval that
arise from natural changes in the organism’s internal
state and from changes in the state of the external
environment between training and testing, as well as
those that arise in the laboratory as a result of pro-
grammed invasive manipulations (i.e., experimentally
induced amnesia). Moreover, we will review recent
evidence suggesting that memories that are retrieved
from an inactive state could be subject to new con-
solidation processes, so-called reconsolidation (See
Chapter 30). Finally, we will review demonstrations
of recovery from performance deficits arising in situa-
tions in which multiple cues are simultaneously
present during training (cue competition) and from
exposing subjects to select nontarget information
removed from target training (stimulus interference).

31.2.1 Changes in the Organism’s Internal
State

One of the earlier observations that suggested a def-
icit in retrieval was state-dependent learning. State-
dependent learning refers to the observation that
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when the internal state of the organism is different at
testing than it was at training, acquired performance
is impaired (Overton, 1964). Operationally, state-
dependent learning is observed when subjects experi-
ence training under one of two internal states (a state
induced by the presence or absence of a drug in
Overton’s case) and tested under the opposite inter-
nal state. The common finding is that when subjects
are trained in a nondrug state and tested in a nondrug
state, behavior consistent with training is observed.
Conversely, if subjects are trained while in a drug-
induced state (e.g., amphetamine) and tested while
not in a drug state, a decrement in performance is
typically observed. This decrement could easily be
accounted for by a deficit in learning, perhaps due
to the drug-altering perceptual processes or the
encoding of information. Similar decrements in per-
formance are observed when subjects are trained
while undrugged and tested while drugged. These
decrements can be accounted for by perceptual pro-
cesses at the time of testing. However, subjects
trained under a drugged state and tested under the
same drugged state do not always show a decrement
in memory performance. This suggests that the
observed performance decrements often result from
retrieval deficits due to a change in the internal state
of the organism (Spear, 1978). If the internal state of
the subject during testing is the same as during train-
ing, regardless of whether it is a state induced by
administration of a drug, performance consistent
with training is observed. State-dependent learning
has been observed in a wide range of memory tasks
and with states induced by several different
drugs, such as amphetamine, alcohol, and morphine
(Overton, 1972, 1985), and also emotional states
induced by various manipulations (for a review, see
Overton, 1985). Obviously state-dependent learning is a
misnomer; the phenomenon would more accurately
be called state-dependent retrieval.

Another example of state-dependent learning that
can be understood as a retrieval failure is the Kamin
effect (Kamin, 1957, 1963). This effect typically has
been observed in avoidance tasks in which subjects
show poor retention of avoidance training when they
are tested at intervals ranging from 1 to 6 h after
training. The interesting observation is that such
poor retention is not observed if subjects are tested
a half hour after training or more than 24 h after
training. In other words, subjects show a U-shaped
retention function, with retention being good imme-
diately after training and at later intervals, but not
between 1 and 6 h after training. This U-shaped

function has been viewed as the result of memory
retrieval being dependent on the internal state of the
organism. A more specific hypothesis was based on
the fact that most of these demonstrations of the
Kamin effect used aversively motivated tasks, which
are known for their capacity to induce a stressful
internal state. Moreover, the release of a hormone
closely correlated with stress, adrenocorticotropic
hormone (ACTH), is inhibited relatively soon after
a stressful experience (McEwen and Weiss, 1970).
Researchers reasoned that, because of ACTH inhibi-
tion, the internal state of the subjects from 1 to 6 h
after training was different from the internal state
during training, leading to a failure to retrieve the
appropriate information required to perform in the
task. Consistent with this interpretation, exposing
subjects to foot shocks immediately before testing
overcame the deficient retention observed at inter-
mediate test intervals (Klein and Spear, 1970).
Moreover, exposure to other stressors, such as
immersion in cold water for 2min, also alleviated
the intermediate interval deficit in retention (Klein,
1972). Note that this stressor was unrelated to the
training situation in terms of external, sensory attri-
butes of the memory (other than being stressful), but
it apparently restored the internal state that was
temporarily inhibited after the original stressful
experience. Importantly, the cold water bath had no
effect at other retention intervals, suggesting that the
effects are not related to overall activation or
motivational effects of the stressor (Klein, 1972).
Presumably, exposure to either foot shock or cold
water provided subjects with an internal state
(ACTH release) that corresponded to that of training
and consequently alleviated the deficit observed at
intermediate intervals. Moreover, this deficit in
retention was also alleviated if subjects were infused
with ACTH into the lateral anterior hypothalamus or
if the same structure was electrically stimulated
(Klein, 1972). More recently, Gisquet-Verrier and
colleagues observed an alleviation of the Kamin
effect when they exposed subjects simultaneously to
the conditioned stimulus (CS) and the training
context in a brightness-discrimination avoidance
task 7.5min before an intermediate interval test
(Gisquet-Verrier et al., 1989; Gisquet-Verrier and
Alexinsky, 1990). Overall, all of these demonstrations
suggest that the Kamin effect can be alleviated if (a)
the subject’s internal state is restored (either by
administration of ACTH or exposure to a stressor),
or (b) the appropriate retrieval cues (such as the CS
and the training context) are presented before testing.
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Similar recovery effects have been found when
retention deficits were induced with hypothermia.
Specifically, subjects showed impaired retention if
they were immersed in cold water immediately
after training (Vardaris et al., 1973). However, if
they were recooled before testing, no impaired reten-
tion was observed (Hinderliter et al., 1976; Mactutus
and Riccio, 1978). These results have been inter-
preted as arising from a retrieval failure if there is a
mismatch between training and testing in the sub-
ject’s internal state. Consistent with this explanation,
administering the recooling treatment immediately
before testing presumably alleviates the effects of the
hypothermic treatment by providing contextual cues
that were present close to the time of training.

31.2.2 Experimentally Induced Amnesias

The notion that deficits in acquired behavior result
from a processing deficit at the time of retrieval has
received additional support from experimental ma-
nipulations known to induce amnesia. It is important
to note that the three examples from the previous
section resulted from changes in the internal state of
the subject. In contrast to state-dependent learning
and the Kamin effect, in the studies reviewed later, a
performance deficit was induced by the administra-
tion of an amnestic agent. For example, if soon after
training subjects are administered an electroconvul-
sive shock (hereafter ECS; Duncan, 1949),
hypothermia (described earlier; Vardaris et al.,
1973), or protein synthesis inhibitors (e.g., Barraco
and Stettner, 1976), little behavior indicative of
retention is observed. These observations have
been taken by many as evidence that amnestic treat-
ments work by disrupting memory consolidation
(McGaugh, 1966, 2000; Gold and King, 1974).
Memory consolidation is defined as a time-depen-
dent process by which recent learned experiences are
transformed into long-term memory, presumably by
structural and chemical changes in the nervous sys-
tem (e.g., the strengthening of synaptic connections
between neurons). Support for this explanation
comes from the fact that the effects of amnestic
treatments are retrograde in nature, with recent
memories being more vulnerable than earlier mem-
ories to the amnestic treatment (e.g., Duncan, 1949).
The temporally graded nature of amnesia is
explained by the consolidation view in the following
way: After a given learning experience, memories
undergo a consolidation process that leaves the mem-
ory trace more stable as time passes. Following this

logic, the shorter the interval between training and

the administration of the amnestic treatment, the

larger the impact of the amnestic agent on the for-

mation of the memory trace.
Since the discovery of these amnestic treatments,

however, a number of observations have suggested

that, instead of disrupting the consolidation process,

these treatments might alter the memory’s retrieva-

bility, thereby rendering it inaccessible at the time of

retrieval. Evidence supporting this notion comes

from studies that reminded subjects of the original

episode. For example, Lewis et al. (1968) trained rats

in a passive avoidance task and immediately admi-

nistered amnesia-inducing ECS. They tested their

subjects 20 h later and observed that subjects that

received the amnestic treatment showed no behavior

indicative of the passive avoidance event; that is, the

amnestic treatment was effective in inducing amne-

sia. However, 4 h after training, they placed other rats

given the amnesic treatment immediately following

training in a separate compartment (different from

that of training) and administered a foot shock

(unconditioned stimulus – US), similar to the rein-

forcer used in training. When these subjects were

tested 20 h later in the training compartment, they

showed recovery from the amnestic treatment, as

evidenced by longer avoidance latencies. In other

words, when they exposed rats to a reminder of the

initial training experience, subjects’ performance

indicated that the memory trace was not altered by

the amnestic treatment. Subjects lacking original

training showed no effect of such reminder shocks.

Because this recovery effect could have been specif-

ic to the avoidance tasks involving stressful

situations, Miller et al. (1974) conducted a similar

study, but instead of using an aversive preparation,

they used an appetitively motivated task with

sucrose as a reinforcer. Interestingly, they reported

that, after the amnestic treatment, a foot shock did

not affect a recovery of memory. Moreover, they

showed that exposure to the sucrose solution follow-

ing the amnestic treatment reversed the retention

deficit induced by the amnestic treatment. Further

experiments demonstrated that exposure to the

training apparatus also recovered the memory ren-

dered silent by the amnestic treatment. Thus,

exposure to any of several elements from the train-

ing task restored access to the target memory,

whereas exposure to task-irrelevant stimuli, even if

they were of strong affective value, did not restore

memory.
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31.2.3 Reconsolidation

As part of the effort to understand and contrast
approaches to memory, studies of experimentally
induced amnesias gained popularity during the late
1960s and 1970s. This popularity was recently rein-
vigorated when new findings suggested that old
memories when reactivated need new (de novo) pro-
tein synthesis to become once again stable and
permanently stored in the brain (Przybyslawski and
Sara, 1997; Nader et al., 2000; See Chapter 30). This
phenomenon has been called reconsolidation. For
example, a day after Nader et al. exposed their rats
to simple CS!US pairings, they presented the CS
alone (which presumably reactivated the memory
trace for that association) and immediately infused
anisomycin (a protein synthesis inhibitor) into the
lateral and basal amygdala. When they tested subjects
1 day later, they observed decreased conditioned
freezing to the CS relative to anisomycin-treated
rats lacking the CS exposure on day 2, suggesting
that the memory trace that was activated needed new
protein synthesis to become stable again. These find-
ings brought back the question extensively debated in
the 1970s: Are memories destroyed or simply made
inaccessible after a retrieval manipulation followed
by an amnestic agent (e.g., Miller and Springer, 1973,
1974; Gold and King, 1974)? Several recent reports
suggest an answer to this question. For example,
Lattal and Abel (2004) observed that after reactivat-
ing a memory of contextual fear and administrating
systemic anisomycin, subjects showed decreased con-
ditioned freezing when tested 1 day later in the
training context. However, if the test was delayed
by 21 days (a standard retention interval used for
spontaneous recovery from extinction of fear mem-
ories), no effect of protein synthesis inhibition was
observed. In fact, Lattal and Abel observed that 21
days after anisomycin treatment, response to the
context was larger than that observed during
immediate retrieval (1 day after training). Other
recent studies also cast doubt on the generality of
the reconsolidation account because similar recovery
from retrieval-induced reconsolidation has been
observed (Anokhin et al., 2002; Fisher et al., 2004;
Power et al., 2006; but see Debiec et al., 2002; Duvarci
and Nader, 2004). Moreover, some studies did not
observe any immediate effect of anisomycin after
retrieval-induced reconsolidation (Lattal and Abel,
2001; Vianna et al., 2001; Biedenkapp and Rudy,
2004; Cammarota et al., 2004; Hernandez and
Kelley, 2004). Overall, these contradictory findings,

together with demonstrations of recovery from re-
trieval-induced amnesia after inhibition of protein
synthesis, show that further research is needed to
determine whether anisomycin erases the reactivated
memory or simply constrains future retrieval of the
memory. More generally, it is still unclear if amnestic
agents following initial training impair consolidation
(storage) or subsequent retrieval (e.g., Gold and King,
1974; Miller and Matzel, 2006).

Two points deserve further discussion here. First,
as recently pointed out by Rudy et al. (2006), aniso-
mycin also has other effects beyond inhibition of
protein synthesis, such as genetically programmed
cell death (apoptosis). Moreover, the apoptotic cas-
cade occurs at lower doses than those that are
necessary for the inhibition of protein synthesis.
Whether this is the main cause of the observed
amnesia remains to be determined, but it is note-
worthy that tests have not yet been conducted to
determine the role of apoptosis in experimental
amnesia. Second, a recent report from the same
laboratory that sparked early interest in reconsolida-
tion showed that memories activated indirectly by an
associate of the target cue do not undergo reconsol-
idation (Debięc et al., 2006). They trained rats in a
second-order conditioning preparation in which one
cue was paired with the US in a first phase
(CS1!US), and in a second phase another cue was
paired with the cue trained in phase 1 (CS2!CS1).
This procedure ordinarily results in conditioned
responding to CS2, presumably because when pre-
sented at test it retrieves a neural representation of
the US through an associative chain mediated by CS1
(or a direct CS2!UR link; see Rescorla, 1980, for a
discussion). Notably, Debięc et al. found that
responding to CS1 was not impaired after retrieval
through presentation of CS2 and subsequent admin-
istration of anisomycin. This suggests that the
reactivation treatment, at most, leaves only part of
the memory in a labile state, but alternatively the
entire content of the memory might not be substan-
tially altered.

In contrast to reconsolidation accounts of the
reconsolidation phenomenon, there are retrieval-
focused accounts of reconsolidation such as that pro-
posed by Millin et al. (2001). In line with Spear’s
(1973, 1978; see following discussion) views concern-
ing retrieval, Riccio and his collaborators have
proposed that when previously stored memories
are reactivated, reprocessing of the attributes of
these memories will take place for some time after
the reactivation episode. As a result, the internal

Retrieval from Memory 669



context provided by an amnestic treatment becomes
associated with the target memory. At test, the con-
text provided by the amnestic treatment is not
ordinarily present, and thus retrieval failure occurs.
Consistent with this account, amnesia induced by the
administration of anisomycin has been observed to be
alleviated if subjects are administered anisomycin
just prior to testing (Bradley and Galal, 1988).
Another explanation of this phenomenon has been
advanced by Miller and Matzel (2000; also see Nadel
and Land, 2000), who proposed that the amnestic
treatment produces a change in the memory repre-
sentation that interferes with retrieval itself, leaving
the memory trace silent after the administration of
the amnestic treatment. Regardless of the specific
version of the retrieval explanation for the reconsol-
idation phenomenon put forth, these alternative
views can be contrasted with reconsolidation
accounts by determining the extent to which amnes-
tic treatments really erase the memory trace or
simply render it inaccessible for future use. Based
on the recovery data presented earlier, the latter
alternative seems to be the more plausible at this
time (Prado-Alcalá et al., 2006).

Four points are important to keep in mind.
(1) Recovery from amnestic treatment is often
observed when subjects are exposed to a portion of
the event that had been presented during training.
Such reminder treatments are most effective soon
before testing, but sometimes have enduring effects
even when presented 24 h before testing. (2) Control
groups have demonstrated that the recovery is not
purely the result of altering stress levels in the sub-
ject. (3) Recovery can be obtained by reminding
subjects about the training situation not only with
the US, but also with other cues (such as contextual
cues or sometimes even the CS) that are part of the
target memory. (4) The effect of the reminder does
not result from new learning concerning the cue-
outcome relationship, as long as learning is defined
as receiving relevant new information from events in
the environment. Subjects exposed to the reminder
without any prior learning experience did not show
any evidence of relevant learning after the reminder
experience.

So far, we have argued that most impairments in
memory retention result at least in part from a
retrieval failure rather than an acquisition or storage
failure. We have based our assertion on studies invol-
ving changes in the state of the organism (state-
dependent learning and the Kamin effect), experi-
mentally induced amnesia (ECS, hypothermia, and

antimetabolites), or reconsolidation phenomena.
Next, we review evidence suggesting that decre-
ments in learning and memory that are thought to
result from processing limitations (competition) at
the time of training, or from deleterious effects on
learning or retention due to learning additional infor-
mation (interference), could instead result from
a retrieval deficit at the time of testing.

31.2.4 Cue Competition and Outcome
Competition

Cue competition refers to a decrement in behavior-
al control by a target CS (X), which results from
the addition of a nontarget stimulus to a simple
CS–US learning situation. This can be observed in
a number of different circumstances. For example,
one can add a second CS to training and train a
compound of the target cue and the added CS
instead of the target cue alone (i.e., AX!US as
opposed to X!US) and see less behavioral control
to the target cue X (overshadowing; Pavlov, 1927).
Alternatively, one can train a nontarget cue in a
first phase and in a second phase train a compound
of cues that contains the target cue as well as the
previously trained nontarget cue (A!US in phase
1; AX!US in phase 2). This results in less behav-
ioral control by X, the target cue, than in subjects
lacking phase 1 (blocking; Kamin, 1969). A second
rather different form of stimulus competition can be
seen when, instead of adding a second CS, a second
outcome is added. For example, one can train a cue
followed by an outcome in a first phase and that
same cue followed by the same outcome plus a new
outcome in a second phase, and then later assess
performance governed by the association between
the cue and the second outcome (X!O1 in phase
1, X!O1O2 in phase 2, test X!O2; Rescorla, 1980;
Esmoris-Arranz et al., 1997). This is called blocking
between outcomes. Taking these examples together,
one can see that the addition of nontarget stimuli (a
cue or an outcome) attenuates behavioral control by
the target cue X.

Phenomena like blocking between cues gave rise
to a family of models of Pavlovian conditioning that
emphasized critical differences in information pro-
cessing during acquisition. These models assumed
that limitations in processing (e.g., attention to the
CS or US) during training impeded the normal estab-
lishment of associations and consequently resulted in
the observed decrements in behavioral control (e.g.,
Rescorla and Wagner, 1972; Mackintosh, 1975;
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Pearce and Hall, 1980). Similar to consolidation the-
ory (e.g., McGaugh, 1966, 2000), these behavioral
models predict that what has not been stored due to
processing constraints during learning will not be
reflected in behavior simply because the information
was not initially acquired.

As previously mentioned, overshadowing is
observed as a response decrement that results from
training a target cue (X) in the presence of another,
usually more salient, cue (A). Interestingly, Kauffman
and Bolles (1981; see also Matzel et al., 1985) con-
ducted overshadowing training (AX!US) and
subsequently extinguished the overshadowing cue
(A) by presenting it in the absence of reinforcement.
After extinguishing the overshadowing cue, they
observed a recovery from overshadowing, that is,
strong behavioral control by the overshadowed cue
X at test. Similarly, after blocking treatment (A!US
followed by AX!US), extinguishing the blocking
cue (A alone presentations) can result in recovery
from blocking (Blaisdell et al., 1999). However,
extinction of the competing cue is not the only ma-
nipulation known to affect overshadowing and
blocking. Kraemer et al. (1988) found a recovery
from overshadowing training when they interposed
a long retention interval between overshadowing
treatment and testing, which suggests that the asso-
ciation between the overshadowed cue and the
outcome had been established during training but
was not reflected in behavior soon after training. A
similar recovery from blocking has been observed
after interposing a long retention interval between
training and testing (Batsell, 1997; Piñeno et al.,
2005).

In the same way that recovery from experimen-
tally induced amnesia has been observed after
exposing subjects to some portions of the events
presented during training (CS, US, or the training
context), stimulus competition phenomena have
been observed to be attenuated as a result of these
manipulations. For example, Kasprow et al. (1982)
observed a recovery from overshadowing after they
exposed subjects to two brief presentations of the
overshadowed cue (the target CS). In another series
of experiments, a similar recovery from blocking was
observed (Balaz et al., 1982). Specifically, Balaz et al.
observed a recovery from blocking after reminding
subjects of the training experience either by present-
ing the blocked CS, the US, or the context in which
subjects were trained. Additional control groups
demonstrated that this recovery was specific to the
blocked association and was not due to nonspecific

increases in responding. All these demonstrations of
recovery from cue competition are problematic for
models that emphasize impaired acquisition (see ear-
lier discussion) because, if the association between
the overshadowed or blocked cue and the outcome
was not learned during training, any manipulation
that does not involve further training with that cue
should not alter behavioral control by that cue.

Although little attention has been given to com-
petition between outcomes, some recent studies have
not only observed similar competition phenomena as
those observed between cues (e.g., blocking between
outcomes; Emoris-Arranz et al., 1997), but also
observed that these deficits in behavioral control
can be alleviated with the appropriate manipulations.
For example, Wheeler and Miller (2005) observed
reliable blocking between outcomes (X!O1 during
phase 1; X!O1O2 during phase 2), similar to the
blocking between cues trained together originally
observed by Kamin (1969). That is, responding
based on the X!O2 association was weaker than in
subjects that had received X!O3 in phase 1.
Wheeler and Miller went on to extinguish the block-
ing outcome (O1) and observed recovery from
blocking between outcomes (i.e., behavioral consis-
tent with the X!O2 association). Moreover, they
observed a similar recovery when they interposed a
retention interval between training and testing, and
when they briefly presented the blocked outcome
before testing (i.e., a reminder treatment). Overall,
the results of these experiments demonstrated that
blocking between outcomes can be attenuated by
several manipulations similar to those that often
yield recovery from blocking between cues.

31.2.5 Interference between Cues
and Outcomes Trained Apart

Earlier we distinguished between impairments in
acquired behavior that arise from training stimuli
together (competition) and from experiencing addi-
tional training apart from training of the target
stimuli (provided that the additional training
includes one of the target associates). The latter
deficit is called interference. We have already
described how impaired performance that arises
from stimulus competition can be recovered, thus
suggesting that retrieval mechanisms play a funda-
mental role in behavioral control influenced by
stimulus competition. Next we will review the basic
conditions under which interference is observed and
the different manipulations that often result in
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recovery from interference. Interference in Pavlovian
conditioning is evidenced as impaired behavioral
control by a target cue when it is paired with a
given outcome in one phase of training and paired
with another outcome in an earlier or later phase of
training (e.g., X!O1 in phase 1 and X!O2 in phase
2). But this is not the only situation in which inter-
ference is observed. Interference is also observed
when a target cue (X) is trained with an outcome in
one phase of training and in a separate phase of
training another cue is trained with the same out-
come (e.g., X!O in phase 1 and Y!O in phase 2).
A common characteristic of these two forms of inter-
ference is that there is always a common element
between the two phases of training (the cue X in the
case of interference between outcomes (See Chapter
29), and the outcome O in the case of interference
between cues). The critical feature of these decre-
ments in otherwise anticipated behavioral control by
X is that the interfering cues (or outcomes) are not
trained together with the target cue (or outcome).

Extinction, latent inhibition, and countercondi-
tioning (Pavlov, 1927; Lubow, 1973; Bouton and
Peck, 1992; Brooks and Bouton, 1993) are three treat-
ments that can be viewed as forms of interference
between outcomes. In simple extinction, a cue is first
paired with an outcome (X!US), and in a second
phase it is trained in the absence of the outcome
(X-alone presentations; i.e., X!No US). As a result
of these nonreinforced presentations, the cue loses
behavioral control, which used to be taken as evi-
dence of unlearning the original X!US association
(e.g., Rescorla and Wagner, 1972). However, over-
whelming evidence has shown that the original
X!US association is not destroyed during the sec-
ond phase, but rather, new learning during phase 2
interferes with the expression of the phase 1 learning.
Pavlov (1927) was the first to find a [partial] recovery
effect from extinction. His observation (widely repli-
cated since then; e.g., Rescorla and Cunningham,
1978; Brooks and Bouton, 1993) was that
conditioned responding soon after extinction was
minimal, but if a retention interval was interposed
between extinction and the test, a recovery (which
Pavlov termed spontaneous recovery) from extinction
was observed. In other words, behavior after a reten-
tion interval was relatively similar in subjects who
received extinction training and those who did not
receive extinction training. What was puzzling at that
time (and might have encouraged Pavlov to name
the effect ‘spontaneous recovery’) was the fact that
the extinguished response was recovered despite

the fact that the subjects did not undergo any treat-
ment other than interpolation of a long retention
interval. Another manipulation that also leads to
recovery from extinction is a shift in context between
extinction and testing. This phenomenon is called
renewal. For example, one might train subjects in a
distinctive context A and conduct extinction training
in a different context (B). The critical determinant of
renewal is that testing be conducted outside the
extinction context. If subjects are tested in a different
context from the one used during extinction (ABC or
ABA, where the first letter denotes the training con-
text, the second the extinction context, and the third
the test context), recovery from extinction is
observed (Bouton and Bolles, 1979; Bouton and
King, 1983; Bouton and Swartzentruber, 1989). If
subjects are tested in the same context in which
extinction took place (AAA or ABB), no such recov-
ery is observed. A similar finding is observed when
the context is defined to include the internal state of
the organism, which can typically be altered by
administering a drug that would change the internal
state. For example, renewal has been observed when
the extinction context is characterized by alcohol
intoxication, and subjects are tested in a sober
state, which creates a different internal context
(Cunningham, 1979).

Latent inhibition is observed as a retarded emer-
gence of behavioral control due to nonreinforced
presentations of the target CS prior to conditioning
(X-alone presentations in phase 1; X!US in phase
2), in comparison with subjects that experience the
same phase 2 training without phase 1 treatment
(Lubow, 1973). Similar to extinction, in a latent inhi-
bition treatment subjects experience the target CS
alone, but before the reinforced trials rather than
after. One characteristic of latent inhibition that is
suggestive of the response deficit being a retrieval
effect is its context specificity. Specifically, it has
been observed that if subjects experience phase 1
and phase 2 training in different contexts, latent
inhibition is abolished (Channell and Hall, 1983).
Presumably, during phase 1 nonreinforced presenta-
tions, the CS becomes associated with the context in
which it is being presented, and these associations
interfere with subsequent behavioral control after
reinforcement in the same context. Thus, a context
switch or massive extinction of the context (Grahame
et al., 1994) between phases 1 and 2 attenuates the
latent inhibition effect. A recent observation that has
captured researchers’ attention is the super latent
inhibition effect (De la Casa and Lubow, 2000,
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2002; Wheeler et al., 2004). This effect is typically
observed when a retention interval is interposed
between phase 2 reinforced training and testing.
One critical condition necessary for this effect to be
observed is that subjects have to spend the retention
interval in a context different from that of condition-
ing. Thus, the superlatent inhibition effect might be
seen as a shift from behavior based on recency (phase
2 training) to behavior based on primacy (phase 1
training) after interposing a long retention interval
between phase 2 training and testing.

Counterconditioning is a phenomenon similar
to extinction, but during the second phase of training,
the target cue is associated with a qualitatively
different outcome instead of being associated with
the absence of an outcome, as is the case with
extinction. The phase 2 treatment radically attenu-
ates conditioned responding based on phase 1
training (Pavlov, 1927). What distinguishes extinc-
tion from counterconditioning is the motivational
nature of the outcomes, in that in countercondition-
ing, the outcomes of phases 1 and 2 engage different
motivational systems. For example, in a countercon-
ditioning experiment, subjects might experience a
CS followed by food in the first phase (X! food)
and the same CS followed by foot shock in the second
phase (X! shock; this is called appetitive-aversive
transfer, but counterconditioning is also observed
when the two phases are reversed, which is called
aversive-appetitive transfer). After this training, the
CS! shock association is thought to retroactively
interfere with the CS! food associations. The ques-
tion of interest is whether phase 2 learning destroys
the memory of phase 1 training or if it simply inter-
feres with the expression of that association. To
address this question, Peck and Bouton (1990) trained
phases 1 and 2 in two physically distinct contexts and
tested subjects in the phase 1 context. Consistent with
an explanation in terms of retrieval disruption rather
than impaired retention, subjects tested in the phase 1
context showed responding appropriate to phase 1
training, indicating that the information had not been
erased (or unlearned) but rather that behavior appro-
priate to each phase could be observed depending
on the contextual cues present at the time of
testing. Similarly, Brooks et al. (1995) trained rats
with X! shock pairings in phase 1 and X! food
pairings in phase 2. Before testing, they exposed the
critical group to six unsignaled shocks and at test
(relative to appropriate control groups) found
that subjects froze to the CS, consistent with the
shock US, rather than approached the food hopper,

which demonstrated reinstatement of original train-
ing after counterconditioning. Moreover, this
reinstatement effect was dependent on the shocks
being presented in the context in which testing
would occur, because no reinstatement was observed
when the shocks were presented in a context other
than the test context.

As we mentioned earlier, interference is observed
not only when a cue is associated with two outcomes
(extinction and counterconditioning), but also when
two cues are associated with the same outcome. For
example, Escobar et al. (2001) paired a cue with an
outcome (X!O) in a first phase and subsequently
paired a second cue with the same outcome (A!O)
and observed impaired responding to X (relative to
subjects that received A and O explicitly unpaired in
phase 2), thereby providing a demonstration of retro-
active interference. In subsequent experiments, they
showed that the retroactive interference effect could
be alleviated if subjects experienced phase 1 (X!O)
and phase 2 (A!O) training in different contexts
and subsequently were tested in the context in which
the X!O association was trained. That is, interfer-
ence was affected by the context in which testing
took place. Similarly, in another experiment, they
presented priming stimuli (stimuli presented during
phase 1 or during phase 2 sessions but far removed
from presentations of the target cue or interfering
cue) that distinctively signaled phase 1 or 2 of their
procedure and observed retroactive interference to
be dependent on which priming cue was presented
immediately before the critical test. When they
primed phase 2, robust retroactive interference was
observed, but when they primed phase 1, an allevia-
tion of retroactive interference was observed, relative
to subjects that did not receive any priming treatment
at the time of test. Similar findings were reported by
Amundson et al. (2003) but in a proactive interfer-
ence preparation (i.e., A!US training followed by
X!US training). Specifically, they observed an
attenuation of proactive interference with respond-
ing to X when they primed the second phase of their
training procedure, presumably because this
impaired retrieval of the competing (phase 1) asso-
ciation and facilitated retrieval of the second
association. Moreover, they observed recovery from
proactive interference when they extinguished the
phase 1 association. In summary, based on these and
similar findings, it is reasonable to conclude that
interference is highly dependent on the cues pro-
vided at the time of testing, thus suggesting a strong
role for retrieval mechanisms. Moreover, there

Retrieval from Memory 673



are now several demonstrations of parallels in inter-
ference between cues and between outcomes in that
both of these effects can be alleviated if the appro-
priate conditions prevail at the time of testing.

31.3 Theories of Memory Retrieval

There are several approaches to memory retrieval,
each having been designed to explain different phe-
nomena. However, the frameworks that we describe
next point to several shared principles that have
proven to be important and reliable tools for the
study of retrieval from memory following learning.
No single approach accounts for all the deficits in
retention we have reviewed earlier. But each frame-
work has provided an explanation of a number of
observations and therefore deserves discussion.

31.3.1 Matching of Information as Critical
for the Retrieval from Memory

Tulving and Thomson (1973) proposed the encoding
specificity principle of retrieval that at the time
accounted for many of the retrieval effects that
were found with human participants. The principle
states that subjects form a representation of events
that encompasses not only the target events them-
selves but also many of the events surrounding the
target event. Additionally, these episodic memories
encode not only which events occurred, but where
and when each event occurred relative to neighbor-
ing events. Moreover, the encoding specificity
principle asserts that items (words, in the framework
of the proposal) presented to aid retrieval will be
effective only if they (or very similar items) were
presented during training, consistent with the view
that subjects encode a global representation of an
item, its semantic meaning, and its content during
training. Critical to this proposal is the notion that
what enters into a memory representation (what it is
encoded) is determined by the perceived functional
meaning of an item, and this in turn determines
which retrieval cues will be effective for memory
retrieval.

Along similar lines, Spear (1973, 1978) has empha-
sized that similarity between retrieval cues and cues
presented during training is critical for memory
expression. He proposed the following principles as
a conceptual framework for effective memory
processing.

1. Attributes of memory function independently. In
other words, an animal encodes a collection of
separate but associated attributes that correspond
to the events that form a memory episode. A
constellation of attributes will be activated
every time the subject experiences an event
that has some similarity in attributes to the target
memory. Moreover, an associated attribute
might be activated when an event memory is
activated. That is, some attributes might activate
an event memory that in turn will activate attri-
butes that need not have been presented but
rather are associatively linked to retrieval cues
presented. Additionally, attributes might activate
memories of other attributes, regardless of
whether they activate the full event memory
representation.

2. The process of retrieval is determined by the
number of retrieval cues that correspond to attri-
butes of that memory. A memory failure is
observed when an insufficient number of retrieval
cues correspond at test to the memory of a given
event, other things being equal. Moreover, events
that are presented during testing but were
not presented during training will lead to retrieval
of nontarget memories that will interfere with
retrieval of target memories (similar to the phe-
nomenon of external inhibition that Pavlov, 1927,
described).

3. A contextual cue is any event noticed by the
organism, with the exclusion of the target stimuli
that form the learning experience (e.g., the CS
and US in a Pavlovian conditioning situation).
Forgetting is caused in large part by a change
between the context of acquisition and the
context of retrieval. Context changes can result
from different sources, and the differences in
contextual information are more likely to
increase as time passes (i.e., as the retention
interval is increased; Bouton, 1993, views this as
resulting from time actually being part of the
context). Thus, in this framework sensory con-
texts from training will dissipate rapidly (soon
after the stimuli are terminated), and neuro-
chemical and hormonal states will dissipate
somewhat more slowly. Importantly, contextual
information here can be composed of internal
stimuli (or states) and external stimuli, such as
the physical attributes of the context where
training or testing takes place. The internal
context can also change due to preprogrammed
factors such as aging or cyclical changes
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in hormonal states (e.g., estrus). Contextual attri-
butes learned during new experiences also might
interfere with retrieval of the target memory if
they share attributes in common.

This general framework has been one of the founda-
tions for studying retrieval mechanisms in memory
retention. For example, it easily explains state-
dependent learning and the Kamin effect by assum-
ing that the conditions at test are different than those
during training. Consistent with this framework,
several manipulations that recreate the training con-
ditions at the time of testing have proven effective in
restoring the deficient behavior observed due to
changes in the organism’s internal states or changes
in the environment.

31.3.2 The Comparator Hypothesis: A
Retrieval-Focused View of Cue Competition

As was mentioned in the introduction, models that
emphasize processing during encoding and storage
have been prevalent in the study of learned behavior
in animals. One such example is the well-known
Rescorla and Wagner (1972; also see Wagner and
Rescorla, 1972) model. This model asserts that error
correction at the time of training governs what infor-
mation is acquired; that is, acquisition should be
greatest when the discrepancy between the US that
occurs and the US that is expected based on all cues
present is largest. The model has been widely applied
to Pavlovian conditioning situations in which one or
more cues are concurrently paired with a given out-
come. After repeated pairings, subjects emit a
conditioned response when one (or more) of these
cues are presented. One of the strengths of the model
is that it elegantly anticipates the occurrence of cue
competition (overshadowing, blocking, etc.). In fact,
the model was conceived in part to account for such
phenomena after Kamin’s (1969) demonstration of
blocking. However, one of the weaknesses of the
model is that it only emphasizes processing during
training, with the additional vague assumption that
associative strengths map monotonically onto behav-
ior. Given all the aforementioned examples of
recovery from cue competition (see prior section on
empirical evidence), it is attractive to detail here a
model that also explains cue-competition phenome-
na but appeals centrally to a retrieval mechanism.

One such model is the comparator hypothesis of
conditioned responding (Miller and Matzel, 1988).
The model assumes that all pairs of stimuli, including

cues, that are presented together gain associative

strength with each of the other stimuli present, inde-

pendent of the associative status of other cues present

during training. In other words, in this model there is

no competition between cues for associative strength

during training – all information is stored. Associative

strength between stimuli A and B depends only on

their spatiotemporal contiguity and saliencies. The

training context also gains associative strength,

although at a much slower rate due to its lower

salience than punctate stimuli. Thus, following Bush

and Mosteller’s (1951) error correction rule, the com-

parator hypothesis assumes noncompetitive learning

of associations between cues and outcomes, of

within-compound associations between cues trained

together, and of associations between cues and the

training context. What is critical in the comparator

hypothesis is the process of retrieval of memories.

According to this framework, responding to the pre-

sentation of a CS will be determined by a comparison

between the representation of the US that is directly

activated by the target CS!US association and the

representation of the US that is indirectly activated

conjointly by the associations between the target CS

and any other cues presented during training (punc-

tate cues or the training context) and the association

between those cues and the US. In Figure 1, a depic-

tion of the comparator hypothesis is provided. The

Target CS at 
test

Directly linked US
representation

Comparator
stimulus

representation

ResponseComparison

Link 1

Link 3

Link 2

Indirectly linked US
representation

Figure 1 The original comparator hypothesis (after Miller
RR and Matzel LD (1988) The comparator hypothesis: A

response rule for the expression of associations. In: Bower

GH (ed.) The Psychology of Learning and Motivation, Vol.
22, pp. 51–92. San Diego, CA: Academic Press). Rectangles

represent physical events, and ovals correspond to internal

representations of events that were previously associated

with those physical events. The diamond represents the
comparator process. Responding is directly related to the

strength of link 1 and negatively related to the product of

links 2 and 3.
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boxes represent the external events observable in
the test situation, that is, the target stimulus and the
conditioned response. Ovals represent internal repre-
sentations of events that were presented during
training, and the diamond represents the comparator
process (also internal). Direct activation of a US
representation due to presentation of the target cue
at test depends on the strength of the association
between the target cue and the outcome, represented
by link 1. Importantly, the target cue also activates a
US representation mediated through other cues that
were presented in the training situation, and this is
represented by links 2 and 3. Responding is deter-
mined by a comparison between the directly
activated representation of the US (the strength of
which is determined by the target CS-US association,
i.e., link 1) and the indirectly activated representation
of the US (the strength of which is determined by the
product of links 2 and 3). This comparison process is
represented by the diamond. In an overshadowing
situation (AX!US; with X being the target cue to
be tested), the comparator hypothesis states that dur-
ing training, subjects associate the target cue with the
US (link 1 in Figure 1), the target cue with the
overshadowing cue A (which is X’s comparator cue;
link 2), and A with the US (link 3). These associations
are acquired independently of each other (i.e., cues
do not compete during training for associative
strength with the US). Critical for the comparator
hypothesis is what happens when the target cue X is
presented during testing. When X is presented, it
directly activates a representation of the US, but it
also indirectly activates a representation of the US,
mediated by the overshadowing cue (which was asso-
ciated during training with both the target cue and
the US). This indirectly activated (competing) US
representation is said to decrease (downmodulate)
responding to the target cue, and thus overshadowing
is observed relative to a group that experienced ele-
mental training (X!US alone).

What differentiates the comparator hypothesis
from acquisition-focused models (i.e., those that
focus on limitations in processing during training) is
not only the mechanism through which it explains
cue competition phenomena, but also several novel
predictions that have received empirical support in
recent years. One such prediction is that after over-
shadowing training, extinguishing the overshadowing
cue (that is, presenting A alone after training) should
result in recovery from overshadowing. Specifically,
by presenting A alone after overshadowing training,
the links that mediate the indirectly activated

representation of the US decrease in associative
strength, and consequently the overshadowing cue
should no longer interfere with the representation
of the US that is directly activated by X.
Importantly, here we have an example of a change
in behavioral control by X as a result of conducting a
posttraining manipulation that does not involve
further training of X (that is, subjects have no addi-
tional experience with X after the overshadowing
treatment), and still a recovery from cue competition
is observed. Most models that emphasize processing
during acquisition (e.g., Rescorla and Wagner, 1972;
Wagner, 1981) cannot account for these results for
two reasons: (1) they do not have a mechanism that
allows learning about absent cues, and (2) these
models state that overshadowing results from a
deficit in the establishment of the X!US association
during overshadowing training, so any manipulation
that does not involve the presentation of X should not
affect its behavioral control. In fact, recovery from
overshadowing after extinguishing the overshadow-
ing cue has been observed repeatedly (e.g., Kaufman
and Bolles, 1981; Matzel et al., 1985; Urcelay and
Miller, 2006), thereby lending support to a retrieval-
failure account of cue competition.

A related example is recovery from blocking.
After blocking treatment (A!US followed by
AX!US), responding to X is usually diminished
relative to a group that experienced an irrelevant
cue during training of phase 1 (B!US; AX!US).
According to the comparator hypothesis, acquisition
of the X!US association proceeds without any
competition between A and X. At the time of testing,
the blocking cue is thought to decrease responding
to the blocked cue through its associations with X
and the US (links 2 and 3). Similar to overshadowing,
the comparator hypothesis predicts that extinguish-
ing the blocking cue should result in recovery from
blocking, as has been empirically observed (e.g.,
Blaisdell et al., 1999).

For several years, the comparator hypothesis was
unique in predicting these recovery effects that could
not be explained by traditional models that empha-
sized acquisition processes (e.g., Rescorla and
Wagner, 1972; Wagner, 1981). However, recent revi-
sion of the Rescorla–Wagner (1972) model by Van
Hamme and Wasserman (1994) and of Wagner’s
(1981) SOP model by Dickinson and Burke (1996)
introduced mechanisms that allow for learning about
an absent cue provided an associate of the absent cue
is present. Posttraining extinction of a companion cue
(i.e., an overshadowing or blocking cue) constitutes a
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situation in which these models anticipate new learn-
ing about a target cue. Consequently, these two
models are able to account for phenomena such as
recovery from overshadowing and blocking as a
result of extinction of an overshadowing or blocking
cue. This prompted a revision of the comparator
hypothesis, in part to differentiate this model from
the revised versions of acquisition-focused models
and also to account for data that were problematic
for the original comparator hypothesis (Williams,
1996; Rauhut et al., 1999).

The extended comparator hypothesis (Denniston
et al., 2001; also see Stout and Miller, in press, for a
mathematical implementation of this model) carries
the same assumptions as the original comparator
hypothesis, but it further assumes that the links me-
diating the indirectly activated representation of the

US (links 2 and 3) are also subject to a comparator
process in which nontarget cues present during train-
ing can compete for roles as comparator stimuli for
the target cue (see Figure 2). In other words, the
extended version of the model is similar to the orig-
inal version but allows more than one cue
(comparator) to modulate conditioned responding
to the target cue. If there’s more than one comparator
stimulus for the target, these comparator stimuli can
in select situations cancel each other with respect to
their capacity to modulate responding to the target
cue. Thus, the extended comparator hypothesis
makes a number of new predictions that allow for
differentiating this retrieval-based account from
models that emphasize processing during acquisition.
For example, it makes the counterintuitive predic-
tion that combining select pairs of treatments that
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Figure 2 The extended comparator hypothesis (after Denniston JC, Savastano HI, and Miller RR (2001) The extended
comparator hypothesis: Learning by contiguity, responding by relative strength. In: Mowrer RR and Klein SB (eds.) Handbook

of Contemporary Learning Theories, pp. 65–117. Hillsdale, NJ: Erlbaum). Note principles similar to the original comparator

hypothesis but with the inclusion of second-order comparator processes that operate over links 2 and 3. The magnitude of
second-order comparator processes directly affects conditioned responding to the target CS, by decreasing the

effectiveness of first-order comparator stimuli.
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alone lead to a decrement in conditioned responding
(e.g., overshadowing and the deficit seen in respond-
ing when trials are massed; see Barela, 1999, for a
review of the trial massing effect) under certain cir-
cumstances can result in less (rather than more) of a
decrement in behavioral control. In other words, the
model predicts that the two response-degrading
treatments can counteract each other, and thus less
of a decrement in behavioral control should be
observed during testing than with either treatment
alone. How does the model anticipate this result?
Because the extended comparator hypothesis allows
for cues (other than the target cue) to compete with
each other for comparator status provided they share
a within-compound association, any treatment that
establishes two comparator stimuli as potential com-
petitors for comparator status with respect to the
target cue can lead to a mutual reduction in the
comparator roles of each of these stimuli and thus a
reduced decrement in conditioned responding to the
target cue.

As a test of this prediction, Stout et al. (2003)
manipulated overshadowing and trial spacing, so
that one group received elemental training with
spaced trials (X!US spaced), one group received
overshadowing training with spaced trials (AX!US
spaced), and two more groups received identical
training but with massed trials (X!US and
AX!US massed). In this last group, presumably
both the overshadowing cue (because of the com-
pound training) and the training context (because of
massed trials) should have been effective compara-
tors for the target cue X, and they also should have
served as comparators for each other (because A and
the context should have been strongly associated).
Interestingly, Stout et al. observed strong behavioral
control by X in the group that experienced elemental
training with spaced trials, less responding in the
groups that experienced only one of the response-
degrading treatments (either overshadowing or
massed trials), and a recovery from these treatments
(more responding) in the group that experienced
both overshadowing treatment and massed trials.
Similar counteractive effects have been observed
when combining overshadowing with several other
treatments that presumably establish the training
context as a strong comparator for the target cue.
These treatments include pretraining exposure to the
CS alone (i.e., latent inhibition, Blaisdell et al., 1998),
long CS duration during conditioning (Urushihara
et al., 2004), unsignaled outcomes interspersed among
the CS-outcome trials (i.e., degraded contingency,

Urcelay and Miller, 2006), and unsignaled outcome
alone before or after the CS!US trials (Urushihara
and Miller, 2006).

In summary, the comparator hypothesis (Miller
and Matzel, 1988) and its extension (Denniston
et al., 2001) have proven to be powerful alternatives
to associative models that emphasize acquisition pro-
cesses, as evidenced by their explanatory and
predictive power. However, as we shall see next,
there are several effects for which the comparator
model cannot account. In the next section, we detail
a model that accounts for interference effects outside
the domain of models of associative learning
designed to explain cue competition phenomena.

31.3.3 Bouton’s Retrieval Model of
Outcome Interference

Perhaps one of the most intriguing findings that
Pavlov (1927) documented was the occurrence of a
recovery in conditioned responding after a retention
interval is interposed between extinction treatment
and testing. Since Pavlov’s time, there have been
many theoretical frameworks proposed to explain
extinction and its recovery under different circum-
stances. One old view of extinction is that
nonreinforced presentations of an already trained
CS will result in a loss of the CS’s associative strength
with the US, leading to an irreversible loss of behav-
ioral control. For example, the Rescorla and Wagner
(1972) model explains extinction in this manner.
However, as we have mentioned before, if the asso-
ciative strength of an extinguished CS is reduced,
there is no reason to expect that responding to the
CS will ever recover without further training with
the CS, which is opposite to the spontaneous recov-
ery effect observed when a long retention interval is
interposed between extinction and testing.

After conducting extensive work on extinction,
Bouton (1993) proposed an alternative to the models
that view extinction as unlearning of the original
association between the CS and US (See Chapter
29). This model emphasizes retrieval mechanisms
that apply to a wide range of phenomena. Bouton’s
model has four principles.

1. Contextual stimuli influence memory retrieval.
That is, analogous to Tulving and Thomson’s
(1973), Spear’s (1978), and Riccio’s (Riccio
et al., 2002, 2003) emphasis on the importance
of similarity between the conditions of training
and testing, Bouton proposed that retrieval of a
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representation depends on the similarity
between the conditions present at the time of
testing with those that were present during train-
ing. Thus, as changes between the context of
training and the context of testing are intro-
duced, retrieval failure (i.e., forgetting) is more
prone to occur. Furthermore, and perhaps in
disagreement with Spear’s elemental view,
Bouton has proposed that CSs and contextual
information are stored as interactive units con-
taining information about the cues, the context,
and the US. These interactive units function as
an AND gate that requires activation of both the
cue and the context for the activation of the
representation of the US.

2. Time is part of the training context. As time
elapses following training, the temporal compo-
nent of the test context that is provided by
external and internal cues is likely to change.
In other words, the passage of time by itself
will progressively result in a context change.
Therefore, forgetting as a result of the passage
of time is an instance of retrieval failure due to a
change in the temporal context between training
and testing.

3. Different memories depend differentially on the
contextual information. In his 1993 seminal arti-
cle, Bouton proposed that excitatory memories
are relatively stable over time and do not depend
on contextual information as much as do inhibi-
tory memories (including those that represent
extinction experience). Additionally he stated
that a memory’s sensitivity to contextual infor-
mation depended on whether the training
procedures promote subjects to encode and inte-
grate contextual information with other features
of the memory representation. One such proce-
dure is when a CS takes a new meaning different
from that of earlier training, as is the case when a
CS is consistently followed by the US in one
phase and it is no longer followed by the US
(operationally, extinction) in a second phase. In
this case, the second phase makes the CS an
ambiguous signal for the US, and thus the
model anticipates that the second-learned asso-
ciation will depend more on contextual
information. In fact, Bouton (1997) later clarified
this issue by stating that regardless of whether a
memory is excitatory or inhibitory, each instance
in which there is ambiguity with regard to the
content of a memory (i.e., training in two sequen-
tial phases with opposing outcomes in the

different phases), the second-learned meaning
will be more context dependent. This later asser-
tion has received empirical support from Nelson
(2002; also see De la Casa and Lubow, 2000,
2002).

4. Interference occurs at the time of testing rather
than at the time of training. This principle cap-
tures all of the previously mentioned principles
by stating that interference occurs at retrieval
rather than during learning. With ambiguity in
the meaning of the CS, the activation of an out-
come representation occurs in direct relationship
to the similarity between the context at test and
those during the different phases of training.
Additionally, information that is similar to, but
incompatible with, the target memory will com-
pete for a limited available space in working
memory (i.e., currently active memory). That is,
activation of a conflicting memory could reduce
activation of the target memory. Thus, forgetting
can result from two sources: retrieval failure
(because of a change in context) and interference
due to activation of conflicting information.

Bouton’s model explains spontaneous recovery from
extinction by assuming that the second-learned
meaning of the CS (that is, CS! no outcome or an
inhibitory association between the CS and the out-
come) is context dependent, based on the principle of
context dependency of the second-learned meaning
of a cue. Moreover, the model states that a change in
temporal context is analogous to a change in spatial
context. As a result, when the temporal context of the
second meaning of a cue is changed between phase 2
of treatment and testing (i.e., interposing a long
retention interval after extinction), the memory
representation of extinction treatment cannot be as
readily retrieved. Thus, a recovery from extinction is
observed with a long retention interval. A similar
explanation is put forth by this model to explain all
forms of renewal, spatial as well as temporal. In
renewal, the second-learned meaning of the CS
(CS! no US) should be context dependent, so any
change in the spatial attributes of the context
between extinction treatment and testing will result
in interference in retrieving that memory. As a result
of such a context shift, a recovery from extinction
should be observed.

Another finding that is problematic for models
that emphasize processing during acquisition is rein-
statement, which is a recovery from extinction
observed when subjects experience outcome-alone

Retrieval from Memory 679



presentations in the test context prior to testing. In
this case, Bouton’s model assumes that the test con-
text becomes associated with the outcome so that at
test it biases retrieval in favor of the memory of
reinforcement. Thus, a recovery from extinction is
observed. Another way by which this model has been
tested is by associating a neutral cue (a priming
stimulus) with the phase of treatment in which
extinction occurs. If the test is conducted in a context
different from that of extinction treatment, renewal
typically occurs. However, if during testing subjects
are presented with this neutral cue from the extinc-
tion phase soon before being tested with the target
cue, renewal is attenuated, presumably because this
cue retrieves the memory of extinction treatment
(Brooks and Bouton, 1994). A parallel attenuation of
spontaneous recovery from extinction has been
observed when the temporal context, as opposed to
the spatial context, is altered between extinction
training and testing (i.e., interpolation of a long reten-
tion interval). That is, reduced spontaneous recovery
has been observed when a retrieval cue for the mem-
ory of extinction treatment is presented before
testing following a long retention interval (Brooks
and Bouton, 1993).

As we previously discussed, counterconditioning
is another example of the context dependency of
memory. If counterconditioning training is con-
ducted with an appetitive reinforcer given in one
context and an aversive reinforcer given in a different
context, conditioned responding to the CS is guided
by the context in which subjects are tested (Peck and
Bouton, 1990). The retrieval model outlined earlier
simply states that whichever memory representation
is facilitated by contextual cues will be more prone to
guide behavior.

In summary, we have reviewed general models of
memory that emphasize retrieval mechanisms as crit-
ical for behavioral control. In general, Spear’s (1978)
model emphasizes the similarity between the total
information presented during training and that pre-
sented at test and by this simple principle explains
memory phenomena such as state-dependent learn-
ing and the Kamin effect. The comparator hypothesis
(Miller and Matzel, 1988) is an associative model that
emphasizes competition between representations and
explains cue-competition phenomena and recovery
from cue competition that does not involve further
training with the target cue. Bouton’s model (1993,
1997) emphasizes the role of retrieval cues in situa-
tions in which one cue has more than one meaning, as
in the cases of extinction, latent inhibition, and

counterconditioning. One obvious conclusion is that
each model has been designed to account for a family
of phenomena at the expense of explaining other
phenomena. For example, the comparator hypothesis
(Miller and Matzel, 1988) accounts for cue competi-
tion phenomena and several other effects in classical
conditioning, but it does not explain the recovery
from extinction or counterconditioning effects that
are consistently observed. Moreover, this model does
not explain state-dependent learning. In contrast,
Bouton’s retrieval model (Bouton, 1993, 1997)
accounts elegantly for interference effects, but it
does not incorporate any mechanism that accounts
for cue competition phenomena. Perhaps the biggest
challenge these models face is to explain phenomena
outside their current domain without necessarily
increasing their complexity and thus losing predic-
tive power. As we shall see in the next section, a few
efforts have been made to integrate these behavioral
models with the neurobiological evidence concern-
ing the role of retrieval in memory performance.

31.4 Neurobiology of Retrieval

Recent technological advances have widened the
possibilities of understanding learning and memory
phenomena by studying their underlying neurophys-
iological basis. Interestingly, the focus on acquisition
processes (e.g., Waelti et al., 2001) and memory con-
solidation (e.g., McGaugh, 2000) has dominated the
field, perhaps because of the discovery of potential
molecular mechanisms underlying long-term poten-
tiation (Bliss and Lomo, 1973) that are thought to be
the basis for the formation of memories (but see Shors
and Matzel, 1997, for an alternative view). However,
the neurobiological basis of retrieval mechanisms has
also received some attention. But before we review
some experiments that studied the role of different
brain regions in retrieval, it is important that we
clarify the general strategy underlying these studies.
In any memory experiment, there are at least three
identifiable phases amenable to study, namely
acquisition, consolidation, and retrieval. As pointed
out by Abel and Lattal (2001), one of the problems
associated with different manipulations (pharmacolo-
gical, genetic, and lesions) is that, with the exception of
recently developed inactivation techniques that allow
researchers to temporarily inactivate a specific ana-
tomical area, they can affect more than one of the
three stages. For example, a lesion soon after acquisi-
tion might impair not only consolidation but also
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retrieval. A lesion before any training might alter
training, consolidation, and/or retrieval. Moreover,
pharmacological manipulations might be temporary,
but the effects of the mere exposure to the drug are not
always completely known, as reflected earlier when
we discussed the apoptotic effects of anisomycin
(Rudy et al., 2006). Clearly all these considerations
have to be taken into account to obtain valid informa-
tion regarding the neurobiological underpinnings of
memory.

Next, we briefly summarize the main findings
regarding contextual determinants of memory retrieval.
Notably, because of space limitations, we will only
summarize a few studies that have the merit of inte-
grating behavioral theories with neurobiological data.
Studies such as these are few in number (but see, e.g.,
Fanselow, 1999; Waelti et al., 2001; McNally and
Westbrook, 2006; for notable exceptions focused on
acquisition).

The hippocampus is one of the most extensively
studied brain regions with regard to retrieval mech-
anisms (as well as acquisition processes). In general,
the hippocampus has been implicated in both the
coding and retrieval of spatial information and also
in relations between events in the environment (e.g.,
Maren, 2001; but see Wiltgen et al., 2006). In fear
conditioning, the hippocampus is thought to assem-
ble contextual representations before they reach the
amygdala, which is the site in which fear-motivated
information is mainly processed. As we previously
mentioned, contextual information is critical for
the retrieval of associations. One of the questions
researchers have recently asked concerns the role of
the hippocampus in the retrieval as opposed to acqui-
sition of contextual information. For example,
behavior indicative of extinction is observed when
contextual cues facilitate the retrieval of the extinc-
tion memory as opposed to the acquisition memory.
Based on this finding, Wilson et al. (1995) investi-
gated the effect on context-dependent extinction of
fornix (one of the two primary inputs into the dorsal
hippocampus) lesions made prior to training. It is
important to recall that two of these context-depen-
dent effects are renewal and reinstatement, and in
terms of Bouton’s theory of retrieval, they are
mediated by different mechanisms. In the case of
renewal, the context seems to disambiguate the two
meanings a CS has after acquisition and extinction
training. In the case of reinstatement, the test con-
text-US association facilitates retrieval of the original
CS!US association. Wilson et al. (1995) observed
that fornix lesions attenuated reinstatement, which

depends on context-US associations, but not renewal
nor spontaneous recovery which depend more on the
properties of the context to disambiguate informa-
tion. This outcome is surprising because it leaves no
role for the hippocampus on the retrieval of ambig-
uous information. However, other studies using
temporary reversible lesions have found that the
hippocampus does in fact participate in the retrieval
of information needed to disambiguate the meaning
of an extinguished CS. Specifically, Corcoran and
Maren (2001) used muscimol (a gamma-aminobuty-
ric acidA (GABAA) receptor agonist) infusions into
the dorsal hippocampus just prior to testing (i.e.,
retrieval) to investigate the effect of the hippocampus
on the retrieval of ambiguous memories (renewal).
They found that the renewal effect was attenuated
when they deactivated the dorsal hippocampus.
Similar findings have been observed by Corcoran
and Maren (2004; although the effect was not seen
in ABA renewal). Overall, these findings raise several
interesting points: (1) These results show that the
hippocampus, a brain region known for its role in
the encoding and retrieval of contextual information,
is critical for the expression of extinction memories,
which are context dependent. (2) Reversible lesions
have the advantage of allowing dissection of the
different processes (such as retrieval) involved in
memory performance. (3) Behavioral theories (e.g.,
Bouton, 1993) can provide fertile grounds for
research in the neurobiology of learning and memory
and vice versa. Clearly, the key is to combine infor-
mation from both approaches as a starting point for
conducting further research.

Another recent study exemplifies context-
dependent memories and the role of the hippocam-
pus in such learning. As previously stated, latent
inhibition refers to retarded emergence of behavioral
control that results from CS-alone exposures prior to
CS!US pairings (Lubow, 1973). A retrieval-based
account such as the comparator hypothesis (Miller
and Matzel, 1988) explains latent inhibition by posit-
ing that, during CS preexposure, subjects associate
the CS with the context, which interferes during
testing with the retrieval of the CS!US association.
Consistent with this explanation, extinction of the
training context abolished the latent inhibition effect
(e.g., Grahame et al., 1994; Westbrook et al., 2000).
Moreover, if CS preexposure is conducted in one
context and reinforced training in a second context,
latent inhibition is not observed (Channell and Hall,
1983). Consistent with these predictions, Talk et al.
(2005) found that context extinction following the
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CS-US pairings increased neural firing to the preex-
posed CS in the posterior cingulate cortex, a
structure hypothesized to have a role in retrieval of
learned behavior. Presumably, the hippocampal for-
mation sends (through the fornix) contextual
information to the posterior cingulate cortex. When
the contextual information is decreased as a result of
the context extinction treatment, an increase in
neural responses to the CS is observed, and this is
reflected in the diminished latent inhibition.

These examples have the merit of integrating
retrieval-focused behavioral theories of memory
and neurobiological evidence concerning the under-
lying mechanisms of retrieval. We believe that
further understanding of the neurophysiology of
learning and memory will be most fruitful when
it has some relationship to behavioral models. As
these examples demonstrate, research guided by
knowledge obtained in behavioral experiments (and
the theoretical developments that follow those
results) seems to be a reliable foundation for investi-
gation of the neural foundations of retrieval.

31.5 Concluding Remarks

In this review, we started with the premise that a vast
majority of the research concerning mechanisms of
learning and memory has been guided by the notion
that memory depends uniquely on mechanisms of
acquisition and storage. Although we should not
underestimate the contribution of these processes,
we pointed out numerous phenomena suggesting
that retrieval mechanisms also play an important
role in determining stimulus control of behavior.
We reviewed various examples, ranging from forget-
ting due to natural changes in the environment or in
the organism’s internal state, through amnesia
experimentally induced in the laboratory, to situa-
tions in which additional (sometimes conflicting)
information decreases target behavior. In all of these
examples, there was evidence that the information
was not lost, but rather was present but not expressed
at the time of testing. Providing conditions during
testing similar to those during training strongly facil-
itates retrieval and, as a consequence, stimulus
control of behavior. In a similar vein, facilitating
retrieval by the aid of reminder cues has also proven
effective for memory performance. These demon-
strations imply that information was stored but not
expressed at the time of testing, which suggests a
strong role of retrieval mechanisms.

In the second section, we described several models
that emphasize processing at the time of retrieval as
being critical for memory expression. Perhaps the
unsatisfying conclusion from this section is that
there is not a single approach that accounts for all
of the data available. Some models seem to fare well
in accounting for some phenomena, but fail to
explain fundamental aspects of other phenomena.
As an example, we pointed out how well the com-
parator model accounts for cue competition
phenomena, but also recognized its failure in addres-
sing important aspects of extinction and competition
between cues trained apart. Obviously, the ultimate
goal of any science of behavior is not only to explain
behavior but also to predict it. At least the models we
reviewed provide strong foundations for future the-
oretical developments, and in some ways each
proposal has proven its heuristic value as a tool to
guide new research. Current behavioral models have
stimulated research into the neurobiological under-
pinnings of memory. We see this avenue as perhaps
the most fruitful in the future because bridging the
gap that exists between behavior and its underlying
neurobiological basis is an important step toward
societal application.

Retrieval, the act of making stored information
available for use, is as important as acquisition in
terms of adaptive value. Consider, for example,
what would happen if an organism faces a dangerous
situation and is able to survive. If the animal does not
retain that information by virtue of either acquisition
failure or storage failure, memory of that experience
will not be available for future use. On the contrary, if
the animal stores the information, it will be available
for later encounters with the dangerous situation.
This brings us to the question: why does retrieval
failure occur? Perhaps retrieval failures, as we have
seen, arise from processing limitations. But more
important, it seems plausible that retrieval failures
arise from a strategy for organizing information based
on how relevant this information is in the test situa-
tion. That is, leaving some information less accessible
enables organisms to have access to other information
that could be more important, depending on the
demands imposed by the immediate environment.
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Memory is impressive. People can recognize hun-
dreds of pictures seen only once (Shepard, 1967)
and recall hundreds of words in response to cues
(Mäntylä, 1986). Memory’s feats are not limited to
short delays or to remembering simple materials in
laboratory settings. People remember their high
school classmates 15 years after graduation (Bahrick
et al., 1975) and recall details about the German
invasion of Denmark 50 years after they experienced
it (Berntsen and Thomsen, 2005). This short list
could easily be expanded.

And yet memory’s failures can be equally impress-
ive. For example, people’s recognition memory for a
penny is actually quite poor, even though they have
likely handled hundreds (if not thousands) over the
years (Nickerson and Adams, 1979). Similarly, the
majority of people fail when asked to draw the layout
of the number keys on a calculator, even though they
could easily use such a device (Rinck, 1999). Memory
failures are not limited to mundane objects, of course.
Consider just a few examples: Parents misremember
the way they raised their children (Robbins, 1963),
eyewitness misidentifications occur (Wells et al.,
2006), and people falsely remember being abducted
by aliens (Clancy, 2005).

To understand human memory, we must under-
stand memory’s failures as well as its successes. What
is more interesting than the fact that memory is
fallible is that the errors are systematic. By systemat-
ic, we simply mean that the errors are not random.
We understand something about the conditions
under which errors are more or less likely; for exam-
ple, delay is a manipulation that often increases
memory errors. This systematicity occurs because
errors are often byproducts of mechanisms that

normally aid memory, meaning that memory errors
can provide a window into the mechanisms of
memory.

One of the classics in this tradition is Bartlett’s
1932 study in which participants read and retold a
Native American story entitled ‘The War of the
Ghosts.’ When participants retold the story, they
made systematic errors. They changed the unfamiliar
Native American tale so that it made more sense to
them and so that it fit better with their English
culture. For example, in the retellings ‘canoe’ became
‘boat’ and the more supernatural parts of the story
either disappeared or changed to be more consistent
with a typical English story.

Bartlett concluded that our memories are recon-
structive. We do not recall exactly what happened;
rather, we reconstruct events using our knowledge,
culture, and prior beliefs about what must have
occurred. In other words, we use schemas to help
reconstruct our memories. A schema is a knowledge
structure that organizes what one knows and expects
about some aspect of the world. Schemas are useful
heuristics that allow us to fill in the gaps and to make
predictions. Bartlett’s participants possessed a schema
about what happens in a typical story and they used
this schema to reconstruct the atypical story that they
had read.

Bartlett’s ideas about reconstructive memory and
the influence of one’s prior knowledge have been
modified only slightly through the years and are
still thought to be the backbone of how our memory
functions. Schemas have been repeatedly shown to
have large effects on later memory. For example,
consider a classic study in which participants read
short passages, including one about an unruly child.
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When told that the story was about Helen Keller,
participants later falsely recognized sentences such as
‘She was deaf, dumb, and blind.’ When the protagonist
was labeled as Carol Harris, however, participants
rarely falsely recognized the same sentences
(Dooling and Christiaansen, 1977). The familiar
label presumably activated participants’ prior knowl-
edge of Helen Keller, which participants used to
make sense of the passage and to fill in gaps in the
story. One’s schema of Helen Keller, for example,
might include information about her childhood in
Alabama and her disabilities, as well as how she
blossomed into a successful speaker and writer with
the help of her teacher Anne Sullivan. While this
background knowledge is likely to aid comprehen-
sion of the passage, it also sets up the need to later
discriminate between what was read in the passage
versus what was inferred.

Schemas provide one example of a memory mech-
anism that can both help and hurt memory. Most
of the time, schemas support accurate memory; how-
ever, in some instances (such as the Helen Keller
example), they can lead us astray. In this chapter,
we will consider several different memory mecha-
nisms that, like schemas, can sometimes lead our
memories astray. We will focus on memory errors
that meet Roediger’s (1996) definition of memory
illusions. Specifically, the focus will be on ‘‘cases in
which a rememberer’s report of a past event seriously
deviates from the event’s actual occurrence’’
(Roediger, 1996: 76). We will place a particular
emphasis on memory errors that are made with high
confidence, are labeled as remembered, or otherwise
appear phenomenologically real. To preview a few of
the vivid memory errors we will discuss: they include
high-confidence errors in eyewitness testimony,
never-presented words ‘remembered’ as spoken by a
specific person, and ease of processing mistaken for
fame. In each case, we will describe a prototypical
experiment and the results and discuss possible
underlying mechanisms.

32.1 False Memory for Words: The
Deese-Roediger-McDermott Paradigm

As already described, Bartlett emphasized the use of
meaningful materials when examining reconstructive
memory, to avoid studying memory that was ‘‘primar-
ily or literally reduplicative, or reproductive . . . I
discarded nonsense material because, among other
difficulties, its use almost always weights the evidence

in favor of mere rote recapitulation, and for the most
part I used exactly the type of material that we have
to deal with in daily life’’ (Bartlett, 1932: 204).
Consistent with Bartlett’s ideas, most of the studies
we will describe in this chapter involve remembering
videos, stories, slide shows, or personal memories.
While words and nonsense syllables were frequently
used in verbal learning experiments, Bartlett did not
believe they would be useful in studying reconstruc-
tive memory since they did not encourage elaboration
nor the use of schemas.

However, words have many properties that make
them handy tools for the experimental psychologist.
Tulving (1983) has made this argument eloquently:
‘‘words to the memory researcher are what fruit flies
are to the geneticist: a convenient medium through
which the phenomena and processes of interest can
be explored and elucidated. . . words are of no more
intrinsic interest to the student of memory than
Drosophila are to a scientist probing the mechanisms
of heredity’’ (Tulving, 1983: 146). Tulving goes on to
point out that words have well-defined boundaries
and are easily perceived, and that memories
for words can easily be checked for accuracy. The
point is that using word stimuli to study false
memories would be very useful, if word stimuli
could be selected that would encourage elaboration
and the use of schemas. The argument is that the
Deese-Roediger-McDermott (DRM) stimuli fit these
requirements, and allow a simple and robust para-
digm for studying false memories.

In a typical DRM experiment, participants learn
lists of words, each related to a central non-
presented word, the critical lure. For example, par-
ticipants hear or see ‘nurse, sick, lawyer, medicine,
health, hospital, dentist, physician, ill, patient, office,
stethoscope, surgeon, clinic, cure.’ Even though the
critical lure ‘doctor’ was never presented, subjects
are likely to include it when recalling the list items.
They are also likely to incorrectly call it ‘old’ on a
recognition memory test. The DRM paradigm
appeals to experimenters because of the incredibly
high rates of false memories observed in both free
recall and on recognition measures. For example, in
one of Roediger and McDermott’s (1995) experi-
ments, participants recalled the critical lures 55%
of the time, a rate similar to recall of studied items
presented in the middle of the list! False recognition
was also very robust; Roediger and McDermott
observed a false alarm rate of 76.5% for critical
lures as compared to a hit rate of 72% for studied
items. Similarly high levels of false memories have
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been observed in dozens, likely hundreds, of experi-
ments using this methodology.

Not only are DRM errors frequent, they are also
phenomenologically compelling to the rememberer.
Roediger and McDermott asked participants to
label each word called ‘old’ as either ‘remembered’
or ‘known.’ ‘Remembering’ was defined as vividly
recollecting details associated with a word’s presen-
tation (e.g., where it occurred on the list, what it
sounded like, what one was thinking during
its presentation), whereas ‘knowing’ meant simply
knowing a word had been presented even though
one could not recall the details of its presentation.
As shown in Figure 1, the proportion of remember
and know responses was very similar for the studied
words and for the critical lures (Roediger and
McDermott, 1995). That is, people were just as
likely to claim they remembered the critical non-
presented lures as the studied words. People will
also describe their false memories in some detail,
attributing them to locations in the study list (Read,
1996) and to a particular speaker (Payne et al.,
1996). They are also willing to estimate how fre-
quently they rehearsed each false memory (Brown
et al., 2000). In general, the false memory effect is
very robust, persisting even when participants have
been forewarned about the nature of the illusion
(McDermott and Roediger, 1998).

Given the strength of the illusion, it is intriguing
that not all lists of related words yield false memories
(Deese, 1959; Gallo and Roediger, 2002). Listening to
‘sour, candy, sugar, bitter, good, taste, tooth, nice,
honey, soda, chocolate, heart, cake, tart, pie’ is likely
to yield a false memory for ‘sweet,’ whereas listening

to ‘sweet, sour, taste, chocolate, rice, cold, lemon,
angry, hard, mad, acid, almonds, herbs, grape, fruit’
is very unlikely to yield a false memory for the
critical lure ‘bitter.’ Both lists were constructed from
the same free-association norms, but only one yields
high levels of false memories. A key difference
between the lists involves backward associative
strength (BAS); this is a measure of how likely the
list items are to elicit the critical item in a free
association task. In other words, BAS measures how
likely participants are to report the critical lure as the
first word that comes to mind in response to list
items. Participants are likely to respond ‘sweet’ but
not ‘bitter’ in response to words like ‘sugar, sour,
taste,’ meaning that BAS is very high for ‘sweet’ but
very low for ‘bitter.’ This difference is crucial; BAS is
a major predictor of false recall (r¼ 0.73, Roediger
et al., 2001b).

In the activation monitoring framework’s expla-
nation of the DRM illusion, activation at encoding
spreads through a preexisting semantic network of
words, and the source of this activation is monitored
at test. Hearing ‘sour, candy, sugar’ in the study list
activates those nodes in the network. This activation
spreads through the network (Collins and Loftus,
1975), activating related nodes. Because the critical
lure is associated with so many study items (as
indicated by its BAS value), it is activated from
many different directions, leading to its heightened
activation. If the participant fails to correctly moni-
tor the source of that activation, a false memory will
result.

According to the activation monitoring frame-
work, manipulations that increase the amount of
activation spreading to the critical lure should result
in higher rates of false memories. Consistent with
this, false memories increase as the study list
increases in length, as longer lists mean that activa-
tion from a greater number of words spreads to
the critical lure (Robinson and Roediger, 1997).
Similarly, activation can spread from phonological
associates. Listening to a list of words like ‘bite,
fight, rut, sprite, slight, rye’ yields false memories
for phonologically related nonpresented words such
as ‘right’ (Sommers and Lewis, 1999). Intriguingly,
lists that combine phonological and semantic associ-
ates (e.g., ‘bed, rest, awake, tired, dream, scrub,
weep, wane, keep’) led to even higher rates of false
memories than did purely semantic or purely pho-
nological lists (Watson et al., 2003).

Activation alone cannot, however, explain all of
the data. An interesting experiment on the effects of
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presentation rate highlights the need for both acti-
vation and monitoring components. McDermott
and Watson (2001) presented DRM lists at five
different presentation rates: 20, 250, 1000, 3000,
and 5000ms per word. As expected, veridical recall
of list items increased with longer presentation
rates. More interesting were the false recall data.
When the presentation rate increased from 20 to
250 ms, false recall increased from 0.14 to 0.31.
However, when the presentation rate was further
increased, the rate of false memories decreased,
from 0.22 at 1000 ms to 0.14 at 3000 or 5000 ms.
The argument is that semantic activation is increas-
ing as the presentation rate increases, hence
the jump in false memories observed at 250 ms.
However, with the longer presentation rates, par-
ticipants encode more information about studied
words, allowing them to invoke monitoring strate-
gies during retrieval that help them to judge the
source of the activation.

Monitoring is necessary to explain other DRM
data, such as the finding that on average older
adults remember fewer studied words but falsely
remember just as many critical lures (or even
more) as do college students (e.g., Balota et al.,
1999). That is, because older adults have relatively
preserved semantic memory, there should not be
age differences in the activation of the critical lure.
Rather, what is affected is the ability to monitor the
source of activation, as older adults typically have
difficulty on source-monitoring tasks (Hashtroudi
et al., 1989). More direct support for the monitoring
explanation comes from a study linking the age
effect to problems with frontal functioning (Butler
et al., 2004). In this study, older adults were classi-
fied as high versus low functioning on tasks known
to require frontal functioning (e.g., the Wisconsin
card sort task). Importantly, older adults who scored
high on frontal tasks performed similarly to young
adults in a typical DRM paradigm. Only older
adults who scored poorly on frontal tasks showed
reduced true recall and increased false recall.
Because frontal areas are often implicated in mon-
itoring tasks (e.g., Raz, 2000), these data suggest it is
monitoring ability, not age, that is critical for avoid-
ing false memories.

Even young adults can be placed in situations
that make monitoring difficult, forcing them to rely
on activation. Consider Benjamin’s (2001) study in
which he repeatedly presented the DRM lists.
Young adults were less likely to incorrectly endorse
critical lures from lists presented three times,

presumably because they were able to monitor

the source of that activation. However, when par-

ticipants were required to respond quickly at test,

they falsely recognized more critical lures from the

lists presented three times. Repeating the list pre-

sumably increased the activation of the critical

lures. When time was plentiful during the recogni-

tion test, participants used monitoring processes

to correctly attribute the source of the activation

(and thus reduce, but not eliminate, the illusion).

When retrieval time was short, monitoring was not

possible, and the increased activation resulted in

high false alarm rates (see also Marsh and Dolan,

2007).
The distinctiveness heuristic is one monitoring

strategy that has been investigated in detail.

Schacter and colleagues defined the distinctiveness

heuristic as ‘‘a mode of responding based on partici-

pants’ metamemorial awareness that true recognition

of studied items should include recollection of dis-

tinctive details’’ (Schacter et al., 1999: 3). Anything

that makes DRM stimuli more distinctive should

increase participants’ standards for what they con-

sider to be old. Thus, picture lists yield lower rates of

false memories than do word lists (Israel and

Schacter, 1997), and pronouncing and hearing the

words at study lowers the false alarm rate as com-

pared to only hearing the words (Dodson and

Schacter, 2001).
Activation monitoring is the preferred explana-

tion of many researchers, but certainly not all.

Other explanations share in common a mechanism

for the lures being encoded, and then a monitoring

function at test. For example, fuzzy trace theory

(Brainerd and Reyna, 2002) proposes that both

verbatim and gist traces are encoded for events.

Verbatim traces reflect memories of individual

events, while gist traces reflect the extraction of

meaning across experienced events. During the

presentation of a DRM list, verbatim traces would

be encoded for the individual words, while at the

same time the meaning of the entire list would be

extracted and encoded into a gist memory. Later,

retrieval of the gist trace could drive false memory

effects.
We turn now from false memories of never-

presented words to errors when remembering events

such as crimes or traffic accidents. More important

than the switch in what is being remembered, though,

is that different memory mechanisms likely underlie

the two types of errors.
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32.2 Eyewitness Suggestibility: The
Misinformation Paradigm

Psychologists have long been interested in the relia-

bility of witnesses. Early in the twentieth century,
researchers such as Hugo Münsterberg and William
Stern were publishing on the unreliability of testi-
mony. The major methodological breakthrough in
this area, though, did not appear until the 1970s
when Elizabeth Loftus published her seminal work.

She developed the misinformation paradigm (also
known as the post-event information paradigm) that
involves a twist on the basic retroactive interference
paradigms that were popular during the verbal learn-
ing era (McGeoch, 1932). In retroactive interference
studies, researchers examine the effect of a second,

interfering event on memory for an original event (as
compared to a control group that was not exposed to
the interference). The typical design is shown in the
top part of Table 1. In verbal learning terms, all
participants study paired associates A – B in the first
phase of the experiment (e.g., Table – Radio). Next,
participants in the experimental group learn A – D

associations (e.g., Table – Pencil), whereas participants
in the control group rest or learn C – D (e.g., Purse –
Pencil). Finally, all participants are tested on A – B
(e.g., Table – ?), and memory is poorer in the group
that learned two different associations in response to A.
What does this have to do with eyewitness memory?

The bottom portion of Table 1 shows the connection
between the standard retroactive interference design
and eyewitness memory. The witness views an event
(A – B), such as a traffic accident (A) occurring near a
stop sign (B). After the event, the police will repeatedly
interview the witness, the newspaper will publish

accounts of the crime, and the witness will talk about
the event with other people. All these have the poten-
tial to provide interfering information. For example,
the police might erroneously suggest that the accident
(A) occurred near a yield sign (D) when really it

occurred near a stop sign (B). Later, when the witness
tries to remember the details of the original event (A –

?), he or she may recall the interfering misinformation

instead of what was actually witnessed. In contrast,
misinformation production would be low for subjects

in a control condition who heard a neutral reference to
a traffic sign.

One of the most classic laboratory demonstrations
comes from Loftus et al. (1978; see also Loftus and

Palmer, 1974). All participants viewed a slide show
depicting a traffic accident; in the critical slide, a red

Datsun was approaching an intersection with a traffic

sign. One-half of participants saw a stop sign; the other
participants saw exactly the same slide except that the

intersection was marked with a yield sign. After seeing
the slides, all participants answered a series of questions

about the accident. Embedded in one of the questions

was a reference to the traffic sign; half of participants
were asked ‘Did another car pass the red Datsun while

it was stopped at the stop sign?’ whereas the others
answered ‘Did another car pass the red Datsun while it

was stopped at the yield sign?’ Twenty minutes later,

participants examined pairs of slides and determined
which one had been presented in the original slide

show. The critical pair required participants to pick
between the Datsun at a stop sign versus a yield sign.

When participants had answered the question contain-

ing misinformation, they selected the correct slide 41%
of the time (below chance), as compared to 75% when

the question had referred to the correct sign.
Numerous studies have since replicated the basic

finding: Information presented after an event can
change what the eyewitness remembers. The original

event may take the form of a film, slide show, staged
event, written story, or a real event. The misinforma-

tion may be delivered in the form of presuppositions

in questions, suggestive statements, photographs (e.g.,
mugshots), or narrative summaries. It can come from

the experimenter, a confederate, or the witness her-
self. The misinformation effect qualifies as a false

Table 1 Experimental designs for studying retroactive interference (RI) and eyewitness suggestibility

Condition Study target (A – B) Interference (A – D) or (C – D) Test target (A – B)

RI

Experimental Table – Radio Table – Pencil Table – ?
Control Table – Radio Purse – Pencil Table – ?

Eyewitness

Misled Accident – Stop sign Accident – Yield sign Accident – ?
Control Accident – Stop sign Accident – Traffic sign Accident – ?
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memory since participants generally endorse the
misinformation quickly and with high confidence
(Loftus et al., 1989). When participants described
their erroneous memories, undergraduate judges
were at chance at differentiating between real and
suggested memories (Schooler et al., 1986).

One prerequisite for suggestibility is that participants
fail to notice any problem with the misinformation
when it is presented. This is called the discrepancy
detection principle (Loftus, 1992). Participants are
more likely to accept and reproduce misinformation
about peripheral details than central characters or
details (e.g., Christianson, 1992). In contrast, blatant
misinformation not only is rejected, it also increases
resistance to other peripheral misinformation (Loftus,
1979). Blatant misinformation may serve as a warning
that the source is not to be trusted. This would be
consistent with findings that warnings given before
encoding of misinformation successfully reduce sug-
gestibility, probably because warned participants read
more slowly as they search for errors (Greene et al.,
1982). In general, slow readers are more likely to notice
(and resist) misinformation (Tousignant et al., 1986).

Given that participants do not detect the misinfor-
mation, manipulations that are generally known to
enhance remembering lead to increased suggestibility,
presumably because they increase memory for the
misinformation. For example, suggestibility is greater
if participants generate the misinformation (Roediger
et al., 1996) and if the misinformation is repeated
(Mitchell and Zaragoza, 1996; Zaragoza and Mitchell,
1996). Participants may also be more likely to rely on
the misinformation if they have poor memory for the
original events. For example, dividing attention during
study (but not during the post-event information
phase) increases suggestibility (Lane, 2006).

One important question is what happens to the
original memory. It is easy to imagine the practical
implications: If the original and post-event misinfor-
mation coexist in memory, it suggests the usefulness
of developing strategies to help witnesses retrieve the
original event. However, if the misinformation over-
writes the original memory, it suggests that no
retrieval strategy will allow access to the original
event. Originally, there was much debate over this
issue, but several lines of evidence suggest that the
two memories may coexist. For example, consider
what happens when misled participants are allowed
to make a second guess after producing misinforma-
tion. If the original memories were completely
unavailable, second-chance responses should be at
chance (as what would they be based on?). Instead,

second-chance guesses of misled participants are
above chance (Wright et al., 1996), suggesting that
some information about the original event is still
available.

Compelling data for the coexistence hypothesis
comes from experiments using source monitoring
tests rather than recognition tests. Typically, in the
1970s and 1980s participants were required to make
‘old/new’ judgments about items. However, an ‘old’
judgment does not necessarily imply that participants
remember seeing the misinformation in the original
event. For example, participants may remember
reading the misinformation in a post-event narrative
and assume that remembering it from the narrative
means it must have been in the video as well. To test
these ideas, Lindsay and Johnson (1989) compared
two groups of participants, all of whom studied the
same photograph of an office. Afterward, half of par-
ticipants read a narrative that mentioned eight office-
related objects that were not actually in the original
picture. Control participants read an accurate narra-
tive description of the scene. The novel manipulation
was at test; half of participants took a standard
‘yes/no’ recognition test, and half took a source mon-
itoring test. For each item on the recognition test,
participants indicated ‘yes’ if the object had been in
the photograph and ‘no’ if it had not. On the source
test, participants indicated whether each test object
had been only in the picture, only in the text, in both
the picture and the text, or in neither the picture nor
the text. The results were dramatic: The misinforma-
tion effect was eliminated in the source condition! In
later experiments, the advantage of the source test
was replicated, although suggestibility was reduced
rather than completely eliminated (Zaragoza and
Lane, 1994).

Recent research on the misinformation effect has
moved from the debate about the fate of the original
memory trace to other interesting questions. One
current trend is the examination of the effects of
social context on suggestibility. This includes both
the social context in which participants are exposed
to misinformation, as well as the social context in
which participants first intrude errors. For example,
researchers are examining the effects of receiving
misinformation from other people as opposed to
reading it in narratives or embedded in questions
(e.g., Roediger et al., 2001a; Gabbert et al., 2004;
Wright et al., 2005). A related question involves the
response the witness receives from other people after
she (the witness) makes a mistake. The question of
how feedback affects a witness’ memory is an
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important one, as incorrectly telling the witness
‘Good, you identified the suspect’ can have many
negative consequences (see Douglass and Steblay,
2006, for a review).

32.3 Verbal Overshadowing

Rehearsal (especially elaborative rehearsal) can be a
useful mnemonic for remembering word lists and
prose. But what happens when a rehearsal fails to
adequately capture the original experience? For
example, words rarely capture the richness of our
perceptions. What are the memorial consequences
of a description (a rehearsal of sorts) that is inade-
quate or even inaccurate?

Questions about the effects of language and mem-
ory are not new ones. Many undergraduates are
familiar with a classic study in which labels influ-
enced memory for pictures. A picture of two circles
joined by a line was labeled as either ‘glasses’ or
‘barbell,’ and participants later redrew the pictures
to be similar to the label (Carmichael et al., 1932). In
the 1970s, there was much interest in how partici-
pants integrated verbal and visual information in
memory (e.g., Pezdek, 1977; Gentner and Loftus,
1979). Depending on the study, opposite conclusions
were reached. Sometimes labeling pictures and
objects led to enhanced memory (e.g., Santa and
Ranken, 1972), but other times labeling was asso-
ciated with difficulty on later memory tests (e.g.,
Gentner and Loftus, 1979).

More recently, Schooler and Engstler-Schooler
(1990) sparked interest in the question by contextu-
alizing it within the eyewitness memory domain.
After watching a 30-s video of a bank robbery, par-
ticipants in their Face Verbalization condition wrote
a description of the thief’s face (participants in the
control condition did an unrelated task during that
time). At test, all participants saw eight similar faces
(including the thief) and were asked to select the
perpetrator from the video or to indicate if he was
absent from the line-up. The intriguing finding was
that 64% of control participants selected the target,
as compared to 37% in the face verbalization condi-
tion. Schooler and Engstler-Schooler labeled their
finding verbal overshadowing.

Verbal overshadowing is not limited to faces; it
extends to other types of perceptual information.
Describing a voice reduces the ability to later
identify that voice from among six options
(Perfect et al., 2002). The typical wine drinker

shows verbal overshadowing for wines, as they are
unable to verbalize the nuances of wine in the
vocabulary of experts (Melcher and Schooler,
1996). After memorizing a map of a small town,
participants who wrote about it later performed
worse on distance estimation tasks than did control
participants (Fiore and Schooler, 2002). That is,
having described one’s spatial mental model of
the town led to confusion about the distances
between the landmarks.

Several different explanations have been proposed.
One possibility involves recoding. Specifically, when
participants describe a visual stimulus from memory,
they are effectively recoding it from a visual repre-
sentation to a verbal one, and the more recent recoded
memory then interferes with the original visual mem-
ory. Consistent with an interference account,
inserting a delay between the description and the
final test reduces verbal overshadowing (Finger and
Pezdek, 1999), in the same way that a delayed test can
reduce retrieval blocking in other interference situa-
tions (e.g., Choi and Smith, 2005).

The recoding account would predict that the
quality of the new verbal representation (as mea-
sured by the description) should predict the effects
of verbalization on later memory tasks. Although
Schooler and Engstler-Schooler (1990) did not find
a relationship between the quality of the descrip-
tions and the ability to recognize the perpetrator,
this may be because of the way the descriptions
were scored. Descriptions were considered better if
they described more features of the target; however,
this dependent measure is not ideal, as face recogni-
tion depends on configural information rather than
on recognition of individual features (e.g., Diamond
and Carey, 1986). That is, while people may only be
able to verbalize individual facial features (e.g., she
has big eyes and she has freckles on her nose), face
recognition depends upon hard-to-verbalize config-
ural information about the relationship of features to
one another (e.g., the relationship between the eyes
and the nose).

Support for the recoding hypothesis comes from a
meta-analysis of the literature about the type of
instructions given to witnesses. Meissner and Brigham
(2001) coded each study’s instructions to participants
as either standard or elaborative. Instructions were
considered elaborative if ‘‘the authors explicitly
encouraged their participants to go beyond their nor-
mal criterion of free recall and to provide more
elaborative descriptions’’ (Meissner and Brigham,
2001: 607). Presumably, elaborative descriptions led
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to less accurate recodings; consistent with this, elabo-
rative descriptions were more likely to lead to verbal
overshadowing than were descriptions resulting from
standard free recall instructions (Meissner and
Brigham, 2001). One study published since the meta-
analysis deserves mention here. MacLin (2002)
compared the effects of several different types of
instructions on the verbal overshadowing effect.
When participants were told to describe facial features,
the standard effect occurred: On a later test, partici-
pants were less likely to identify the target than were
control participants who did not describe the target.
However, when participants were told to write a
description comparing the target to a famous person
such as Julia Roberts (the exemplar condition), verbal
overshadowing was reduced. The effect disappeared in
a prototype condition in which participants described
‘‘what type of person you think he most looks like’’
(MacLin, 2002: 932) in terms of occupation and per-
sonality. Thus, verbal overshadowing was most likely
in the condition in which recoding emphasized facial
features rather than more holistic information about
the target face.

A second explanation of verbal overshadowing
also hinges on the fact that descriptions often empha-
size individual facial features rather than configural
information. However, rather than proposing that a
feature-based description interferes with retrieval of
the original memory, the argument is that verbaliza-
tion induces a processing shift at test (Dodson et al.,
1997; Schooler, 2002). That is, because descriptions
of faces emphasize individual features (as it is hard to
verbalize relations between features), the participant
carries over this type of processing to test. This is
considered a processing shift, as face identification is
normally based on configural information rather than
features; carrying over a featural orientation would
constitute inappropriate processing. One interesting
finding is shown in Figure 2. Dodson and colleagues
had participants view a target face and then do one of
three tasks: Describe the target face, describe a par-
ent’s face, or list U.S. states and capitals (a control
condition). As shown in the figure, describing any
face (e.g., a relative’s) reduced participants’ ability
to identify the target (Dodson et al., 1997). This is
hard to reconcile with the idea that a recoded repre-
sentation (of the target) is interfering with access
to the original memory. Rather, it suggests that
anything that emphasizes featural processing will
encourage that same type of processing at test.

Similar conclusions were reached by Finger (2002),
who added a second factor to the typical verbal

overshadowing experiment. She crossed description
(describe vs. control) with a post-description task
(verbal vs. mazes). When solving mazes followed the
face description, verbal overshadowing disappeared.
In a second experiment, Finger replicated the effect
with a second nonverbal task, namely listening to
music. Engaging in holistic processing can change
the processing set from one that emphasizes individual
features to one that does not, with consequences for
face identification.

Recent research suggests a number of relatively
simple solutions to minimize the effects of verbal
overshadowing of faces, such as inserting a delay
between description and test (Finger and Pezdek,
1999) and preceding the test with a task that
encourages configural processing (Finger, 2002). It
remains to be tested whether these solutions are
equally effective at reducing verbal overshadowing
of other types of perceptual stimuli such as voices,
wines, and maps.

32.4 Misattributions of Familiarity

Thus far, we have discussed misremembering labora-
tory events – be it misremembering a word that was
never presented in a study list (in the DRM para-
digm), incorrectly recalling a detail of a slide show (in
the misinformation paradigm), or misidentifying a
person from a video (in verbal overshadowing
experiments). In contrast, in the next paradigm
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we will review, the memory error involves misattri-
buting something learned in the laboratory to pre-
experimental experience. More specifically, the
paradigm is a recipe for fame; Larry Jacoby used
straightforward experimental manipulations to make
ordinary names appear famous.

The names Brad Pitt, Mark McGwire, and Sandra
Day O’Connor are likely recognizable to you. In
addition to agreeing that you have heard of these
people before, you can probably justify your response
by telling us Brad Pitt is an actor, Mark McGwire is
an athlete, and Sandra Day O’Connor is a retired
Supreme Court justice. You can also tell me whether
or not other names are the names of famous people,
even if you cannot say exactly why each person is
famous. For example, try to identify the three famous
people in the following list of six names: Zoe Flores,
Minnie Pearl, Jessica Lynch, Joanna Emmons,
Summer Foster, Hattie Caraway. Hopefully, at least
one or two of the names will seem familiar to you,
even if you do not know what accomplishments to
associate with each name. Quite simply, the false
fame paradigm increases the familiarity of nonfamous
names (like Zoe Flores, Joanna Emmons, and
Summer Foster) and places the respondent in a situa-
tion where familiarity is interpreted as fame.

In the typical paradigm, participants read a list of
names explicitly labeled as nonfamous. In a second
phase, participants judge the fame of each of a series
of names; the test list includes moderately famous
names like Minnie Pearl, new nonfamous names, and
old nonfamous names that were read in the first part
of the experiment. Critically, half of the participants
are required to do a secondary task (e.g., monitoring
an auditory stream of numbers for a series of three
odd numbers in a row) at the same time as the fame
judgment task. In the full-attention (control) condi-
tion, old nonfamous names are less likely to be judged
famous than are new nonfamous names; in this con-
dition, if participants can remember a name is old,
then they can assume it is not famous. In contrast, in
the divided-attention condition, participants are
more likely to call old nonfamous names famous
(M¼ 0.28) than new nonfamous names (M¼ 0.14)
(Jacoby et al., 1989b). The logic is that under divided
attention, participants are forced to base their judg-
ments on the familiarity of a name, and that the
cognitive load interferes with their ability to recollect
whether names were presented in the first part of the
experiment.

The false fame effect requires conditions that
force participants to rely on familiarity rather than

recollecting information about the names. For exam-
ple, the false fame effect also occurs when attention is
divided during encoding, as presumably that pre-
vents encoding of item-specific information (Jacoby
et al., 1989a). Similarly, under conditions of full
attention, the illusion requires a delay between
study of the nonfamous names and the fame judg-
ments. Consistent with the idea that the false fame
effect is familiarity driven, the effect is stronger in
populations that are more likely to rely on familiar-
ity, such as older adults (Bartlett et al., 1991;
Multhaup, 1995).

This illusion is related to a more general frame-
work on how people interpret feelings of familiarity.
Vague feelings of familiarity are not specific to
names; there are many situations in which familiarity
is experienced and the perceiver must attribute that
familiarity to something. In an impressive series of
studies, Jacoby has shown that how that familiarity is
interpreted depends on the experimental context.
Familiarity can be interpreted as fame, but it can
also lead to illusions of duration and noise level,
for example. At test, previously studied words are
judged to be presented longer than are new words
(Witherspoon and Allan, 1985) and background noise
is judged to be quieter for old sentences than for new
sentences ( Jacoby et al., 1988). The familiarity of the
items causes them to be processed fluently, and in the
context of perceptual judgments, this fluent proces-
sing is interpreted as perceptual conditions that aid
identification of the items.

Familiarity may also play a role in the déjà vu
experience (Brown, 2003, 2004). In the prior exam-
ples in this section, familiarity was successfully
attributed to a source, albeit incorrectly: Familiarity
was misinterpreted as fame and longer presentation
durations, among other things. In contrast, déjà vu
occurs when something feels familiar but the famil-
iarity cannot be attributed to any prior experience. It
is this unexplained familiarity with a situation that
yields the puzzling déjà vu reaction. One hypothesis
is that the individual previously experienced all or
part of the present situation or setting, but cannot
explicitly remember it. Thus implicit memory yields
a familiarity response that is puzzling given the lack
of episodic memory. Because déjà vu is a relatively
infrequent phenomenon (Brown, 2003, 2004), it is
difficult to capture in the laboratory. Some support
for the implicit memory hypothesis, however, has
been found in a laboratory paradigm (Brown and
Marsh, in press). In this study, students from
Duke University and Southern Methodist University
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viewed photos of the away campus in an initial
exposure phase (none of these students reported
having visited the other campus in real life). During
the initial session, participants made a simple per-
ceptual judgment about each of 216 photos, which
included the target away-campus photos as well as
many filler photos. One week later, participants
made judgments about whether or not they had
visited each of a series of test photos. Critically, in
addition to familiar places from their home campus,
participants judged photos from the prior session.
Prior exposure to away-campus scenes boosted par-
ticipants’ beliefs that they had visited the places in
real life. Intriguingly, almost half of participants
reported experiencing something like déjà vu in the
study. In this case, familiarity with a scene influenced
belief that the place had been visited in real life, and
sometimes this familiarity was puzzling enough to be
labeled as déjà vu.

In this section, we described how familiarity could
be interpreted as fame as well as perceptual attributes
such as the volume of noise. In the next section, we
will consider whether familiarity with an event can
increase people’s beliefs that an event happened in
their pasts.

32.5 Imagination Inflation

The relationship between imagery and perception
has a long intellectual history, reaching back to phi-
losophers such as Hume and Mills. In the 1970s, the
key question involved the nature of the representa-
tion underlying images. In this context, Johnson and
colleagues asked how we separate memories for
images from memories based on perception. More
generally, reality monitoring involves deciding
whether a memory originated from an internal or
external source, with internal sources being cognitive
processes such as imagery, thought, and dreams.
Johnson argued that internally generated and exter-
nally presented memories tend to differ in prototypical
ways, and that these differences in qualitative char-
acteristics were the basis for attributing memories to
thought versus perception (e.g., Johnson and Raye,
1981). Compared to memories based on perception,
memories of images were postulated to be less vivid
and to be associated with the cognitive operations
involved in their generation. Reality monitoring
errors occur when memories contain characteristics
atypical of their class. For example, easily generated
images are more likely to be misattributed to

perception than are difficult-to-imagine objects.

Easily generated images are likely atypically vivid;

in addition, their easy generation means they are not

associated with a record of cognitive operations

(Finke et al., 1988).
Misattributions of imagined events to perception

have been documented with many different kinds of

stimuli, including imagined voices (Johnson et al.,

1988), imagined rotations of alphanumeric characters

(Kahan and Johnson, 1990), and imagined pictures

(Johnson et al., 1982). But can imagery cause confu-

sions beyond these types of simple laboratory

stimuli? That is, if you imagine an event, will you

later come to believe that it really happened?
Garry and colleagues (1996) created a three-stage

procedure to answer this question. In the first part of

the experiment, participants rated the likelihood that

they had experienced each of a series of life experi-

ences (the Life Events Inventory; LEI), including

winning a stuffed animal at a fair and breaking a

window with one’s hand. Two weeks after reading

descriptions of the target events, participants imag-

ined both the setting and the action of events in

response to specific prompts. For example, in the

broken window event, participants spent 20–60 s

imagining the following setting: ‘‘It is after school

and you are playing in the house. You hear a strange

noise outside, so you run to the window to see what

made the noise. As you are running, your feet catch

on something and you trip and fall’’ (Garry et al.,

1996: 210). After the imagination phase was finished,

the experimenter pretended to have lost the original

LEI and asked participants to fill out the question-

naire for a second time.
There were eight critical events judged unlikely

to have occurred for a majority of the participants,

and each participant imagined four of those during

phase 2. Of interest was whether participants were

more likely to change their beliefs about events they

had imagined in phase 2, as compared to the control

events not imagined. Garry et al. examined the per-

centage of critical items that were rated as more

likely to have happened at time 2 (after the imagery

phase) than at time 1. Increases in likelihood ratings

were more common for imagined events than for

control events. For example, consider the effect of

imagining on people’s beliefs that as a child they

broke a window with their bare hand. The likelihood

ratings increased from time 1 to time 2 for 24% of

participants in the imagery condition, as compared to

only 12% of control participants.
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It is possible, of course, that participants had actu-
ally experienced these unusual events and that
imagining them helped to cue the previously forgot-
ten memories. One solution to this criticism is to
control the original events in the laboratory, to
allow certainty about what actually occurred.
Because this is not possible with childhood memories,
Goff and Roediger (1998) brought the encoding
phase into the laboratory. The experiment had
three sessions; during the first session, participants
enacted, heard, or imagined simple events. For exam-
ple, when the experimenter read aloud the sentence
‘bounce the ball,’ one participant would simply listen;
another would imagine bouncing the ball, and a third
would actually bounce the ball. Twenty-four hours
later, participants returned for a second session in
which half of participants imagined events and half
did math problems. In the imagery condition, partic-
ipants were guided to imagine each event zero, one,
three, or five times; the events included ones from the
first session as well as completely new events.
Participants in this condition rated the vividness of
each image. Finally, 2 weeks after the initial session,
participants were given recognition and source mon-
itoring tests. Participants were explicitly told that
their memory was being tested for the first day
only. They were first asked if they remembered
hearing certain events. If they answered no, they
gave a confidence rating in their answer. If they
answered yes, they specified the format of the
remembered event (heard and enacted, heard and
imagined, or heard only) and rated their confidence
in that judgment. Of interest was whether imagining
new events in session 2 would increase beliefs that
the events had been performed in session 1.
Replicating findings from studies using LEI mea-
sures, Goff and Roediger found that events that
were only imagined during the second session were
later misremembered as having been performed dur-
ing the first session. Imagining a bouncing ball in the
second session increased participants’ beliefs that
they had actually bounced a ball in the first session.
Furthermore, as the number of imaginings in session
2 increased, participants were more likely to incor-
rectly label a never-performed action as having been
performed in the first session, as shown in Figure 3.

The finding of imagination inflation for laboratory
events supports the idea that imagination can yield
false memories and that the effects observed with
the LEI cannot be attributed solely to recovery of
previously forgotten events. Why do these effects
occur? In their original demonstration of imagination

inflation, Garry and colleagues favored a reality mon-

itoring explanation, whereby an imagined memory

was misattributed to perception. Specifically, Garry

et al. argued that imagination increased the percep-

tual information associated with the events, thus

increasing the similarity of these imagined memories

to performed events. This account predicts that imag-

ination inflation should be greater when images are

detailed, as they will be more readily confused with

perception. Consistent with this hypothesis, Thomas

and colleagues (2003) found that elaborative imagery

instructions increased the imagination inflation effect,

as compared to standard imagery instructions. Like

Goff and Roediger, Thomas’ participants completed

an initial encoding phase and returned a day later for

the imagination phase. Instructions in the simple

imagery condition paralleled Goff and Roediger;

for example, participants were asked to ‘imagine get-

ting up and opening the door.’ Participants in the

elaborative imagery condition were to imagine two

additional statements, which included two sensory

modalities; for example, ‘Imagine getting up and

opening the door. Imagine how the door handle

feels in your hand. Imagine how the door sounds as

you open it.’ If the event was not imagined in the

middle session, participants were very good at identi-

fying new events. However, imagining events in the

middle session led to imagination inflation, and this

effect was bigger (12%) following elaborative imag-

ery than simple imagery (7%).
To recap, imagining events may increase their

vividness, a key characteristic of perceived memories.

This is not the only explanation for the imagination

inflation effect, however. Imagining events may also
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increase their familiarity, which can also lead to
memory misattributions (as described in the previous
section of this chapter). The imagination scripts used
to guide the imagery also usually contain a lot of
suggestive information over and above the vivid
images generated by the participant. In short, does
imagination underlie the effect, or is the effect at least
partly driven by familiarity (as discussed in the sec-
tion on false fame), as opposed to imagination?

Several data points suggest that imagining vivid
details is not necessary to increase beliefs that events
occurred in childhood. For example, similar effects are
observed when participants paraphrase the script nor-
mally used to guide imagery (Sharman et al., 2004).
The data also look similar when participants explain
how the events might have happened in one’s child-
hood (Sharman et al., 2005). Of course, in both of these
cases, it is possible that participants might sponta-
neously generate images even though they were not
explicitly directed to do so. However, Bernstein and
colleagues observed inflation in a study in which
spontaneous generation of images was quite unlikely.
Their study extended the revelation effect to autobio-
graphical memory (Bernstein et al., 2002). The
revelation effect is the finding that requiring partici-
pants to unscramble a stimulus (to reveal it) increases
the likelihood that it will be judged ‘old’ (Westerman
and Greene, 1996). Bernstein et al. found that partic-
ipants were more likely to believe childhood events
had in fact occurred if they had to unscramble the
events before judging them (e.g., ‘broke a dwniwo
playing ball’). Unscrambling presumably does not en-
courage imagery, and thus it suggests that LEI ratings
can be based on factors other than image vividness,
such as familiarity.

It should be clear that the just-described results do
not negate the role of imagination in false memory
creation. Finding that explaining, paraphrasing, and
unscrambling events can all inflate confidence in
remembered events does not preclude imagination
also playing a role. Rather, such results emphasize the
importance of isolating the contribution of imagina-
tion, as imagination is often combined with other
factors that yield false memories.

32.6 Implanted Autobiographical
Memories

It is possible to make a person remember a word that
was never presented, to misjudge the fame of a name,
or to misremember a detail from a witnessed event.

But do people ever falsely remember entire events?
The answer is yes. Consider the case of Shauna
Fletcher, who came to believe her horrible memories
of childhood sexual abuse were false memories
(Pendergrast, 1996). How could this happen? Shauna
traced her memories to several different sources,
blaming her therapist for suggesting that the events
occurred, and books and movies for providing the
images she remembered. Shauna’s experiences paral-
lel the findings from laboratory studies: Implanting
memories is possible, but not simple. A single mis-
leading statement does not yield the kind of false
memories experienced by Shauna. Correspondingly,
the laboratory procedures for implanting entire mem-
ories tend to be much more complicated than those
described earlier in the chapter, oftentimes combining
multiple suggestive techniques.

Loftus and Pickrell (1995) demonstrated that false
autobiographical memories can be implanted using
laboratory techniques. The critical false memory
involved being lost in a shopping mall as a child.
To camouflage the purpose of the experiment, par-
ticipants were also interviewed about childhood
events that had actually occurred; a close relative of
the participant provided the true memories. The
relative also provided plausible details to aid in con-
structing the false memory (e.g., stores the family
shopped, other family members likely to have been
present, etc.) and verified that the participant had not
been lost in a shopping mall around the critical time
period (age 5).

Participants reviewed four events: three that
were true and the critical false event. Each event
was described in a booklet, and participants were
instructed to remember the events and to write
about the specific details of each. If participants did
not remember the event, they were to indicate that on
the form. Approximately 1–2 weeks later, participants
were interviewed about the events. In addition to
recalling details of the events, participants rated
each memory for clarity (1¼ not clear; 10¼ extreme-
ly clear) and confidence that additional details could
be remembered later (1¼ not confident; 5¼ extreme-
ly confident). A second interview, conducted 1–2
weeks later, was similar to the first interview.

Did participants come to remember being lost in
the shopping mall at age 5? Critically, seven out of 24
participants claimed to remember the false memory
(fully or partially) while writing about it in the initial
booklet. Although their descriptions of the false
events were shorter than those of true memories,
the clarity ratings given to these false memories
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increased across interviews. At the end of the experi-
ment, five participants were unable to pick out the
false event and instead guessed that one of the true
events had never happened.

The reader may be wondering why we consider
the Loftus and Pickrell (1995) study to be an example
of successful memory implantation. After all, most
participants never believed the lost-in-the-mall
memory and were able to identify it as the false
event. What is crucial is that the implantation rate
was above zero. That is, to argue that implanting false
memories is possible, one only needs to show one
successful implantation.

False memories are not limited to erroneous
memories of being lost in the mall as a child.
Experimenters have been successful at implanting
many different types of events in participants.
Participants have come to falsely remember partici-
pating in a religious ceremony (Pezdek et al., 1997),
riding in a hot air balloon (Wade et al., 2002), putting
the gooey toy Slime in an elementary school teach-
er’s desk (Lindsay et al., 2004), and being admitted
to the hospital (Hyman et al., 1995). Different
approaches have been taken to ensure a false memory
was in fact implanted, as opposed to a true memory
being recovered. One is to confirm events with par-
ents, as Loftus and Pickrell (1995) did. Another is to
choose events that are very implausible, or even
impossible. Braun and colleagues (2002) used the
latter approach, implanting false memories for meet-
ing a Warner Brothers character, Bugs Bunny, at
Disneyland.

The procedures for implanting false memories
are often elaborate, far beyond the simple sugges-
tions typical of eyewitness misinformation studies.
Successful studies typically follow three rules of
thumb (Mazzoni et al., 2001; Lindsay et al., 2004).
First, the target event must be deemed plausible.
For example, it is easier to implant a false memory
for being lost in the mall than it is to implant a
false memory of an enema (Pezdek et al., 1997; see
also Hart and Schooler, 2006). Second, the target
event must be elaborated upon. For example, sug-
gestibility was greater for participants who were
required to imagine and describe the target events,
probably because the guided imagery task led to
more detailed memories (Hyman and Pentland,
1996). Third, the products of this elaboration must
be attributed to memory, as opposed to other
sources.

Although this framework is generally useful for
thinking about memory implantation, one difficulty

is that many manipulations likely affect more than
one process. Consider, for example, Pezdek and col-
leagues’ difficulty in implanting a false memory
involving a Catholic ceremony (the Eucharist) in
Jewish participants. Were the Jewish participants
able to reject the event because it was implausible
to them or because they were not familiar enough
with the event to elaborate upon the suggestion?
Similarly, consider what happens when a participant
sees a doctored photograph depicting her engaged in
the target false event. In this type of study, after a
relative verifies that the participant has never ridden
in a hot air balloon, Photoshop is used to insert a real
childhood photo into a photograph depicting a hot air
balloon ride (Wade et al., 2002). Such a procedure
yields false memories in about half of participants (a
high rate) – but is unclear at a cognitive level how the
photograph has its effect on memory. The very exis-
tence of a photograph of the event increases the
plausibility of the event, as well as providing vivid
details about the supposed event.

The aforementioned examples illustrate the chal-
lenge of doing research in this area, namely the
difficulty of linking manipulations to specific cognitive
processes. We do not, however, intend to be pessimis-
tic. The demonstrations of memory implantation were
critical first steps, and they are being followed by
systematic manipulations aimed at better elucidating
the underlying cognitive processes. Rather than trying
to equate different events with different levels of
an independent variable, one approach is to try to
implant the same event while experimentally manip-
ulating a variable that affects only one possible factor,
such as plausibility. Mazzoni and colleagues took this
approach when examining memories for demonic pos-
session (Mazzoni et al., 2001). Keeping the target event
constant, they showed that reading articles about pos-
session dramatically increased later beliefs that one
had witnessed a demonic possession (as compared to
the control group).

One of the major puzzles in this research area is
why vivid false memories can be successfully
implanted in some participants but not others. For
example, across eight well-cited studies, Lindsay
et al. (2004) observed that the implantation rate ran-
ged from 0% to 56% of participants! We know of no
study in which the false memory was successfully
implanted into 100% of participants. Thus we pre-
dict one fruitful avenue for future research will be
investigating individual differences in suggestibility.
In the best study to date, Hyman and Billings (1998)
looked for relationships between rates of false
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memory implantation and scores on four cognitive/
personality scales. Two interesting results emerged.
First, false memory scores were higher for partici-
pants who scored higher on the Creative Imagination
Scale (CIS), a scale that measures imagery ability as
well as suggestibility. In other words, participants
who were better able to elaborate upon the sugges-
tion were more likely to come to remember the false
event. Second, false memory scores were higher for
participants who scored higher on the Dissociative
Experiences Scale (DES), a scale that measures both
normal experiences such as distraction as well as less
normal experiences such as hearing voices. Scoring
higher on the DES may be related to difficulties with
source monitoring.

In short, implanting detailed false memories is a
complex process. It combines many of the techniques
described earlier in the chapter in the context of
other false memory paradigms, including imagery
instructions, misleading suggestions, and a test situa-
tion that does not encourage participants to evaluate
the source(s) of their memories. In this context, we
turn to a discussion of how the various memory
errors relate to one another.

32.7 Connections Across False
Memory Paradigms

We have described six different paradigms that yield
memory errors: The DRM paradigm, the eyewitness
misinformation paradigm, verbal overshadowing
studies, misattributions of familiarity, imagination
inflation, and implanted autobiographical memories.
What is the relationship between these very different
paradigms?

We linked each memory error to possible mech-
anisms: Spreading activation (and monitoring of that
activation) in the DRM paradigm, interference and
failure to monitor source in the misinformation para-
digm, an inappropriate shift in processing at test in
the verbal overshadowing paradigm, a misattribution
of familiarity in the false fame effect, increased famil-
iarity and vividness (and possibly reality monitoring
failures) in imagination inflation, and elaboration and
source misattribution in the implanted memory stud-
ies. Sometimes, the same mechanism is implicated
across illusions; for example, source monitoring fail-
ures are implicated in the misinformation effect
and in implanting false autobiographical memories.
Imagination inflation likely involves reality-monitor-
ing errors, a specific type of source error.

Misattributions of activation (in the DRM paradigm)
and familiarity (as observed in the false fame para-
digm) can also be interpreted as source errors. In
other cases, the mechanisms appear qualitatively dif-
ferent, as in the case of the transfer inappropriate
processing shift in verbal overshadowing studies.
Of course, one issue is that likely more than one
mechanism is involved in each illusion (and the con-
vergence of mechanisms is probably why the errors
are so robust). For example, imagination inflation
likely depends on both vivid encoding (which may
also increase familiarity) and some kind of monitor-
ing failure at test. One other point worth noting is
that even if the same mechanism is implicated in two
different illusions, the instantiations of that mecha-
nism may be quite different. For example, even
though source errors are implicated in both the
DRM illusion and the misinformation effect, giving
participants a source test has very different effects in
the two cases. As already mentioned, a source test can
reduce susceptibility to post-event information (e.g.,
Lindsay and Johnson, 1989; Zaragoza and Lane,
1994). However, source tests yield more puzzling
results when used in the DRM paradigm; depending
on the features of the source test, the rate of false
memories may be higher (Hicks and Marsh, 2001),
lower (Multhaup and Conner, 2002), or similar
(Hicks and Marsh, 1999) to that observed on item
memory tests.

More generally, comparing the effects of standard
manipulations on the different measures of suggest-
ibility is a useful way of examining similarities and
differences across false memory paradigms. For
example, many researchers are interested in differ-
ences in suggestibility between children and college
students. This comparison has been made in at least
three of the six paradigms we described – DRM, eye-
witness misinformation, and implanted memories –
and the conclusion about age is not the same across
paradigms. For example, younger children are nor-
mally more suggestible in eyewitness misinformation
paradigms than are older children (Bruck and Ceci,
1999), but older children are more suggestible than
younger children in the DRM paradigm (e.g.,
Brainerd and Reyna, 2007). That is, even though
there are clear age differences in source monitoring
abilities (e.g., Lindsay et al., 1991), with older chil-
dren doing better than younger, older children
are more suggestible in the DRM paradigm. Why is
this, given that we already alluded to the role of
source monitoring in the DRM paradigm? The para-
dox can be resolved by attributing the key age
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difference to encoding, rather than to retrieval-based
processes such as source monitoring. Specifically,
because younger children have difficulty noting
semantic relations between items (Brainerd and
Reyna, 2007), they may be less likely to encode
the critical lure. In the terms of activation-monitor-
ing theory, activation will be less likely to spread to
the critical lure from related studied items; in the
terms of fuzzy trace theory, younger children will be
less likely to extract the gist of the list. By either
account, the result is the same: It does not matter if
younger children are poor at source monitoring if
there is no trace for them to attribute to a source!
Again, this example highlights the inadequacy of
simply attributing DRM and eyewitness errors to
difficulties with source; the full picture is more
complicated.

There are at least two other approaches for con-
necting false memory paradigms. One is to test the
same participants in multiple paradigms, and another
is to link false memory in different paradigms to the
same standardized measures of individual differ-
ences. The logic is that if comparable mechanisms
underlie the errors, then the same individuals (or the
same types of people) should perform similarly across
paradigms. For example, Clancy and colleagues
(2002) examined suggestibility in the DRM paradigm
in control participants and in people who believed
aliens had abducted them. Memories of alien abduc-
tion are of interest since the scientific community
views alien abductions as impossible occurrences,
leading these memories to be classified as false mem-
ories (although not implanted in the laboratory, of
course). Interestingly, false recognition of nonpre-
sented words was higher for people with alien
abduction memories (M¼ 0.67) than for control par-
ticipants (M¼ 0.42). In this same study, correlations
between false memory and scores on individual dif-
ference scales were also observed. The rate of false
memories was greater for individuals who scored
highly on scales measuring absorption and dissocia-
tive experiences (DES) and reported more symptoms
of post-traumatic stress disorder. The reader will
recall that the DES is a scale that measures both
normal experiences such as distraction as well as
less normal experiences such as hearing voices, and
that higher scores on the DES may be related to
difficulties with source monitoring. Higher DES
scores predicted implantation of a false childhood
memory for spilling punch on the mother of the
bride, although absorption did not (Hyman and
Billings, 1998). Scores on the DES have also been

related to imagination inflation (Paddock et al., 1999),

and pathological scores on this scale have been linked

to suggestibility in the eyewitness misinformation

paradigm (Eisen et al., 2001). However, DES scores

are not related to susceptibility to the false fame

illusion (Peters et al., 2007). Understanding such

individual differences will likely be an important

part of future research on memory errors and

suggestibility.
We end with a note on another approach we

believe will help elucidate the relationships between

different false memory paradigms: neuroimaging.

Consider a study by Cabeza and colleagues (2001),

in which participants watched two very different

sources (a Caucasian male and an Asian female)

read DRM-like lists, followed by a recognition mem-

ory test. At test, studied words and critical lures

yielded similar activation in anterior medial tem-

poral lobe (MTL) areas, but activation in posterior

MTL differentiated true and false memories. Cabeza

et al. associated anterior MTL with retrieval of

semantic information and posterior MTL with per-

ceptual information. What would the pattern be like

for familiarity-driven illusions, such as false fame? To

the extent that the same mechanisms underlie differ-

ent memory errors, similar patterns of activation

should occur.

32.8 Conclusions

In this chapter, we reviewed just six of the many

published paradigms for creating false memories.

Together, the data highlight the constructive nature

of memory, as proposed by Bartlett (1932). We have

also tried to stress that not all memory errors are

equal. Not surprisingly, given the complexity of

memory, there are many different ways that error

can enter the system, from encoding to retrieval.
While we have focused on errors, we would be

remiss not to point out that reconstructive memory is

often very useful. For example, familiarity often is an

excellent cue that something has been experienced

before, and it is only in certain situations that this

heuristic leads to error. More generally, errors are

often the by-product of processes that support ver-

idical memory. Memory errors are more than

intriguing illusions. A thorough understanding of

memory’s errors will provide insight into the pro-

cesses that normally aid memory.
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33.1 Introduction

Alzheimer’s disease (AD) is the foremost human dis-
ease of memory. Independent streams of research on
the molecular mechanisms of AD and the molecular
basis of memory, which historically were quite dis-
tinct, are now converging in exciting ways. The study
of AD may provide novel insights into basic mecha-
nisms of memory, and even more importantly for the
over 24 million patients with AD worldwide (Ferri
et al., 2005), discoveries about the molecular basis of
memory are advancing our understanding of the dis-
ease and yielding new treatment targets.

AD typically begins with mild forgetfulness in the
elderly. Early on, before memory problems interfere
with day-to-day functioning, a diagnosis of mild cog-
nitive impairment (MCI) is often made. As years go by,
deficits become more severe and patients are forced to
curtail their usual activities. Deficits in other cognitive
domains become increasingly apparent, including
executive dysfunction, anomia and other language
problems, visuospatial dysfunction, and ultimately, glo-
bal cognitive impairment. Median survival is about 12
years after first symptom onset (Roberson et al., 2005).

Although the diagnosis of probable AD is made
during life, definite diagnosis is made only at autopsy.
The hallmark pathological features of AD are extracel-
lular amyloid plaques and intracellular neurofibrillary
tangles (NFTs) (Figure 1), combined with neuronal
and synaptic loss, vascular amyloidosis, astrocytosis,
and microgliosis. Most of these changes occur in a
stereotypical regional distribution, with medial tem-
poral structures involved in memory affected earliest
and most severely.

Biochemical and genetic studies of AD have iden-
tified several molecules that may play a causal role in
its pathogenesis (Figure 2). For the most part, these
molecules have been studied primarily in the context
of AD. In the first half of this chapter, we consider the
impact of these AD-related molecules on memory. In
addition, many molecules that have been studied
primarily in the context of synaptic plasticity and
memory, including a variety of receptors, channels,
second messengers, kinases, and transcription factors,
are also involved in AD. In the second half of the

chapter, we consider AD-related memory impair-
ment in relation to these molecules.

33.2 Memory Impairment by
AD-Related Molecules

In this section, we examine several molecules that
likely contribute to the pathogenesis of AD, includ-
ing the amyloid precursor protein (APP), amyloid-�
peptide (A�), the �- and �-secretases that release A�
from APP by proteolytic cleavage, the microtubule-
associated protein tau, the lipid carrier apolipopro-
tein E (apoE), and �-synuclein, which also plays an
important role in Parkinson’s disease. For each mole-
cule, we briefly review its normal function and the
evidence for its involvement in AD and then examine
studies of its relationship to memory deficits in both
humans and animal models.

33.2.1 APP and A�

APP is a ubiquitously expressed, multifunctional
type I membrane protein with potential roles in
signaling (Turner et al., 2003), axonal transport
(Kamal et al., 2000; Satpute-Krishnan et al., 2006),

Figure 1 Plaques and tangles. This silver-stained section
of cerebral cortex from a patient with Alzheimer’s disease

shows extracellular amyloid plaques (black arrows) and

intracellular neurofibrillary tangles (white arrowheads).
(Courtesy of Dr. Nitya R Ghatak, Virginia Commonwealth

University Health System.)
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transcriptional regulation (Cao and Südhof, 2001),
neurite outgrowth (Leyssen et al., 2005), synaptogenesis
(Mucke et al., 1994; Morimoto et al., 1998), and
regulation of glutamate uptake (Masliah et al., 1998).
APP-null mice have deficits in learning and memory,
abnormal long-term potentiation (LTP), and loss of
synapses (Dawson et al., 1999; Seabrook et al., 1999).

Proteolytic cleavage of APP produces several
biologically active fragments. Among them are A�
peptides, produced by the sequential action of two
proteases, �- and �-secretase, on APP (Figure 3). A�
peptides of 40 (A�40) or 42 (A�42) amino acids in
length are the primary species produced. A�42 is
believed to be more pathogenic, since it is more
prone to aggregation and more toxic when applied to
cells than A�40 ( Jarrett et al., 1993; Seilheimer et al.,
1997). A� has been shown to decrease synaptic trans-
mission (Hsia et al., 1999; Kamenetz et al., 2003; Priller
et al., 2006) or LTP (Lambert et al., 1998; Walsh et al.,
2002), which may represent physiological functions,
pathogenic mechanisms, or both. Neuronal activity

stimulates the production and release of A�, which
in turn depresses excitatory synaptic transmission, at
least at certain synapses (Kamenetz et al., 2003). Under
normal circumstances, this feedback loop could help
regulate synaptic activity. In AD, aberrant neuronal
activity might turn this feedback loop into a vicious
cycle that increases A� production and impairs neu-
rotransmission (Palop et al., 2006, 2007).

A great deal of additional biochemical and genetic
evidence suggests an involvement of A� in AD, which
forms the basis of the ‘amyloid hypothesis of AD
pathogenesis (Hardy and Higgins, 1992; Tanzi and
Bertram, 2005). A� is the major constituent of amyloid
plaques, one of the pathological hallmarks of AD
(Glenner and Wong, 1984). Mutations in APP cause
autosomal dominant AD (Goate et al., 1991); AD-
causing APP mutations are concentrated around the
A� domain, and most increase the A�42/A�40 ratio
or total A� production (Theuns et al., 2006).
Presenilin mutations, the other major known cause of
autosomal dominant AD, also increase the relative

Figure 2 Key molecules involved in Alzheimer’s disease pathogenesis. A� peptides produced by neurons and other brain

cells aggregate into a variety of assemblies, including amyloid plaques containing A� fibrils and soluble nonfibrillar oligomers.

Some of these A� assemblies impair synapses and neuronal dendrites, either directly or through the engagement of
pathogenic glial loops. However, other glial activities protect neurons against dysfunction and degeneration. ApoE4 and tau

promote A�-induced neuronal injury and also have independent adverse effects. (From Roberson ED andMucke L [2006] 100

years and counting: Prospects for defeating Alzheimer’s disease. Science 314: 781–784.)
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abundance of A�42 (see the section titled ‘�-
Secretase’) (Levy-Lahad et al., 1995; Rogaev et al.,

1995; Sherrington et al., 1995). In addition, poly-

morphisms in the gene for insulin-degrading

enzyme, which degrades A�, may contribute to AD

risk (Ertekin-Taner et al., 2004).
The first animals with prominent AD-like pathol-

ogy, and still the most widely studied, were transgenic

mice with neuronal expression of human APP (hAPP)

carrying familial AD mutations (Games et al., 1995;

McGowan et al., 2006). These mice have high levels of

A� and several, but not all, of the neuropathological

hallmarks of AD. For example, age-dependent plaque

deposition is a universal feature, whereas tangles do

not develop. Because hAPP mice develop age-depen-

dent learning and memory abnormalities (Kobayashi

and Chen, 2005; McGowan et al., 2006), these models

provide an opportunity to test hypotheses about how

A� contributes to cognitive impairment in AD.
At a molecular level, there are a variety of hypoth-

eses for how A� might interfere with normal

neuronal function and survival. For example, A�
can bind directly to lipid bilayers, altering membrane

fluidity (Müller et al., 2001). It also forms pores or

otherwise permeabilizes membranes, increasing their

conductance to ion flow (Pollard et al., 1995; Kayed
et al., 2004). In addition, A� binds to and influences
the function of a variety of cellular proteins (Verdier
et al., 2004), including the �7 nicotinic acetylcholine
receptor (Oddo and LaFerla, 2006), integrins (Sabo
et al., 1995), the receptor for advanced glycation end-
products (RAGE; Yan et al., 1996), mitochondrial
enzymes (Lustbader et al., 2004), and the APP holo-
protein (Shaked et al., 2006). Several of these
interactions are discussed in more detail in the sec-
tion titled ‘Memory-related molecules in AD.’

33.2.1.1 A� and plaques

The deposition of A� into amyloid plaques has been
the focus of much AD research, given the promi-
nence of plaques in AD patients and related animal
models and their relative ease of detection. Plaque
deposition in AD brains has historically been studied
with neuropathological methods, including histo-
chemical staining with amyloid-binding dyes and
immunostaining with A� antibodies. It can now be
imaged in vivo in living human subjects by positron
emission tomography with a plaque-binding agent
termed Pittsburgh compound B (PIB) (Klunk et al.,
2004) (Figure 4).

The leading hypothesis for how plaques might
disrupt neuronal function is by inducing changes in
surrounding neurites. A subset of amyloid plaques in
both AD patients and mouse models, termed neuritic
plaques, are surrounded by swollen and tortuous neu-
ronal processes (Knowles et al., 1999; Tsai et al., 2004).
Plaque-associated neuritic dystrophy may alter the
electrophysiological properties of the circuits involved
(Knowles et al., 1999; Stern et al., 2004).

APP
β-secretase

BACE

AICD

C31

42
40γ

α

ε

Aβ

γ-secretase

Nicastrin

Aph-1Pen-2 Presenilin

Figure 3 APP, A�, and the secretases. A� production
depends on sequential proteolytic cleavage of APP by �-

secretase, also known as �-site APP-cleaving enzyme 1

(BACE1), and the �-secretase complex, composed of

presenilin and other proteins. �-Secretase can cleave APP at
different locations to generate A�40, A�42, or the APP

intracellular domain (AICD). Caspase cleavage at the carboxy-

terminus yields the C31 fragment. (Modified from Roberson
ED andMucke L [2006] 100 years and counting: Prospects for

defeating Alzheimer’s disease. Science 314: 781–784.)
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Figure 4 In vivo imaging of amyloid plaques with

Pittsburgh compound B (PIB). PIB–positron emission

tomography scan of a 79-year-old patient with AD shows a
robust signal attributable to amyloid plaque binding,

compared with a 67-year-old control subject. (From Klunk

WE, Engler H, Nordberg A, et al. [2004] Imaging brain

amyloid in Alzheimer’s disease with Pittsburgh Compound-
B. Ann. Neurol. 55: 306–319.)
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However, plaque deposition does not correlate well
with memory deficits in AD. Amyloid deposition
tends to be an early event in AD pathogenesis that
plateaus and does not worsen as cognition deteriorates
throughout the disease course (Arriagada et al., 1992;
Ingelsson et al., 2004; Giannakopoulos et al., 2007).
Also, plaques do not have the preferential distribution
in medial temporal structures involved in memory
that is seen with NFTs (see the section titled ‘NFTs,
neuronal death, andmemory loss’). Rather, plaques are
seen first in the neocortex, particularly in prefrontal
and posterior parietal regions (Price et al., 1991;
Buckner et al., 2005; Kemppainen et al., 2006). Data
from animal models also support a mechanistic
dissociation between plaques and cognitive deficits
(Holcomb et al., 1998; Westerman et al., 2002; Palop
et al., 2003; Kobayashi and Chen, 2005; Lesné et al.,
2006; Cheng et al., 2007). While neuritic dystrophy
correlates with cognitive deficits better than plaque
load (McKee et al., 1991), many dystrophic neurites in
AD brains are not associated with plaques (Wang and
Munoz, 1995). Recent findings in hAPP transgenic
mice suggest that vascular amyloidosis and oxidative
stress may contribute to the pathogenesis of plaque-
independent neuritic dystrophy (Esposito et al., 2006).

33.2.1.2 Soluble A� oligomers
Because deposition of fibrillar A� in plaques does not
correlate well with cognitive deficits, interest has
grown in nonfibrillar forms of A�. Increasing evi-
dence points to a pathogenic role for oligomeric A�
assemblies that are soluble in aqueous solutions.
Multiple types of A� oligomers have been described,
including low-molecular-weight species (dimers and
trimers) and larger globular species (including dode-
camers and A�-derived diffusible ligands) (Podlisny
et al., 1995; Lambert et al., 1998; Lesné et al., 2006).
Putative A� oligomers have been detected in the
cerebrospinal fluid (CSF) and brain tissue of AD
patients (Podlisny et al., 1995; Kuo et al., 1996;
Pitschke et al., 1998; Kayed et al., 2003; Lacor et al.,
2004) and hAPP transgenic mice (Podlisny et al.,
1995; Lambert et al., 1998; Lesné et al., 2006; Cheng
et al., 2007). Extracellularly, oligomers seem to bind
preferentially to dendritic and synaptic regions
(Lacor et al., 2004; Barghorn et al., 2005). A�42 is
more prone to oligomer formation than A�40
(Dahlgren et al., 2002; Bitan et al., 2003), which may
relate to their relative pathogenicity (A�42 > A�40).

In mixed neuronal/glial cultures and brain slices,
oligomeric A� is a potent neurotoxin, inducing neu-
ronal death within 24 h (Roher et al., 1996; Lambert

et al., 1998; Chen et al., 2005a). Direct experimental
comparisons suggest that oligomeric A� is more toxic
than fibrillar or monomeric A� (Klein et al., 2001;
Dahlgren et al., 2002).

At physiological concentrations, A� oligomers
interfere with synaptic plasticity, and memory. Both
low-molecular-weight and larger globular oligomers
interfered with LTP when acutely applied to hippo-
campal slices, whereas monomers did not (Lambert
et al., 1998; Wang et al., 2004; Barghorn et al., 2005;
Walsh et al., 2005). Injection of oligomeric A� into
the cerebral ventricles blocked LTP in vivo and
impaired learning and memory (Walsh et al., 2002;
Cleary et al., 2005; Lesné et al., 2006). The effects of
A� on LTP are acute and independent of neuronal
death (Chen et al., 2000). Although oligomer-induced
blockade of LTP in hippocampal slices could not be
reversed by washing out A� (Townsend et al., 2006),
in vivo impairment of LTP by oligomers could be
blocked when A� antibodies were injected after the
A� (Klyubin et al., 2005).

33.2.1.3 Neuronal dysfunction versus

neuronal death

The ability of A� to induce both neuronal dysfunc-
tion and neuronal death raises the question of which
effect is primarily responsible for the memory deficits
in AD. Evidence from animal models points toward
an important role for neuronal dysfunction. First,
although hAPP mice have memory deficits, most
lines do not have prominent neuron loss in the
areas most affected in AD, including entorhinal cor-
tex and hippocampal area CA1 (Irizarry et al.,
1997a,b; Takeuchi et al., 2000). Also, memory impair-
ment in hAPP mice can be rapidly reversed by
treatments that lower A� levels but are not likely to
change neuron numbers (Dodart et al., 2002;
Kotilinek et al., 2002). Rather than frank neuronal
loss, hAPP mice have synaptodendritic changes,
including reduction of presynaptic terminals, loss of
postsynaptic spines, and simplification of dendritic
arborization, that may contribute to cognitive imp-
airment (Mucke et al., 2000; Buttini et al., 2002; Lanz
et al., 2003; Chin et al., 2004; Moolman et al., 2004;
Wu et al., 2004; Spires et al., 2005). Whether these
alterations would ultimately lead to neuronal loss if
mice had a longer lifespan is unknown. It is also
unknown how long it takes neurons to die in the
brains of humans with AD.

Differentiating the relative contributions of neu-
ronal dysfunction and neuronal loss to cognitive
deficits in AD patients has been difficult, because
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neuron loss is commonly found early in the disease
(Price et al., 2001). However, several observations
suggest that dysfunction may at least add to the
impairments that are likely to result from progressive
neuronal loss. Synaptodendritic alterations similar to
those observed in hAPP mice are also observed in AD
(Terry et al., 1991; Masliah et al., 2001a; Shim and
Lubec, 2002; Moolman et al., 2004). Synaptic loss is
an early event that correlates with cognitive impair-
ment in AD (Terry et al., 1991; Masliah et al., 2001a).
In addition, synaptic failure may precede and con-
tribute to neuronal death (Selkoe, 2002). Finally, the
frequent fluctuations in cognition seen in AD patients
cannot be explained by sudden changes in neuronal
numbers and are likely a manifestation of neuronal
dysfunction (Palop et al., 2006).

33.2.1.4 Other APP fragments

A� is not the only biologically active APP fragment.
�-Secretase cleavage liberates a carboxy-terminal
fragment known as the APP intracellular domain
(AICD). The AICD activates the adapter protein
Fe65, which translocates to the nucleus and regulates
gene expression (Cao and Südhof, 2001, 2004). The
AICD/Fe65 pathway stimulates expression of many
genes, including neprilysin, a peptidase that degrades
A� (Pardossi-Piquard et al., 2005), the P53 tumor
suppressor, which controls programmed cell death
(Alves da Costa et al., 2006), and components of the
cytoskeleton (Müller et al., 2006). The AICD also
modulates calcium stores in the endoplasmic reticu-
lum (Leissring et al., 2002). While AICD-dependent
changes in gene expression may be a factor in
patients with APP mutations (Wiley et al., 2005),
their importance in sporadic AD remains unclear.
AICD levels and some cytoskeletal target genes are
unchanged, while others are upregulated, and nepri-
lysin expression is decreased (Wang et al., 2005;
Müller et al., 2006).

The ectodomain of APP can be shed by �- or �-
secretase, generating secreted APP fragments known
as sAPP� and sAPP�, respectively. Ectodomain shed-
ding is a prerequisite for �-secretase cleavage and,
thus, A� and AICD production. sAPP may have inde-
pendent effects, particularly neuroprotective and
neurotrophic activities (Mattson, 1997; Kerr and
Small, 2005; Zheng and Koo, 2006).

Finally, APP is cleaved by caspase(s) at a site 31
amino acids from the carboxy terminus; the resulting
C-terminal fragment is termed C31 (Gervais et al.,
1999; Lu et al., 2000). Transgenic mice expressing
hAPP with a mutation that prevents this cleavage

have less pronounced cognitive impairment than
mice expressing caspase-sensitive hAPP (Galvan
et al., 2006). The favorable effect of this mutation
may be a result of reduced generation of C31, which
is neurotoxic (Lu et al., 2000; Galvan et al., 2002). It
may also be caused by changes in protein–protein
interactions involving the APP carboxy terminus,
including APP multimerization (Lu et al., 2003) and
interactions with motor proteins (Satpute-Krishnan
et al., 2006).

33.2.2 BACE

The first step in production of A� from APP is shed-
ding the large APP ectodomain by �-secretase
(Figure 3). The primary �-secretase enzyme is an
aspartyl protease termed �-site APP cleaving enzyme
(BACE1, also known as Asp2, memapsin 2) (Hussain
et al., 1999; Sinha et al., 1999; Vassar et al., 1999; Yan
et al., 1999). Genetic deletion of BACE1 dramatically
reduces A� levels (Roberds et al., 2001) and prevents
A�-dependent cognitive deficits in hAPP mice (Ohno
et al., 2006). Thus, BACE1 inhibition is an attractive
potential AD therapy.

Two aspects of BACE physiology are of particular
interest in relation to synaptic transmission and neu-
ronal function. First, BACE activity, at least its
cleavage of APP, is dynamically regulated and
increases with neuronal activity (Kamenetz et al.,
2003). This effect contributes to a putative feedback
loop whereby increased neuronal activity stimulates
A� production, which in turn can suppress synaptic
transmission (Kamenetz et al., 2003). Alterations in
BACE regulation may be important in AD pathogen-
esis, as BACE activity is increased in AD (Holsinger
et al., 2002) and after other types of neuronal injury
(Blasko et al., 2004). Second, BACE1 has other sub-
strates beyond APP, many of which affect neuronal
function (Table 1). Among these are neuregulin 1, a

Table 1 Selected BACE1 substrates

A�
APP

APP-like proteins

Low density lipoprotein receptor-related protein
Neuregulin-1

P-selectin glycoprotein ligand-1

ST6Gal I sialyltransferase

Voltage-gated sodium channel � subunit

Adapted fromWillem M, Garratt AN, Novak B, et al. (2006) Control
of peripheral nerve myelination by the �-secretase BACE1.
Science 314: 664–666.
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ligand in the ErbB signaling pathway (Willem et al.,
2006). In the absence of BACE cleavage, lack of neur-
egulin/ErbB signaling results in peripheral nerve
hypomyelination (Willem et al., 2006). Cleavage of
substrates besides APP may also contribute to AD.
Mice overexpressing human BACE1 have neurode-
generation and memory deficits (Rockenstein et al.,
2005). However, these effects are not a result of
increases in A� levels, which are actually lower in
BACE-overexpressing mice than in mice with normal
BACE levels (Lee et al., 2005; Rockenstein et al.,
2005), presumably because BACE overexpression pro-
motes APP processing in an earlier component of the
secretory pathway (Lee et al., 2005).

33.2.3 Presenilins

Shortly after the discovery that mutations in the APP
gene cause autosomal dominant AD, two other genes
were found in other families with early-onset AD:
presenilin 1 (PS1) on chromosome 14 and presenilin
2 (PS2) on chromosome 1 (Levy-Lahad et al., 1995;
Rogaev et al., 1995; Sherrington et al., 1995). PS1
mutations have since proven to be the most common
cause of dominantly inherited AD, responsible for
more than 50% of cases. Over 150 different muta-
tions spanning the protein have been identified. PS2
mutations are much less common and tend to pro-
duce a somewhat less severe phenotype (Bertram and
Tanzi, 2004). PS1 and PS2 are 67% identical and are
ubiquitously expressed in the brain and other tissues.

The normal functions of the presenilins were
unknown at the time of their discovery and are still
being elucidated today. Most attention has focused on
presenilin’s role in A� production as a key component
of �-secretase. However, diverse �-secretase-inde-
pendent roles of presenilins continue to emerge, and
controversy remains about the degree to which these
roles contribute to AD and whether the AD-linked
mutations cause primarily a gain or loss of function.

33.2.3.1 �-Secretase

The presenilins are membrane-embedded aspartyl
proteases that form the catalytically active center of
the �-secretase complex, along with nicastrin, Aph-1,
and Pen-2 (De Strooper et al., 1998; Edbauer et al.,
2003). �-Secretase cleaves type I membrane proteins
within their transmembrane domains (reviewed in
Wolfe, 2006). Its substrate selectivity is rather
broad, with the main requirement being a short
extracellular domain (Struhl and Adachi, 2000).
Thus, �-secretase has many substrates (Table 2).

One of these is, of course, APP. Shedding of
the large extracellular domain of APP by �- or
�-secretase generates carboxy-terminal fragments
(CTFs) that make suitable substrates for �-secretase
(Figure 3). The �-secretase complex can cleave
�-CTF at different sites, generating either A�40 or
A�42. PS mutations favor production of A�42 over
A�40 (Borchelt et al., 1996; Scheuner et al., 1996).
Given the considerable evidence that A�42 is more
pathogenic (see the section titled ‘APP and A�’), this
effect is believed to be an important mechanism by
which PS mutations lead to AD. �-Secretase is also
responsible for generation of the AICD (see the sec-
tion titled ‘Other APP fragments’).

33.2.3.2 �-Secretase-independent roles

of presenilins

In addition to their role in A� production, presenilins
have several other functions, many of which are
independent of �-secretase, as they are not blocked
by �-secretase inhibitors or by point mutations that
abolish secretase activity.

Several of these functions relate to calcium regula-
tion. Presenilin mutations increase calcium release
from the endoplasmic reticulum induced by inositol-
1,4,5-trisphosphate (IP3) (reviewed in LaFerla, 2002).
One mechanism for this effect seems to be overfilling
endoplasmic reticulum (ER) Ca2þ stores (Leissring
et al., 2000). Presenilins form calcium leak channels

Table 2 Selected �-secretase substrates

�-protocadherin
APLP1

APLP2

APP
CD43

CD44

DCC

Delta
E-Cadherin

ErbB-4

Jagged

LRP
Voltage-gated sodium channel �2 subunit

N-Cadherin

Nectin-1�
Notch

NRADD

P75

Syndecan-1
Tyrosinase

Tyrosinase-related proteins 1 and 2

From Vetrivel KS, Zhang YW, Xu H, et al. (2006) Pathological and
physiological functions of presenilins. Mol. Neurodegener. 1:4.
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in the ER membrane; this function is lost in AD-
associated mutants, leading to overfilling of the ER
with Ca2þ (Tu et al., 2006). Others have pointed to an
upregulation of IP3 receptors in presenilin-deficient
cells as another possible cause for increased calcium
release (Kasri et al., 2006). Whatever the underlying
mechanism, the resulting increases in intracellular
calcium release induced by presenilin mutations are
likely to contribute to neuronal dysfunction.

Presenilin also regulates intracellular signaling path-
ways that control tau phosphorylation. Presenilin
stabilizes cadherin–cadherin complexes that interact
with and activate phosphatidylinositol-3 kinase, stimu-
lating Akt activity, which, in turn, suppresses glycogen
synthase kinase (GSK) activity and tau phosphorylation
(Baki et al., 2004). This �-secretase-independent effect
of presenilin in preventing tau phosphorylation is lost in
AD-associated mutants and, thus, may enhance tau-
mediated neurotoxicity (Baki et al., 2004).

Conditional PS1/PS2 double-knockout mice have
learning and memory impairments, LTP deficits,
aberrant tau phosphorylation, and neurodegeneration,
although their A� levels are not increased (Saura et al.,
2004), suggesting that mutations impairing APP-
independent PS functions could also contribute to
AD-related deficits.

33.2.4 Tau

Tau is a small microtubule-associated protein (MAP)
and a member of the MAP2 superfamily (Weingarten
et al., 1975;Cleveland et al., 1977;Dehmelt andHalpain,
2005). It has a variety of functions, including stabilizing
microtubules, enabling neurite outgrowth, regulating
axonal transport, and controlling neuronal susceptibil-
ity to overexcitation (Shahani and Brandt, 2002; Avila
et al., 2004; Roberson et al., 2007). Tau knockout mice
are surprisingly normal, with no abnormalities in gen-
eral health, fertility, longevity, gross brain
cytoarchitecture, or learning and memory (Harada
et al., 1994; Ikegami et al., 2000; Dawson et al., 2001;
Tucker et al., 2001; Roberson et al., 2007). This may be,
at least in part, the result of compensation by other
MAPs, since double knockouts lacking both tau and
MAP1B have 80% mortality in the first few weeks
postnatally (Takei et al., 2000).Microdeletions on chro-
mosome 17q21 including the tau gene are associated
with mental retardation in humans (Lupski, 2006), but
these deletions also involve several other genes. The
fact that tau knockoutmice have a verymild phenotype
suggests that the loss of other genes might underlie the
deficits associated with these deletions.

Tau was first implicated in AD by the discovery
that NFTs are composed of heavily phosphorylated
tau forming paired helical filaments (Grundke-Iqbal
et al., 1986; Kosik et al., 1986; Wood et al., 1986; Lee
et al., 1991). Interestingly, mutations in tau cause
frontotemporal dementia, but not AD (Rademakers
et al., 2004). However, the tau gene contains several
polymorphisms that are in linkage disequilibrium,
creating several unique haplotypes, one of which is
associated with AD (Myers et al., 2005). The high-
risk haplotype, known as H1c, is associated with
roughly 10% more tau expression than other haplo-
types (Kwok et al., 2004). This is consistent with the
observation that reducing tau expression is protective
in mouse models of AD (Roberson et al., 2007). The
H1c haplotype also affects splicing of tau. Transcripts
of the single tau gene are alternatively spliced to
generate six different isoforms in adults (Figure 5).
The most important distinction is between those iso-
forms with three copies of the microtubule-binding
domain (termed 3R tau) and those with four (4R).
The H1c haplotype is associated with slightly higher
production of 4R than 3R tau (Myers et al., 2007).
The mechanism by which these differences in tau
expression raise AD risk is unclear.

33.2.4.1 NFTs, neuronal death, and
memory loss

The study of tau’s contribution to memory dysfunc-
tion in AD has concentrated largely on NFTs.
Interest in NFTs dates all the way back to
Alzheimer’s original report (1907), which focused
more on tangles than on plaques. Two observations
form the basis of the hypothesis that tangles produce
memory deficits in AD. First, the regional distribu-
tion of NFTs, which evolves in a stereotypical
manner over the course of the illness, begins in me-
dial temporal structures involved in memory (Braak
and Braak, 1991). Tangles first appear in the trans-
entorhinal region (stage I), then the entorhinal cortex
(stage II), hippocampus (stage III), temporal neocor-
tex (stage IV), and eventually other neocortical areas
(stages V–VI) (Figure 6). Second, NFT counts cor-
relate with clinical dementia severity, unlike amyloid
plaque deposition, which does not (Giannakopoulos
et al., 2007; but see Näslund et al., 2000).

Neuron loss may be a key mechanism underlying
the connection between tau aggregation into NFTs
and memory deficits. NFT burden correlates with the
severity of neuronal loss (Giannakopoulos et al., 2007).
NFT counts also correlate with levels of CSF tau,
which increase in AD, possibly as a result of tau release
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from dying neurons (Arai et al., 1995; Tapiola et al.,
1997; Giannakopoulos et al., 2007). Increased CSF tau
is associated with poorer cognitive performance
(Wallin et al., 2006) and a higher risk of progressing
from MCI to AD (Blennow and Hampel, 2003).

Animal and cellular models also support a
link between tau aggregation and neuron death
(McGowan et al., 2006). Many transgenic mouse lines
expressing human tau with mutations that favor tau
aggregation display memory deficits and neuron loss
(Lewis et al., 2000; Tatebayashi et al., 2002; Pennanen
et al., 2004; McGowan et al., 2006). Overexpression of
tau in large neurons of the lamprey leads to fibrillar
tau aggregates and neuronal degeneration, an effect
blocked by compounds that inhibit tau aggregation
(Hall et al., 2001, 2002). Expression of aggregation-
prone tau mutants in cultured neuroblastoma cells
also causes toxicity that can be reversed by point
mutations or small molecules that block aggregation
(Khlistunova et al., 2006).

33.2.4.2 Tangle-independent roles for tau

There are limitations to the data suggesting a connec-
tion between NFTs and cognitive decline. Because
much of the human data are correlational, they cannot

establish causal relationships. Notably, animal model
data indicate that aggregation is not the only means by
which tau can impair neuronal and cognitive functions.
Tau overexpression induced neurodegeneration in
Drosophila in the absence of NFTs (Wittmann et al.,
2001). Even in tau transgenic mice that have NFTs,
neurodegeneration affects cells that do not have tau
aggregates (Andorfer et al., 2005; Spires et al., 2006).
Nonfibrillar tau might induce neuronal death by
stimulating cell cycle reentry in normally postmitotic
neurons (Andorfer et al., 2005; Khurana et al., 2006),
although other mechanisms are possible also. The
rTg4510 model has an inducible mutant tau trans-
gene that, when turned on, causes NFT formation,
severe neuronal loss, and spatial memory impairment
(Ramsden et al., 2005; SantaCruz et al., 2005). However,
suppressing transgene expression reverses the memory
deficits, even though NFT formation continues, disso-
ciating these processes (SantaCruz et al., 2005).

The mechanisms underlying these effects of tau on
neuronal function have not yet been determined,
although some leads exist. Abnormal tau can interfere
with axonal transport (Ebneth et al., 1998; Ishihara
et al., 1999), which seems consistent with its role as a
microtubule-binding protein. Tau’s influence on
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microtubule stability could also affect plasticity-

related structural rearrangements, and some of these

effects may relate to normal tau functions. Reversible

synaptic regression during hibernation in certain

rodents is associated with changes in tau, especially

changes in its phosphorylation (Arendt et al., 2003). At

young ages, before formation of aggregates or NFTs,

tau transgenic mice have better-than-normal LTP in

the dentate gyrus and longer-lasting memory than

nontransgenic littermates (Boekhoorn et al., 2006),

suggesting a role of soluble tau in cognitive function.

33.2.4.3 Tau phosphorylation and other

posttranslational modifications

Aberrant tau phosphorylation is a hallmark of AD and

seems to be carried out by many of the kinases

involved in learning and memory (see the section

titled ‘Kinases’). Fully 19% of the amino acids in tau

are potential phosphorylation sites (Ser, Thr, and

Tyr), and many are in fact phosphorylated in AD

brains (Stoothoff and Johnson, 2005). The vast majority

of the phosphorylation sites are highly conserved

across species and surround tau’s microtubule-binding

domains (Figure 7). Much effort has been devoted to
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sorting out which sites and kinases are most important
in the pathogenesis of AD.

• Proline-directed kinase sites. Many tau phos-
phorylation sites are substrates for proline-directed
kinases, which target Ser/Thr residues directly adja-
cent to a proline. These sites are substrates for glycogen
synthase kinase 3 (GSK3), cyclin-dependent kinase
5 (Cdk5), and extracellular-signal regulated kinase
(ERK), among others. Phosphorylation at these sites
seems to be involved in the tau aggregation/cell death
pathways mentioned above (Lucas et al., 2001;
Augustinack et al., 2002; Cruz et al., 2003; Noble
et al., 2003). For example, GSK3 stimulates tau aggre-
gation (Sato et al., 2002), and GSK3 inhibition reduces
tau aggregation and neurodegeneration (Noble et al.,
2005).

• PKA sites. Tau is phosphorylated by cyclic
AMP-dependent protein kinase (PKA), preferentially
at Ser214 (Scott et al., 1993). Phosphorylation of Ser214
inhibits tau’s microtubule binding and stabilizing activ-
ity (Illenberger et al., 1998). The PKA sites are near the
proline-directed sites, and tau phosphorylation by PKA
facilitates phosphorylation by proline-directed kinases
(Singh et al., 1996; Liu et al., 2004) but may inhibit
aggregation (Schneider et al., 1999).

• KXGS sites. The PKA and proline-directed
sites are concentrated at both ends of the four
microtubule-binding domains of tau. Within these
domains are sites with a Lys-Xxx-Gly-Ser (KXGS)
consensus sequence, most notably Ser262 and Ser356.
These sites are phosphorylated by microtubule-
affinity regulating kinase (MARK), which dramati-
cally reduces tau’s ability to stabilize microtubules
(Drewes et al., 1997) and facilitates neurite outgrowth
(Biernat et al., 2002). This phosphorylation may also
be a prerequisite for phosphorylation at proline-
directed kinase sites (Nishimura et al., 2004; but see
Biernat and Mandelkow, 1999).

• Tyrosine phosphorylation. In AD brains, tau is
also phosphorylated on tyrosine residues, primarily
Tyr18 by Fyn and Tyr394 by Abl (Williamson et al.,
2002; Lee et al., 2004; Derkinderen et al., 2005).
There is considerable evidence for a role of Fyn in
AD (Lambert et al., 1998; Chin et al., 2004, 2005; Lee
et al., 2004), as reviewed further in the section titled
‘Fyn.’ Interestingly, interactions between tau and Fyn
may contribute to the subcellular localization of Fyn
and, thus, affect its substrate availability (Lee et al.,
1998). In addition, disease-associated tau phosphor-
ylation and mutations strongly increase Fyn binding
(Bhaskar et al., 2005).

• Tau proteolysis. The carboxy terminus of tau
can be cleaved by activated caspases, producing a
truncated tau that aggregates more easily than full-
length tau (Cotman et al., 2005). This may be an
important step leading to development of tangles in
AD, as tau cleavage at this site is a relatively early
event in NFT formation (Rissman et al., 2004;
Guillozet-Bongaarts et al., 2005). Tau is also cleaved
by calpain, which produces a 17-kD tau fragment that
is toxic to cultured neurons (Park and Ferreira, 2005).

33.2.4.4 Tau and A�

Given the prominence of A� and tau in AD pathol-
ogy, their relationship is of considerable interest.
Although expression of human A� does not induce
NFTs in hAPP transgenic mice, it increases tangle
formation in hAPP mice coexpressing mutant human
tau; in contrast, expression of mutant human tau does
not seem to worsen A�-dependent pathologies in
hAPP mice (Lewis et al., 2001; Götz et al., 2001). In
such multiple transgenic models, A� immunotherapy
decreases tau pathology, further suggesting that A�
acts upstream of tau (Oddo et al., 2004). Plausible
mechanisms include A�-induced kinase activation
and resulting tau phosphorylation (see the section
titled ‘Kinases’). In addition, caspase activation by
A� may stimulate tau proteolysis that favors aggre-
gation (Cotman et al., 2005).

Calpain-mediated tau proteolysis seems to play an
important role in A� toxicity in vitro. Tau-deficient
primary neurons are resistant to the rapid neuro-
degeneration induced by A� application, apparently
because they lack calpain-induced tau fragments that
are toxic to neurons in culture (Rapoport et al., 2002;
Park and Ferreira, 2005). Reducing tau even by just
50% ameliorated A�-induced memory deficits in a
mouse model of AD (Roberson et al., 2007).
Interestingly, this effect did not seem to involve
removal of a tau species with A�-induced posttrans-
lational modifications. Rather, tau reduction
prevented A�-induced epileptiform activity and
compensatory inhibitory remodeling of hippocampal
circuits (Palop et al., 2007; Roberson et al., 2007).

33.2.5 ApoE

ApoE is a multifunctional lipoprotein originally dis-
covered for its role in intercellular transport and
distribution of cholesterol throughout the body
(Mahley, 1988). The brain is second only to the liver
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as a producer of apoE. In addition to mediating lipid
transport within the central nervous system, apoE is
involved in the response to neural injury and regula-
tion of neurite outgrowth (Mahley and Rall, 2000).

Three main apoE isoforms are produced from
different alleles ("2, "3, and "4) of a single APOE

gene on chromosome 19; apoE2 and apoE4 differ
from each other and from the more frequent apoE3

by single amino acid substitutions, which have major
effects on apoE structure and function (Figure 8)
(Hatters et al., 2006; Mahley et al., 2006).

ApoE was implicated in AD by the near-
simultaneous discoveries that it binds A� and colo-
calizes to amyloid plaques (Namba et al., 1991;
Strittmatter et al., 1993) and that APOE genotype has
dramatic effects on AD risk and onset (Corder et al.,
1993). Individuals with one, and particularly thosewith

two, "4 alleles aremuchmore likely to developAD and
have an earlier age of onset compared with "3 carriers,
while "2 carriers are most resistant to the disease
(Figure 9) (Corder et al., 1993). APOE "4 appears to

be the most important genetic risk factor for sporadic
AD (Farrer et al., 1997; Raber et al., 2004; Bertram et al.,
2007); 40–60%of all sporadic AD patients have at least
one "4 allele (Saunders et al., 1993).

These genetic studies established that apoE4
decreases the age at which AD becomes manifest.
Interestingly, even in the absence of frank AD, indi-
viduals with apoE4 have abnormalities in cognitive
performance and functional neuroimaging. In apoE4
carriers, the normal age-related decline in perfor-
mance on episodic memory tasks occurs at an
earlier age and progresses at a faster rate than in
noncarriers, while other cognitive domains do not
appear to be affected (Caselli et al., 1999, 2004).
ApoE4 carriers are also more likely to develop cog-
nitive deficits following open heart surgery or head
injury (Tardiff et al., 1997; Teasdale et al., 1997).
Even before cognitive impairment is detectable,
apoE4 carriers have hypometabolism in the same
regions affected in AD, including posterior parietal,
posterior cingulate, and frontal cortex (Reiman et al.,
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2004, 2005). These abnormalities are seen in apoE4
carriers as young as 20–39 years (Reiman et al., 2004).

33.2.5.1 Interactions between A� and
apoE

ApoE4-related cognitive impairment is also seen in
animal models, including mice expressing human
apoE4 with or without hAPP/A� in neurons. ApoE3,
but not apoE4, protects against hAPP/A�-induced
cognitive deficits (Raber et al., 2000) and synaptic
loss (Buttini et al., 2002). Remarkably, this effect is
seen well before such mice form amyloid plaques.
Consistent with these results, oligomeric A� impairs
LTP more in slices from apoE4 knockin mice than
apoE3 knockin mice (Trommer et al., 2005).

In addition, apoE has a prominent effect on A�
aggregation and deposition. ApoE binds directly to A�
and is a component of amyloid plaques (Namba et al.,
1991; Strittmatter et al., 1993). ApoE4 is associated with
increased deposition of amyloid plaques both in AD
(Schmechel et al., 1993) and after head trauma (Nicoll
et al., 1995). ApoE-deficient hAPPmice have almost no
amyloid plaques (Bales et al., 1997). Compared with
apoE3, apoE4 greatly increases amyloid plaque deposi-
tion in aged hAPP mice (Holtzman et al., 2000; Buttini
et al., 2002). Given their effects on A� aggregation
into fibrils and plaques, apoE isoforms may also have
differential effects on A� aggregation into oligomers,
although this has not yet been shown.

In addition to direct effects on A� aggregation,
apoE4 increases A� production by stimulating endo-
cytosis of APP-containing vesicles, which enter the
endosomal pathway where much of A� is produced
(Ye et al., 2005). ApoE also increases intracellular A�
by enhancing its uptake from the extracellular space
via the LDL receptor-related protein (LRP), although
this effect is not isoform-dependent (Zerbinatti et al.,
2006). Finally, once A� has been taken up into
lysosomal vacuoles, apoE4 potentiates A�-induced
lysosomal leakage and apoptosis (Ji et al., 2006).

33.2.5.2 A�-independent mechanisms for

apoE4-induced neuronal impairments

Compared with apoE-deficient mice, female mice
with neuronal expression of apoE4 develop age-
dependent deficits in learning and memory even in
the absence of A� (Raber et al., 1998, 2000), presum-
ably because of apoE4-induced reductions in andogen
receptor levels in the brain (see following). ApoE4
knockin mice also have LTP impairments not seen
in apoE3 mice (Trommer et al., 2004). Neuronal
expression of human apoE3, but not apoE4, protected
mice lacking endogenous apoE against synaptodendri-
tic damage elicited by excitotoxic drugs (Buttini et al.,
1999). Notably, these excitoprotective effects of apoE3
were eliminated when apoE3 and apoE4 were coex-
pressed in the same mice, suggesting a dominant
adverse effect of apoE4 (Buttini et al., 2000).

ApoE is also found in NFTs and has effects on tau
(Namba et al., 1991). ApoE3 binds to tau, whereas apoE4
does not (Strittmatter et al., 1994). "4 carriers have more
NFTs than age-matched "3 homozygotes (Ohm et al.,
1999). ApoE4 also stimulates microtubule depolymeri-
zation (Nathan et al., 1995), possibly through effects on
tau. Neuronal, but not astroglial, expression of apoE4 in
transgenic mice increases tau phosphorylation (Tesseur
et al., 2000). Neuronal expression of endogenous apoE
occurs primarily after neuronal injury (Xu et al., 2006b).
In neurons, apoE4 undergoes cleavage by a chymotryp-
sin-like protease activity, and E4 is more susceptible to
cleavage than E3 (Huang et al., 2001). The resulting
C-terminally truncated apoE stimulates tau phosphor-
ylation and NFT formation (Huang et al., 2001; Brecht
et al., 2004). Truncated apoE can escape the secretory
pathway and enter the cytosol, where it binds to
mitochondria and impairs their function (Mahley et al.,
2006).

ApoE also has cerebrovascular effects that may con-
tribute to memory dysfunction. ApoE4 carriers have
higher plasma cholesterol levels (Hallman et al., 1991)
and are at higher risk of carotid atherosclerosis (Terry
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et al., 1996), coronary artery disease (Chen et al., 2003),
and ischemic stroke (McCarron et al., 1999). The over-
lap between these cerebrovascular risks and AD is
becoming increasingly clear (Martins et al., 2006).

There are interesting gender differences in the
effects of apoE that point toward important interactions
with sex hormones. Among "4 carriers, women aremore
likely to developAD thanmen (Payami et al., 1996), and
female apoE4 mice are more susceptible to memory
deficits than their male counterparts (Raber et al.,
1998, 2000; Grootendorst et al., 2005). This difference
may be the result of effects of apoE4 on androgen
receptors. ApoE4 decreases androgen receptor levels
in males and females, and females may be more suscep-
tible to this effect because of their lower circulating
androgen levels (Raber et al., 2002; Raber, 2004).

Last, apoE4 is intrinsically less stable than apoE3
(Morrow et al., 2002). As a result, brain apoE levels
are lower in individuals with the "4 allele, an isoform
difference that has also been identified in apoE4 and
apoE3 knockin mice (Gregg et al., 1986; Ramaswamy
et al., 2005). Thus, in addition to the adverse gain-of-
function effects described above, apoE4 may contrib-
ute to neurological impairments by a loss-of-function
mechanism. Consistent with this notion, ApoE-defi-
cient mice display age-dependent synaptic loss,
deficient regenerative axonal sprouting after perfor-
ant pathway transection, and greater susceptibility to
diverse neural injuries (Masliah et al., 1995a, b; Buttini
et al., 1999, 2000; Krzywkowski et al., 1999).

33.2.6 �-Synuclein

�-Synuclein is a small, cytosolic protein that is
enriched in presynaptic terminals; it regulates presyn-
aptic function and neurotransmitter release (Chandra
et al., 2004; Fortin et al., 2005). It is also the main
component of Lewy bodies, neuronal inclusions asso-
ciated with most forms of Parkinson’s disease (PD) and
other Lewy body diseases (Spillantini et al., 1997).
Mutations in �-synuclein are linked to rare forms of
autosomal dominant PD (Polymeropoulos et al., 1997).
�-Synuclein also seems to play a role in the intriguing
clinical and neuropathological overlap between PD and
AD. Many AD patients have Lewy bodies, sometimes
known as the Lewy body variant of AD, and many PD
patients develop AD-like dementia (Perl et al., 1998),
emphasizing the fact that AD is a polyproteinopathy
combining the accumulation of abnormal assemblies or
fragments of A�, tau, apoE, and �-synuclein.

The initial link between �-synuclein and dementia
was established through the discovery of a so-called

‘nonamyloid component’ (NAC) of plaques in
AD brains, which turned out to be a fragment of
�-synuclein (Uéda et al., 1993; Iwai et al., 1995).
�-Synuclein promotes A� aggregation in vitro

(Yoshimoto et al., 1995), although it doesn’t seem to
increase amyloid plaque deposition in vivo (Masliah
et al., 2001b). �-Synuclein does, however, worsen
A�-induced neuronal deficits independently of pla-
ques. Doubly transgenic mice expressing hAPP/A�
and wild-type human �-synuclein in neurons dis-
played more synapse loss, greater reductions in
choline acetyltransferase-positive neurons, and more
severe cognitive impairments than the singly trans-
genic parental strains, even though �-synuclein had
no effect on plaque formation in vivo (Masliah et al.,
2001b). This study also revealed that A� strongly
promotes �-synuclein aggregation, both in vitro and
in vivo. �-Synuclein concentrations are elevated in
synaptic boutons in AD brains, suggesting that
�-synuclein also plays a role in synaptic pathology in
the human condition (Masliah et al., 1996). Whether
the underlying mechanisms relate to �-synuclein’s
normal functions or to its abnormal aggregation
remains to be determined.

33.3 Memory-Related Molecules
in AD

Although some of the major players in the pathobio-
chemistry of AD have been identified, it is just now
beginning to be understood how these molecules affect
neuronal function and impair learning and memory.
Mouse models of AD recapitulate many aspects of the
human disease, both in terms of pathology and in rela-
tion to behavioral/memory impairments. Indeed,
transgenic mouse models have provided a unique
opportunity for synergy between two historically sepa-
rate fields of biomedical research – AD research and the
basic scientific analysis of learning and memory. As
reviewed below, research in the last 15 years has
revealed that AD-relevant molecules such as A�, tau,
and apoE affect several aspects of neuronal function
and cellular mechanisms of plasticity that have been
implicated in the formation of long-lasting memories.

33.3.1 Neurotransmitter Release

Reliable neurotransmission requires a steady supply
of synaptic vesicles filled with neurotransmitter to be
ready for release at the presynaptic terminal. Since
trafficking of new synaptic vesicles from the cell body
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can take several hours, nerve terminals are equipped
with a special machinery that allows for local recy-
cling and refilling of synaptic vesicles, a process that
replenishes vesicle pools within seconds to minutes
(Südhof, 2004; Fernandez-Alfonso and Ryan, 2006;
Kavalali, 2006; Ryan, 2006). The number of recycling
vesicles and the efficiency with which they fuse
with (exocytosis) and are retrieved from (endocyto-
sis) the presynaptic terminal plasma membrane set
the boundaries on the duration and frequency of
neurotransmission, particularly during repetitive
stimulation. Thus, factors that affect vesicle cycling,
particularly steps that are rate limiting, can have
profound consequences on synaptic efficacy.

The fusion of synaptic vesicles with the presynap-
tic membrane and their recovery through endocytosis
require a number of neuron-specific proteins. The
levels of many proteins that coordinate the docking
and fusion of synaptic vesicles are decreased in AD as
well as in experimental models (Honer, 2003; Scheff
and Price, 2003). Synaptophysin, one of the most
abundant membrane proteins on synaptic vesicles, is
integral to the vesicle fusion process for neurotrans-
mitter release. Decreases in synaptophysin have been

used extensively as a measure of synaptic impairments
in both AD and transgenic mouse models of the dis-
ease (Masliah et al., 1993; Mucke et al., 2000; Honer,
2003; Scheff and Price, 2003). Decreased levels of
proteins involved in vesicle release, such as synapto-
physin, may represent decreased expression at intact
synapses, synaptic degeneration, or both.

In addition, several proteins involved in the local
endocytosis and recycling of vesicles, including
synaptotagmin, AP2, AP180, and dynamin I, are
altered in AD and in some mouse models of the
disease, as illustrated in Figure 10 (Honer, 2003;
Yao, 2004; Nixon, 2005). Animal models in which
any of these proteins are mutated or ablated exhibit
abnormal synaptic vesicle size and number, synaptic
transmission deficits, and even mortality in extreme
cases (reviewed in Yao, 2004; Kavalali, 2006). For
some factors, both protein and mRNA levels are
decreased in AD, suggesting that the expression of
the corresponding genes may be dysregulated. Other
factors may be depleted by increased cleavage and
degradation (Yao, 2004; Kelly et al., 2005; Kelly and
Ferreira, 2006; but see Yao et al., 2005). Impaired
vesicle recycling may also contribute to some of the

Clathrin regulators altered in AD and/or experimental models:

Clathrin

TRENDS in Neurosciences

Postsynaptic terminal

Presynaptic terminal

Dynamin

AP180

AP2

Synaptotagmin

Figure 10 Alzheimer’s disease (AD) affects clathrin-mediated synaptic vesicle recycling in synapses. Synaptic vesicles are
recycled through clathrin-mediated endocytosis, which requires clathrin and regulatory proteins. The levels of several key

regulators (see red box) of this process are decreased in AD as well as in experimental models of the disease. (From Yao P

[2004] Synaptic frailty and clathrin-mediated synaptic vesicle trafficking in Alzheimer’s disease. Trends Neurosci. 27: 24–29.)

Molecular Aspects of Memory Dysfunction in Alzheimer’s Disease 719



ultrastructural changes found in AD brains and
related mouse models. Decreases in synaptic density,
attributed to synapse loss, are accompanied by an
increase in size of the remaining synapses (reviewed
in Scheff and Price, 2003). Although it has been
hypothesized that such increases represent compen-
satory changes to maintain overall synaptic contact
area, it has also been proposed that impaired endo-
cytosis for local generation of vesicles leads to an
overall accumulation of membrane and enlargement
of nerve terminals (Yao, 2004).

In summary, alterations in levels of key compo-
nents in synaptic vesicle trafficking may contribute to
deficits in neurotransmitter release in AD.

33.3.2 Receptors and Channels

A large number of cell surface receptors and channels
are located on the postsynaptic membrane, ready to
receive and transduce input from presynaptic con-
tacts. The strength of any given synapse can remain
stable over time, increase, or decrease based on the
number, localization, and activity of the neurotrans-
mitter receptors and ion channels at the postsynaptic
membrane. In this section, we review several recep-
tors and channels that play important roles in
synaptic plasticity and describe how alterations in
their levels, localization, or function may contribute
to AD-related cognitive dysfunction.

33.3.2.1 NMDA receptors

N-methyl-D-aspartate (NMDA) receptors play a crit-
ical role in the induction of LTP by acting as
coincidence detectors of presynaptic glutamate
release and postsynaptic depolarization (reviewed in
Wang et al., 2006). Subsequent influx of calcium
through the NMDA receptor triggers a series of
intracellular signaling events that culminate in the
induction of gene expression required for long-term
changes in synaptic efficacy.

Currently approved therapies for the treatment of
AD include an NMDA receptor antagonist, which is
thought to protect neurons against increased calcium
permeability of NMDA receptors and to increase the
synaptic signal-to-noise ratio (Tariot and Federoff,
2003; Jacobsen et al., 2005). Studies in transgenic
mouse models of AD and cell culture experiments are
beginning to unravel the mechanisms by which AD-
relevant molecules such as A� might alter NMDA
receptor functions and impact synaptic plasticity.

As reviewed in the section titled ‘Soluble A� oli-
gomers,’ many studies have reported that A� potently

inhibits the induction of LTP both in vitro and in vivo
(reviewed in Walsh and Selkoe, 2004). Although it is
uncertain whether A� directly binds NMDA recep-
tors, several lines of evidence demonstrate that at least
part of A�’s effect on LTP may be a result of altera-
tions in the level, availability, or activity of NMDA
receptors at the postsynaptic membrane.

In vitro, low concentrations of synthetic A� pep-
tides acutely augment NMDA receptor–mediated
calcium influx and synaptic transmission (Wu et al.,
1995; Wu and Dun, 1995; Kelly and Ferreira, 2006).
Furthermore, A�-dependent degradation of dynamin
and the scaffolding protein PSD-95 can be blocked by
NMDA receptor antagonists (Almeida et al., 2005;
Roselli et al., 2005; Kelly and Ferreira, 2006).
However, A� produces a delayed NMDA receptor–
dependent reduction in synaptic transmission (Cullen
et al., 1996). Because prolongedNMDA receptor stim-
ulation leads to down-regulation of receptor activity
through the recruitment of negative feedback loops
(Oster and Schramm, 1993; Resink et al., 1995; Salter
and Kalia, 2004; Braithwaite et al., 2006), it is possible
that acute, A� facilitates glutamatergic transmission
and sensitizes neurons to excitotoxic events (Mattson
et al., 1993), whereas chronically, it leads to a down-
regulation of NMDA receptor activity.

In vivo, hAPP transgenic mice that produce high
A� levels have decreased levels of phosphorylation of
Tyr-1472 of NR2B subunits of the NMDA receptor,
particularly in the dentate gyrus (Palop et al., 2005).
Phosphorylation at this residue affects the gating of
the channel and is positively correlated with NMDA
receptor currents (Lu et al., 1999; Alvestad et al., 2003;
reviewed in Salter and Kalia, 2004), suggesting that the
decreased phosphorylation found in hAPP mice may
contribute to an attenuation of NMDA receptor-
dependent signaling. Importantly, decreased levels
of Tyr-1472 phosphorylation were associated with
decreased activity of Fyn, a src-kinase family member
that phosphorylates NR2B subunits at this residue,
and increased expression of striatal-enriched phospha-
tase (STEP), a tyrosine phosphatase that negatively
regulates Fyn activity (Chin et al., 2005). STEP can
dampen NMDA receptor-dependent activity when
engaged by high levels of stimulation (Pelkey et al.,
2002; Braithwaite et al., 2006). The regulation of tyro-
sine kinases, such as Fyn, by A� is discussed in more
detail in the section titled ‘Kinases.’

Phosphorylation at Tyr-1472 also regulates the
interaction of NMDA receptors with the scaffolding
protein PSD-95 and with AP-2, an adaptor molecule
that triggers clathrin-mediated endocytosis (Lavezzari
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et al., 2003). In vitro experiments demonstrate that A�-
dependent dephosphorylation of Tyr-1472 induces

endocytosis of NMDA receptors, resulting in

decreased surface expression of this key regulator of

LTP induction (Snyder et al., 2005). The results of this

study suggested a model in which extracellular A�
binds �7 subunit-containing nicotinic acetylcholine

receptors and thereby activates the phosphatases

PP2B (calcineurin) and STEP, resulting in dephos-

phorylation of NR2B (Figure 11). Thus, A� may

impair synaptic plasticity by inducing the dephos-

phorylation of Tyr-1472 and attenuating NMDA

receptor activity through a variety of mechanisms.
The attenuation of glutamatergic transmission by

A� may have different consequences depending on

the brain region affected. If brain regions that control

neuronal excitability on a global scale are particularly

susceptible to A�-induced impairments of glutama-

tergic transmission, aberrant increases in overall brain

activity may result. Such a notion is supported

by findings that hAPP mice with high levels of A�
exhibit nonconvulsive seizure activity in EEG

recordings, which was associated with the induction

of compensatory inhibitory mechanisms and impair-

ments in synaptic plasticity (Palop et al., 2007).

33.3.2.2 AMPA receptors

�-amino-3-hydroxy-5-methyl-4-isoxazole-proprio-

nic acid (AMPA) receptors are glutamate-gated

channels that mediate most of the fast excitatory

synaptic transmission in the brain and provide the

primary means of postsynaptic depolarization in

glutamatergic neurotransmission. AMPA receptor lo-

calization is dynamically regulated by neuronal

activity, and rapid insertion and removal of these

receptors into/from the postsynaptic membrane are

key mechanisms by which long-term changes in
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Figure 11 A� attenuates N-methyl-D-aspartate (NMDA) receptor signaling. Under normal circumstances, phosphorylation of

the NMDA receptor at Tyr1472 is controlled by a balance between phosphorylation by Fyn and dephosphorylation by STEP.

STEP also negatively regulates Fyn. In models of AD, A� activates �7 nAChRs and increases STEP activity, resulting in a net

decrease in Fyn activity and Tyr1472 phosphorylation. In the absence of Fyn-mediated tyrosine phosphorylation, NMDA
receptors are endocytosed.
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synaptic strength (LTP and LTD) are expressed
(Bredt and Nicoll, 2003; Esteban, 2003).

Such dynamic regulation of AMPA receptor den-
sity at the synapse requires that a pool of receptors be
available for use at any given time. Indeed, recycling
endosomes in dendritic compartments maintain a
pool of AMPA receptors that can be rapidly mobi-
lized and shuttled to the synaptic membrane in
response to NMDA receptor activation to effect
increases in synaptic strength (Figure 12) (Park
et al., 2004; reviewed in Kennedy and Ehlers, 2006),
whereas LTD-inducing stimuli result in endocytosis
and removal of AMPA receptors from the synapse
(Bredt and Nicoll, 2003).

In addition to their role in rapidly modifying
synaptic strength, AMPA receptors play a critical
role in another, slower form of plasticity called synap-
tic scaling (reviewed in Turrigiano and Nelson, 2004).
In this type of homeostatic plasticity, the overall
synaptic strength of a neuron is modulated to regulate
its excitability depending on its history of activity.
Periods of reduced activity result in increased levels
of AMPA receptors at the synapse, whereas periods of
increased activity lead to removal of AMPA receptors
from the synapse. Moreover, regulation of AMPA

receptor density at the postsynaptic membrane partly
underlies distance-dependent scaling, in which
synapses that lie farther from the soma are endowed
with increased synaptic strength so they can transmit
information with similar fidelity as synapses located
closer to the soma (Andrasfalvy and Magee, 2001;
Smith et al., 2003).

Several factors contribute to the ability of AMPA
receptors to fulfill these critical roles in dictating
synaptic strength and homeostatic control of neuro-
nal activity, including expression levels, dendritic
transport, and local synaptic trafficking within the
endosomal pathway. Thus, impairments in any one
of these processes may lead to deficits in synaptic
plasticity and in the regulation of activity levels.

It is particularly interesting in this regard that
reductions in several AMPA receptor subunits have
been documented in the entorhinal cortex and hippo-
campus in AD and related transgenic mouse models
(Yasuda et al., 1995; Chan et al., 1999; Wakabayashi
et al., 1999; Carter et al., 2004; Chang et al., 2006; Palop
et al., 2007). In AD, AMPA receptors also appear to be
cleaved by caspases (Chan et al., 1999). In primary
neurons or slices treated with A� or isolated from
hAPP transgenic mice, surface expression of AMPA

Activity-dependent LTP/LTD
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GluR3
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Figure 12 �-Amino-3-hydroxy-5-methyl-4-isoxazole-proprionic acid (AMPA) receptor trafficking. The trafficking of AMPA
receptors between the synaptic membrane and recycling endosomes regulates synaptic strength. The insertion of AMPA

receptors into the synapse (in long-term potentiation [LTP]) and the endocytosis of synaptic AMPA receptors (in long-term

depression [LTD]) are governed by the activities of several kinases, phosphatases, and binding proteins. In Alzheimer’s
disease or related models, the activities of several kinases are decreased (red font), whereas the activities of several

phosphatases are increased (green font), which may contribute to overall decreases in synaptic strength.
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receptors is decreased (Almeida et al., 2005; Roselli
et al., 2005; Hsieh et al., 2006). Such alterations may
contribute to the decreased AMPA-mediated currents
and increased NMDA/AMPA current ratios found in
several in vitro and transgenic mouse models of AD
(Hsia et al., 1999; Chang et al., 2006; Shemer et al.,
2006).

Since AMPA receptors play such key roles in
synaptic and homeostatic plasticity, alterations in
their expression or trafficking may contribute to def-
icits in synaptic plasticity and learning and memory
in AD and related models. As reviewed in the next
section, it has been hypothesized that increased cho-
linergic activity in early stages of AD may be
recruited to support synaptic scaling, perhaps in
response to the loss of normal mechanisms under-
lying this homeostatic plasticity (Small, 2004).

33.3.2.3 Nicotinic acetylcholine receptors

Neuronal nicotinic acetylcholine receptors ðnA
ChRsÞ are key modulators of neurotransmission.
Presynaptically localized receptors enhance neuro-
transmitter release, postsynaptic receptors transduce
fast excitatory transmission and calcium-regulated
signaling, and perisynaptic or nonsynaptic receptors
modulate neuronal excitability (Dani and Bertrand,
2006).

Although cholinergic activity is increased in early
stages of AD, the loss of cholinergic neurons, partic-
ularly in the basal forebrain, is a characteristic
neuropathological feature of AD that is thought to
contribute to cognitive decline (Auld et al., 2002).
The levels of acetylcholine receptors in AD brains,
particularly the primarily presynaptically localized
�7 subunit–containing nAChRs, are also decreased
in postmortem tissues and by in situ imaging of recep-
tor binding in live patients (Burghaus et al., 2000;
Guan et al., 2000; reviewed in Auld et al., 2002; and
Oddo and LaFerla, 2006). It is unclear whether this
decrease simply reflects the loss of neurons expressing
the receptors. Some studies report that �7nAChR
mRNA levels are increased in the hippocampus of
AD patients (Hellstrom-Lindahl et al., 1999; but see
Mousavi et al., 2003), suggesting that decreases in
protein levels and receptor binding may indeed
reflect synaptic loss or neuronal degeneration. The
use of acetylcholinesterase inhibitors to boost cholin-
ergic signaling has long been a standard treatment for
mild to moderate AD (reviewed in Jacobsen et al.,
2005; Roberson andMucke, 2006), but these regimens
do not appear to provide long-lasting benefits.

A number of studies have shed light on how
A� peptides may alter cholinergic signaling in AD.
In vitro evidence demonstrated that A� binds
�7nAChRs with high affinity, although experimental
conditions and cell types can determine whether A�
inhibits or stimulates the receptor (Wang et al., 2000;
Liu et al., 2001a; Dineley et al., 2001, 2002; Pettit
et al., 2001). A�-induced stimulation of �7nAChRs
can appear to block receptor function but may simply
occlude the effect of other ligands such as nicotine by
potently stimulating the receptor and inducing cal-
cium influx (Dougherty et al., 2003). Unlike the
majority of membrane-bound receptors, nAChR
expression is increased upon receptor stimulation
(Fenster et al., 1999), which may account for several
reports that A� increases �7nAChR levels in vitro

and in hAPP transgenic mice (Dineley et al., 2001;
Chin et al., 2005; Snyder et al., 2005).

Moreover, �7nAChRs can be targeted to somato-
dendritic compartments and have been found in
perisynaptic regions on postsynaptic membranes,
where they are in a strategic position to modulate
intracellular signaling processes through their high
calcium permeability (Fabian-Fine et al., 2001; Xu
et al., 2006a). In primary cortical neurons, A� acti-
vates the calcium-dependent phosphatase PP2B
(calcineurin) by engaging postsynaptic �7nAChRs
(Snyder et al., 2005). One consequence of this activa-
tion is activation of the phosphatase STEP and
subsequent dephosphorylation of the Tyr-1472 of
the NR2B subunit of the NMDA receptor, either
through direct dephosphorylation by STEP or
through STEP-mediated desphosphorylation and
inactivation of tyrosine kinases such as Fyn that are
known to phosphorylate the NMDA receptor at this
residue (see Figure 11).

These in vitro findings are in line with observations
in hAPPmice, in which increased levels of �7nAChRs
are concomitant with increased STEP levels, Fyn
suppression, and decreased phosphorylation of Tyr-
1472 of NR2B subunits (Chin et al., 2005; Palop et al.,
2005). It remains to be determined whether the
engagement of �7nAChRs by A� in AD and in
experimental models of the disease represent primary
pathogenic mechanisms or compensatory mechanisms
to boost synaptic scaling (Small, 2004; Geerts and
Grossberg, 2006) or combat excitotoxicity (Palop
et al., 2007).

33.3.2.4 Potassium channels

The activities of potassium (Kþ) channels, which
efflux Kþ and hyperpolarize cells, play an important
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role in neuronal survival, because they govern mem-
brane excitability and because the intracellular
potassium level is a determinant of apoptosis (Yu,
2003). New discoveries have highlighted how diverse
Kþ channels in neuronal dendrites fine-tune excit-
ability and affect neuronal information processing
by regulating the induction of NMDA receptor–
dependent synaptic plasticity in the hippocampus
(reviewed in Yuan and Chen, 2006).

Phosphorylation-dependent modulation of Kþ

channel activity, particularly of the Kv4.x family, is a
major means by which synaptic plasticity is regulated
and dendritic information processing is achieved
(reviewed in Birnbaum et al., 2004; Yuan and Chen,
2006). Based on the kinetics of time-dependent inacti-
vation, Kþ currents can be separated into different
components. One such component, the fast-inactivating
A-type Kþ current, plays a particularly important role
in regulating membrane excitability, because it
responds quickly to subthreshold depolarization and
its activation delays the generation of action potentials
(Figure 13). Inhibition of this current by pharmaco-
logical agents that block ion flux or stimulate
phosphorylation of the channel markedly increases
intracellular calcium (Hoffman et al., 1997; reviewed
in Yuan and Chen, 2006).

Interestingly, A� inhibits A-type Kþ currents in
primary hippocampal and neocortical neurons,
increasing dendritic calcium influx and neuronal
excitability (Good et al., 1996; Ye et al., 2003; Chen,
2005). This process may contribute to the observa-
tion that nonfibrillar A� assemblies increase neuronal
excitability in various in vitro models (Hartley et al.,
1999; Jhamandas et al., 2001; Turner et al., 2003; Ye
et al., 2004; but see Yun et al., 2006). A� may inhibit
Kþ currents through the aberrant engagement of
tyrosine kinases, as tyrosine kinase inhibitors abro-
gated the ability of A� to increase excitability of
cholinergic neurons (Jhamandas et al., 2001). A�
treatment also induces Kþ channel abnormalities in
cultured fibroblasts that are similar to Kþ channel
abnormalities detected in fibroblasts isolated from
AD patients (Etcheberrigaray et al., 1993, 1994).
While regulated increases in intracellular calcium
are important for synaptic plasticity, sustained
increases in intracellular calcium through A�’s effect
on Kþ channels could impair synaptic plasticity and
sensitize neurons to excitotoxic injuries (Xie, 2004).

Although A-type Kþ channel currents are gener-
ally inhibited by A�, the expression levels of Kþ

channel subunits that contribute to the A-type current
are increased in early stages of AD and in primary

cerebellar neurons after treatment with A� (Angulo
et al., 2004; Plant et al., 2006). Such increases in sub-
unit expression may represent compensatory
mechanisms aimed at restoring membrane excitability.

33.3.3 Calcium Signaling

Downstream of cell surface receptors and ion chan-
nels at the postsynaptic membrane, a myriad of
intracellular signaling molecules await instruction.
Depending on the dynamics of receptor/channel
activity, local Ca2þ plumes of various magnitudes
are generated to direct the kinase cascades and
other signaling pathways that transduce signals to
the nucleus or other subcellular compartments. In
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Figure 13 Dendritic Kþ channels influence neuronal

information processing. SK and Kv4.2-encoded A-type Kþ

channels are expressed at high levels in dendrites.

Propagation of back-propagating action potentials and

release of glutamate and neuromodulators within an

appropriate time window ensures N-methyl-D-aspartate
(NMDA) receptor activation through three coinciding events

(as depicted in left dendrite above). Regulation of Kþ

channel expression is also a homeostatic mechanism
regulated by CaMKII. Activation of CaMKII promotes

expression of both �-amino-3-hydroxy-5-methyl-4-

isoxazole-propionic acid receptors and A-type Kþ channels,

resulting in antagonizing effects on neuronal
responsiveness. Alzheimer’s disease–related decreases in

the activity of A-type Kþ channels increase neuronal

excitability and intracellular calcium and may contribute to

excitotoxicity. (From Yuan L and Chen X [2006] Diversity of
potassium channels in neuronal dendrites. Prog. Neurobiol.

78: 374–389.)
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this section, we discuss several aspects of calcium
homeostasis that impact the dynamics of postsynaptic
signaling and describe kinase pathways that play key
roles in the induction and maintenance of long-term
changes in synaptic efficacy. Special emphasis is
placed on those aspects that are altered in AD and
related models and on how their dysregulation con-
tributes to plasticity deficits. Finally, we review the
mechanisms by which extracellular, neuromodula-
tory factors such as brain-derived neurotrophic
factor (BDNF) and Reelin influence synaptic plastic-
ity and how AD-related alterations in these factors
exacerbate impairments in synaptic function.

Calcium (Ca2þ) plays fundamental roles in synaptic
plasticity and neuronal survival. Calcium signals, either
from the extracellular milieu or from intracellular
stores, must be precisely regulated both temporally
and spatially to achieve tight control over intracellular
signaling pathways that transduce signals from extra-
cellular sources (Yuste et al., 2000; Berridge et al.,
2003). Disruptions in neuronal Ca2þ homeostasis and
calcium-regulated signaling likely play important roles
in normal aging and AD, impairing synaptic plasticity
and cognitive function, and contributing to neuronal
loss in vulnerable regions (Mattson and Chan, 2003;
Xie, 2004; Smith et al., 2005a; Kelly et al., 2006). Acute
treatment of primary neurons and cell lines of neuronal
origin with A� induces rapid, transient increases in
intracellular calcium levels, whereas chronic exposure
to A� leads to slower, more progressive increases in
resting calcium levels (Xie, 2004; Kelly and Ferreira,
2006). A� peptides, particularly oligomeric assemblies,
have been suggested to insert into neuronal cell
membranes and form calcium-fluxing pores (reviewed
in Pollard et al., 1995; Glabe and Kayed, 2006).
Alternatively, such assemblies may increase intracellu-
lar calcium levels by increasing influx through calcium
channels, releasing calcium from intracellular stores, or
modulating intracellular calcium dynamics through
alterations in endogenous calcium binding proteins
(Figure 14).

33.3.3.1 Calcium channels
Ca2þ channels play diverse roles in synaptic transmis-
sion, on both the presynaptic and the postsynaptic side
(Augustine et al., 2003). Presynaptic N- and P/Q-type
voltage-sensitive Ca2þ channels are primarily involved
in triggering synaptic vesicle exocytosis, whereas
postsynaptic L-type voltage-sensitive Ca2þ channels
contribute to the integration of synaptic activity and
the transduction of signals that trigger a transcriptional
response. Synaptic activity induces Ca2þ entry through

NMDA receptors and L-type channels. The magni-

tude and temporal dynamics of the combined calcium

influx determine which signaling pathways become

engaged (Bradley and Finkbeiner, 2002; Deisseroth

et al., 2003; Thiagarajan et al., 2006).
A� potentiates currents through L-type voltage-

sensitive Ca2þ channels in primary neurons (Brorson
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Figure 14 Ca2þ dysregulation in AD. Intracellular Ca2þ

levels in the presynaptic terminal (top) and postsynaptic
spine (bottom) are regulated by the influx of Ca2þ through

Ca2þ channels (1), the buffering of free Ca2þ by Ca2þ-
binding proteins (2), and the release of Ca2þ from

intracellular Ca2þ stores (3). AD-related alterations in the
levels and/or activities of Ca2þ channels, receptors, and

Ca2þ-binding proteins perturb calcium homeostasis and

may contribute to deficits in synaptic plasticity as well as
increase susceptibility to excitotoxicity. (Modified from

Bardo S, Cavazzini MG, and Emptage N [2006] The role of

the endoplasmic reticulum Ca2þ store in the plasticity of

central neurons. Trends Pharmacol. Sci. 27: 78–84).
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et al., 1995; Ueda et al., 1997; Ekinci et al., 1999; Fu
et al., 2006). Although the underlying mechanisms have
not been fully characterized, one possibility is A�-
stimulated phosphorylation of L-type Ca2þ channels,
which would increase conductance through the chan-
nel (Ekinci et al., 1999). In addition, because L-type
Ca2þ channels are voltage sensitive, A� could indir-
ectly modulate Ca2þ currents by blocking voltage-
gated potassium channels (see earlier section), altering
neuronal excitability and prolonging membrane depo-
larization (Good et al., 1996; Birnbaum et al., 2004).
Finally, A� exposure leads to increased expression of
particular L-type Ca2þ channel subunits on surface
membranes in neuronal cell lines (Scragg et al., 2005;
Chiou, 2006), which may contribute to long-term
changes in Ca2þ homeostasis. Because Ca2þ influx
through L-type channels could contribute to deranged
Ca2þ homeostasis and signaling, L-type Ca2þ channel
blockers are now in clinical trials for the treatment of
AD (reviewed in Jacobsen et al., 2005; Roberson and
Mucke, 2006).

33.3.3.2 Calcium-binding proteins

The level of intracellular free Ca2þ is governed by a
balance between the entry of Ca2þ into the cyto-
plasm, either from extracellular sources or from
intracellular stores, and the removal of Ca2þ by buf-
fers, pumps, and exchangers (reviewed in Berridge
et al., 2003). Many cell types contain particular
calcium-binding proteins that act as buffers by
rapidly binding and sequestering free Ca2þ. The
primary cytosolic calcium-buffering proteins include
calbindin-D28K, calretinin, and parvalbumin, which
are differentially expressed in various populations of
neurons and play important regulatory roles in
the maintenance of Ca2þ homeostasis (Hof et al.,
1999). Parvalbumin is expressed in interneurons
that modulate local circuitry in the neocortex and
hippocampus, whereas calbindin and calretinin are
expressed by both interneurons and pyramidal cells
in the neocortex and hippocampus. Since disruption
of neuronal Ca2þ homeostasis appears to contribute
to AD pathogenesis, the levels and distribution of
these types of calcium buffers in various areas of the
AD brain and AD models have been the focus of a
rapidly increasing number of studies.

Neuronal populations that express the calcium
buffers calretinin and parvalbumin appear to be rela-
tively preserved in AD (Hof et al., 1993; Fonseca
and Soriano, 1995; Sampson et al., 1997). Losses of
parvalbumin-expressing neurons have been docu-
mented in the entorhinal cortex and hippocampus

of AD brains, but this loss appears to occur at late
stages of the disease and may be secondary to degen-
eration of principal neurons in the same region
(Solodkin et al., 1996; Brady and Mufson, 1997;
Mikkonen et al., 1999). Such findings supported the
hypothesis that neurons containing high levels of
calcium-buffering proteins, and presumably a high
calcium-buffering capacity, are relatively resistant
to AD-related neurotoxicity (Hof et al., 1993). Late-
stage loss of calcium-binding proteins was related to
loss of neurons producing these proteins (Solodkin
et al., 1996).

The calcium-binding protein calbindin is expressed
in local circuit interneurons and pyramidal cells of the
neocortex. In addition, it is very highly expressed in
granule cells of the dentate gyrus and in Purkinje cells
of the cerebellum (Celio, 1990). Calbindin regulates
intracellular Ca2þ levels and is important for synaptic
plasticity and learning and memory (Molinari et al.,
1996). Calbindin levels in dentate granule cells are
depleted in hAPP mice with high hippocampal levels
of A�, and the magnitude of this depletion correlates
tightly with cognitive deficits (Palop et al., 2003).
Transgenic mice expressing the carboxy terminus of
hAPP also exhibit depletions of calbindin in the
dentate gyrus (Lee et al., 2006). Similar calbindin
depletions occur in the dentate gyrus of AD patients,
in whom the greatest depletions were seen in individ-
uals with the most severe dementia (Palop et al., 2003).
Moreover, calbindin mRNA levels in the hippocampus
are also reduced in AD and in hAPP mice, supporting
the hypothesis that calbindin depletions result from
decreased expression of the calbindin gene rather
than from loss of dentate granule cells (Iacopino and
Christakos, 1990; Sutherland et al., 1993; Palop et al.,
2003).

Similar calbindin depletions in the dentate gyrus
have been observed after chronic neuronal overexci-
tation, for example, in human temporal lobe epilepsy,
GABAB receptor-deficient mice, and models of
kindling or kainate-induced chronic excitotoxicity
(Tonder et al., 1994; Magloczky et al., 1997; Nägerl
et al., 2000; Ruttimann et al., 2004; Palop et al., 2007).
Calbindin reductions in the dentate gyrus of hAPP
mice and in AD brains may also result from an
imbalance between excitatory and inhibitory inputs
(Palop et al., 2003, 2006, 2007). The ability of granule
cells to downmodulate calbindin over a wide
dynamic range may explain, at least in part, why
these neurons are relatively resistant to degeneration
in AD (West et al., 1994; Irizarry et al., 1997b; Palop
et al., 2003), since calbindin reduction can lead to an
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inactivation of voltage-gated calcium channels, limit-
ing calcium entry and protecting against excitotoxicity
(Nägerl et al., 2000).

33.3.3.3 Intracellular stores

In addition to influx from the extracellular compart-
ment, the release of Ca2þ from intracellular stores in
the ER is a major source of free Ca2þ that is available
for signaling and synaptic plasticity (Rose and
Konnerth, 2001; Berridge et al., 2003; Bardo et al.,
2006). To maintain such a supply of Ca2þ, the ER
faces the daunting task of sustaining an immense
concentration gradient of Ca2þ across its membrane:
The concentration of free Ca2þ in the ER lumen is
about one thousand times greater than resting levels
in the cytosol. Sarco-ER Ca2þ ATPases (SERCAs)
actively transport Ca2þ into the ER to clear Ca2þ

from the cytosol and fill ER stores. The liberation of
Ca2þ from these internal stores is regulated by two
types of channels in the ER membrane: the ryanodine
receptor (RyR) and the inositol triphosphate receptor
(IP3R).

RyRs are activated by cytosolic Ca2þ, and their
sensitivity is modulated by several factors: caffeine
binding, oxidation, and high luminal Ca2þ levels
increase sensitivity, whereas phosphorylation (by
PKA) and calmodulin binding decrease activity
(reviewed in Berridge et al., 2003; Bardo et al., 2006).
IP3Rs must be activated by the second messenger IP3,
which is generated upon stimulation of Gq-coupled
receptors on the plasma membrane, such as metabo-
tropic glutamate receptor types 1 and 5 (mGluR1,5),
serotonin receptors (5-HT2), and muscarinic recep-
tors (M1–3). The binding of IP3 to IP3Rs then
sensitizes the receptors to Ca2þ, which increases
receptor activity at low concentrations but inhibits it
at high concentrations, such as those reached after
release of Ca2þ from the ER (Berridge et al., 2003).
IP3Rs are often tethered to IP3-producing cell surface
receptors by scaffolding proteins such as Homer, link-
ing the source of IP3-production to its site of action
(Ehrengruber et al., 2004). IP3R activity can also be
influenced by phosphorylation, which modulates the
sensitivity of IP3Rs in different directions, depending
on the kinase involved. For example, phosphorylation
by Ca2þ/calmodulin-dependent protein kinase II
(CaMKII) decreases activity, whereas phosphorylation
by Fyn kinase increases activity (Cui et al., 2004; Bare
et al., 2005). Together, the activities of SERCAs, RyRs,
and IP3Rs monitor intracellular Ca2þ levels and reg-
ulate release of Ca2þ from the ER in a process called
Ca2þ-induced Ca2þ release (CICR).

Several aspects of Ca2þ dysregulation in AD and
AD mouse models have been linked to alterations in
ER Ca2þ signaling. AD-related mutations in preseni-
lin 1, presenilin 2, and APP increase cellular
sensitivities to IP3, caffeine activation of RyRs, and
blockade of SERCA pumps, enhancing Ca2þ libera-
tion from the ER (Smith et al., 2005a; Stutzmann,
2005). Overfilling of ER stores or excess phosphoryla-
tion of IP3Rs or RyRs through aberrant activation of
kinases by A� or other AD-related molecules may
result in ER hypersensitivity and exaggerated Ca2þ

release upon physiological stimulation of these recep-
tors (discussed in the section titled ‘Intracellular
calcium stores’). As a result, even normal stimuli,
such as synaptic activity and activation of mGluRs,
could disrupt the intracellular Ca2þ homeostasis.

Mutations in presenilin 1 have been particularly
linked to dysregulation of ER Ca2þ signaling by
mechanisms that are unrelated to �-secretase activity.
As mentioned in Section 33.2.3.2, wild-type, but not
AD-mutant, presenilin 1 and 2 can act as low-con-
ductance Ca2þ-permeable ion channels, which may
account for the majority of passive Ca2þ leaks from
the ER (Tu et al., 2006). This Ca2þ-fluxing activity is
important for maintaining normal steady-state intra-
luminal levels of Ca2þ and is exhibited by the
unprocessed, holoprotein form of presenilin in the
ER (Tu et al., 2006). In contrast, the secretase activity
of presenilin emerges only in later compartments
(trans-Golgi network, endosome) after assembly
with other components of the �-secretase complex
(Tandon and Fraser, 2002). AD-related mutations in
PS1 (PS1-M146V) or PS2 (PS2-N141I) abrogate the
Ca2þ fluxing properties of the presenilins and abolish
the passive efflux of Ca2þ out of the ER, overloading
the ER with Ca2þ.

AD-related increases in levels of RyRs may also
contribute to ER hypersensitivity and exaggerated
Ca2þ release. RyR binding is increased in the entorhi-
nal cortex and hippocampus in early stages of AD,
suggesting increased levels of RyRs in these areas
(Kelliher et al., 1999). Presenilin mutations are asso-
ciated with increased levels of RyRs in transgenic mice
and cell culture models (Chan et al., 2000; Smith et al.,
2005b; Stutzmann et al., 2006). hAPPmice and primary
cortical neurons treated with A� also show increases in
RyRs (Supnet et al., 2006), suggesting that increased
levels of A� are the unifying mechanism.

Together, these studies indicate that dysregulation
of ER Ca2þ dynamics may contribute to impairments
in synaptic plasticity and cognitive function associated
with AD.
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33.3.4 Kinases

Kinase activity is often coupled to the activity of
receptors and channels at the plasma membrane and
is crucial to the transduction of extracellular signals to
cytosolic or nuclear targets. Signaling specificity is
conferred by the type of receptor activated by synaptic
activity, the dynamics and distribution of the ensuing
Ca2þ influx, and the scaffolding of particular kinases
to receptors/channels. Phosphorylation events trig-
gered by active kinases can alter enzymatic activities
or protein conformations of target molecules, setting
in motion molecular cascades that culminate in
cytoplasmic changes or nuclear events including
gene transcription. Over the years, researchers have
uncovered important roles for many kinases in
synaptic plasticity and demonstrated how the orches-
tration of their activities leads to the induction,
expression, and maintenance of long-term changes
in synaptic efficacy. Notably, the levels, localization,
or activities of many of these kinases are disrupted in
AD, providing clues into the mechanisms by which
AD impairs synaptic and cognitive function. In this
section, we discuss several kinases whose roles in
synaptic plasticity have been well characterized and
how AD-related alterations in these kinases or asso-
ciated signaling pathways may contribute to synaptic
dysfunction.

33.3.4.1 MAPKs

The mitogen-activated protein kinase (MAPK)
superfamily comprises three major subclasses of
Ser/Thr kinases that are involved in the regulation
of growth, differentiation, and cellular responses to
stress and/or inflammatory cytokines. The extracel-
lular signal-regulated kinases (ERKs) regulate
growth, proliferation, and differentiation in many
cell types and are essential for short-term increases
in synaptic efficacy and for the expression and main-
tenance of LTP (Pearson et al., 2001; Thomas and
Huganir, 2004; Davis and Laroche, 2006). The p38
branch of the MAPK family was originally character-
ized as key transducers of stress and inflammatory
responses to cytokines but has recently been discov-
ered to also mediate the induction and expression of
LTD (Pearson et al., 2001; Thomas and Huganir,
2004). The activity or localization of ERK and p38
family members are altered in AD and related mod-
els, and their misregulation has been implicated in
impairments of synaptic plasticity (Johnson and
Bailey, 2003; Haddad, 2004). The third branch of
the MAPK family is made up of the c-Jun N-terminal

kinase/stress-activated protein kinases (JNK/SAPKs),
which transduce stress signals, including oxidation and
DNA damage, as well as growth and differentiation
signals (Raivich and Behrens, 2006). A�-induced gen-
eration of reactive oxygen species activates JNK/
SAPK, and such activation has been documented in
AD and in AD models (reviewed in Zhu et al., 2004;
Smith et al., 2006). A�-related engagement of JNK/
SAPKs has been associated with overt cell death rather
than more subtle effects on synaptic/neuronal func-
tions. We will thus focus our discussion of MAPKs in
AD-related synaptic impairments on ERK and p38.

ERK1/2 is activated rapidly after the induction of
LTP. Although ERK1/2 activity is not necessary for
the induction of LTP, it is critical for its maintenance
and for learning and memory (English and Sweatt,
1997; reviewed in Thomas and Huganir, 2004; Davis
and Laroche, 2006). In combination with other sig-
naling pathways, LTP-induced ERK1/2 activation
increases the expression of proteins necessary for
long-term changes in synaptic efficacy, including
the activity-regulated cytoskeletal protein (Arc/
Arg3.1) (Roberson et al., 1999; Waltereit et al., 2001;
Ying et al., 2002). Additional targets of ERK1/2 that
are important for the expression or maintenance of
LTP include cytoskeletal proteins such as MAP-2
and Tau, which modulate the structural organization
of neurites; Kv4.2 potassium channels, which control
dendritic depolarization and neuronal excitability;
AMPA receptors, which are inserted into the mem-
brane and increase synaptic strength; and mTOR, a
component of the ribosomal machinery that controls
synthesis of new proteins (reviewed in Haddad, 2004;
Birnbaum et al., 2004; Kelleher et al., 2004; Sweatt,
2004). Clearly, tight regulation of ERK1/2 activity,
dynamics, and localization is necessary to orchestrate
its many effects on synaptic efficacy (Figure 15).

Increased levels of active ERK1/2 in AD brains
are typically associated with neurofibrillary tangles
and amyloid plaques (Trojanowski et al., 1993; Pei
et al., 2002; Haddad, 2004; Webster et al., 2006).
ERK1/2 phosphorylation of tau, described above in
the section titled ‘Tau phosphorylation and other
posttranslational modifications,’ has been well docu-
mented as a means by which hyperphosphorylated
tau is generated in AD (reviewed in Haddad, 2004).
In addition, the dysregulation of ERK1/2 activity
may contribute in other ways to synaptic dysfunc-
tion, as indicated by studies in animal and in vitro

models of AD. ERK1/2 activity has been shown to
mediate the effects of A� on synaptic plasticity,
including A�’s effect on L-type calcium channels
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(reviewed in the section titled ‘Calcium channels’).
Interestingly, the kinetics of ERK1/2 activity depend
on the duration of A� exposure and on A�’s assembly
state. Exposure of primary neurons or hippocampal
slices to oligomeric A� acutely activated ERK1/2,
but chronically decreased ERK1/2 activity, while
exposure to fibrillar A� progressively increased
ERK1/2 activity (Rapoport and Ferreira, 2000; Bell
et al., 2004). Similarly, young hAPP transgenic mice
exhibit increased ERK1/2 activity, whereas older
hAPP mice exhibit decreased ERK1/2 activity, in
particular in hippocampal subregions (Dineley
et al., 2001; Chin et al., 2005; Palop et al., 2005).
Certain brain regions may be able to downregulate
ERK1/2 activity through compensatory mechanisms.
For example, the phosphatase STEP dephosphory-
lates and inactivates ERK1/2 and is increased by A�
in vitro and in the hippocampus of hAPP mice (Chin
et al., 2005; Snyder et al., 2005; Braithwaite et al.,
2006). Although the downregulation of aberrant
ERK1/2 activity may be neuroprotective, it may
also increase A� production (Kim et al., 2006) and
decrease the expression of gene products required for
the formation of long-term memories.

Although much emphasis has been placed on p38-
mediated phosphorylation of tau, this process does
not contribute greatly to the hyperphosphorylation
of tau in AD (reviewed in Johnson and Stoothoff,
2004). p38 signaling also regulates synaptic plasticity

by mediating long-term depression (LTD) of synaptic
strength (reviewed in Thomas and Huganir, 2004).
Inhibitors of p38 activity block LTD mediated by
mGluRs or NMDARs (Bolshakov et al., 2000; Zhu
et al., 2002), and inhibition of either p38 or mGluR
activity prevents A�-induced LTP deficits in hippo-
campal slices (Wang et al., 2004). Furthermore, levels
of phosphorylated, active p38 are increased in AD
brains and related mouse models (Hensley et al.,
1999; Zhu et al., 2000; Savage et al., 2002; reviewed
in Johnson and Bailey, 2003; Hwang et al., 2005).
Thus, A�-induced neuronal p38 activation may
impair synaptic function in AD by promoting LTD.

33.3.4.2 CaMKII
Calcium/calmodulin-dependent protein kinase II is a
major constituent of the postsynaptic density (PSD)
that interacts with NMDA receptors and the cytoskel-
etal protein �-actinin. When activated by calcium
influx during high-frequency stimulation, CaMKII
translocates to the PSD and undergoes autophosphor-
ylation at Thr286 of the �CaMKII subunit, resulting in
prolonged calcium/calmodulin-independent CaMKII
activity. This process is thought to underlie, at least in
part, the conversion of a transient calcium signal to
long-lasting enhancement of synaptic strength. Genetic
or pharmacological manipulations that decrease levels
of CamKII or prevent its autophosphorylation abolish
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LTP and impair learning and memory (reviewed in
Colbran and Brown, 2004).

In addition to its influence on gene transcription,
CaMKII’s cytoplasmic targets have also received
great attention for their roles in the expression
and maintenance of LTP. CaMKII promotes the
insertion of alpha-amino-3-hydroxyl-5-methyl-4-
isoxazolepropionate receptors (AMPARs) into the
synapse, surface expression of Kv4.2 potassium chan-
nels, and activity of R-type calcium channels
(reviewed in Colbran and Brown, 2004). Moreover,
CaMKII-dependent modulation of cytoskeletal pro-
teins regulates modifications of dendritic spine
morphology associated with LTP (reviewed in
Carlisle and Kennedy, 2005).

Although levels of CaMKII are relatively preserved
in AD brains, levels of active, autophosphorylated
CaMKII are significantly decreased (Mah et al., 1992;
Simonian et al., 1994; Amada et al., 2005). These
changes may be subregion specific, as decreases in
autophorylated CaMKII were found in the hippocam-
pus, but not in the amygdala (Amada et al., 2005).
Consistent with these findings, A� acutely inhibits the
ability of high-frequency stimuli to induce �CaMKII
autophosphorylation and subsequent LTP in hippo-
campal slices (Zhao et al., 2004).

Autophosphorylation of �CaMKII, and thus
CaMKII activity, are negatively regulated by the
phosphatase PP1, which acts downstream of the
calcium-dependent phosphatase calcineurin (Blitzer
et al., 1998; Hedou and Mansuy, 2003). Particularly
interesting in this regard are the findings by multiple
groups that A� activates calcineurin in vitro and in
transgenic mouse models of AD (Chen et al., 2002;
reviewed in Xie, 2004; Cardoso and Oliveira, 2005;
Snyder et al., 2005). Calcineurin levels and activity are
also increased in AD (Hata et al., 2001; Liu et al., 2005;
but see Lian et al., 2001). Together, these results
suggest that enhanced negative regulation of
CaMKII may diminish its activity in AD and impair
synaptic plasticity.

33.3.4.3 PKC

Considerable evidence indicates that protein kinase C
(PKC) is critical for long-term synaptic plasticity
(Hvalby et al., 1994; Bortolotto and Collingridge,
2000). Indeed, ablation of PKC or inhibition of its
activity impairs LTP as well as learning and memory
(reviewed in Battaini and Pascale, 2005). Part of PKC’s
role in LTP may relate to its actions on AMPARs
(Chung et al., 2000; Boehm et al., 2006). In addition,

crosstalk between the PKC and PKA pathways can

amplify ERK1/2 signaling (Roberson et al., 1999).
PKC is kept in a folded, inactive conformation by

the binding of its pseudosubstrate domain to the

substrate-binding site in the catalytic domain.

Activation of the conventional, calcium-dependent

isoforms of PKC, which are highly expressed in the

brain, is regulated by binding to the second messen-

gers calcium and diacylglycerol (DAG, reviewed in

Battaini and Pascale, 2005). Upon binding and acti-

vation by second messengers, PKC translocates to the

membrane via interactions with the scaffolding pro-

tein RACK1, which stands for receptor for activated

C kinase (reviewed in Sklan et al., 2006). Interactions

with RACK1 therefore aid in localizing PKC to its

substrates.
Decreased activity of PKC has been implicated in

the pathogenesis of AD. PKC levels are reduced

in AD brains (Cole et al., 1988). In addition to deficits

in PKC activation, which may result from decreased

synaptic transmission and depletion of growth fac-

tors, PKC does not translocate effectively from the

cytosolic to the membrane fraction in samples from

AD brains, possibly because of decreased levels of

RACK1 (Wang et al., 1994; Battaini et al., 1999).
Increased PKC immunoreactivity has been found

in some AD cases and in hAPP transgenic mice at the

beginning stages of amyloid deposition (Saitoh et al.,

1993; Rossner et al., 2001), suggesting an early hyper-

activation of PKC by A�, which may be followed by

chronic suppression. Indeed, chronic activation is

known to downregulate PKC activity (reviewed in

Battaini and Pascale, 2005).
The consequences of reduced PKC activity are

several-fold. In addition to decreasing the potential

for synaptic plasticity, reduction of PKC activity may

enhance the production of neurotoxic A� peptides.

PKC increases the processing of APP by �-secretase
in the nonamyloidogenic pathway, releasing the

neurotrophic sAPP� fragment and precluding A�
production (reviewed in Olariu et al., 2005).

Treatment of APP/PS1 transgenic mice with small

molecule activators of PKC significantly increased

sAPP�, decreased A� levels, and reduced premature

mortality (Etcheberrigaray et al., 2004). In addition,

PKC regulates A� levels by increasing its clearance.

Overexpression of the epsilon isoform of PKC

activated endothelin-converting enzyme, an A�-
degrading enzyme, and decreased A� levels, plaque

deposition, neuritic dystrophy, and reactive astrocy-

tosis in hAPP transgenic mice (Choi et al., 2006).
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Together, these results suggest that enhancement of
PKC activity may provide some benefit in AD.

33.3.4.4 PKA

Since the discovery in the 1980s that activation of
cyclic AMP-dependent PKA increases synaptic effi-
cacy in Aplysia neurons, numerous roles for PKA have
been described in both short-term and long-term plas-
ticity (reviewed in Nguyen and Woo, 2003; Waltereit
and Weller, 2003). PKA is activated rapidly by
calcium influx, which leads to increased synthesis of
cyclic adenosine monophosphate (cAMP) by calcium/
calmodulin-sensitive adenyl cyclases. Short-term
actions of PKA include phosphorylation of potassium
channels, to acutely increase excitability, and phos-
phorylation of synaptic vesicle proteins, to increase
neurotransmitter release.

LTP-inducing stimuli lead to the degradation of
the regulatory subunits of PKA, resulting in sustained
activity of the catalytic subunits, which translocate to
the nucleus and phosphorylate the transcription fac-
tor cAMP response element binding protein (CREB)
to initiate gene transcription (reviewed in Kandel,
2001). Activity of PKA is necessary for long-lasting
LTP in the hippocampus: it initiates gene transcrip-
tion by direct phosphorylation of transcription

factors and synergizes with other kinases, such as
PKC, to activate ERK1/2 signaling (Roberson et al.,
1999; Impey et al., 1998; reviewed in Waltereit and
Weller, 2003). The combined actions of PKA and
ERK1/2 are necessary for the transcription of
immediate-early genes such as Arc/Arg3.1 that are
critical to memory consolidation (Waltereit et al.,
2001). PKA also increases current conductance and
synaptic strength via phosphorylation of synaptic
AMPA receptors (reviewed in Nguyen and Woo,
2003).

Alterations in PKA signaling have been impli-
cated in several aspects of AD. PKA contributes to
tau hyperphosphorylation by direct phosphorylation
and by rendering tau susceptible to phosphorylation
by GSK-3 (Liu et al., 2004; reviewed in Gong et al.,
2005). Although PKA is responsible for a large pro-
portion of tau hyperphosphorylation in AD, PKA
activity is decreased in AD as well as in animal and
cell culture models of the disease (Kim et al., 2001;
Vitolo et al., 2002; Gong et al., 2006), possibly
because A� inhibits the proteasomal degradation of
PKA’s regulatory subunits (Figure 16) (Vitolo et al.,
2002). Increasing cAMP levels by inhibition of phos-
phodiesterases that break down cAMP ameliorates
A�-induced deficits in synaptic plasticity and
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learning and memory (Vitolo et al., 2002; Gong et al.,
2004). Exogenous ubiquitin C-terminal hydrolase L1
(Uch-L1), which boosts proteasome activity, reversed
A�-induced LTP deficits in hippocampal slices
(Gong et al., 2006). Moreover, endogenous Uch-L1
activity was decreased in APP/PS1 transgenic mice,
and treatment of these mice with exogenous Uch-L1
restored PKA activity and contextual memory (Gong
et al., 2006).

33.3.4.5 Fyn
The tyrosine kinase Fyn can be activated through
diverse receptors and participates in signaling path-
ways that control a broad spectrum of biological
activities, including long-term changes in synaptic
efficacy (Thomas and Brugge, 1997; Roskoski, 2004;
Salter and Kalia, 2004). Ablation of Fyn abolishes LTP
and impairs spatial learning and memory (Grant et al.,
1992). Postnatal overexpression of Fyn can restore
LTP, indicating that Fyn is a critical modulator of
long-term synaptic efficacy (Kojima et al., 1997).
Anchored to NMDA receptor complexes through
interactions with PSD-95, Fyn phosphorylates the
NR2B subunit at tyrosine residue 1472 (Tyr1472),
which increases calcium conductance by altering
channel gating properties and controls the internaliza-
tion of the receptors by preventing AP-2 binding, a
signal for endocytosis (reviewed in Salter and Kalia,
2004; Prybylowski et al., 2005). In addition, Fyn can
modulate cytoskeletal dynamics by altering the
phosphorylation and/or localization of cytoskeletal
elements such as tau, adducin, and �-catenin
(Williamson et al., 2002; Lilien and Balsamo, 2005;
Gotoh et al., 2006). Moreover, phosphorylation by
Fyn influences the integrity of synaptic AMPA recep-
tors by rendering them less susceptible to proteolytic
cleavage (Rong et al., 2001).

A number of findings suggest that misregulation of
Fyn activity may play a role in AD. The distribution
and levels of Fyn are altered in AD brains (Shirazi and
Wood, 1993; Ho et al., 2005), and the toxic effects of A�
oligomers on hippocampal slices can be blocked by the
genetic ablation of Fyn (Lambert et al., 1998). Ablation
of Fyn decreases – whereas overexpression of Fyn
increases – A�-induced synaptotoxicity and premature
mortality in hAPP transgenicmice (Chin et al., 2004). In
addition, Fyn phosphorylates tau and binds it in a
manner that is modulated both by AD-related hyper-
phosphorylation and by disease-related mutations in
tau (Bhaskar et al., 2005; Lee, 2005). Together with
in vitro studies demonstrating that acute application of
A� leads to activation of Fyn signaling pathways and

increased interactions with binding partners, these
results suggested that A� may derange synaptic func-
tions by aberrantly engaging Fyn-related pathways
(Zhang et al., 1996; Williamson et al., 2002). Indeed,
the overexpression of Fyn in hAPPmicewithmoderate
levels of A� rendered the mice as severely impaired,
with respect to biochemical and behavioral alterations,
as hAPPmice with high levels of A� (Chin et al., 2005).
These results suggest that Fyn activity sensitizes
neurons to A�-induced neuronal impairments. Fyn
also exacerbates A�-induced aberrant increases in
neuronal activity (Palop et al., 2007).

Interestingly, aberrant engagement of Fyn activity
also appears to trigger compensatory mechanisms that
limit Fyn activity in the presence of elevated A�
levels. hAPP transgenic mice exhibit significant
increases in levels of the phosphatase STEP, which
dephosphorylates and inactivates Fyn, and have cor-
responding decreases in levels of active Fyn (see
Figure 11) (Chin et al., 2005). The increase in STEP
and decrease in Fyn activity are most prominent in the
dentate gyrus, a region particularly susceptible to A�-
related synaptic dysfunction. The compensatory
downregulation of Fyn activity in this region has
consequences on NMDA receptor phosphorylation,
calcium gating, and receptor internalization that likely
further contribute to deficits in synaptic plasticity and
learning and memory (Chin et al., 2005; Palop et al.,
2005; Snyder et al., 2005).

33.3.4.6 Cdk5

Cyclin-dependent kinase 5 is an unusual Cdk that
lacks a role in the cell cycle and is activated by two
noncyclin activators, p35 and p39. With an extensive
list of substrates, the primarily neuronal Cdk5 regu-
lates cell death and survival, as well as a variety of
specific cellular functions (reviewed in Cheung and
Ip, 2004; Cruz and Tsai, 2004). Cdk5 activity is
increased in AD brains and in neurons and cell lines
treated with A� and mediates tau hyperphosphoryla-
tion (reviewed in Giese et al., 2005). It also modulates
synaptic plasticity, with consequences on learning
and memory (reviewed in Cruz and Tsai, 2004;
Cheung et al., 2006; Angelo et al., 2006).

Presynaptic roles for Cdk5 that influence synaptic
transmission include the regulation of synaptic vesicle
exocytosis through phosphorylation of P/Q-type cal-
cium channels and synapsin 1, which increases calcium
influx and releases synapsin’s tethering of synaptic
vesicles in a reserve pool (reviewed in Angelo et al.,
2006). Cdk5 also modulates endocytosis for the recy-
cling of synaptic vesicles by phosphorylating dynamin

732 Molecular Aspects of Memory Dysfunction in Alzheimer’s Disease



I and amphiphysin I, proteins necessary for clathrin-
mediated endocytosis (reviewed in Angelo et al., 2006).

Postsynaptic roles for Cdk5 in synaptic plasticity
include phosphorylation of PSD-95, which sup-
presses its multimerization and decreases PSD-95-
dependent clustering of NMDA receptors and Kv1.4
potassium channels (Morabito et al., 2004). Cdk5 also
phosphorylates NR2A subunits of NMDA receptors
and increases calcium conductance (Li et al., 2001).
Moreover, Cdk5 activity regulates dendritic spine
remodeling through actions on proteins that modu-
late cytoskeletal dynamics, including Rho GTPases
and PAK1 (Nikolic et al., 1998).

Direct evidence for a role of Cdk5 in learning and
memory has come from studies of transgenic mice
expressing p25, a truncated form of the Cdk5 activa-
tor p35 that results in constitutive activation of Cdk5.
Transient expression of p25 led to improved synaptic
plasticity and learning in hippocampus-dependent
tasks (Fischer et al., 2005). These improvements
were accompanied by increased spine density and
synapse formation.

Thus, Cdk5 activity must be well regulated in
order to maintain control over the numerous aspects
of neuronal function that it modulates. p25 levels are
higher in AD brains than in normal controls (Lee et al.,
1999; Patrick et al., 1999; reviewed in Giese et al.,
2005). Although transient expression of p25 increases
synaptic plasticity, prolonged neuronal expression of
p25 in transgenic mice leads to synaptic impairments,
learning and memory deficits, neurofibrillary tangle
formation, and neurodegeneration (Cruz and Tsai,
2004; Fischer et al., 2005). In addition, sustained
Cdk5 activity increases A� production (Cruz et al.,
2006). Thus, the generation of p25 may be initiated in
early stages of AD as a compensatory mechanism to
support waning plasticity and memory, but its contin-
ued presence and the resulting overactivation of Cdk5
may eventually contribute to synaptic impairments
and other neuronal deficits.

33.3.5 Neurotrophic and Neuromodulatory
Factors

During development of the nervous system, secreted
neurotrophic and neuromodulatory factors regulate
axonal outgrowth, dendritic maturation, synapse for-
mation, and synaptic strength. These processes
overlap widely with those necessary for synaptic
plasticity and the maintenance of long-term changes
in synaptic function. Therefore, it is not surprising
that nature has recycled many of these same

neurotrophic and neuromodulatory factors to effect
synaptic plasticity in adult organisms. Two such
neuromodulatory factors are brain-derived neuro-
trophic factor (BDNF) and Reelin. We discuss their
roles in synaptic plasticity and how AD-related
alterations in their levels may contribute to synaptic
and cognitive dysfunction.

33.3.5.1 BDNF

BDNF belongs to the neurotrophin family of signal-
ing proteins that also includes nerve growth factor
(NGF), neurotrophin 3 (NT-3), and neurotrophins
4/5(NT-4/5), all of which participate in regulating
the survival and differentiation of specific neuronal
populations during development. However, BDNF is
unique among its family members in its ability to
modulate activity-dependent synaptic plasticity in
the developing and the adult brain (reviewed in
Lu, 2003).

The actions of BDNF have long been studied in
the context of learning and memory in animal mod-
els, but the recent discovery that a Val!Met
mutation in the prodomain of BDNF is linked to
memory impairment and susceptibility to neuropsy-
chiatric disorders in humans has fueled additional
research (reviewed in Bath and Lee, 2006). This
mutation affects the trafficking of BDNF to the
secretory pathway, resulting in reduced secretion of
BDNF in target regions. Moreover, BDNF mRNA
and protein levels are decreased in brain regions that
are vulnerable in AD, suggesting that alterations in
BDNF may reflect or contribute to cognitive impair-
ments in AD (reviewed in Murer et al., 2001; Allen
and Dawbarn, 2006).

BDNF has multiple distinct functions in synaptic
plasticity that can be divided into two broad cate-
gories: permissive and instructive (reviewed in
Schinder and Poo, 2000; Bramham and Messaoudi,
2005). Permissive actions of BDNF prepare synapses
to be LTP-competent but do not actually generate
LTP. Such actions include the maintenance of the
presynaptic release machinery (vesicle docking and
vesicle pool dynamics), which allows neurons to fol-
low high-frequency stimuli.

Instructive signals from BDNF are initiated in
response to high-frequency stimuli that induce LTP
and result in the activity-dependent expression and
release of BDNF. Some of these signals modulate
postsynaptic calcium influx through voltage-gated
sodium channels, reducing the amount of stimulation
necessary for LTP induction (gating) (reviewed in
Blum and Konnerth, 2005). The majority of BDNF’s
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effects are mediated by TrKB receptors and subse-

quent signaling events that engage ERK1/2 and

regulate the expression of genes, including the

immediate-early gene Arc/Arg3.1 (reviewed in Blum

and Konnerth, 2005; Bramham and Messaoudi, 2005).

BDNF also regulates the translation of dendritically

localized mRNAs associated with synapse-specific

LTP (reviewed in Schuman et al., 2006). Together,

BDNF’s actions lead to long-lasting increases in

synaptic strength.
Regulated BDNF expression also plays a central

role in homeostatic synaptic scaling, through which

the overall activity of a neuronal network is main-

tained over time (reviewed in Turrigiano and

Nelson, 2004). As mentioned above, BDNF expres-

sion is activity dependent. Under situations of

reduced activity, BDNF expression is reduced.

GABA expression in inhibitory interneurons is then

reduced, diminishing inhibition and promoting the

firing rate of pyramidal neurons (Rutherford et al.,

1997, 1998; reviewed in Turrigiano and Nelson,

2004).
The role of BDNF in scaling is particularly inter-

esting in light of the decreased levels of BDNF

observed in vulnerable brain regions in AD. Does

the decrease in BDNF result from a primary insult

and exacerbate synaptic deficits and plasticity in AD,

or does it represent the attempts of an impaired net-

work to increase neuronal activity and maintain

synaptic connections? Answers to these questions

are pending.
An additional complexity in considering the role

of BDNF in AD is that the regulation and effects of

BDNF have different outcomes depending on the

state of the neuronal network on which it acts

(Turrigiano and Nelson, 2004). The role of BDNF

reductions in homeostatic scaling described above is

evident in conditions in which normal activity

has been abolished. However, in situations containing

normal levels of background activity, BDNF’s

potentiating activity prevails. Transgenic mice over-

expressing BDNF have increased seizure severity

after kainic acid challenge and develop hyperexcit-

ability in the entorhinal cortex and the CA regions of

the hippocampus (Croll et al., 1999). Transgenic mice

overexpressing BDNF’s receptor TrKB also have a

reduced threshold for kainate-induced seizures

(Lahteinen et al., 2003). These studies suggest that

a reduction of BDNF in AD may represent a com-

pensatory mechanism against hyperexcitability.

Consistent with this idea, removal of one BDNF

allele in mice leads to increased synaptic inhibition
(Olofsdotter et al., 2000).

33.3.5.2 Reelin

Reelin is a large glycoprotein of the extracellular
matrix involved in neuronal migration and position-
ing during development (Tissir and Goffinet, 2003).
In the mature brain, it modulates neuronal function
and synaptic plasticity and regulates tau phosphor-
ylation as well as axonal growth and dendritic
spine morphology (Hiesberger et al., 1999; Liu
et al., 2001b; Fatemi, 2005; Herz and Chen, 2006;
Qiu et al., 2006b).

In most of the brain, Reelin is expressed by
GABAergic interneurons that regulate the activity
and function of neighboring glutamatergic neurons
(Pesold et al., 1998; Ramos-Moreno et al., 2006).
Interestingly, Reelin is also expressed highly by glu-
tamatergic pyramidal neurons in layer II of the
entorhinal cortex (Pesold et al., 1998; Perez-Garcia
et al., 2001; Ramos-Moreno et al., 2006), a population
of neurons that is affected early and severely by AD
(Blennow et al., 2006). These neurons project primar-
ily to the dentate gyrus and area CA1 of the
hippocampus (Ramos-Moreno et al., 2006; van
Groen et al., 2003), which are also vulnerable to AD
(Blennow et al., 2006; Palop et al., 2003). Although
Reelin does not appear to undergo calcium-depen-
dent exocytosis (Lacor et al., 2000), its localization in
secretory vesicles, axons, and dendritic spine-rich
neuropils suggests that it may be released from both
the cell soma and synaptic terminals (Pesold et al.,
1998; Lacor et al., 2000; Pappas et al., 2001; Ramos-
Moreno et al., 2006). Reelin immunoreactivity is also
present in the axonal projections of glutamatergic
pyramidal neurons in layer II of the entorhinal cortex
(Ramos-Moreno et al., 2006), suggesting that Reelin
produced by these cells is transported down axons
and may impact neuronal function in target regions
such as the dentate gyrus and CA1.

Two neuronal cell surface receptors that bind apoE
and transport cholesterol into neurons, very low den-
sity lipoprotein receptor (VLDLR) and apolipoprotein
E receptor 2 (ApoER2), bind Reelin and cooperate to
transduce its signals (reviewed in Herz and Chen,
2006). The close proximity between Reelin receptors
and NMDA receptors allows crosstalk between the
two signaling pathways: Through a series of phosphor-
ylation events, Reelin increases NMDA receptor
function and thereby enhances the induction of
LTP (Figure 17) (Weeber et al., 2002; Beffert et al.,
2005; Chen et al., 2005b). Reelin also enhances
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synaptic function by stimulating the translation of
dendritically expressed mRNAs, such as Arc/Arg3.1
mRNA (Dong et al., 2003). Reelin-deficient mice have
a diminished capacity for hippocampus-dependent
memory, indicating that Reelin is necessary for normal
plasticity and memory formation (Qiu et al., 2006a).

The localization of Reelin expression and its roles
in regulating synaptic plasticity as well as tau phos-
phorylation suggest that decreases in Reelin might
exacerbate synaptic impairments in AD. In addition
to memory deficits, Reelin-deficient mice exhibit
robust increases in levels of hyperphosphorylated tau
(Hiesberger et al., 1999; reviewed in Herz and Chen,
2006), suggesting a role for Reelin in the generation of

tau pathology in AD. Furthermore, apoE competes
with Reelin for binding to VLDLR/ApoER2 receptors
and decreases Reelin signaling (D’Arcangelo et al.,
1999; Herz and Bock, 2002). It has been suggested
that apoE4 competes more efficiently than apoE3
(reviewed in Herz and Bock, 2002), providing yet
another mechanism by which apoE4 may increase
the susceptibility to AD (Figure 17; see also the sec-
tion titled ‘A�-Independent mechanisms for apoE-
induced neuronal impairments’).

A few recent studies have begun to examine
whether AD is associated with Reelin alterations
hAPP transgenic mice with high levels of A� were
found to have significantly fewer Reelin-expressing

Plaque

LRP

APOE

d

e

g

GSK3β

a
f

Dysregulated
NMDAR

Cholesterol
homeostasis

Postsynaptic

Presynaptic
Glu

Gly
Reelin

APOE

VLDLR
APOER2 NMDAR

Abnormal
synaptic
function

Neuronal loss

NFT
b

APOE

PKB

SFKs

DAB1 Y P

PY

NP
xY

c

Aβ

Aβ

τ

Figure 17 Reelin and ApoE signaling – implications for AD. Binding of Reelin to VLDLR and ApoER2 receptors initiates a

cascade of events that leads to modulation of NMDA receptor function and enhanced long-term potentiation. ApoE can
impede Reelin signaling by competing for receptor binding. Impaired Reelin signaling results in impaired synaptic plasticity as

well as in elevated tau phosphorylation, which could contribute to neurofibrillary tangles associated with AD. In addition,

binding of ApoE to the LRP lipoprotein receptor results in internalization of the ligand-bound receptor. Cholesterol
homeostasis modulates the production and trafficking of A�. Secreted A� can bind apoE and be cleared through receptor-

mediated endocytosis, promote the internalization of NMDA receptors, and deposit into plaques (From Herz J and Chen Y

[2006] Reelin, lipoprotein receptors and synaptic plasticity. Nat. Rev. Neurosci. 7: 850–859.)

Molecular Aspects of Memory Dysfunction in Alzheimer’s Disease 735



pyramidal cells in the entorhinal cortex and corre-
sponding reductions in Reelin levels in the
hippocampus relative to nontransgenic mice (Chin
et al., 2007). In contrast, the number of Reelin-
expressing GABAergic interneurons was not altered
in either the entorhinal cortex or the hippocampus.
Underscoring the relevance of these findings, quali-
tatively similar reductions of Reelin-expressing
pyramidal neurons were found in the entorhinal cor-
tex of AD brains (Chin et al., 2007). Increased
fragments of Reelin were found in the CSF of AD
patients, suggesting altered processing of Reelin
(Saez-Valero et al., 2003). Increased levels of Reelin
were found in the frontal cortex of AD brains
(Botella-López et al., 2006). Conceivably, increases
in Reelin in frontal brain regions reflect the kind of
hyperactivation of frontal areas that is presumed to
compensate for the failure of more vulnerable brain
regions in AD (Buckner, 2004; Pariente et al., 2005;
Palop et al., 2006).

33.3.6 Gene Expression

Short-term synaptic plasticity is effected by nonco-
valent modifications of existing proteins, such as ion
channels, receptors, or components of the vesicle-
release machinery that lead to acute modulation of
synaptic strength. Long-lasting synaptic plasticity,
however, requires protein synthesis and structural
changes for the long-term maintenance of changes
in synaptic strength (reviewed in Kandel, 2001;
Carlisle and Kennedy, 2005). It is clear from the
discussion in the section titled ‘Kinases’ that the
derangement of kinase pathways in AD may disrupt
the expression of pertinent genes. We consider here
two proteins that play particularly important roles in
gene transcription necessary for long-term plasticity
(CREB) and in consolidation of long-term memories
(Arc/Arg3.1), and how alterations in their expression
or localization may contribute to AD-related synap-
tic and cognitive impairments.

33.3.6.1 CREB
The transcription factor CREB is essential for many
forms of learning and memory (reviewed in Lonze
and Ginty, 2002; and Tully et al., 2003). CREB is a
nuclear protein that modulates the transcription
of genes containing cAMP-responsive elements
(CREs). Phosphorylation of CREB at Ser133 leads
to the recruitment of other components of the
transcription machinery to CREs. Both PKA and
Ca2þ/calmodulin kinase type IV (CaMKIV) can

phosphorylate CREB at Ser133 and are responsible
for rapid initial increases in CREB phosphorylation
in response to neuronal activity, whereas ERK1/2-
dependent phosphorylation of Ser 133 occurs with
slower kinetics, involves an intermediate such as
RSK or MSK family kinases, and leads to prolonged
phosphorylation of CREB.

CREB target genes encompass diverse proteins,
ranging from proteins involved in neurotransmission,
the transcriptional machinery, or signal transduction
to growth factors such as BDNF, structural proteins,
channels, and transporters (reviewed in Lonze and
Ginty, 2002). Consequently, disruptions in CREB
activation impair numerous neurological functions.

Decreased activity of PKA and ERK1/2 in AD
and related experimental models is accompanied by
decreased levels of phosphorylated CREB (Dineley
et al., 2001; Vitolo et al., 2002; Gong et al., 2004,
2006). Efforts are being made to determine whether
promoting CREB activity is an effective means to
enhance memory in normal aging and in AD (Tully
et al., 2003). Indeed, treatment of transgenic mouse
models of AD with agents that boost cAMP levels
(and thus PKA activity) do restore PKA/CREB sig-
naling and are associated with an amelioration of
deficits in synaptic plasticity and hippocampus-
dependent memory (Vitolo et al., 2002; Gong et al.,
2004, 2006).

33.3.6.2 Arc/Arg3.1

The activity-regulated cytoskeletal protein/activity-
regulated gene 3.1 is an immediate early gene (IEG)
that is critical for LTP maintenance and for the con-
solidation of memories (Tzingounis and Nicoll, 2006).
IEGs are rapidly and transiently activated at the tran-
scriptional level after neuronal stimulation by
neurotransmitters or growth factors. Some IEGs, for
example, c-fos, encode transcription factors that mod-
ulate the expression of genes for proteins that affect
synaptic strength, while others, such as Arc/Arg3.1,
are effector IEGs whose products directly effect or
maintain long-term changes in synaptic strength.

Arc/Arg3.1 was identified in 1995 by two inde-
pendent groups searching for an IEG that might
serve as an effector of long-term changes in synaptic
strength (Link et al., 1995; Lyford et al., 1995). Both
groups posited that the expression of such an effector
should be (1) rapidly stimulated by neuronal activity,
(2) blocked by NMDA receptor antagonists, and (3)
localized to dendritic compartments. Using these cri-
teria, both groups identified the same IEG, now
known by the combined name of Arc/Arg3.1.
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Arc/Arg3.1 is rapidly activated by patterned synap-
tic activity, including seizure activity, LTP, exploration

of a novel environment, and memory-inducing

behavioral paradigms (reviewed in Guzowski, 2002;

Tzingounis and Nicoll, 2006). Newly synthesized

Arc/Arg3.1 mRNA is rapidly transported to dendrites

and accumulates in the particular synapses that were

previously activated (Steward and Worley, 2001a,b).

Because of these properties, the expression of Arc/

Arg3.1 has been used to image behaviorally relevant

activity in neuronal networks (Guzowski et al., 1999;

Temple et al., 2003; Burke et al., 2005; Tagawa et al.,

2005; Zou and Buck, 2006). For example, the sequential

exposure of rats to two different environments results in

the activation of distinct patterns of Arc/Arg3.1 expres-

sion in the hippocampus, particularly in the dentate

gyrus, suggesting that Arc/Arg3.1 represents the

activity of neuronal ensembles involved in the encoding

of contextual information (Guzowski et al., 1999;

reviewed in Guzowski et al., 2005).
Arc/Arg3.1 expression has also been used to

examine the susceptibility of particular neuronal

populations to A�-induced impairments in transgenic

mouse models of AD (Figure 18). The induction of

Arc/Arg3.1 after various stimuli is diminished in

hAPP mice and hAPP/PS1 mice (Dickey et al., 2004;

Chin et al., 2005; Palop et al., 2005). After exploration

of a novel environment, Arc/Arg3.1 expression is reli-

ably induced in the dentate gyrus of nontransgenic

rodents (reviewed in Guzowski et al., 2005), but not in

hAPP transgenic mice (Chin et al., 2005; Palop et al.,

2005). Basal levels of Arc/Arg3.1 were also markedly

reduced in the dentate gyrus. These alterations

in Arc/Arg3.1 expression were accompanied by
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decreased activities of NMDA receptors and ERK1/2,
which regulate Arc/Arg3.1 expression. Other calcium-
regulated proteins, for example, Fos and calbindin, are
also depleted in the dentate gyrus of hAPP mice, and
these depletions correlate well with deficits in learning
and memory (Palop et al., 2003). Together, these
studies indicate that the dentate gyrus is particularly
vulnerable to A�-induced deficits in synaptic func-
tion, encoding of spatial information, and learning and
memory.

Recent work by several groups has begun to shed
light on Arc/Arg3.1 activities that may be particular-
ly relevant to the synaptic and cognitive deficits
observed in AD. Arc/Arg3.1 regulates AMPA recep-
tor trafficking through interactions with endophilin
and dynamin, proteins critically involved in
the endocytotic recycling of synaptic vesicles
(Chowdhury et al., 2006). Overexpression of Arc/
Arg3.1 increases recycling rates and decreases surface
expression of AMPA receptors, with corresponding
decreases in AMPA receptor-mediated currents
(Chowdhury et al., 2006; Rial Verde et al., 2006). In
contrast, ablation of Arc/Arg3.1 increases surface
expression of AMPA receptors and impairs long-
term memory (Plath et al., 2006; Shepherd et al.,
2006). Notably, the regulation of Arc/Arg3.1 and
AMPA receptors is bidirectional, as AMPA receptor
activity downregulates Arc/Arg3.1 expression (Rao
et al., 2006).

The dynamic interactions between Arc/Arg3.1
and AMPA receptors may play a critical role in
homeostatic scaling of synaptic strength (reviewed
in Turrigiano and Nelson, 2004; Davis, 2006).
Synaptic scaling is an important mode of plasticity
by which neuronal networks maintain an optimal
equilibrium of activity over time, and impairments
of this plasticity may exacerbate synaptic and cogni-
tive deficits in AD (Small, 2004; Palop et al., 2006).

33.4 Conclusions

We have surveyed here a multitude of molecules
whose functions are perturbed in AD and animal
models of the disease. The complexity of the path-
ways and interactions involved can be overwhelming,
and it may be tempting to ask whether any molecule
in the brain is left unaffected by the disease. Such a
question has several potential answers.

Perhaps not coincidentally, this situation evokes
similarities to LTP and the molecular basis of synap-
tic plasticity, where an equally long (and largely

overlapping) list of molecules is involved (Roberson
et al., 1996; Sanes and Lichtman, 1999; Malenka and
Bear, 2004). This parallel highlights the fact that AD
is a disease of memory not just in terms of neuropsy-
chology but also at the molecular level, and that
addressing AD may be one of the most critical appli-
cations of basic knowledge about the molecular basis
of synaptic plasticity.

Second, the molecular changes in AD are not
unlimited and are, in fact, bounded by multiple levels
of specificity. Many are restricted to specific ana-
tomic structures (e.g., hippocampus vs. neocortex)
or even to specific subregions (e.g., CA1 vs. CA3). It
is increasingly apparent that this specificity extends
to the level of individual cells (e.g., principal cells vs.
interneurons), an observation with important impli-
cations. A�-induced activation of a neurotransmitter
receptor on an excitatory principal neuron might
result in overexcitation of its circuit, whereas activat-
ing the same receptor on inhibitory interneurons
could shut the network down (Palop et al., 2006)
(Figure 19). Even at the molecular level, AD-related
changes can be quite specific; among the important
neurotrophic factors, BDNF seems to play an impor-
tant role in AD, whereas in NT3 does not appear to
be involved (Hock et al., 2000).

Finally, there is at least one great boon to the long
list of molecules involved in AD: a surfeit of potential
targets for treating the disease. Indeed, treatments
aimed at many of the molecules discussed here are
now in trials for AD (Jacobsen et al., 2005; Roberson
and Mucke, 2006). In terms of the AD-associated
molecules in the section titled ‘Memory impairment
by AD-related molecules,’ diverse approaches are
under study, including (1) reducing the production
or speeding the removal of potentially toxic proteins,
for example, with �- or �-secretase inhibitors or via
immune-mediated clearance (Citron, 2004; Weiner
and Frenkel, 2006); (2) preventing unwanted post-
translational processing or aggregation of A�, tau,
and apoE into particularly toxic forms (Harris et al.,
2003; Khlistunova et al., 2006; McLaurin et al., 2006);
(3) restoring normal functions lost by AD-related
modifications, such as the microtubule-stabilizing
effect of tau (Zhang et al., 2005); and (4) in the case
of apoE, forcing apoE4 to adopt more apoE3-like
structure and function (Mahley et al., 2006). The
plasticity-related molecules highlighted in the sec-
tion titled ‘Memory-related molecules in AD’ may
provide good complementary targets. Here, the goal
is to restore plasticity, boost related memory mech-
anisms, and protect neurons against aberrant network
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activities, even in the presence of pathogenic protein
assemblies (Palop et al., 2006).

Thus, while complexity is certainly a feature of
our current molecular understanding of AD, such
issues pose exciting opportunities for neuroscientists
working at the interface between AD and plasticity
research, which is rapidly becoming one of the most
active fronts in the battle against AD.
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34.1 Developmental Disorders
of Learning: What Do They Actually
Mean?

Phenomenologically, the category of developmental

disorders of learning refers to children who, for one

reason or another, differ from their peers in acquisition

of developmentally appropriate skills (e.g., speaking,

counting, reading).
Conceptually, the category of developmental dis-

orders of learning refers to deviations from typical

development (1) that are substantial enough to qualify

as disorders and (2) that affect learning. However,

there is no single nosological category that brings

these disorders together, and the two most established

diagnostic manuals, the Diagnostic and Statistical

Manual of Mental Disorders (DSM-IV, published by

the American Psychiatric Association, 1994) and the

International Classification of Diseases and Related Health

Problems (IDC-10, published by the World Health

Organization, 2005), present only a partial overlap in

how these disorders are classified.

The diversity of the disorders commonly viewed
as developmental disorders of learning is captured in

the following paragraphs. This list is presented here

not to overwhelm the reader (and the information is

quite daunting!), but rather to demonstrate a lack of

agreement of what disorders of learning actually are.
Specifically, DSM-IV distinguishes a large cate-

gory of Disorders Usually First Diagnosed in

Infancy, Childhood, or Adolescence. This category

includes, among other subcategories, the disorders

that directly involve and affect learning, specifically,

Mental Retardation; Learning Disorders (Reading

Disorder, Mathematics Disorder, Disorder of Written

Expression, and Learning Disorder Not Otherwise

Specified, NOS); Motor Skills Disorders; Commu-

nication Disorders (Expressive Language Disorder,

Mixed Receptive-Expressive Language Disorder,

Phonological Disorder, Stuttering, and Commu-

nication Disorder NOS); Pervasive Developmental

Disorders (Autistic Disorder, Rett’s Disorder, Child-

hood Disintegrative Disorder, Asperger’s Disorder,

and Pervasive Developmental Disorder NOS); and

Attention-Deficit and Disruptive Behavior Disorders

(Attention-Deficit/Hyperactivity Disorder (ADHD),

Conduct Disorder, Oppositional Defiant Disorder,

and Disorders in Both Categories NOS).
ICD-10’sChapterVpresentsMental andBehavioural

Disorders with subcategories referred to as (1) Disorders

of Psychological Development and (2) Mental and

Behavioural Disorders. The former category is subdi-

vided into Specific Developmental Disorder of
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Speech and Language (Specific Speech Articulation
Disorder, Expressive Language Disorder, Receptive
Language Disorder, Acquired Aphasia with Epilepsy,
Other Developmental Disorders of Speech and
Language, and Developmental Disorder of Speech
and Language, Unspecified); Specific Developmental
Disorders of Scholastic Skills (Specific Reading
Disorder, Specific Spelling Disorder, Specific Disorder
of Arithmetic Skills, Mixed Disorder of Scholastic
Skills, Other Developmental Disorder of Scholastic
Skills, Developmental Disorder of Scholastic Skills,
Unspecified); Specific Develop-mental Disorder of
Motor Function; Mixed Specific Developmental
Disorders; Pervasive Developmental Disorders
(Pervasive Developmental Disorders, Child-hood
Autism, Atypical Autism, Rett’s Syndrome,
Other Childhood Disintegrative Disorder, Overactive
Disorder Associated with Mental Retardation and
Stereotyped Movements, Asperger’s Syndrome, Other
Pervasive Developmental Disorders, Pervasive Devel-
opmental Disorder, Unspecified), among other disor-
ders. The latter category includes a cluster of disorders
associated with hyperactivity and conduct problems
(e.g., Hyperkinetic Disorder and Conduct Disorder),
separating attention problems from problems of hyper-
activity (with attention problems listed in the first
category as a psychological problem) and including
stuttering in this category, rather than as a disorder of
speech and language.

To restate, there is no uniformly accepted
approach in how developmental disorders of learn-
ing should be referred to or classified.
Correspondingly, in staging the discussion that
unfolds in this chapter, it is important to comment
on the following three issues. First, it is clear that no
single nosological category captures all developmen-
tal disorders of learning. There are many
developmental disorders where learning is disrupted.
Second, many of these developmental disorders are
comorbid, that is, co-occur in the same individual.
Thus, which disorder is diagnosed as primary and
what other disorders are codiagnosed is variable.
Third, although there are many disorders in which
learning is disrupted, the ‘label’ that typically
denotes challenged learning is Learning Disability
(LD). As mentioned earlier, this category is not used
as a diagnostic category. Yet, there is a mountain (or
rather a mountain chain) of literature on this cate-
gory. For the ensuing discussion, it is important to
differentiate nonspecific (or general) and specific
LDs. Conventionally, the term nonspecific LD is
used to refer to generalized problems of learning,

such as mental retardation, and the term specific LD
(SLD) is used to refer to disorders in a particular
domain of acquisition or learning, such as reading,
writing, or mathematics.

In this chapter, I use the concept of LD even
though, as mentioned earlier, it does not correspond
directly to any particular nosological category in the
two predominant diagnostic schemes of the devel-
oped world. Throughout the chapter, I argue that LD
best captures the common thread of all developmen-
tal disorders of learning.

34.2 The Concept of Learning
Disabilities

Fundamentally, the concept of LD encompasses
society’s capacity

. . . to monitor (and recruit) children for unexplained

school failure in a way that was not possible before

the LD category was reified and passed into law in

1969. (Reid and Valle, 2004: 467)

The LD category replaced a variety of ‘loose’ defini-
tional references to previously used qualifiers such as
‘slow learner,’ ‘backward children’ (Franklin, 1987),
and ‘minimal brain dysfunction’ (Fletcher et al.,
2002).

In terms of its ‘realization’ in the context of cur-
rent practices, the LD label typically assumes the
presence of the following process. Under normal
circumstances, LDs are not diagnosable prior to a
child’s engagement with schooling and the opportu-
nity to master key academic competencies. While in
school, a child is assumed to be assigned grade-
appropriate tasks. These tasks assume some degree
of variability in children’s performance; these theo-
retical ranges constrain the definitions of acceptable
and worrisome variability in performance. It is when
the child’s performance consistently falls out of the
acceptable range in one or more academic subjects
that the child becomes the focus of intense observa-
tion and documentation and is referred for evaluation
to appropriate professionals (e.g., educational psy-
chologists, neuropsychologists, and clinicians such
as pediatricians, clinical psychologists, or psychia-
trists). An important qualifier here is that such
observation, documentation, and evaluation are con-
sidered only for children whose performance is below
that expected based on their general capacity to
learn; thus, the concept of ‘unexpected’ school failure
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is central to the definition of LD. When reports on
the child’s performance in the classroom, testing
results, and clinical evaluations are compiled, the
child and his or her family are referred to a
special education committee, which determines
eligibility for individualized special education ser-
vices. If eligibility is established, an Individualized
Education Program (IEP) is created. The IEP
refers to a specific diagnostic label carried by the
child and cites the proper category of public laws
that guarantees services for an individual with such
a diagnosis.

34.3 Definition

The definition that currently drives federal regulations
was produced by the National Advisory Committee on
Handicapped Children in 1968 and subsequently
adopted by the U.S. Office of Education in 1977
(Mercer et al., 1996). According to this definition,

Specific learning disability means a disorder in one or

more of the basic psychological processes involved in

understanding or in using language, spoken or writ-

ten, which may manifest itself in an imperfect ability

to listen, think, speak, read, write, spell, or to do

mathematical calculations. The term includes such

conditions as perceptual handicaps, brain injury,

minimal brain dysfunction, dyslexia, and develop-

mental aphasia. The term does not include children

who have learning problems which are primarily

the result of visual, hearing, or motor handicaps, of

mental retardation, or emotional disturbance, or of

environmental, cultural, or economic disadvantage.

(U.S. Office of Education, 1977: 65083)

Again, neither DSM-IV nor ICD-10 uses the
term learning disabilities. DSM-IV makes a reference
to learning disorders (American Psychiatric Association,
1994), which, according to DSM-IV, can be diagnosed,

. . .when the individual’s achievement on individu-

ally administered, standardized tests in reading,

mathematics, or written expression is substantially

below that expected for age, schooling, and level of

intelligence. (American Psychiatric Association,

1994: 46)

Of interest here is that this is one of the very few
categories of DSM-IV where a reference is made
explicitly to psychological tests, although DSM-IV

does not provide specific guidelines as to what ‘sub-

stantially below’ means. Thus, DSM-IV implicitly

refers to evidence-based practices (Fletcher et al.,

2002) in the field. The problem, of course, is that
there are multiple interpretations of these best prac-

tices (see discussion to follow). Yet, assuming there

are consistent and coherent guidelines in place for

establishing a diagnosis of LD, DSM-IV classifies

types of LDs by referencing the primary academic

areas of difficulty. The classification includes three

specific categories and a residual diagnosis: Reading

Disorder, Mathematics Disorder, Disorder of
Written Expression, and Learning Disorder NOS. A

common practice in the field is to view a diagnosis of

a learning disorder as established by DSM-IV as an

equivalent to ‘specific learning disability,’ which qua-

lifies a child for special services under federal

regulations (House, 2002).

34.4 History

The introduction of the concept of LD is typically

credited to Samuel Kirk (then a professor of special

education at the University of Illinois), who, while

presenting at a parent meeting in Chicago on April 6,

1963, proposed the term learning disabled to refer to

‘‘children who have disorders in development of

language, speech, reading, and associated communi-

cation skills’’ (Strydom and du Plessis, 2000). The
category was well received by parents and promoted

shortly thereafter by an established parent advocacy

group known as the Association for Children with

Learning Disabilities. Prior to the formal introduc-

tion of this concept, the literature had accumulated

numerous descriptions of isolated cases and group

analyses of children with specific deficits in isolated

domains of academic performance (e.g., reading and
math) whose profiles were later reinterpreted as

those of individuals with specific LDs (e.g., specific

reading and math disabilities). It is those examples in

the literature and the experiences of many distressed

parents who could not find adequate educational

support for their struggling children that, in part,

resulted in the creation of the field of LDs as a

social reality and professional practice (Hallahan

and Mercer, 2002). Subsequent accumulation of
research evidence and experiential pressure led to

the formulation of legislation protecting the rights

of children with LDs.
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Congress enacted the Education for All Handi-
capped Children Act (Public Law 94-142) in 1975 to
support states and educational institutions in protect-
ing the rights of, meeting the individual needs of, and
improving the results of schooling for infants, tod-
dlers, children, and youth with disabilities and their
families. This landmark law is currently enacted
as the Individuals with Disabilities Education Act
(IDEA, Public Law 105-17; although the precise
title of the law in its 2004 amendment is Individuals
with Disabilities Education Improvement Act, it is
still referred to as IDEA), as amended in 2004. The
importance of this law is difficult to overstate: In
1970, U.S. schools provided education to only one
in five children with disabilities (U.S. Office of
Special Education Programs, 2000). By 2003–2004,
the number of children aged 3–21 served under
IDEA was more than 6.6 million (National Center
for Education Statistics, 2005b).

SLDs make up 50% of all special education stu-
dents served under IDEA. The term has proliferated
very successfully and very quickly within the last two
decades. There are multiple reasons why the concept
of LD has enjoyed such success, among which are a
lack of social stigma (i.e., parents are much more
comfortable with the label of LD than with categories
such as minimal brain dysfunction or brain injury),
absence of implication of low intelligence or behav-
ioral problems, and access to services (Zigmond,
1993).

In its 2004 amendment, IDEA recognized 13
categories under which a child can be identified as
having a disability: autism; deaf–blindness; deafness;
emotional disturbance; hearing impairment; mental
retardation; multiple disabilities; orthopedic impair-
ment; other health impairment; specific learning
disability; speech or language impairment; traumatic
brain injury; and visual impairment including blind-
ness. It is notable that LDs as described in IDEA are
referred to as ‘specific learning disabilities’ to empha-
size the difference between children with SLDs and
those with general learning difficulties characteristic
of other IDEA categories (e.g., autism and mental
retardation). The consensus in the field is that chil-
dren with LDs possess average to above-average
levels of intelligence across many domains of func-
tioning but demonstrate specific deficits within a
narrow range of academic skills. Finally, as stated
earlier, exclusionary factors have been central to
diagnoses of LDs since the authoritative definition
of LD was introduced in 1977. As per these exclu-
sionary criteria, a child cannot be diagnosed with an

LD unless factors such as other disorders or lack of
exposure to high-quality age-, language-, and
culture-appropriate educational environments have
been ruled out. It is the desire to rule out the exclu-
sionary factor of lack of exposure to high-quality
environments that prompted the introduction of the
concept of Response to Treatment Intervention
(RTI) (Deshler et al., 2005) in the 2004 amendment
of IDEA. RTI signifies

. . . individual, comprehensive student-centered assess-

ment models that apply a problem-solving framework

to identify and address a student’s learning difficulties.

(Deshler et al., 2005: 483)

It is important to note that RTI might appear
counterintuitive at first: How can a disorder be
defined through treatment if treatment is prescribed
for a particular disorder? This ‘circularity’ of RTI,
however, is only superficial. An implicit assumption
behind RTI is that teaching is inadequate, and that is
why schools ‘produce’ such a high level of LDs. A
closer analogy would not be with treatment, but with
prevention with vitamins; if vitamins are delivered
properly, then many deficiencies can be avoided.
Thus, if all children get extensive preventive instruc-
tion, the frequencies of LDs will diminish (see more
detail on RTI in the section titled ‘Presentation and
diagnoses’).

34.5 Epidemiology

Since the 1968 statutory introduction of LD as a
legislated disability (i.e., within �35 years of its
existence as a category), approximately 50% of all
students receiving special educational services across
the nation have received them under the category
of LD (Donovan and Cross, 2002). Among these
students, the majority (80–90%) demonstrate sub-
stantial difficulties in reading (Kavale and Reese,
1992), and two of every five were identified
because of persistent difficulties in reading acquisi-
tion (President’s Commission on Excellence in
Special Education, 2002).

There are two main sources for estimates of preva-
lence rates of LDs.

The first and most obvious one is linked to the
number of children served under this category of
IDEA. When this number is mapped on the total
number of school-age children in the United States,
although the number fluctuates from year to year,
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the average estimates of prevalence rates for
LDs are around 5–6% of the total school-age popu-
lation. To illustrate, in 2003, 2.72 million children
were identified as having LDs. This represents a 150–
200% increase in the number of students aged 6–17
with LDs compared with that number in 1975.

Yet, it is important to note that prevalence rates
vary substantially from district to district and from
state to state. For example, in 2004, under the SLD
category, in Kentucky, 1.8% of all students aged 6–21
received special education services, compared with
5.9% in Iowa. Thus, based on these numbers, the
prevalence rates of LDs in Iowa are about 3.3 times
as high as in Kentucky, two states in close geographic
proximity! This observation stresses the mosaic-
like situation of LD diagnosis – there is no unified
approach to these diagnoses across different local
education agencies in the United States.

When IDEA-related prevalence rates are consid-
ered, LDs are observed more frequently in boys
than in girls (64.5% vs. 33.5% for boys and girls
aged 6–17, respectively) and more frequently in
underrepresented minority groups than in Asian
Americans or Whites. Risk ratios (which compare
the proportion of a particular racial/ethnic group
served to the proportion of all other racial/ethnic
groups combined) are 1.5, 0.4, 1.3, 1.1, and 0.9 for
American Indian, Asian American, African American,
Hispanic American, and White students, respec-
tively. A risk ratio of 1.0 indicates no difference
between the racial/ethnic groups.

The second source for these rates is research
studies. Per results from these studies, it is assumed
that, although 10–12% of school-age children show
specific deficits in selected academic domains,
high-quality classroom instruction and supplemental
intensive small-group activities can reduce this num-
ber to �6% of children. It is assumed that these 6%
will meet strict criteria for LDs and require special
education intervention.

It is important to note that most of the research in
the field of LDs is currently conducted with reading
and, correspondingly, Specific Reading Disability
(SRD). There is little established evidence that reli-
ably points to prevalence rates of disorders of math
and writing.

To illustrate, according to the results of current
research on early reading acquisition, 2–6% of children
do not show expected progress even in the context of
the highest quality evidence-based reading instruc-
tions. Based on U.S. national data, the risk for
reading problems as defined through failure to reach

age- and grade-adequate milestones ranges from

20–80%. Specifically, data from the 2005 National

Assessment of Educational Progress show that 36% of

fourth graders do not possess the adequate reading skills

required for completion of grade-appropriate educa-

tional tasks (National Center for Education Statistics,

2005a). However, it is clear that far from all of these

children have SRD. The majority of these children

mostly likely underachieve because of inadequate edu-

cational experiences and causes other than SRD.
Some changes in the 2004 version of IDEA were

invoked directly because of concerns regarding the

overidentification of students as learning disabled.

The category of LDs has often been the largest single

category of children served under IDEA (for latest

relevant statistics, see IDEA Data, 2006). The reality

of everyday practices in school districts was such that

most diagnoses prior to the 2004 reauthorization

were based on so-called aptitude–achievement

discrepancy criteria, which required a severe discrep-

ancy between IQ and achievement scores (e.g., two

standard deviations, 2 years of age equivalence),

although IDEA had never specifically required a

discrepancy formula (Mandlawitz, 2006). Corres-

pondingly, it has been argued that these discrepan-

cy-based approaches are flawed (Francis et al., 2005)

and might have led to overidentification. In light

of this hypothesis, IDEA 2004 emphasizes that

there is no explicit IQ–achievement discrepancy

requirement for diagnosis of LDs. As a possible

alternative approach for identification and diagnosis,

IDEA 2004 states that local educational agencies may

use a child’s RTI in lieu of classification processes

(Council of Parent Attorneys and Advocates, 2004). A

local educational agency (e.g., a school) may choose

to administer to the child in question an evidence-

based intervention program to determine his or her

eligibility for special education services under IDEA

based on the child’s response to this program.
Specifically, the statutory language of IDEA 2004

(Public Law 108-446) states:

(6) Specific Learning Disabilities.

(A) In general.

Notwithstanding section 607(b), when determining

whether a child has a specific learning disability as

defined in section 602, a local educational agency

shall not be required to take into consideration

whether a child has a severe discrepancy between

achievement and intellectual ability in oral expres-

sion, listening comprehension, written expression,
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basic reading skill, reading comprehension, mathe-

matical calculation, or mathematical reasoning.

(B) Additional authority.

In determining whether a child has a specific learn-

ing disability, a local educational agency may use a

process that determines if the child responds to

scientific, research-based intervention as a part of

the evaluation procedures described in paragraphs

(2) and (3). (x614(b) (6))
As a consequence of this language, although apti-

tude–achievement discrepancy has been and continues
to remain the common, although not required, practice
for local educational agencies, there is a new ‘entry
point’ for RTI. Needless to say, these changes are of
great theoretical and practical importance. The tradi-
tion and system of specific LD identification in the
United States are now fluid, and rather few specific
recommendations exist to help local educational agen-
cies smoothly transition into the implementation of
IDEA 2004.

34.6 Presentation and Diagnoses

As stated earlier, it is crucially important in a diag-
nosis of LD to establish a child’s ‘typical’ intellectual
performance and to document that the child’s
performance in the area of difficulty (e.g., reading
or mathematics) does not correspond to what would
be expected, given average intellectual functioning.
Although this general principle is relatively easy to
grasp, the field of LDs has struggled since its incep-
tion in the early 1960s to establish specific steps that
should lead to the establishment of the diagnosis.

Prior to the 2004 reauthorization of IDEA, the
most common way of establishing an LD diagnosis
was the discrepancy criterion. The introduction of
the discrepancy between ability and achievement
criteria in the 1977 law was not based on empirical
research, but rather driven by a need for a more
objective approach to the diagnoses than those com-
monly used and largely discredited at the time
(Gresham et al., 2004). Two decades of research and
practical explorations of the discrepancy model
resulted in its discreditation from points of view
of theory (Sternberg and Grigorenko, 2002), reliabil-
ity of diagnosis and classification (Francis et al.,
2005), robustness of implementation (Haight et al.,
2002), and treatment validity (Aaron, 1997).
In response to the overwhelming amount of
evidence for the inadequacy of the discrepancy

model, however realized (through psychometric
indices, age equivalences, regression approaches, or
expert opinions), a number of alternative models have
been proposed. The major dividing line between
these new models and previous discrepancy-based
models is in their theoretical orientation. Previous
diagnostic models attempted to identify children
diagnosable with LDs by looking for characteristic
cognitive deficits, so that an intervention could be
delivered to children with such deficits (Reschly,
1996), whereas the modern models argue for the
need to deliver best pedagogical practices to all
children and then best remediational-intervention
approaches to those children who do not respond as
well to good teaching (Reschly and Ysseldyke, 2002).

As per the 2004 reauthorization of IDEA, local
educational agencies have some choice in selecting
diagnostic models. At this point, the most widely
discussed and evidence-supported model of LD iden-
tification is the Responsiveness/Response to Inter-
vention (RTI) model (Vaughn and Fuchs, 2003). The
RTI model has a number of features. First, the perfor-
mance of the student in question is compared with the
performance of his/her immediate peers on academic
tasks. Specifically, RTI assumes tracking the academic
performance and rate of its growth for all students
within a given class, with a goal of identifying those
students in a class whose performance differs from that
of their peers both in absolute (i.e., level) and relative
(i.e., rate of growth) terms. Second, the model is struc-
tured primarily by intervention, so students identified
by these means are offered individualized accommo-
dations and interventions with a goal of maximizing
the effectiveness of the learning environment for a
given student in need. Third, the model is multi-
layered, so that each layer offers an opportunity for
further differentiation and individualization of educa-
tion for students who need it. Typically, three layers
are recommended: The first tier covers regular class-
room environment; the second tier is characterized as
‘supplemental’ to tier 1; and the third tier is ‘intensive,’
‘individualized,’ and ‘strategic.’ Fourth, only if these
multilayered attempts to modify the regular classroom
pedagogical environment are unsuccessful is the
prospect of an LD diagnosis considered. In summary,
a child could be identified as having an LD if he or she
consistently failed to perform at a level and progress at
a rate comparable with the child’s peers in general
education after having participated in an evidence-
based intervention.

Although there is considerable agreement in the
field on the promise of RTI as a diagnostic paradigm,
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there are a variety of opinions regarding how, specifi-
cally, RTI should be quantified. Currently, the
following paradigms are on trial: (1) Administer
norm-referenced assessment batteries at the
beginning and end of every school year to quantify
the growth in response to intervention – students
whose growth rate is below ‘appropriate’ should
receive additional intervention, and (2) administer
norm-referenced assessment batteries with a partic-
ular performance threshold (i.e., 25th percentile) –
students whose performance is below this threshold
should receive intensive interventions, and their
performance should be monitored at least four
times a year. There is also significant theoretical
and experimental evidence suggesting the need for
and importance of continuous progress monitoring
with frequent (e.g., weekly) assessments of improve-
ment. Currently, however, there are concerns about
both approaches because of a lack of trained educa-
tional and practical professionals equipped to
translate and implement research-based interven-
tions into the everyday life of American schools.
Since the 2004 reauthorization of IDEA, local educa-
tion agencies have been in search of new robust
solutions for identifying LDs that will meet the reg-
ulations of federal laws. RTI-based approaches to LD
diagnosis present considerable challenges for all
professionals involved in the realization of IDEA:
general and special education teachers, diagnosti-
cians (psychologists and psychiatrists), and school
psychologists. The heart of this challenge is the lack
of operationalization and practical guidelines that
can be easily implemented at the ‘frontiers’ of diag-
nosing and treating children with LDs.

The majority of students with LDs are identified
in middle and high school: Early years of schooling
might simply be insufficient for exposing and making
evident a deficit in a particular academic domain. As
mentioned, the core conceptual piece of the LD
definition is that the deficit could have not been
predicted reliably prior to the child’s school entry
because a child with LDs demonstrates otherwise
typical levels of cognitive functioning.

Previously when the discrepancy criteria were
applied, the diagnosis of LD was different from
other forms of learning difficulties because of its
stress on the specificity of the deficit (i.e., a dis-
crepancy was expected not in all academic domains,
but in a specific academic domain). The introduction
of RTI-based approaches to diagnosis makes the
question of differential diagnosis somewhat difficult
to address. In fact, students with mental retardation,

emotional or behavior disorders, ADHD, and other

childhood and adolescent disorders might also

exhibit low responsiveness to intervention. Yet,

their nonresponsiveness will occur for reasons very

different from those of students with LDs. In other

words, if RTI cannot differentiate LDs from other

diagnoses where learning difficulties are present

but nonspecific, can RTI even be considered as a

classification/diagnostic instrument (Mastropieri and

Scruggs, 2005)?
Although this question has been raised, it has not

yet been answered. The pre-2004 conceptualization of

LDs assumed that the texture of LDs was in deficient

(or different, atypical) psychological processing of

information. In other words, the field was driven by

the assumption that LDs were likely to represent a

dysfunction in one or more basic psychological pro-

cesses (e.g., phonological processing, sustained

attention, different types of memory, executive func-

tioning). These deficient processes in turn can slow

down or inhibit mastery of a particular academic

domain (e.g., reading or mathematics). Under this

assumption, intensive academic instruction could

improve performance in specific academic domains

but could not treat the disorder. Even if reading

improves as a result of intervention, in this paradigm

the disorder might remanifest as a deficiency in a

bordering domain (e.g., writing). In other words,

although reading skills might be enhanced, the defi-

cient psychological skills might impede some other

academic domain of functioning.
Throughout the existence of the category of

specific LDs, there has been a consistent and

strong drive from parents, researchers, and educators

for differentiating these disorders from generic

learning difficulties. In its current iteration, RTI

does not differentiate nonspecific and specific

learning difficulties, because nonresponsiveness to

intervention can occur with a variety of developmen-

tal disorders. In sum, because IDEA preserved the

category of SLDs, there is a new huge task to differ-

entiate specific and nonspecific learning difficulties

by means of RTI and possibly other methods in the

field.
One of these ‘other’ methods has to do, of course,

with psychological testing. Many researchers argue

for the necessity of maintaining the role of psy-

choeducational and neuropsychological tests on a

variety of indicators, including IQ, in establishing LD

diagnosis (Mastropieri and Scruggs, 2005; Semrud-

Clikeman, 2005).
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34.7 Etiology

There is a consensus in the field that LDs arise from

intrinsic factors and have neurobiological bases,

specifically atypicalities of brain maturation and

function. There is a substantial body of literature

convincingly supporting this consensus and pointing

to genetic factors as major etiological factors of LDs.

The working assumption in the field is that these

genetic factors affect the development, maturation,

and functional structure of the brain and in turn

influence cognitive processes associated with LDs.

Yet the field is acutely aware that a number of

external risk factors, such as poverty and lack of

educational opportunities, affect patterns of brain

development and function and, correspondingly,

might worsen the prognosis for biological predisposi-

tion for LDs or act as a trigger in LD manifestation.
Although this model, in main strokes, appears to

be relevant to all LDs, far more research on relevant

genes and brain structure and function is available for

children with SRD than for any other LD. Thus,

illustrative findings are presented here from SRD

(for a more comprehensive review, see Grigorenko,

2007).
Multiple methodological techniques, such as elec-

troencephalograms, event-related potentials, functional

resonance imaging, magnetoencephalography, positron

emission tomography, and transcranial magnetic

stimulation, have been used to elicit brain–reading

relationships (for recent reviews, see Price and

Mechelli, 2005; Shaywitz and Shaywitz, 2005; Simos

et al., in press). When data from multiple sources are

combined, it appears that a developed, automatized

skill of reading engages a wide bilateral (but predom-

inantly left-hemispheric) network of brain areas

passing activation from occipitotemporal, through

temporal (posterior), toward frontal (precentral and

inferior frontal gyri) lobes. Clearly, the process of

reading is multifaceted and involves evocation of

orthographical, phonological, and semantic represen-

tations that in turn call for the activation of brain

networks participating in visual, auditory, and con-

ceptual processing. Correspondingly, it is expected

that the areas of activation serve as anatomic sub-

strates supporting all these types of representation

and processing.
Somewhat surprisingly, per recent reviews, there

appear to be only four areas of the brain of particular,

specific interest with regard to reading. These areas

are the fusiform gyrus (i.e., the occipitotemporal

cortex in the ventral portion of Brodmann’s area 37,
BA 37), the posterior portion of the middle temporal
gyrus (roughly BA 21, but possibly more specifically,
the ventral border with BA 37 and the dorsal border
of the superior temporal sulcus), the angular gyrus
(BA 39), and the posterior portion of the superior
temporal gyrus (BA 22).

It is also important to note the developmental
changes in patterns of brain functioning that occur
with increased mastery of reading skill: progressive,
behaviorally modulated development of left-hemi-
spheric ‘versions’ of these areas and progressive
disengagement of right-hemispheric areas. In addi-
tion, there appears to be a shift of regional activation
preferences. The frontal regions are used by fluent
more than by beginning readers, and readers with
difficulties activate the parietal and occipital regions
more than the frontal regions.

In an attempt to understand the mechanism of the
‘deficient’ pattern of brain activation while engaged
in reading, researchers are looking for genes that
might be responsible, at least partially, for these
observed differences in functional brain patterns.
This search is supported by a set of convergent
lines of evidence (for reviews, see Fisher and
DeFries, 2002; Grigorenko, 2005; Barr and Couto,
in press). First, SRD has been considered a familial
disorder since the late nineteenth century. This
consideration is grounded in years of research
into the familiality of SRD (i.e., similarity on the
skill of reading among relatives of different degree),
characterized by studies that have engaged multiple
genetic methodologies, specifically twin (Cardon
et al., 1994, 1995; Byrne et al., 2005), family (Wolff
and Melngailis, 1994; Grigorenko et al., 1997; Cope
et al., 2005) and sib-pair designs (Francks et al., 2004;
Ziegler et al., 2005). Although each of these meth-
odologies has its own resolution power to explain
similarities among relatives by referring to genes
and environments as sources of these similarities
and obtaining corresponding estimates of relative
contributions of genes and environments, all meth-
odologies have produced data that unanimously
point to genetic similarities as the main source of
familiality of SRD.

Today, it is assumed that multiple genes contrib-
ute to the biological risk factor that runs in families
and forms the foundation for the development of
SRD. Specifically, nine candidate regions of the
human genome have been implicated (Grigorenko,
2005). These regions are recognized as SRD candi-
date regions; they are abbreviated as DYX1–9
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(DYX for dyslexia, a term often used to refer to SRD)
and refer to the regions on chromosomes 15q, 6p, 2p,
6q, 3cen, 18p, 11p, 1p, and Xq, respectively. Each of
these regions harbors dozens of genes, so clearly, the
field offers empirical validation that multiple genes
contribute to the manifestation of SRD. A number of
different research groups are actively at work on
these genetic regions in an attempt to identify plau-
sible candidate genes. Four successful attempts have
been announced in the literature: one for the
15q region, the candidate gene known as DYX1C1

(Taipale et al., 2003); two for the 6p region, the
candidate gene known as KIAA0319 (Francks et al.,
2004; Cope et al., 2005) and the candidate gene
knows as DCDC2 (Meng et al., 2005; Schumacher
et al., 2006); and one for the 3cen region, ROBO1
(Hannula-Jouppi et al., 2005). Although the field has
not yet converged on ‘firm’ candidates, it is remark-
able and of great scientific interest that all four
current candidate genes for SRD are involved with
biological functions of neuronal migration and
axonal crossing. Thus, all these genes are plausible
candidates for understanding the pattern of brain
functioning in SRD described earlier.

34.8 Relevant Theoretical Models
and Considerations

As mentioned earlier, the literature on LDs is
uneven, with the vast majority relating to SRD.
Correspondingly, here I summarize the so-referred
overarching model of LDs (Fletcher et al., 2007).
Subsequently, I illustrate this model with detailed
references to SRD. The overarching LD model
delineates multiple levels of analyses and evidence.

According to this general model, LDs are
anchored in a domain of particular academic diffi-
culties (e.g., reading, spelling, computing, and
writing). Correspondingly, the identification of an
LD assumes that a diagnosis can be validly and reli-
ably established on the basis of observed repeated
patterns of weaknesses in a particular academic
domain in the presence of strengths in all or some
other academic domains. Thus, concerns, referrals,
and diagnostic assessments are always centered on a
particular academic domain that defines the content
of LD. Correspondingly, the first step in LD identi-
fication is documenting the presence of a consistent
failure or academic skill deficits, when compared
with peer performance, on a set of specific tasks.
Thus, behavioral presentation in a particular

academic domain is the first level of analysis in the
pyramid of LD diagnoses. However, the presence of
an academic deficit is a necessary but insufficient
condition for establishing an LD diagnosis.

The second level of analysis pertains to capturing
individual characteristics of the child for whom an
LD diagnosis is considered. Specifically, at this level,
clusters of child characteristics are considered within
the paradigm of inclusion and exclusion criteria of
the LD category. Typically, at this level, the infor-
mation is gathered in four directions: (1) pertaining to
the academic domain of concern and cognitive pro-
cessing known to be relevant to this particular
domain, (2) pertaining to other academic domains
in which the child demonstrates average or above-
average levels of performance, (3) indicators of gen-
eral cognitive functioning, and (4) other noncognitive
and nonacademic domains of child’s functioning (e.g.,
motivation, neurological and psychiatric indicators).
Obviously, the information gathered at (1) is used
within the context of inclusion and the information
gathered in (2)–(4) within the context of exclusion
criteria. It is critically important that there are
well-developed psychological models available both
for (1) and (2). For example, to identify LD in reading
(SRD), it is important to know what cognitive pro-
cesses constitute the texture of this academic skill.
Similarly, since academic skills tend to correlate sub-
stantially in typically developing children, it is
important to know what SRD and, for example, spe-
cific math disability (SMD) have in common and how
they differ in terms of overlapping and specific psy-
chological processes. To illustrate this level of
analysis, I discuss modern psychological models of
SRD below.

The third level of analysis involves both causal
and associated etiological factors of LD. Specifically,
a number of risk and protective factors rooted in the
child’s biology (e.g., gene and brain factors) and en-
vironment (e.g., school, neighborhood, and family
environment factors) are considered at this level.
The point here is to capitalize on the evidence in
the field to differentiate LDs and underachievement,
specific and nonspecific LDs, and specific LDs and
comorbid conditions.

It is important to note that this model allows a
diagnostician to move both up and down. The expec-
tation is that the information converges across all
three levels of analysis, and the diagnosis of LD
is reliably established. However, it is possible, espe-
cially with young children, that the first ‘level of
entry’ into the model is through cognitive processes
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that constitute the texture of the skill and thus
emerge prior to the acquisition of the skill; for exam-
ple, a child having difficulty mastering rhymes and
letters might be identified as at risk for reading fail-
ure prior to entering formal reading instruction
(Lonigan, 2003). Similarly, it is possible to enter the
model through the level of biological risk factors; for
example, given that SRD appears to be genetic, a
child whose parents both have difficulty reading is
at higher risk for SRD than is a child from a risk-free
family (Gallagher et al., 2000; Lyytinen and
Lyytinen, 2004). But, again, no matter what level of
analysis this overarching model is entered through, it
is very important that there are evidence-based
models of acquisition of a particular skill (e.g., read-
ing or mathematics) that is challenged in an LD.

Although psychological models of other LDs have
been developed, here only those for SRD are exem-
plified for illustration purposes.

So far, there have been only generic references to
the disruption of both the acquisition and mastery of
reading skills that constitute the texture of SRD.
When this generic reference is closely considered,
another massive body of literature materializes: (1)
cognitive psychology literature on types of represen-
tation of information involved in reading (i.e., reading
involves the translation of meaningful symbolic
visual codes (orthographical representation) into pro-
nounceable and distinguishable sounds of language
(phonological representation) so a meaning (semantic
representation) arises) (Harm and Seidenberg, 2004);
(2) developmental psychology literature on when
these representations develop and what might cause
the development of a dysfunctional representational
system (Karmiloff-Smith, 1998); and (3) educational
psychology literature on how the formation of func-
tional representations can be aided or correctedwhen at
risk for malfunction (Blachman et al., 2004).

Here only brief commentaries relevant to these
literatures are offered. Today, given the predominance
of the phonology-based connectionist account of SRD,
behavioral manifestation of SRD is captured through a
collection of highly correlated psychological traits.
Although different researchers use different terms for
specific traits, these can be loosely structured into
groups aimed at capturing different types of informa-
tion representation, for example: (1) performance on
orthographic choice or homonym choice judgment
tasks for quantifying parameters of orthographical
representation; (2) phonemic awareness, phonological
decoding, and phonological memory for quantifying
phonological representation; and (3) vocabulary and

indices of comprehension at different levels of linguistic
processing for quantifying semantic representation.
Correspondingly, in studies of the etiology, develop-
ment, and educational malleability of SRD, the
quantification of the disorder is carried out through
these various traits (or components of SRD). Thus,
many studies attempt to subdivide SRD into its
components and explore their etiological bases,
developmental trajectories, and susceptibility to peda-
gogical interventions separately as well as jointly.

Of note is that similar developments with regard
to dissection of an academic skill and differentiation
of componential psychological processes contribut-
ing to this skill have been taking place in the studies
of acquisition of other academic skills, for example,
mathematics (Butterworth, 2005; Geary, 2005; Fuchs
et al., 2006; Fletcher et al., 2007).

34.9 Manifestation and Life Course

There is an accepted understanding in the field that
LDs are typically lifelong disorders, although their
manifestations might and often do vary depending
on developmental stage and demands of the envi-
ronment (e.g., school, work, retirement) imposed
on an individual at a particular time. This understand-
ing assumes that LDs do not manifest themselves
exclusively in academic settings. In fact, although it
might be successfully remediated during schooling, a
particular LD might need further assistance and
remediation in later years (e.g., as a part of the
workforce). Although the literature on adults with
LDs is still somewhat limited, there is an accumulation
of evidence that LDs constitute a serious public
health problem even after schooling. Such evidence
is particularly rich in the field of studies of SRD.

LDs are comorbid with a number of other
disorders typically diagnosed in childhood or adoles-
cence, especially attention deficit (Semrud-Clikeman
et al., 1992) and disruptive behavior disorders
(Grigorenko, 2006). LDs also often co-occur with
anxiety and depression (Martinez and Semrud-
Clikeman, 2004). Correspondingly, individuals with
LDs are at higher risk for developing other mental
health problems.

Yet, the main drawback for individuals with
specific LDs has to do with their educational
achievement. On average, only �50% of students
aged 14 and older diagnosed with LDs graduate
with regular high school diplomas. The dropout
rate among these students is very high (�45%), and
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it is even higher for underrepresented minority stu-
dents. The employment prospects of these students
are also troublesome – only about 60% of student
ages 14 and older diagnosed with LDs have paid jobs
outside the home.

Thus, it is important to realize that the impact of
LDs is not limited to any one academic domain (e.g.,
reading or mathematics); these are lifetime disorders
with wide-ranging consequences.

34.10 Treatment, Remediation,
Intervention, and Prevention

Currently, there are no approved medical treatments
for children with LDs. There is a consensus in the
field that children with LDs should be provided
special education and related services upon establish-
ment of their eligibility and determination of the
necessity, content, duration, and desired outcomes
of such education and services.

Yet, in much of the literature, many educators
have expressed concern with the possible presence
of faulty identification procedures in states and
districts across the country, which has resulted in
the possible abuse of the classification and service
systems. The ever-growing number of children iden-
tified with LDs might indicate that this category has
become a ‘trap’ for lower-performing students, irre-
spective of an LD diagnosis.

In response to this concern, the 2004 reauthoriza-
tion of IDEA makes reference to a set of prevention
mechanisms intended to establish a better classifica-
tion strategy for identifying children with LDs. By
law, schools need to implement systemic models of
prevention that address (1) primary prevention: the
provision of high-quality education for all children;
(2) secondary prevention: targeted, scientifically
based interventions for children who do not respond
to primary prevention; and (3) tertiary prevention:
the provision of intensive individualized services and
interventions for those children who have not
responded to high-quality instruction or subsequent
intervention efforts. As per new regulations, it is
assumed that this third group of children, namely
those children who have failed to respond to age-,
language-, and culture-appropriate, evidence-based,
domain-specific instruction (e.g., in reading or math-
ematical cognition), can be identified as eligible for
special education services. These prevention mecha-
nisms are also assumed to be used as diagnostic
mechanisms (see earlier discussion of RTI). This

circular system of an outcome of intervention being
also an entry point to diagnosis is currently creating
significant turmoil in the literature and in practice.

In general, RTI approaches are conceived as a
twofold simultaneous realization of high-quality,
domain-specific instruction and continuous formative
evaluation of students’ performance and learning
(Mellard et al., 2004a,b). In other words, RTI refers
to ongoing assessment of students’ response to evi-
dence-based pedagogical interventions in particular
academic domains. Thus, it is assumed that LDs can
be identified only when underachievement related to
poor instruction is ruled out. (It is also important to
note that the primary diagnosis of LD is established
only in the absence of other neuropsychaitric condi-
tions.) Although it exists in a number of alternative
forms, RTI includes eight central features and six
common attributes. Among the central features link-
ing all forms of RTI are: (1) high-quality classroom
instruction, (2) research-based instruction, (3) class-
room performance measures, (4) universal screening,
(5) continuous progress monitoring, (6) research-based
intervention, (7) progress monitoring during inter-
vention, and (8) fidelity measures. Among common
attributes of different RTI models, there are concepts
of (1) multiple tiers; (2) transition from instruction for
all to increasingly intense interventions; (3) imple-
mentation of differentiated curricula; (4) instruction
delivered by staff other than the classroom teacher; (5)
varied duration, time, and frequency of intervention;
and (6) categorical or noncategorical placement deci-
sions (Graner et al., 2005). Clearly, the concept of RTI
is centered on the field’s definition of high-quality
research-validated instruction. It is important to note
that, although there is growing consensus on the crit-
ical elements for effective reading instruction (e.g.,
Foorman et al., 2003), other domains of teaching
for academic competencies are far from consensus-
driven.

There are numerous examples of RTI-based treat-
ment of LDs; two often-cited ones are the Minnea-
polis Public School’s Problem Solving Model, in action
since 1994 (Marston et al., 2003), and the Heartland
(Iowa) Area Education Association’s Model, imple-
mented in 1986 (Ikeda and Gustafson, 2002). The
Minneapolis model is a three-tier intervention model
where the referral to special education is made only
after consecutive failures to benefit from instruction
throughout all three tiers of pedagogical efforts. The
Iowa model originally included four tiers, where the
third tier was subdivided into two related steps, but
it was then collapsed into one tier, similar to the
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Minneapolis model. Unfortunately, neither model has
published empirical data on its effectiveness. Yet, years
of implementation have resulted in appreciation from
the communities they serve and in a stable, relatively
small special education population.

Currently, the concept of RTI is under careful
examination by researchers supported by both the
U.S. Department of Education and the National
Institute of Child Health and Development. The
future of RTI and its role in diagnosing and treating
specific LDs is dependent on answers to critical
questions: (1) whether an RTI model can be imple-
mented on a large scale; (2) how an RTI model can be
used for LD eligibility determination; (3) whether an
RTI is an effective prevention system; and (4)
whether RTI enhances LD determination and mini-
mizes the number of false positives.

34.11 Conclusion

I began this chapter with a brief discussion of
the concept of developmental disorders of learning
and with the concern that there is no single definition
of this concept. In fact, the discussion of the ‘multi-
representativeness’ of this concept in the two main
diagnostic schemes (DSM-IV and ICD-10) led me to
substitute it with the concept of LD. The discussion
of the category of LD in this chapter hopefully stres-
ses the importance of this concept and, indirectly,
the concept of developmental disorders of learning.
The LD concept is important because of its (1) prev-
alence, (2) implications for countless school-age
students and adults, and (3) importance for the devel-
opment of fundamental models of acquisition of
cognitive skills and strategies of prevention and
remediation of failure of acquisition.

Currently, students with specific LDs constitute
about half of all students served under IDEA.
Effective identification of such students and their effi-
cacious and efficient remediation are crucial steps to
address their individual educational needs and
to provide them with adequate and equal life
opportunities.

Given changes in IDEA 2004, it is no surprise that
RTI is been central to current discourse on specific
LDs. RTI is essential to the professional discussions of
educators, diagnosticians, and policy makers because
of its promise to alleviate many long-standing con-
cerns with the IQ/aptitude–achievement discrepancy
model predominant in the field of LDs for the last 30
years. At this point, however, RTI has yet to deliver

on its promise. If RTI succeeds, numerous benefits to

educational systems and individuals might be realized
(Graner et al., 2005). Specifically, as for the system,

many inappropriate referrals might be eliminated to

increase the legitimacy and fair nature of ‘true’ refer-

rals; the costs of special education services might be

reduced; various gender and ethnicity biases might be

minimized; and accountability for student learning
might increase. As for individuals, because the ‘label-

ing’ criteria will change, there will be less time for a

student to demonstrate a ‘true’ failure in achieving the

stipulated discrepancy value – prevention and reme-

diation efforts are expected to start as early as
possible; instruction will be individualized; identifica-

tion will be focused on achievement rather than on

aptitude–achievement discrepancy; and minimized

labeling should result in less social stigma.
Yet, these are only expectations for now, and the

immediate future will show whether RTI is a viable
replacement to the discrepancy criteria.
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35.1 Introduction

The ability to perceive our environment, store infor-

mation about our experiences, and retrieve that
information when needed is a fundamental necessity
for human cognition. Neuroscience research has only
recently begun to unravel the mysteries of learning

and memory by identifying the elemental molecules,
important proteins, and signal transduction pathways
that underlie the formation of long-lasting memories.
The identification of specific genes and their pro-
ducts involved in disorders associated with human

mental retardation has greatly facilitated our overall
understanding of the mechanisms underlying human
cognition. Recent research of Angelman Syndrome
(AS) represents a quintessential example of this pro-
cess at work.

Angelman syndrome is a devastating human men-
tal retardation condition that affects specific areas of
the central nervous system, including the hippocam-

pus. The discovery of this brain region–specific
disorder and subsequent production of a mouse
model has allowed researchers the unique opportu-
nity to explore the molecular mechanisms at work in

the adult hippocampus that directly underlie human
memory processes. This chapter recounts the impor-
tant discoveries surrounding this disorder and the
implications of these discoveries for our current
knowledge of the molecular players present in the
hippocampus that are thought to facilitate learning
and memory.

35.2 Understanding the Genetics of
AS

35.2.1 The Prevalence of AS

The prevalence of AS among children and young
adults is between 1/10 000 and 1/20 000 and is com-
monly accompanied by severe mental retardation,
epilepsy, a puppet-like gait, dysmorphic facial
features, a happy disposition with bouts of inap-
propriate laughter, hyperactivity, sleep disorders,
and lack of speech. The etiology of AS arises from
an absence of genetic contribution from a localized
region on chromosome 15. Nearly 70% of AS cases
involve cytogenetic deletion of q11-q13 (�4Mb) on
the maternally inherited chromosome 15 (15mat).
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Interestingly, 15q11 deletions also occur in Prader-
Willi syndrome (PWI); however, the deletion is
found on the paternally inherited chromosome 15
(15pat), and the two disorders are characterized by
distinct phenotypic differences (Cassidy et al., 2000).
This suggests that there is differential expression of
the genes in the homologous chromosome 15 and
that the etiology of AS is specifically the consequence
of cytogenetic disruption of the maternal chromo-
some (first to postulate this were Magenis in 1990 and
Williams in 1990).

Understanding the genetic anomaly that defines AS
begins in understanding how genes can be inherited in
an active state from one parent and, alternatively, in an
inactive state from the other parent. This phenom-
enon, referred to as genomic imprinting, is a poorly
understood epigenetic mechanism affecting a rela-
tively few known autosomal mammalian genes
(Redei et al., 2006). Usually, autosomal genes are pre-
sent in duplicate (i.e., two alleles), with one inherited
from the father and one from the mother. For the
majority of genes, both alleles are transcribed (or
expressed) equally. However, for a small subset of
genes, known as imprinted genes, only one allele is
expressed in a parent-of-origin-dependent manner.
Note that the ‘imprint’ here refers to the epigenetic
mechanism through which one allele is silenced and is
completely unrelated to the classical ‘filial imprinting’
manifest at the behavioral level.

35.2.2 Maternal Imprinting and AS

The mechanism of imprinting involves the biochem-
ical marking of DNA by methylation of CpG-rich
domains in association with particular chromatin
conformations. This epigenetic mark allows the
molecular machinery of each cell in the progeny to
recognize and appropriately express only one allele
at a particular locus. For example, during maternal
expression, paternally allelic DNA methylation
silences the paternal transcript, and the remaining
functional genes in the locus are exclusively
expressed maternally. Chromosome 15 contains a
cluster of imprinted genes in the q11-q13 region,
many of which are involved in brain development
and function and normally undergo exclusively
maternal expression. Therefore, if cytogenetic dele-
tion of q11-q13 occurs on 15mat, none of the
imprinted gene products are expressed. There are
additional genetic mutations that can occur to pro-
duce null expression of these imprinted genes. For
example, 7–9% of AS cases are the result of

imprinting mutations in which both the maternal

and paternal copies undergo paternal-like methyla-

tion, and 2–3% show paternal unpaired disomy

(UPD), whereby two copies of the paternal chromo-

some region are inherited with no maternal copies

present (Figure 1). Finally, there is a subpopulation

of patients with clinically diagnosable AS who do not

fall into the aforementioned three groups but, rather,

represent familial-derived mutations of one or more

genes in the maternal 15q11-q13 critical region.
The discovery that 15q11-q13 represents the AS

critical region narrowed the search for candidate

genes that give rise to AS. In 1997, a gene within

the AS critical region named Ube3a was found to be

mutated in approximately 5% of AS individuals.

These mutations can be as small as 1 base pair. The

product of the Ube3a gene was initially identified

following viral studies of p53 tumor suppressor pro-

tein degradation by the oncogenic human papilloma

virus (HPV). Researchers interested in HPV E6 gene

expression following infection found that the HPV

E6 protein alone had no effect on p53; however, in

the presence of an associated protein p53, degrada-

tion was observed (Huibregtse et al., 1991). This

associated protein, referred to as E6-associated pro-

tein, or E6-AP, was found to be the 100-kDa protein

encoded by the Ube3a gene. The Ube3a gene has a

spatially restricted imprinted expression pattern.

Ube3a deletion Uniparental disomy Mismethylation

Figure 1 Maternal imprinting disorders resulting in

Angelman Syndrome (AS). Genomic imprinting results in
parent-specific epigenetic differentiation and monoallelic

gene expression. Parental imprints are established during

gametogenesis, where alleles of imprinted genes are
maintained as either paternal or maternal origin. AS can

arise from maternal deletion, uniparental disomy, or

mismethylation of the AS critical region.
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Ube3a shows imprinted expression in the brain but
biallelic expression in other tissues. Each of the four
genetic mechanisms described above that cause AS –
large deletion, imprinting mutation, UPD, and point
mutation – also cause inactivation or absence of the
Ube3a gene.

35.2.3 The Ubiquitin Ligase Pathway

E6-AP is an enzymatic component of a complex
protein degradation system termed the ubiquitin-
proteosome pathway. This pathway is located in the
cytoplasm of all cells. The pathway involves a small
molecule, ubiquitin, which can be attached to pro-
teins causing them to be degraded. Multiple steps are
involved in the ubiquitination process (Figure 2). In
the initial enzymatic step, the ubiquitin-activating
enzyme E1 activates ubiquitin in an ATP-dependent
reaction that links the E1 with the C terminus of a
ubiquitin molecule. The ubiquitin-conjugating E2
enzymes then accept and transfer the activated ubi-
quitin moiety from E1 either to an E3 ligase or
directly to a target substrate. The E3 ligase confers

specificity to substrate recognition for ubiquitination.
E6-AP ubiquitin ligase falls into the E3 category of
ubiquitin lipases; therefore, it was believed that iden-
tifying the protein target(s) of E6-AP would unlock
the mystery surrounding the AS disorder. To date,
only four proteins have been identified as targets of
E6-AP-dependent ubiquitination. These include the
p53 tumor suppressor protein; the HHR23A protein,
a human homolog to the yeast DNA repair protein
Rad23 (Kumar et al., 1999); the multicopy mainte-
nance protein (Mcm) 7 subunit involved in the
initiation of DNA replication (Kuhne and Banks,
1998); and E6-AP, which is a target for itself (Nuber
et al., 1998). Unfortunately, no obvious connection
can be made between these identified targets and the
etiology of AS.

35.3 Modeling AS in a Mouse

35.3.1 Production of the AS Mouse Model

The lack of a clear connection between E6-AP func-
tion and AS, coupled with the scarce availability of

Target
protein

degredation

ATP

Ubiquitin

Figure 2 Ubiquitin ligase pathway. Association of an E1 ubiquitin ligase with a single ubiquitin (Ub) molecule results in an

ATP-dependent manner. Ub is subsequently transferred to an E2 ligase. The E2 then associates with the E3, in this case
Ube3a, and the target protein specified by the E3 ligase. The E3 ligase transfers successive Ubmolecules to the target protein

forming poly-Ub chains. When a critical length of the Ub chain is reached, the targeted protein associates with the

proteosome and undergoes degradation.
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AS postmortem brain tissue, necessitated the produc-

tion of a mouse model for AS. Two mouse models

were developed, each with a different strategy to

disrupt the murine homolog of Ube3a. The mouse

chromosome 7 contains a region exhibiting a similar

gene compliment to the human AS critical region.

The first mouse line, created by Gabriel and collea-

gues, utilized an Epstein-Barr virus latent membrane

protein 2A (LMP2A) transgenic insertion that

resulted in the deletion of the entire murine equiva-

lent AS critical region. The rational for this method

lies in mimicking what is seen in humans that exhibit

the most common genetic defect leading to AS: an

approximately 4-Mb deletion in the 15matq11-q13

region. Alternatively, the mouse model developed

by Jiang and colleagues utilized a null mutation in

Ube3a via a single gene knockout ( Jiang et al., 1998).

While both of these mouse models effectively disrupt

Ube3a, there exists some controversy over whether

Ube3a deficiency in and of itself is responsible for the

manifestation of AS, or if the full phenotype is due to

the combined affect of disrupting several genes in the

human chromosome 15matq11-q13 critical region

(Lee and Wevrick, 2000).
A phenotypic assessment in patients with the

cytogenetic deletion (class I) exhibit a profile more

true to what is commonly considered to be clinically

classical AS. These patients show the full realm of AS

characteristics including microcephaly and hypopig-

mentation. In contrast, patients for whom AS arises

from specific Ube3a mutation (class II) or Ube3a

mismethylation (class III) result in patients with

fewer instances of hypopigmentation, microcephaly,

and seizure. This indicates that AS caused by Ube3a

disruption is exacerbated by the disruption of addi-

tional genes located at the same locus. Among these

genes is the GABAA receptor �3 subunit (GABRB3).

There is evidence that the inhibitory neurotransmit-

ter GABA is involved in the suppression of seizures,

which may explain why class II and III AS patients

experience fewer occurrences of seizure. In support

of this hypothesis, a lower instance of seizure activity

in the Jiang et al. mouse model compared to the other

mouse model was observed. Because nearly all avail-

able evidence points to Ube3a as the locus for AS, and

given the inherent difficulties in interpreting the

effects of multiple gene deletions in mice, the con-

sensus was that the single Ube3a-null mutation mouse

would provide a better instrument to investigate

the molecular mechanisms underlying the AS etiol-

ogy. The following section discusses experiments

conducted using the Jiang et al. AS mouse model
and relates the results to the human condition.

35.3.2 Characterization of the AS Mouse
Model

The initial characterization of the maternal deficient
Ube3a-null mouse mutant (Ube3a m�/pþ) revealed
striking similarities to the human phenotype ( Jiang
et al., 1998). These phenotypic similarities are more
easily discernible when they are subdivided into
categories of physical and physiologic characteristics.

35.3.2.1 Physical Similarities of AS and

the Maternal Deficient Ube3a-Null Mouse

The brains of Ube3a-m�/pþ mice showed an overall
normal morphology, with no obvious abnormalities
in any particular brain regions, suggesting that
maternal E6-AP deficiency does not effect neuronal
development or organization. However, by 18 days of
age Ube3a-m�/pþ mice were observed to have smal-
ler bodies and brains than wild-type mice. This size
difference was seen in both the cortex and cerebel-
lum of the brain. Imprinted expression analysis
revealed that, similar to the human Ube3a gene, the
murine Ube3a gene also exhibited a spatially
restricted imprinted expression pattern in which
exclusively maternal expression was observed in the
brain. In adult wild-type mice, the detection of Ube3a
mRNA revealed high expression levels in areas CA1
and CA3 of the hippocampus, basal ganglia, cerebel-
lum, and cerebral cortex and the periglomerular,
granual and mitral cells of the olfactory bulb. This
was compared to maternal deficient mice that
showed no detectable hippocampal expression,
reduced cerebellar expression with no detectable
expression in the Purkinje cell layer, and an overall
reduced expression in the olfactory region associated
with a lack of detectable expression in the mitral cell
layer.

Motor function and coordination was assessed
using hind-paw footprint analysis, the bar crossing
test and the accelerating Rotorod test. Each of these
tests confirmed a distinct and significant motor def-
icit in the Ube3a-m�/pþ mice, which mimics the
tremor, ataxia and motor coordination defect
described in human AS patients. In addition, seizure
in AS patients is very prominent and found to affect
greater than 90% of diagnosed AS patients. Likewise,
seizures in Ube3a-m�/pþ mice could easily be
induced through audiogenic means by simply run-
ning an object vigorously over the metal grate lid of
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the mouse’s home cage. Physical changes are more
easily quantifiable and tend to be a more convincing
argument for the recapitulation of a human mouse
model. However, there are several ways to measure
the behavioral correlates to human cognitive ability
in the mouse by assessing its learning ability through
behavioral testing and its function at a synaptic level
through electrophysiologic techniques.

35.3.2.2 Cognitive Similarities of AS

and the Maternal Deficient Ube3a-Null
Mouse

The hippocampus is intimately involved in spatial
memory processes and is linked to numerous cortical
regions. Acquisition of explicit memory involves the
hippocampus as part of a polymodal sensory integra-
tion scheme that processes visual, auditory, and
somatosensory inputs. A great deal of evidence now
implicates the hippocampus as an important brain
structure involved in cognitive processing in humans.
Although determining cognition is less straightfor-
ward in mice than it is in humans, we can call upon
Pavlovian conditioning paradigms to asses the asso-
ciative learning ability of Ube3a-m�/pþ mice.

The cognitive ability of the Ube3a-m�/pþ mice
was assessed with the fear conditioning learning
paradigm. The training paradigm consisted of an
auditory conditioned stimulus (CS) paired twice
with an unconditioned aversive stimulus (US: a
mild foot shock) (See Chapter 21). The mice demon-
strated their ability to associate the CS as a cue for
the US or the training chamber context and the US
by exhibiting a freezing behavior when re-presented
with the CS or the training chamber. Although both
contextual and cued fear-conditioned learning is
dependent on the proper function of the amygdala,
only the contextual learning is hippocampus depen-
dent. The Ube3a-m�/pþ mutant mice exhibited
robust freezing when re-presented with the CS 24 h
after training, but significantly less freezing when
reintroduced to the training chamber. These results
indicate that hippocampus-dependent associative
learning is disrupted in the Ube3a-m�/pþ mutant
mice and is concordant with the imprinted expres-
sion pattern of Ube3a.

35.3.2.3 Physiologic Similarities of AS

and the Maternal Deficient Ube3a-Null

Mouse

The lack of hippocampal Ube3a expression coupled
with the severe hippocampus-dependent learning

deficit made the characterization of hippocampal
synaptic function essential. The hippocampus is
separated into three distinct synaptic pathways:
the perforant path, the mossy fiber synapse, and
the Schaffer collateral synapses. Of these
three major synaptic connections, the Schaffer col-
laterals in area CA1 of the hippocampus are by
far the most well characterized. It is in this region
that synaptic transmission and plasticity were
characterized in the Ube3a-m�/pþ mice. Jiang and
colleagues found that basal synaptic transmission was
unaltered in the AS mouse. This indicated that over-
all connectivity and single-stimulus synaptic function
were essentially normal. Next, synaptic plasticity
induced with high-frequency stimulation (HFS)
was tested. It was shown that Ube3a-m�/pþ mice
exhibited a severe deficit in long-term potentiation
(LTP) induction. Although controversial, parallels
can be drawn between the mechanisms of synaptic
strengthening that occur during hippocampal LTP
and those postulated to occur during hippocampus-
dependent learning and memory events. Thus, a
deficit in hippocampal LTP is consistent with a
deficit in learning and memory. Perhaps most
importantly, these studies were the first to impli-
cate a deficit in hippocampal LTP in a human
learning disability.

35.3.3 AS Mouse Hippocampal
Physiology

It took nearly 3 years to identify a specific biochem-
ical alteration in the AS mouse. Initially, the strategy
employed identification of proteins that exhibited
(1) a lack of ubiquitination in the AS mouse com-
pared to normal mouse brain protein complement
and (2) increased levels due to lack of degradation
through the ubiquitin proteosome pathway. Although
sound in design, identifying short-lived ubiquitinated
proteins is problematic, and no gross changes in
protein levels were observed in the AS mouse
imprinted brain regions. It was not until a more
in-depth analysis of hippocampal synaptic plasticity
was performed that new and interesting implications
of maternal Ube3a deficiency in the hippocampus
were revealed.

Multiple stimulation patterns will elicit LTP in
area CA1 of the hippocampus. To better understand
the basis of the LTP deficit in the AS mouse, it is
prudent to consider the LTP response to different
patterns of stimulation (See Chapter 11). A standard
LTP-inducing stimulation consisting of a 1-s, 100-Hz
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stimulation elicits a long-lasting increase in synaptic
plasticity. Alternatively, increasing the number of
high-frequency trains of stimulation can produce a
potentiation that is both substantially higher in mag-
nitude and longer lasting. Manipulating these
variables in the LTP induction protocol is often
used to determine the efficacy or potency of an
applied drug or, as in this case, to evaluate the sever-
ity or penetrance of the Ube3a deficiency. In order to
test the possibility that the LTP deficits in Ube3a-
m�/pþ mutants were due to an increase in the
threshold of LTP induction, LTP was induced with
a saturating amount of HFS designed to give the
maximum potentiation in a given hippocampal slice.
It was found that the saturating HFS could rescue the
LTP deficit in the AS mouse.

What was the mechanism by which the LTP
deficit could be overcome? The induction of LTP is
highly dependent upon an influx of postsynaptic
Ca2þ. Increasing the number of stimulations would
increase the amount of Ca2þ influx significantly and
could explain the LTP rescue. The question
then would be whether the derangement of LTP
induction was upstream (receptor activation) or
downstream of calcium influx. The major neuro-
transmitter-activated calcium channel at the CA1
hippocampal synapse is the N-methyl-D-aspartate
receptor (NMDAR). Slices stimulated with repeated
very high frequency stimulation in the presence of
the NMDA receptor antagonist DL-2-Amino-5-
phosphonopentanoic acid (AP5) would determine
whether the increase in LTP threshold observed in
Ube3a-m�/pþ mutants was due to insufficient post-
synaptic NMDAR-dependent Ca2þ influx. Under
these conditions, the LTP deficit in the Ube3a-m�/
pþ mice remained. The inability of Ube3a-m�/pþ

mutants to achieve NMDAR-independent LTP
induction suggested that the LTP deficit, and impor-
tantly, the potential site of hippocampal synaptic
dysfunction, resided downstream of calcium influx.
The studies described earlier set the stage for the
investigation into the molecular derangements that
could be responsible for the cognitive loss in AS
patients.

35.4 Molecular Changes in the AS
Mouse

It has been hypothesized that the deficit in LTP and
learning was biochemical in origin. The lack of any
morphological changes in the CNS, coupled with the

ability to rescue LTP, suggested that a disruption in a
biochemical signal transduction pathway was the
explanation. The rescue of LTP also suggested that
the mechanisms responsible for proper synaptic func-
tion were present but that the system needed to be
pushed, (i.e., during repeated HFS) in order for the
system to function at a level for LTP induction to
occur. More importantly, the in-depth electrophy-
siology described earlier reduced the number of
proteins to be examined from the greater than
10 000 present in the central nervous system to just
a handful. The proteins chosen to be examined closer
had to meet the following specific criteria: (1) known
to be involved in LTP induction processes, (2)
known to be involved in learning and memory pro-
cesses, and (3) known to be activated or modified in
the presence of Ca2þ. Extensive research showed no
changes in the major synaptic-associated protein
kinases including the phosphorylation levels of
PKC, PKA, or ERK (P42) isolated from hippocampal
homogenates of Ube3a-m�/pþ mice. However, a sig-
nificant increase was detected in phospho-�CaMKII
at the autophosphorylation site threonine 286
(Thr286) (Figure 3) and threonine 305/306 (Thr305/
Thr306). This single observation represented the
first identified biochemical alteration in the AS
mouse model that could potentially explain the
learning and LTP deficits in the mouse and the
cognitive deficits in human AS (Weeber et al.,
2003). To help explain the implications of CaMKII
misregulation, the next section addresses what is
currently known about CaMKII regulation and its
importance in normal signaling in the mammalian
CNS.

35.5 CaMKII in Synaptic Plasticity
and Memory Formation

35.5.1 Activation and Regulation of
CaMKII

Initial studies of CaMKII’s involvement in memory
formation were conducted using an in vitro model for
memory formation: LTP of the Schaffer-collateral
synapses in area CA1 of the hippocampus. The
Schaffer-collateral synapses are excitatory and use L-
glutamate as their excitatory neurotransmitter. It has
long been appreciated that induction of LTP requires
high-frequency synaptic activity (Bliss and Lomo,
1973; Alger andTeyler, 1976) that results in activation
of two types of glutamate receptors on postsynaptic
CA1 pyramidal neurons: alpha-amino-3-hydroxy-
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5-methyl-4-isoxazole propionic acid (AMPA) and
NMDA receptors. AMPA receptors have an ion chan-
nel that, when activated by glutamate, allows Naþ to
enter the cell, resulting in depolarization of the post-
synaptic membrane. NMDARs are also coupled to an
ion channel; however, under resting conditions this ion
channel is blocked by a molecule of Mg2þ. Once the
membrane is depolarized, the Mg2þ block is removed
and Ca2þ ions flow through the NMDAR ion channel
into the cytoplasm. The resulting increase in intracel-
lular Ca2þ mediated by the NMDAR is the primary
signal for induction of LTP (Lynch et al., 1983; Harris

et al., 1984; Morris et al., 1986; Malenka et al., 1988).
The increase in cytoplasmic Ca2þ concentration
mediated by NMDARs is relatively short-lived, and
therefore it cannot account for the long-term increase
in synaptic efficacy observed after induction of LTP.
Therefore, it has been proposed that the initial
increase in Ca2þ leads to the activation of several
downstream kinases, which modify the function of
the various synaptic proteins and induce long-lasting
changes in synaptic efficacy. This intimate relation-
ship between NMDAR-mediated Ca2þ influx and
CaMKII activation brings us back to the LTP deficit
seen in the AS mouse. Saturating amounts of high-
frequency stimulation, causing an optimum amount of
Ca2þ influx, were used to overcome the LTP deficit.
The signaling and autoregulatory aspects of Ca2þ on
CaMKII will become more apparent in the following
section.

The regulation of CaMKII through autophos-
phorylation mechanisms is extraordinarily dynamic.
Briefly, Ca2þ-calmodulin activates CaMKII by dis-
rupting the association between the catalytic and
inhibitory domains (Colbran et al., 1989) (Figure 4).
Once bound to Ca2þ-calmodulin, CaMKII under-
goes autophosphorylation at amino acid residue
Thr286, a residue located within the inhibitory domain.
Phosphorylation of Thr286 has three consequences for
CaMKII function: the kinase becomes autonomously
active (Saitoh and Schwartz, 1985), the affinity of
Ca2þ-calmodulin for CaMKII increases 1000-fold,
and a site becomes exposed, allowing CaMKII to
bind NMDA glutamate receptors (Strack and
Colbran, 1998; Leonard et al., 1999; Bayer et al.,
2001). There exists another autophosphorylation site
within the regulatory domain of the enzyme at threo-
nine 305 and 306 (Thr305/306) of the alpha and beta
subunits, respectively. The potential functional con-
sequences of phosphorylation at Thr305/306 are
poorly understood. However, it has been shown that
Thr305/306 phosphorylation can render the CaMKII
enzyme inactive (Colbran, 1993). In addition, the
Thr305/306 resides in the Ca2þ-calmodulin binding
site of CaMKII and inhibits subsequent binding of
Ca2þ-calmodulin to CaMKII. Phosphorylation of
Thr305/306 can also occur in the absence of activation
of CaMKII and possibly prevents subsequent activa-
tion by Ca2þ-calmodulin. This management of
activation, alterations in Ca2þ and calmodulin sensi-
tivity, and autophosphorylation is highly orchestrated.
Thus, even slight disruptions of this process can have
devastating affects on synaptic function and cognitive
ability (Colbran and Brown, 2004).

(a) (b)

(d)(c)

(e) (f)

Figure 3 Increased threonine 286 Thr286 CaMKII

phosphorylation in the Angelman Syndrome mouse

model. Increased immunoreactivity to phosphorylated

CaMKII at Thr286 in Angelman mouse hippocampus.
Phosphorylated CaMKII at Thr286 was detected

immunohistochemically in the hippocampi of wild type (a,

c, e) and Angelman (b, d, f) mice. Increases in

immunoreactivity are seen in the stratum pyramidale,
stratum oriens, and stratum radiatum of CA1 and CA3 as

well as the molecular layer and granule cell layer of the

dentate gyrus. a, b, 100� magnification of the

hippocampus. c, d, 200� magnification of area CA1. e, f,
200� magnification of area CA3.
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35.5.2 Regulation of CaMKII Activity in
Synaptic Plasticity and Memory Formation

How is autophosphorylation tied to the regulation of
synaptic plasticity? Recent studies have examined
the role of the Thr286 and Thr305/306 autophosphor-
ylation in CaMKII-dependent synaptic function.
Genetically modifying the Thr286 site to an alanine
(T286A), which prevents phosphorylation at the
Thr286 site, results in complete loss of LTP induc-
tion. Genetically modifying the Thr286 site to an
aspartate (T286D), which mimics phosphorylation,
also leads to impairment of LTP induction. More
refined studies suggest that low levels of the autono-
mously active kinase facilitate, while high levels of
autonomously active kinase inhibit, LTP induction.
Alternatively, mutating the Thr305/306 sites from a
threonine to an alanine (T305/306A) increases the

amount of CaMKII in the postsynaptic density (PSD)

and enhances LTP induction (Elgersma et al., 2002).

Furthermore, mutating the threonine to an aspartate

(T305/306D) decreases the amount of CaMKII in

the PSD and blocks induction of LTP (Elgersma

et al., 2002). Together, these results indicate that

CaMKII is critical in the induction of LTP and

must be active in a precise spatiotemporal pattern.

Synaptic plasticity in the hippocampus is believed to

be involved in the formation of spatial memories.

Disruption of CaMKII function has profound effects

on hippocampal LTP; therefore, one would expect

disruption of CaMKII to have dramatic effects on

long-term memory formation. Animals lacking the

CaMKII gene show profound deficits in spatial learn-

ing tasks (Silva et al., 1992; Bach et al., 1995). In

addition, both sites of autophosphorylation appear
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to be involved in the formation of long-term mem-
ory. Deficits in spatial learning tasks are observed in
animals that have either the T286A or T286D muta-
tion. Moreover, animals possessing the T305/6A
mutation exhibited enhanced spatial learning, while
animals with the T305D mutation had severe deficits
in spatial learning. All of these observations indicate
that CaMKII is critical for the proper formation of
hippocampus-dependent spatial memory.

35.6 Genetic Rescue of the AS
Phenotype

The identified alterations in CaMKII raise the ques-
tion of which alteration in phosphorylation, Thr286,
Thr305/306, or both, is responsible for the observed AS
phenotype. Due to the severe detrimental effects of
CaMKII Thr305/306 phosphorylation on synaptic plas-
ticity and memory formation, as well as the similarities
in the phenotypes with the AS mouse, the Thr305/306

site was hypothesized to be responsible for the major
phenotypes seen in AS. Studies in the laboratories of
Weeber and Elgersma utilized female ASmice crossed
with heterozygous �CaMKII males that carried the
targeted �CaMKII-T305V/T306A mutation (CaMKII-
TT305/6AV). This point mutation essentially pre-
vents CaMKII inhibitory phosphorylation, but the
use of heterozygotes allows a subset of endogenous
CaMKII to be present without the mutation. Thus,
the resulting F1 offspring yielded mutants with four
different genotypes: wild-type (WT) mice, mutants
carrying the single �CaMKII-305/6þ/� or AS muta-
tion, and mice carrying the double AS/CaMKII-305/
6þ/� mutation. Hippocampal-dependent learning
was assessed using the contextual fear-conditioning
paradigm (See Chapter 21), utilizing the same proto-
col of two US–CS pairings employed in the original
AS mouse characterization. The genetic prevention of
Thr305/306 phosphorylation is sufficient to rescue the
defect in learning and memory. The CaMKII-305/
6þ/� mice can learn to associate the context and the
foot shock to the same extent as wild-type littermates
tested 24 h or 7 days following training (Figure 5).
These results support the hypothesis that the under-
lying hippocampal learning deficit is due primarily to
�CaMKII inhibitory phosphorylation.

Interestingly, �CaMKII inhibitory phosphoryla-
tion can influence the threshold for the induction of
LTP. This is nicely demonstrated in the homozygous
CaMKII-TT305/6AV mouse that exhibits increased
LTP induction when a subthreshold stimulation is

given, but in which normal LTP is induced when a
strong stimulation is applied (See Chapter 11). In
contrast, AS mice exhibit a significant LTP deficit
utilizing a modest stimulation protocol, which is res-
cued using multiple trains of HFS. Consistent with
the associative learning rescue experiments, AS mice
showed a severe LTP deficit compared to wild-type
mice and CaMKII-305/6þ/� mice. However, the
AS/CaMKII-305/6þ/� double mutants show com-
parable LTP to that of wild-type mice and lack the
LTP deficit seen in their AS mouse littermates
(Figure 5). These studies dramatically show that
the synaptic plasticity deficits established in the AS
mice are the result of increased CaMKII inhibitory
phosphorylation. Thus, genetic manipulation of the
phosphorylation state of the inhibitory site of
CaMKII effectively rescues both the synaptic plasti-
city deficit and cognitive disruption in the Ube3a-null
mutation mouse model of AS.

The studies described here strongly suggest that
the increased inhibitory phosphorylation of CaMKII
is the site of molecular dysfunction underlying the
cognitive and synaptic plasticity deficits associated
with AS. This validates the great amount of research
showingCaMKII dependence for normal synaptic plas-
ticity and memory formation. Astonishingly, AS
represents the lone humandisorder that to date presents
with a disruption in cognition that is associated with
CaMKII dysfunction. This is likely attributed to both
the importance of CaMKII substrates in peripheral
cellular function and the number of developmental
pathways in which CaMKII is enlisted. If not for the
limited region-specific deletion of Ube3a, it is likely AS
would result in embryonic lethality. This consideration
raises the obvious question of whether the genetic res-
cue with the CaMKII-305/6þ/� mutation is due to the
normalization of the CaMKII signaling capacity in the
adult, the ability for normal CaMKII-dependent devel-
opment of the central nervous system, or both. The
observation of occasional abnormalities in AS patients
including scoliosis, hyperreflexia, hypopigmentation,
strabismus, myopia or hypermetropia, and nystagmus
would suggest a development component resulting
from a CaMKII dysfunction.

35.7 Proposed Mechanisms
Underlying CaMKII Misregulation

The genetic rescue of the AS phenotype is a tremen-
dous step forward, but the molecular connection
between ubiquitin deficiency and alterations in
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CaMKII phosphorylation remains unclear. As

discussed above, CaMKII cycles between phos-
phorylated and nonphosphorylated states. The

cycling state of CaMKII is not unlike many other

proteins involved in signal transduction processes

that undergo endless cycles of phosphorylation and
dephosphorylation. Evolution has perfected this pro-

cess in the CNS in order to provide an exceptionally

rapid and potent mechanism for the regulation of

protein function. The phosphorylation of numerous
proteins is kept in check by three major protein

phosphatases (PP) found in the brain: PP1, PP2A,

and PP2B (calcineurin). PP1 and PP2A appear to be

primarily responsible for dephosphorylation of
CaMKII at Thr286, with PP2A regulating CaMKII

phosphorylation in the cytoplasm and PP1 in the

postsynaptic density (Mansuy, 2003) (Figure 4).
Through the actions of PP1 and PP2A, the activity

of CaMKII is held in check and allows the enzyme to

return to a state where Ca2þ influx can again activate

the proper signal transduction cascades involving
CaMKII. The presence of PP1 and PP2A causes an

apparent conundrum in the regulation of CaMKII.

CaMKII is a Ca2þ-dependent kinase; however, under
conditions conducive to induction of long-term
synaptic plasticity or memory formation, CaMKII

undergoes autophosphorylation and becomes a

Ca2þ-independent autonomous enzyme. How does

this occur in the presence of PP1 and PP2A? Several
proteins have been identified that act as inhibitors of

Context 24 Hour 
100 

(a) (b) 

(d) (c) 

75 

50 

25 

4 

3 

2 

1 

0 
0.0 0.5 1.0 

Fiber Volley Amplitude (mV) 
Time (min) 

T305/6+/–

AS/ T305/6+/–

AS 

WT 

1.5 2.0 
–20 –10 0 10 20 30 40 50 60

100 

75 

50 

25 

300 

250 

200 

150 

100 

50 

Context 1 week 

Long-term potentiation 
Input-Output 

%
 F

re
ez

in
g 

%
 F

re
ez

in
g 

S
lo

pe
 fE

P
S

P
 

(S
ta

nd
ar

di
ze

d 
to

 b
as

el
in

e)
 

S
lo

pe
 fE

P
S

P
 (

m
V

/m
s)
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PP activity. One example is the Inhibitor 1 (I1)
protein (Huang and Glinsmann, 1976). When phos-
phorylated via protein kinase A, I1 can bind to and
inhibit the activity of PP1. Inhibition of PP1
via I1 facilitates the transition of CaMKII from a
Ca2þ-dependent to an autonomous state. The func-
tional consequences of PPs on CaMKII activity are
not solely negative. As noted above, CaMKII con-
tains an inhibitory autophosphorylation site at
Thr305/306. Phosphorylation at this site downregu-
lates CaMKII activity and prevents binding by
Ca2þ-calmodulin. PP1 can dephosphorylate Thr305/306,
which then allows for reactivation of CaMKII by
Ca2þ-calmodulin (Patton et al., 1990). Figure 4
shows the highly regulated action of protein phos-
phatases, and the proteins that control their activity
as well. Thus, the changes in the phosphorylation
state of AS mouse hippocampal CaMKII could be
due to changes in protein levels in one or more of
these proteins. Interestingly, PP1 and/or PP2A phos-
phatase activity is significantly reduced in the AS
mutants by a prodigious 2.5-fold decrease (Weeber
et al., 2003). This finding strongly suggests that the
aberrant state of P-Thr286 and P-Thr305 �CaMKII
phosphorylation is due to changes in the activity of
one or both of these important phosphatases. This
also suggests that the increase in Thr305 �CaMKII is
due to both the increase in P-Thr286 �CaMKII, since
phosphorylation at Thr286 precedes phosphorylation
at Thr305 (Colbran and Soderling, 1990; Hanson and
Schulman, 1992), and reduced PP1 and/or PP2A
activity, which are known to dephosphorylate
P-Thr305 �CaMKII in vitro (Patton et al., 1990).

35.8 Concluding Remarks

The studies discussed here have set the stage for the
next phase of research that will work toward unco-
vering the molecular pathways and mechanisms
linking Ube3a maternal deficiency and CaMKII reg-
ulation. Future discoveries of E6-AP targets will
likely shed the most light on this puzzling connec-
tion. Regardless, important lessons have been learned
from the discovery of AS allele and its regulation.
First, the production of the AS mouse model
re-emphasizes the utility and importance of mouse
models for human disorders (See Chapter 36).
Second, AS was one of the first human mental
retardation disorders to bring to light the
potential deleterious effects of epigenetic changes.
The identification that the AS gene expresses a

housekeeping-type protein dramatically illustrates

the unexpected importance of proteins such as ubi-

quitin ligases once considered minor for normal

synaptic function. Finally, these studies illustrate a

compelling example of a human learning and mem-

ory disorder associated with deficits in hippocampal

synaptic plasticity and CaMKII function.
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36.1 Introduction

Much scientific effort over the last three decades has
focused on understanding the molecular basis of mem-
ory formation. A great deal of progress has been made,
and we have a very comprehensive understanding of
the molecules and signaling pathways engaged during
the early stages of memory formation. Despite the
wealth of knowledge that exists about the molecular
basis for memory formation, we have an incipient
understanding of how a memory persists in the brain
for the lifetime of an organism. For instance, what
molecules are used to actually store the memory of
your first kiss, or your first car accident?

A major question that will drive the next three
decades of research into the molecular mechanisms

of information storage in the brain is what are the
molecular substrates for ‘lifetime’ memory storage?
This question is particularly intriguing when one
considers that nearly every molecule in the brain
has a lifetime that is measured in minutes to hours.
It has been estimated that the molecular composition
of the brain is renewed every 2 months. How can
information persist in the face of constant molecular
renewal?

The answer to the question of how information is
stored in the nervous system for the lifetime of an
organism might not lie in the classic mechanisms
identified as important for information storage in
the brain thus far. Every cell in a metazoan must
‘remember’ at least one complex piece of information
for the lifetime of the organism: cellular phenotype.
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Early in development, stem cells are induced to
differentiate into phenotypically distinct tissues.
Once differentiated, the memory for cellular pheno-
type must endure in the face of molecular turnover
and even mitosis. Is it possible that the nervous sys-
tem has co-opted this ancient and evolutionarily
conserved form of cellular memory for use in lifelong
storage of memory?

Cell phenotype is due, in large part, to epigenetic
marking of the genome. Recent studies have
demonstrated that epigenetic gene regulation has a
critical role in neuronal cell fate specification, synap-
tic development, and synaptic function (reviewed in
Hsieh and Gage, 2004, 2005). These epigenetic marks
induce lifelong changes in gene expression that
reside in the cell and determine its phenotype.
Epigenetics and its associated terminology have
several different connotations, and specific terms
need to be defined before we can discuss them
in detail. We define the genome as a complete set
of haploid DNA and the functional units that it
encodes. In the nucleus, DNA exists as a highly
compressed structure known as chromatin. The epi-
genome is the sum of both chromatin structure
and the pattern of DNA methylation, which is the
result of an interaction between the genome and the
environment. There are three commonly used defi-
nitions for the term ‘epigenetic’ in the literature
currently.

The broadest definition of epigenetics includes
the transmission and perpetuation of information
through meiosis or mitosis that is not based on the
sequence of DNA. This process is not restricted to
DNA-based transmission and can also be protein-
based. This definition is broadly used in the yeast
literature, wherein phenotypes that can be inherited
by daughter cells are perpetuated past cell division
using protein-based mechanisms (Si et al., 2003a,b;
Pray, 2004). A second definition of epigenetics has
arisen from the field of developmental biology that
posits some meiotically and mitotically heritable
changes in gene expression are not coded in the DNA
sequence itself. The altered patterns of gene expres-
sion can occur through several mechanisms that are
based on DNA, RNA, or proteins (see below) (Egger
et al., 2004). A third definition of epigenetics is
the mechanism for stable maintenance of gene
expression that involves physically ‘marking’ DNA
or its associated proteins, which allow genotypically
identical cells to be phenotypically distinct. The
molecular and physical basis for this type of change
in DNA or chromatin structure is the focus of

this review (Rakyan et al., 2001). By this definition,
the regulation of chromatin structure is equivalent to
epigenetics.

Epigenetics is an attractive candidate molecular
mechanism for lifetime storage of memory. DNA and
chromatin are relatively constant molecular sub-
strates in neurons and most other cell types. DNA
and chromatin are not continually degraded and
resynthesized as all other molecular constituents of
a neuron are. Thus, the half-life of epigenetic marks
is not affected by the lifetime of the molecule.
Therefore, epigenetic marks are a more direct reflec-
tion of the ongoing state of the neuron, or any other
cell (Figure 1(a)). This positions chromatin as an
ideal molecular substrate for long-term signal inte-
gration and information storage (Figure 1(a)).

36.2 Mechanisms of Epigenetic
Marking

There are several mechanisms whereby epigenetic
marks can be placed on chromatin. Each mark has
been associated with distinct effects on transcription
and chromatin structure. We will briefly review
several of the most commonly studied epigenetic
marks.

36.2.1 Epigenetic Marking of Histones

Histones are highly basic proteins that comprise the
major protein component of chromatin. Histones
are some of the most evolutionarily conserved
proteins but among the most variable with respect
to posttranslational modifications, which include
acetylation, phosphorylation, methylation, ubiquiti-
nation, and sumoylation (reviewed in Thiagalingam
et al., 2003). One function of histones is structural;
DNA is tightly packaged into chromatin through
interactions with histone octamers, referred to as
nucleosomes. Interaction between histones and
DNA is mediated in part by the N-terminal tail
of histone proteins. The primary interface between
histone and DNA is believed to be an electrostatic
interaction between positively charged lysine
residues within the N-terminal tails of histones
and the negatively charged sugar-phosphate back-
bone of DNA. Interestingly, structural studies
indicate that the N-terminal tails of histones pro-
trude beyond the chromosomes (Luger et al., 1997),
where they could potentially serve as signal integra-
tion platforms. Posttranslational modification of
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histones, either on their N-terminal tail or within
the globular domain (van Leeuwen et al., 2002),
represents one mechanism for epigenetic marking of
the genome. Current hypotheses posit that post-
translational modifications along the N-terminal
tails are combined in a ‘histone code’ that ultimately
directs the activity of numerous transcription factors,
cofactors, and the transcriptional machinery in
general (Strahl and Allis, 2000). The histone
code is the specific pattern of posttranslational
modifications of a given histone octamer in chro-
matin (Figure 1(b)). This code, or pattern, is read
out as an influence on the specific level of expression
of the associated gene(s). We have chosen to focus
on N-terminal–directed posttranslation modi-
fications because of the rapidly growing literature
describing these different modifications, their
associated effects on transcription, and their
interdependence.

36.2.2 Histone Acetylation

Several specific sites of posttranslational modification
exist within the N-terminal tails of histone proteins,
and modifications of these sites can modulate the
overall structure of chromatin. Currently, five post-
translational modifications of histone tails have been
characterized: acetylation, methylation, ubiquitina-
tion, sumoylation, and phosphorylation. Acetylation
is the best characterized of the posttranslational mod-
ifications on histones to date. Acetylation of histones
occurs on lysine residues, effectively neutralizing their
positive charge and interfering with the electrostatic
interaction between histone and nucleotide.
Acetylation is catalyzed by histone acetyltransferases
(HATs), which transfer an acetyl group from acetyl-
CoA to the e-NHþ group of a lysine residue within a
histone (Tanner et al., 1999, 2000a,b; Lau et al., 2000).
Histone acetylation is reversed via the action of his-
tone deacetylases (HDACs).

Acute signaling
Plasticity

Death

Growth

Survival

Seizure

Dendritic spine Nucleus

Long-term change in neuronal function

(a)

(b)

Epigenetic marking of the genome

Long-term change in behavior

Ubiquitination
Phosphorylation Methylation

Transcriptional
regulation

Sumoylation

Acetylation

Figure 1 Chromatin as a substrate for signal integration. We propose that epigenetic marking of the genome represents a
form of cellular memory utilized by neurons to subserve information storage. (a) Dendritic spines receive several distinct

extracellular signals. These signals activate a variety of intracellular signaling cascades that ultimately lead to epigenetic

marking of the genome. The half-life of these epigenetic marks is much longer than traditional posttranslational modifications,

and so their effects on gene expression persist for much longer periods of time. Therefore, as a consequence of epigenetically
modifying the genome, neuronal function and ultimately behavior of the animal are modified for very long periods of time.

(b) Histone tails and cytosine residues of DNA can receive a variety of distinct epigenetic marks. Each mark has a different

effect on transcription. The functional consequence of epigenetically marking the genome is ultimately precise modulation of

transcription.
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36.2.3 Histone Methylation

Histone methylation is another histone-directed epi-
genetic tag. Like acetylation, methylation of histones
occurs on e-NHþ groups of lysine residues, and it
is mediated by histone methyltransferases (HMTs).
Unlike acetylation, lysines can accept up to three
methyl groups, and methylation does not affect
the positive charge of lysine residues. Thus, meth-
ylation of histones on lysine residues does not
interfere with the electrostatic histone–DNA inter-
action. Methylation of histones can also occur on
arginine residues, catalyzed by protein arginine
methyltransferases (PRMTs). Arginines can be either
mono- or dimethylated on their guanidine nitrogen.

36.2.4 Histone Ubiquitination

Ubiquitination of histones has only recently begun to
be characterized in detail. Ubiquitin, a protein with
76 amino acids that is named for its ubiquitous dis-
tribution in all cell types and high degree of
conservation across species, is a posttranslational
modification usually used as a signal for degradation
by the proteasome when substrates are polyubiquiti-
nated (Pickart, 2001). Interestingly, most histones
appear to be monoubiquitinated (reviewed in
Hicke, 2001). Monoubiquitination has been shown
to be involved in a range of cellular functions distinct
from proteasome-dependent proteolysis (reviewed in
Pickart, 2001; Murphey and Godenschwege, 2002).
Histones, like other proteins, are ubiquitinated
through attachment of a ubiquitin to the e-NHþ

group of a lysine (Nickel and Davie, 1989).
Ubiquitination of histones H2A, H2B, H3, and H1
has been observed (Goldknopf et al., 1975; West and
Bonner, 1980; Chen et al., 1998; Pham and Sauer,
2000). Although sites of ubiquitination have been
identified on histones, the function of histone ubiqui-
tination remains unclear.

36.2.5 Histone Sumoylation

There are several ubiquitin-like posttranslational
modifications that proteins can undergo. One exam-
ple is the small ubiquitin-related modifier (SUMO)
(Melchior, 2000; Hay, 2001; Johnson and Gupta,
2001). SUMO modifications are attached to proteins
in a manner similar to the mechanisms involved in
ubiquitination. Although SUMO is related to ubiqui-
tination, sumoylation of proteins does not result in
their degradation, suggesting that sumoylation of

proteins has relevance in other signaling cascades.
Initial studies suggested that histone H4 can be
sumoylated, and that sumoylation of histone H4 is
associated with transcriptional repression (Shiio and
Eisenman, 2003). In yeast, the SUMO-conjugating
enzyme Hus5 is highly enriched in heterochromatic
regions, and knockout of SUMO results in loss of
heterochromatic silencing, providing direct evidence
that, at least in simple eukaryotes, SUMO modifica-
tion of chromatin results in transcriptional silencing
(Shin et al., 2005).

36.2.6 Histone Phosphorylation

Phosphorylation of histones H1 and H3 was first
discovered in the context of chromosome condensa-
tion during mitosis (Bradbury et al., 1973; Gurley
et al., 1974). Phosphorylation of histone H3 has
since been associated with activation of mitogenic
signaling pathways (Mahadevan et al., 1991).
Phosphorylation of serine 10 on H3 is mediated by
Rsk2, Msk1, and the aurora kinase family member
Ipl1 (Sassone-Corsi et al., 1999; Thomson et al., 1999;
Hsu et al., 2000; Di Agostino et al., 2002). Recent
evidence also implicates aurora kinases in the phos-
phorylation of serine 28 in histone H3 (Goto et al.,
2002). As with other proteins, phosphatases are
responsible for catalyzing the removal of phosphate
groups from histones (Mahadevan et al., 1991; Ajiro
et al., 1996). To date, the phosphatases PP1 and PP2A
have been shown to regulate levels of phosphoryla-
tion on H3 (Hsu et al., 2000; Nowak et al., 2003).

36.2.7 Other Histone Modifications

While a great deal of attention has been given to the
N-termini of the histones, there is increasing evidence
suggesting that other histone regions are targeted for
modulation. For example, dot1p has been shown to
methylate histone H3 on lysine 79, a residue that lies
within the globular domain (van Leeuwen et al., 2002).
Additionally, higher-order folding of chromatin is also
undoubtedly involved in the regulation of gene
expression. In this regard, there is increasing evidence
that the linker histone H1 plays a role in modulation of
chromatin structure (Brown, 2003).

36.2.8 DNA (Cytosine-5) Methylation

In addition to posttranslational modification of his-
tones, DNA itself can be directly modified via
methylation. Methylation of DNA is catalyzed by a
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class of enzymes known as DNA (cytosine-5)
methyltransferases (DNMTs) (Bestor et al., 1988;
Yen et al., 1992; Okano et al., 1998; Lyko et al.,
1999; Okano et al., 1999). DNMTs transfer methyl
groups to cytosine (C) residues within a continuous
stretch of DNA, specifically at the 5-position of the
pyrimidine ring (Chen et al., 1991). Not all cytosines
can be methylated; usually cytosines must be imme-
diately followed by a guanine (G) to be methylated
(Bird, 1978; Cedar et al., 1979). These ‘CpG’ dinu-
cleotide sequences are highly underrepresented in
the genome relative to what would be predicted by
random chance; however, about 70% of the existing
CpG dinucleotides are methylated (Cooper and
Krawczak, 1989). The rest of the normally unmethy-
lated CpG dinucleotides occur in small clusters,
known as ‘CpG islands’ (Bird, 1986).

DNA methylation leads to marked changes in the
structure of chromatin that ultimately result in sig-
nificant downregulation of transcription. It can
directly interfere with the ability of transcription
factors to bind to regulatory elements. The transcrip-
tion factor Ets-1 and the boundary element CCCTC
binding factor (CTCF) can efficiently bind to non-
methylated, but not methylated DNA (Bell and
Felsenfeld, 2000; Maier et al., 2003). Moreover, sev-
eral proteins recognize and bind to methylated CpG
residues independent of DNA sequence. The five
proteins that are known to bind to methylated
CpGs are MeCP2, MBD1, MBD2, MBD4, and
Kaiso (Hendrich and Bird, 1998; Prokhortchouk
et al., 2001). These proteins mediate transcriptional
repression by recruiting chromatin remodeling
enzymes. For example, MeCP2 directly associates
with the transcriptional corepressor Sin3A and
HDAC (Jones et al., 1998; Nan et al., 1998).

36.2.9 Epigenetic Modulation
of Transcription

Several hypotheses have been put forth to explain
how the many modifications made on histone pro-
teins are interpreted to extend the information
potential of the genetic (DNA) code. The most pop-
ular of these hypotheses is the histone code initially
described by B. M. Turner (1993) and more recently
elaborated and popularized by C. D. Allis and collea-
gues (Strahl and Allis, 2000; Jenuwein and Allis,
2001). Distinct histone posttranslational modifica-
tions can generate synergistic or antagonistic
interaction sites for transcription factors and asso-
ciated chromatin remodeling enzyme complexes.

The combinatorial nature of these histone modifica-
tions may be thought of as a histone code that extends
the information potential of the genetic code
(Jenuwein and Allis, 2001). However, a very different
hypothesis suggests that it is not combinatorial com-
plexity, but rather a simple net charge effect. Genetic
experiments, microarray analysis, and hierarchical
cluster analysis were used to demonstrate that the
interchangeability of acetylation sites on histone H4
provides support for a charge neutralization model
(Dion et al., 2005; reviewed in Henikoff, 2005).
Lastly, histone modifications have been related to
signal-transducing modifications, and histone modi-
fications provide switch-like properties and ensure
robustness of the signal (Schreiber and Bernstein,
2002). This idea has been termed the signaling net-
work model. These three hypotheses for how histone
modifications direct transcriptional activation are not
mutually exclusive, and thus, it will be interesting to
see how future studies into chromatin regulation and
information storage regulate cell fate, cellular mem-
ory, and as we propose below, long-term memory
storage at the behavioral level.

36.3 Epigenetic Mechanisms
in Synaptic Plasticity

Synaptic plasticity, defined as the activity-dependent
change in synaptic strength, is currently viewed as a
widely accepted hypothesis to explain the underlying
cellular mechanisms of memory processes. The dis-
covery of two forms of synaptic plasticity, long-term
facilitation in Aplysia, where brief exposure to the
neuromodulator serotonin induces a persistent
enhancement of neurotransmitter release (Kandel
and Tauc, 1964; Brunelli et al., 1976), and long-
term potentiation (LTP), a form of synaptic plasticity
whereby high-frequency stimulation of a neuronal
pathway induces long-lasting increases in synaptic
efficacy (See Chapter 11) (Bliss and Lomo, 1973),
sparked decades of research into the role of synaptic
plasticity in learning and memory. A recent review
by Martin and Morris (2002) elegantly discusses the
validity of synaptic plasticity as a cellular mechanism
for memory formation. In the previous section of this
chapter, we introduced the intriguing idea that epi-
genetic regulation of transcription may provide a
mechanism for cellular memory in a neuron. This
cellular memory may be involved in maintaining the
long-lasting neuronal changes required for long-term
synaptic plasticity changes. In this next section, we
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discuss the recent evidence that epigenetic regulation
of transcription may be required for certain forms of
long-lasting synaptic plasticity.

36.3.1 Transcription and Chromatin
Structure

Transcriptional activation is required for certain
long-lasting forms of synaptic plasticity and mem-
ory storage (Nguyen et al., 1994; Korzus, 2003).
Activation of transcription factors in neurons
can occur via several mechanisms. In relation to
activity-dependent synaptic plasticity and memory
formation, it is generally accepted that increased
neuronal activity engages a wide variety of
intracellular signaling cascades including PKC,
PKA, Ca,þþ PI3-K, and ERK (Adams and Sweatt,
2002). Once engaged, these signaling pathways
activate several distinct transcription factors, ulti-
mately leading to the expression of gene products
required for maintenance of synaptic plasticity and
consolidation of long-term memory. For many
actively transcribed genes, it is necessary to
overcome the repressive chromatin structure sur-
rounding the gene, especially in the promoter
region. Genomic DNA is tightly packaged into
chromatin, the major protein component of which
is composed of nucleosomes that are octamers of
core histone proteins. DNA is wrapped around the
nucleosomes (�146 bp) and is then subjected to
higher-order folding, resulting in a chromatin
structure that is highly inhibitory to transcription.
As described earlier, histone acetylation has been
shown to alter chromatin structure (Norton et al.,
1989), which can result in increased accessibility
for transcriptional regulatory proteins to chromatin
templates (Vettese-Dadey et al., 1996). The identi-
fication of transcriptional cofactors with HAT and
HDAC activity has strengthened the relationship
between histone acetylation and gene expression.
Recently, several studies examining the role of
HAT and HDAC enzymes in long-term synaptic
plasticity demonstrated that there is a correlation
between changes in synaptic plasticity and corre-
sponding modifications of chromatin structure.

36.3.2 Chromatin Remodeling Enzymes
and Synaptic Plasticity

One of the first demonstrations that chromatin remo-
deling enzymes are involved in synaptic plasticity
came from a study in Aplysia. Several different forms

of transcription-dependent synaptic plasticity have
been identified in Aplysia, including long-term facil-
itation (LTF, characterized by enhanced synaptic
transmission) and long-term depression (LTD, char-
acterized by decreased synaptic transmission)
(Montarolo et al., 1986, 1988; Hammer et al., 1989;
Dale and Kandel, 1990). To understand the changes
in chromatin structure that affect transcription
required for LTF and LTD, Guan et al. (2002)
examined the chromatin surrounding the promoter
of ApC/EBP. ApC/EBP is an immediate early
response gene critical for induction of LTF
(Alberini et al., 1994) and is a downstream target of
the transcription factor ApCREB1. Guan et al. (2002)
showed that induction of LTF by treatment with
serotonin activates ApCREB1, which recruits the
transcriptional coactivator CREB binding protein
(CBP, a potent HAT) to the ApC/EBP promoter
(i.e., Figure 2(a)). Recruitment of cAMP response
element binding protein (CREB) and CBP correlates
with increased histone H4 acetylation and ApC/EBP
expression (Guan et al., 2002). In contrast, induction
of LTD by treatment with neuropeptide
FMRFamide resulted in the recruitment of
ApCREB2, an inhibitory form ApCREB that lacks a
transcription activation domain, and an HDAC5-like
molecule to the ApC/EBP promoter decreasing his-
tone H4 acetylation and ApC/EBP expression (Guan
et al., 2002). These two results suggest that, in Aplysia

sensory neurons, the genome serves as a substrate for
signal integration upon which long-term neuronal
state is encoded. In support of this hypothesis,
increasing levels of histone acetylation with the
HDAC inhibitor trichostatin A (TSA) and mimicking
the epigenetic state of the genome normally seen
after induction of LTF transforms short-term synap-
tic facilitation into LTF (Guan et al., 2002). These
results demonstrate that enzymes such as HATs and
HDACs are actively involved in regulating chroma-
tin structure at specific gene promoters relevant for
induction of long-term synaptic plasticity.

Recently, several studies have demonstrated that
CBP is involved in specific forms of hippocampal
synaptic plasticity and hippocampus-dependent
long-term memory formation (Figure 2(a)) (Oike
et al., 1999; Bourtchouladze et al., 2003; Alarcon
et al., 2004; Korzus et al., 2004; reviewed in Josselyn,
2005; Wood et al., 2005, 2006). These six studies
utilized five different cbp genetically modified mice
in which the activity of CBP was specifically impaired
to investigate the role of CBP in synaptic plasticity
and memory storage. With respect to synaptic
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Figure 2 Epigenetics in synaptic plasticity and memory formation. Long-term forms of synaptic plasticity and memory
require transcription for consolidation and maintenance. The diagrams indicate many aspects where epigenetics are involved

in synaptic plasticity and long-term memory formation. (a) Induction of synaptic plasticity or formation of long-term memory

requires the transcription factor CREB and the coactivator CBP. CBP is a HAT that acetylates histones and facilitates

transcription of consolidation-associated genes. (b) Loss of CBP function, either through truncation mutations that eliminate
the HAT domain or through haploinsufficiency, prevents CREB-mediated transcription of consolidation-associated genes.

Addition of an HDAC inhibitor ameliorates the inability to induce long-term synaptic plasticity or form long-term memory.

(c) Administration of HDAC inhibitors alone does not affect the expression of memory-associated genes. However, HDAC
inhibitor preadministration facilitates the induction of synaptic plasticity and long-term memory. (d) Loss of CREB function,

such as in CREB a� mice, prevents induction of synaptic plasticity or formation of long-term memory. Administration of

HDAC inhibitors does not restore plasticity or memory formation in these mice.
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plasticity, cbpþ/– heterozygous mice that lack one
allele of cbp were found to have impairments in
long-lasting LTP (L-LTP, a form of synaptic plasti-
city requiring transcription and translation), but
normal early-phase LTP (E-LTP, a form of synaptic
plasticity that is independent of transcription; See
Chapter 11) (Alarcon et al., 2004). Similarly, trans-
genic mice expressing an inhibitory truncation
mutant of CBP in forebrain neurons also exhibited
deficits in L-LTP, with normal E-LTP (Figure 2(b))
(Wood et al., 2005). To overcome the deficits in
histone acetylation and synaptic plasticity, mutant
cbp mice were treated with HDAC inhibitors to
induce a hyperacetylated genomic state. HDAC inhi-
bition by suberoylanilide hydroxamic acid (SAHA)
ameliorated impairments in hippocampal LTP in
cbpþ/– heterozygous mice (Figure 2(b)) (Alarcon
et al., 2004). These results demonstrate that synaptic
plasticity deficits in cbpmutant mice may be overcome
by increasing histone acetylation via HDAC inhibi-
tion. However, the effect of modifying chromatin
structure on synaptic plasticity and memory storage
was not specifically addressed by these studies.

36.3.3 Histone Acetylation and Synaptic
Plasticity

To directly examine the effect of increasing histone
acetylation on synaptic plasticity, a recent study
showed that the HDAC inhibitors TSA and sodium
butyrate enhance LTP at Schaffer-collateral synapses
in area CA1 of the hippocampus (Figure 2(c))
(Levenson et al., 2004b). Further, the authors demon-
strated that the HDAC inhibitor–enhanced LTP is
dependent on transcription. A similar result was
observed in a study examining the effects of HDAC
inhibition on E-LTP in the CA1 region of hippocam-
pal slices from C57BL/6 mice. In this study, synaptic
efficacy at both the collateral and commissural path-
ways was monitored simultaneously. Both pathways
received baseline stimulation, but LTP was only
induced in the collateral pathway, with the commis-
sural fibers serving as a control. TSA had no effect on
baseline responses in the commissural pathway as
compared to vehicle, similar to other observations in
TSA-treated slices (Alarcon et al., 2004; Levenson
et al., 2004b). However, in the collateral pathways
where E-LTP was induced, treatment with TSA con-
verted transcription-independent E-LTP to L-LTP
(Vecsey et al., in press). Other studies in the amygdala
have shown that TSA can enhance forskolin-induced
LTP at the sensory input synapses (Figure 2(c)) (Yeh
et al., 2004). Together, these studies demonstrate

that increasing histone acetylation via HDAC inhi-
bitors can enhance synaptic plasticity in the
hippocampus and amygdala.

What is the molecular mechanism whereby HDAC
inhibitors enhance synaptic plasticity? A clue to
answering this question came from examining the
molecular mechanism underlying TSA-dependent
enhancement of E-LTP. This form of E-LTP is inde-
pendent of transcription, translation, protein kinase A
(PKA), and CREB (reviewed in Nguyen and Woo,
2003; Pittenger and Kandel, 2003). This allowed
Vecsey et al. (in press) to specifically examine
whether the TSA-dependent enhancements in
E-LTP were dependent on CREB function. CREB is
thought to activate transcription through the coactiva-
tor CBP and its associated HAT activity. In addition,
the significant phenotypic overlap between memory
and synaptic plasticity deficits exhibited by transgenic
mice expressing dominant negative inhibitors of CREB
or CBP suggests that they function together during
memory processes (Pittenger et al., 2002; Wood et al.,
2005). Mice with targeted deletions of two creb isoforms
(a and �; CREB a� mice) on a defined F1 hybrid
genetic background of C57BL/6 and 129/SvEvTac
strains were used to investigate the role of CREB in
TSA-dependent enhancement of E-LTP (Walters and
Blendy, 2001; Graves et al., 2002). Hippocampal slices
from CREB a � mice did not exhibit the TSA-
dependent enhancement of E-LTP observed in wild-
type littermates, suggesting that a CREB-dependent
process is involved in regulating the transcription of
genes sensitive to histone hyperacetylation required for
TSA-dependent enhancement of E-LTP. Further,
genetically modified cbp mutant mice carrying a triple
point mutation in the CREB-binding (KIX) domain of
CBP (CBPKIX/KIX knockin mice) failed to exhibit TSA-
dependent enhancement of E-LTP as well, specifically
implicating the CREB:CBP complex in enhancement
of LTP by HDAC inhibitors (Vecsey et al., in press).
Together with the observations made concerning the
effects of HDAC inhibitors on CBP-deficient and nor-
mal animals (Korzus et al., 2004; Levenson et al., 2004b;
Yeh et al., 2004; Vecsey et al., in press), these results
also suggest that HDAC inhibitors reduce the signaling
threshold required for engagement of CREB-
dependent maintenance of plasticity, but that these
treatments by themselves do not induce expression of
CRE-containing genes.

36.3.4 Histone Acetylation and Seizure

As reviewed at the beginning of this section, different
patterns of synaptic activity can lead to differential
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regulation of gene expression and ultimately a
change in synaptic efficacy. A particularly dramatic
example is seizure, which is a widespread burst of
abnormal excitatory synaptic activity in the central
nervous system (CNS). Seizure induces many
changes in gene expression in the nervous system,
which can lead to the development of chronic epi-
lepsy and/or neurodegeneration. Early studies
revealed that transcription of the immediate early
gene c-Fos was upregulated in many regions of the
brain after seizure (Morgan et al., 1987). Electron
microscopy studies showed that c-Fos protein is pref-
erentially localized to the euchromatic regions of
chromosomes, which suggests that part of the tran-
scriptional response to seizure involves changes in
chromatin structure (Mugnaini et al., 1989).

Other studies have shown that expression of the
glutamate receptor 2 (GluR2) alpha-amino-3-
hydroxy-5-methyl-4-isoxazole propionic acid
(AMPA) receptor subunit and brain-derived neuro-
trophic factor (BDNF) are also regulated by seizure
(Ernfors et al., 1991; Isackson et al., 1991; Timmusk
et al., 1993; Kokaia et al., 1995; Nibuya et al., 1995;
Binder et al., 1999; Grooms et al., 2000; Sanchez et al.,
2001). Expression of GluR2 mRNA is downregulated
by seizure, whereas expression of BDNF mRNA is
upregulated (Ernfors et al., 1991; Timmusk et al.,
1993; Nibuya et al., 1995; Grooms et al., 2000). If
seizure-induced changes in gene expression are due
to changes in chromatin structure, then changes in
chromatin structure should occur around the genes
that are regulated by seizure. Recent studies have
used the chromatin immunoprecipitation (ChIP)
approach to monitor posttranslational modifications
of histones that are located in the promoters of the
BDNF and GluR2 genes. The first study to charac-
terize the epigenetic regulation of GluR2 and BDNF
demonstrated that pilocarpine-induced seizure sig-
nificantly decreased acetylation of histone H4 in the
GluR2 promoter, whereas acetylation of H4 in the P2
promoter of BDNF was significantly increased
(Huang et al., 2002). The GluR2 promoter contains
a repressor element-1 (RE1)-like silencer element in
its promoter, and a recent study demonstrated
that treatment of cultured neurons with kainic acid,
an in vitro model for induction of seizures, resulted
in increased binding of the transcriptional core-
pressor REST (RE1 silencer transcription factor),
suggesting one possible mechanism for the downre-
gulation of histone H4 acetylation (Jia et al., 2006). In
another line of experiments, Tsankova et al. (2004)
investigated changes in chromatin structure after
electroconvulsive seizures (ECS), a form of human

antidepressant therapy. ECS increased the acetyla-
tion of H4 at the P2 promoter of BDNF, and
acetylation and phosphoacetylation of H3 were regu-
lated within the P2 and P3 promoters of BDNF
(Tsankova et al., 2004). These results indicate that
ECS induces complex regulation of the epigenetic
state of the BDNF promoters. ECS also had signifi-
cant effects on the acetylation of H4 and phospho-
acetylation of H3 within the c-Fos promoter and on
the acetylation of H3 and H4 in the CREB promoter
(Tsankova et al., 2004). Together, these data indicate
that the synaptic activity and/or action potential
firing that occurs during seizure results in complex
regulation of the epigenetic state of chromatin.

36.3.5 Epigenetics in Plasticity and Seizure –
Conclusions

Observations made regarding the role of epige-
netics in plasticity and seizure strongly support a
role for chromatin remodeling enzymes and histone
acetylation in activity-dependent changes in synap-
tic and neuronal function. Moreover, all of these
results support the hypothesis that epigenetic
changes in chromatin structure are the basis of a
cellular form of memory that influences neuronal
state. Further examination of additional chromatin
remodeling enzymes, as well as the analysis of
additional histone modifications and their coregu-
lation, will undoubtedly expand our understanding
of the transcriptional profiles regulated by chroma-
tin structure that are involved in long-term
memory processes.

36.4 Epigenetics in Memory
Formation

There are numerous studies indicating that many of
the molecules necessary for induction of LTP are
also required for normal long-term memory storage
(reviewed by Malenka, 2003; Lynch, 2004). In light
of the relationship between LTP and long-term
memory formation, we next review the evidence
associating epigenetic changes in chromatin struc-
ture with long-term memory storage. We will focus
on the chromatin remodeling enzymes that appear
to be involved, the specific chromatin modifications
that correlate with memory storage, and what
chromatin remodeling may provide in terms of
mechanistic advantage for long-term memory
storage processes.
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36.4.1 Chromatin Remodeling Enzymes
and Memory Storage

Rubinstein-Taybi syndrome (RTS), a human disease
characterized by developmental abnormalities and
mental retardation, is caused by translocations, dele-
tions, and point mutations of the cbp gene (Petrij et al.,
1995; Coupry et al., 2004). As discussed above, CREB
and CBP are critical for successful induction of
synaptic plasticity in species ranging from flies and
slugs to rodents. Considering the role of CREB in
learning, memory, and synaptic plasticity that has
emerged from studies in Aplysia, Drosophila, and mice
(Silva et al., 1998), it was reasonable to hypothesize
that the cognitive impairments observed in RTS
patients may be due directly to alterations in CBP
activity in the brain. In a screen designed to identify
genes involved in developmental regulation in mice,
Oike et al. (1999) isolated a truncation mutation of
CBP that lacks the HAT domain. These mice, which
have one wild-type allele of cbp and one truncated
allele, phenocopied many aspects of RTS quite well,
with mice even exhibiting memory impairments
(Oike et al., 1999). More recently, these animals
were used in a study by Bourtchouladze et al.
(2003) in which mice possessing the truncated CBP
exhibited long-term memory deficits but normal
learning and short-term memory in an object-
recognition task (Bourtchouladze et al., 2003).
Interestingly, inhibitors of phosphodiesterase 4,
which enhance CREB-dependent gene expression,
ameliorate memory deficits for object recognition in
a dose-dependent manner in the mice containing the
truncated form of CBP (Bourtchouladze et al., 2003).
This suggests that pharmacologically enhancing
cAMP-mediated signaling can compensate for the
disruptions caused by the inhibitory truncated-CBP
mutant expressed in these mice. Together, these
results suggest that CBP, a potent HAT and chroma-
tin remodeling enzyme, is involved in formation of
long-term memory. However, this interpretation
must be viewed with the caveat that the mice gener-
ated by Oike et al. (1999) have severe growth and
developmental abnormalities, suggesting the alterna-
tive hypothesis that the memory impairments in
these CBP-deficient mice are secondary to a neuro-
developmental abnormality.

To more directly study the effect of altering CBP
activity on memory storage, two recent studies
generated mice carrying spatially and temporally
restricted expression of CBP mutants. Korzus et al.
(2004) generated conditional transgenic mice

expressing a HAT-deficient CBP transgene. The
CaMKIIa promoter was used to spatially restrict
transgene expression to forebrain neurons (Mayford
et al., 1996) and the tetracycline system to temporally
restrict transgene expression. These mice exhibited
impaired memory for spatial and object recognition
tasks that were ameliorated by intraperitoneal
administration of the HDAC inhibitor TSA (Korzus
et al., 2004). Thus, inducing a hyperacetylated his-
tone state was able to compensate for the lack of
HAT activity in these HAT-deficient CBP trans-
genic mice (i.e., Figure 2(b)). In a second study,
Wood et al. (2005) generated transgenic mice expres-
sing an inhibitory truncation mutant of CBP that
contains the CREB-binding domain but lacks the
HAT domain. The CaMKIIa promoter was used to
spatially restrict transgene expression to forebrain
neurons (Mayford et al., 1996), and this promoter
does not activate transcription until 10–21 days post-
partum (Kojima et al., 1997). These mice exhibited
long-term memory deficits when assessed with
hippocampus-dependent tasks such as contextual
fear conditioning and the spatial water maze, but
not in amygdala-dependent cued-fear conditioning
(Wood et al., 2005). Together, these results demon-
strate that more spatially restricted and temporally
restricted alterations of CBP activity affect long-term
memory storage (Figure 2(b)). Further, Korzus et al.
(2004) were able to ameliorate long-term memory
deficits by increasing histone acetylation using
HDAC inhibitors. Similarly, HDAC inhibitors ame-
liorate long-term memory deficits for contextual fear
in CBP heterozygous mice (non-regionally restricted
deletion of one endogenous cbp allele) that exhibit
long-term memory deficits for contextual fear and
object recognition (Alarcon et al., 2004). Together,
these studies demonstrate that brain-specific reduction
of CBP activity results in long-term memory impair-
ments and that these impairments may be ameliorated
by increasing histone acetylation in general via admin-
istration of HDAC inhibitors (Figure 2(b)).

36.4.2 Histone Acetylation and Memory
Storage

If a reduction of CBP activity results in memory
deficits, and increasing histone acetylation via
HDAC inhibitors can overcome these memory defi-
cits, then an intriguing hypothesis arises suggesting
that increasing histone acetylation might be a
mechanism to enhance cognitive ability in general.
Even more fundamental is the question: how do
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specific forms of memory formation affect histone
acetylation? And lastly, what signaling cascades are
involved in the transduction of information from the
synapse to chromatin? Levenson et al. (2004b)
addressed these questions in a set of experiments
that were the first to demonstrate that chromatin
structure modifications are involved in long-term
memory formation. First, the authors examined his-
tone acetylation in hippocampal area CA1 of rats
subjected to contextual fear conditioning or latent
inhibition (when an animal is preexposed to a novel
context before receiving the shock in that context).
They found that contextual fear conditioning
correlated with increased acetylation of histone
H3, whereas latent inhibition correlated with
increased acetylation of histone H4 (Levenson et al.,
2004b). These results demonstrate that differential
regulation of hippocampal histone acetylation may
be induced by specific forms of memory formation.
Second, after demonstrating that fear conditioning
correlates with increases in histone acetylation, the
authors continued by examining the signaling cas-
cades involved in histone acetylation changes.
Using acute hippocampal slice preps, they found
that N-methyl-D-aspartate receptor (NMDAR)-
dependent synaptic transmission and signaling via
the ERK-MAPK pathway were essential for acetyla-
tion of histone H3, but not acetylation of histone H4
(Levenson et al., 2004b). These results suggest that
signaling pathways involved in the acetylation of
H3 are different from those required for the acetyla-
tion of H4. Third, the authors showed that rats treated
with HDAC inhibitors via intraperitoneal injection
exhibited enhanced long-term memory for contextual
fear conditioning when tested 24 h postconditioning,
but normal short-term memory when tested 1 h post-
conditioning (Figure 2(c)) (Levenson et al., 2004b).
Importantly, control experiments demonstrated that
the HDAC inhibitors did not have an indirect effect
on performance (Levenson et al., 2004b). Together,
the study by Levenson et al. (2004b) demonstrated
that changes in chromatin structure correlated with
long-term memory formation and activation of second
messenger signaling pathways that are known to be
involved in memory processes.

In a similar study, Vecsey et al. (in press) found
that delivering HDAC inhibitors directly to the hip-
pocampus in mice via intrahippocampal cannulae
enhanced long-term memory for contextual fear
conditioning (Figure 2(c)). Interestingly, the authors
found that delivery of the HDAC inhibitors during
memory consolidation, but not during retrieval,

enhanced memory. These results suggest that
increasing histone acetylation during the consolida-
tion stage of memory is involved in memory
enhancement, a stage of memory formation that has
been shown to be dependent on transcription (Abel
and Lattal, 2001). The authors investigated the
underlying molecular mechanism for HDAC inhibi-
tor–dependent enhanced memory formation by
examining the effect of HDAC inhibitors in CREB
a� knockout mice. These mice carry a targeted
deletion of the a and � isoforms of CREB, the two
most abundant isoforms of CREB (Hummler et al.,
1994). CREB a� knockout mice failed to exhibit
enhanced memory for contextual fear after intrahip-
pocampal administration of an HDAC inhibitor.
These results suggest that the TSA-enhancedmemory
for contextual fear conditioning requires the transcrip-
tion factor CREB (Figure 2(d)). As mentioned earlier
in the synaptic plasticity section, the authors also
demonstrated that HDAC inhibitor–dependent
enhancement of LTP required CREB as well.
Finally, the authors showed using quantitative real-
time reverse transcriptase polymerase chain reaction
that only a subset of CREB-target genes is affected by
HDAC inhibition following contextual fear condition-
ing. Thus, CREB:CBP-mediated transcription appears
to be essential for HDAC inhibitor enhanced memory
and synaptic plasticity, which seems reasonable con-
sidering that CREB is a transcription factor that
recruits CBP, a potent HAT, for transcriptional acti-
vation of memory-associated target genes.

36.4.3 Factor Acetylation and Memory
Storage

Acetylation is a posttranslational modification that
can occur on lysine residues in general. Therefore,
acetylation can occur on non-histone (factor) pro-
teins. For example, the histone acetyltransferase
CBP acetylates several factors including the tran-
scription factors p53, CREB, and NF-kB (Gu and
Roeder, 1997; Furia et al., 2002; Kiernan et al., 2003;
Yeh et al., 2004; Hassa et al., 2005). Thus, although
HDAC inhibitor–dependent enhancement of mem-
ory and synaptic plasticity most likely occurs through
histone acetylation that directly facilitates transcrip-
tional activation, it is possible that this process may
also be regulated by factor acetylation. For example,
p65 (an NF-kB subunit also known as Rel-A) acet-
ylation increases in the amygdala of rats subject to a
fear-potentiated startle paradigm (Yeh et al., 2004).
Increases in p65 acetylation correlate with increased
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CBP interaction, whereas decreases in p65 acetyla-
tion correlate with increased HDAC3 interaction
(Yeh et al., 2004). Interestingly, the HDAC inhibitor
TSA blocks the interaction between HDAC3 and
p65, suggesting that TSA may be able to increase
NF-kB-mediated transcription in a manner that
does not involve histone acetylation. Finally, the
authors demonstrated that TSA injections directly
to the amygdala enhanced fear-potentiated startle
(Yeh et al., 2004). These results open the possibility
that factor acetylation may also be involved in the
mechanism by which HDAC inhibitors enhance
memory storage. This idea is further supported by
studies showing that the HDAC inhibitor TSA dis-
rupts interactions between CREB and HDAC1/PP1,
and Akt and HDAC1&6/PP1 (PP1 is a protein phos-
phatase that regulates CREB and other factors), thus
increasing phosphorylation of CREB and Akt,
directly regulating their function (Canettieri et al.,
2003; Brush et al., 2004; Chen et al., 2005). An
important distinction to make here is that acetylation
of a factor will be transient. In contrast, histone
acetylation establishes a pattern of histone mod-
ifications that may be much more stable, resulting
in a long-term transcriptional profile required to
maintain a cellular memory for memory storage.
This idea is discussed in detail in the first section of
this chapter.

36.4.4 DNA Methylation and ‘Lifetime’
Memory Storage

All of the studies discussed thus far have investigated
the role of epigenetic marking of the genome in an
early and acute phase of memory formation. A recent
study published from the Meaney laboratory
(Weaver et al., 2004) suggests that DNA methylation
patterns of specific genes in the brain are used as part
of the mechanisms for storing early childhood
experiences. Mother rats exhibit strong nurturing
behaviors toward their pups, most notably in the
form of licking and grooming their offspring.
Patterns of DNA methylation in the glucocorticoid
receptor gene are directly correlated with the quality
of maternal care, and these patterns of DNA
methylation persist into adulthood (Weaver et al.,
2004). Moreover, these changes in DNA methylation
patterns result in decreased anxiety and a strong
maternal nurturing instinct in the adult offspring
(Weaver et al., 2004). Therefore, alterations in
DNA methylation result in a ‘learned’ and persistent
change in adult behavior. Interestingly, maternally

induced patterns of DNA methylation can be altered
by central infusion of either an HDAC inhibitor or
L-methionine, a precursor in the synthesis of the
methyl donor S-adenosyl-methionine, suggesting
that learning-induced changes in patterns of DNA
methylation are dynamic and can exhibit plasticity
during the lifetime of the animal (Meaney and Szyf,
2005; Szyf et al., 2005; Weaver et al., 2005). It is
important to note that disruption of the epigenetic
state of neurons did not result in a loss of neuronal
phenotype, as might be expected if the same kind
of cellular memory were used to store long-term
memory of phenotype and childhood experience.
Moreover, persistence of neonatally acquired pat-
terns of DNA methylation in the mature CNS
is consistent with our hypothesis that epigenetic
mechanisms contribute to persistent changes in
neural function. Interestingly, this study suggests
a unique mechanism whereby the status of at
least one component of the epigenome is transmitted
across generations using the basic mechanisms
in place for information storage in the nervous
system.

36.4.5 Epigenetics in Memory Formation –
Conclusions

Formation of several different types of memory
appears to be dependent upon some of the molecular
machinery involved in chromatin structure remodel-
ing; specifically HATs. Formation of some types of
long-term memory is correlated with epigenetic tag-
ging of the genome. Finally, treatment with HDAC
inhibitors can compensate for loss of HAT function
and even enhance normal long-term memory forma-
tion. All of these observations indicate that the
processes involved in induction of long-term mem-
ory formation utilize epigenetic mechanisms. Future
experiments should begin to investigate the role of
epigenetics in other phases of long-term memory
formation, including consolidation and lifetime or
remote (see Frankland et al., 2004) storage.

36.5 Epigenetics in Cognition:
Rett Syndrome

As reviewed, there is considerable evidence implicat-
ing epigenetic mechanisms in neural function and
memory formation. Moreover, even though epige-
netic regulation of chromatin structure is a vital
step in cellular differentiation, the studies published
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to date indicate an active and ongoing role for epi-
genetic regulation of chromatin structure in the
nervous system as it relates to plasticity and memory
formation. Thus, postdevelopmental regulation of
chromatin structure in the nervous system appears
to be an important component of cognition. This
suggests that derangement of the mechanisms
responsible for regulation of chromatin structure
would lead to severe cognitive impairment. Rett syn-
drome (RS) represents one disease of cognition
where a specific molecule important for regulation
of chromatin structure is mutated, resulting in severe
cognitive impairments.

RS, first described by Austrian pediatrician
Andreas Rett (1966), is an inherited, X-linked disease
that afflicts about 1 in 15 000 females by 2 to 18 years
of age and is estimated to be the second leading cause
of mental retardation in women (Ellaway and
Christodoulou, 2001). Development during the first
3 to 6 months of life is normal in RS patients; symp-
toms of RS first appear between 3 months and 3 years
of age. The trademark of RS is a display of contin-
uous, stereotypical hand movements, such as
wringing, washing, clapping, and/or patting, which
appear after the loss of purposeful hand movement.
Other signs of RS include decreased growth (includ-
ing microcephaly), abnormal respiration, gait ataxia,
autism, seizures, and other neurological dysfunctions.
Mapping studies identified a putative RS locus at
Xq28 (Sirianni et al., 1998). Recent studies indicate
that, in a percentage of patients, a mutation of the
methyl CpG binding protein 2 (MeCP2) located in
Xq28 is correlated with Rett syndrome (Sirianni
et al., 1998; Amir et al., 1999; Ellaway and
Christodoulou, 2001).

MeCP2 is a member of a family of methyl CpG
binding proteins that function to link DNA
(cytosine-5) methylation with gene silencing. As dis-
cussed earlier, DNMTs catalyze the methylation of
cytosines at the 5-position of the pyrimidine ring.
Once methylated, 5mCpG is bound by MeCP2,
which then recruits a complex of proteins including
histone deacetylases and transcriptional corepressors
such as Sin3A (Figure 3(a)) (Roopra et al., 2000).
The histones associated with the 5mCpG become
hypoacetylated, promoting tight association between
DNA and histones, ultimately resulting in formation
of a transcriptionally repressive heterochromatin
complex (Figure 3(a)).

The role that MeCP2 might play in the memory
deficits observed in RS is still unclear. DNA methyl-
ation is thought to be involved in genomic imprinting

and dosage compensation. Therefore, MeCP2 could
play a prominent role during development. Indeed,
MeCP2 appears to be critically involved in neuronal
maturation, and not surprisingly, early attempts to
create mouse models lacking MeCP2 resulted in
embryonic lethality (Tate et al., 1996; Cohen et al.,
2003; Matarazzo et al., 2004; Matarazzo and Ronnett,
2004; Fukuda et al., 2005). However, RS is a progres-
sive disease that does not result in symptoms until
early childhood. More recent attempts to create
MeCP2-deficient mice have succeeded (Chen et al.,
2001; Guy et al., 2001). These mice display several of
the characteristics of human RS; however, no studies
of cognitive performance in these mouse models have
been published to date (Chen et al., 2001; Guy et al.,
2001). To more closely approximate the mutations
commonly found in RS patients, another strain of
mouse was developed where the last one-third of
MeCP2 was removed (MeCP2308/y) (Shahbazian
et al., 2002). MeCP2308/y mice share phenotypic
similarities with human RS, including stereotypy,
spontaneous seizures, increased anxiety, altered diur-
nal activity levels, and abnormal social interaction
(Shahbazian et al., 2002; Moretti et al., 2005). Initial
studies of MeCP2308/y animals suggested that long-
term memory formation was normal (Shahbazian
et al., 2002); however, further studies of these mice
have revealed significant deficits in formation of
hippocampus-dependent long-term memory and
induction of synaptic plasticity in the sensory-
motor cortex and hippocampus (Figure 3(b))
(Moretti et al., 2006). The derangements observed
in MeCP2308/y animals do not appear to be due to
aberrant development, as mice where MeCP2 was
removed from forebrain neurons postnatally display
many of the same social and memory impairments
(Gemelli et al., 2006).

Several recent studies have begun to explore the
function of MeCP2 in neurons and have identified a
few mechanisms by which loss of MeCP2 could
result in the cognitive derangements observed in RS
model mice and human patients. One study demon-
strated that a truncated form of MeCP2 protein,
which mimics the most common mutation observed
in human RS patients, tightly associates with methyl-
ated DNA in Xenopus embryos, suggesting that
mutated MeCP2 protein can have profound effects
on early developmental processes and possibly also
interfere with normal regulation of chromatin struc-
ture and gene expression in the adult (Stancheva
et al., 2003). Morphological studies have revealed
that MeCP2 is expressed in excitatory cortical
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neurons and GABAergic interneurons, with little to
no expression in glial cells (Akbarian et al., 2001;
LaSalle et al., 2001; Adachi et al., 2005; Pelka et al.,
2005). Restriction of MeCP2 expression to excitatory
and inhibitory neurons in the cortex is consistent

with the observations that expression of dlx5, a gene
responsible for the regulation of GABA-synthesizing
enzymes, is increased due to a loss of MeCP2-
mediated imprinting in human fibroblasts (Horike
et al., 2005), and cortical inhibitory tone is enhanced

Loss of gene repression
Progression of RS phenotype

(a)

(b)

(c)

HDAC

HDAC

HDAC

MM

MM

mSin3A

mSin3A

mSin3A

TgMeCP2

mSin3A

MeCP2

MeCP2308/y

MeCP2
M M

HDAC

TgMeCP2 competes with endogenous protein
Acts as a dominant negative
Enhances cognition early, RS phenotype late

Figure 3 Role of MeCP2 in Rett syndrome, synaptic plasticity, and memory formation. MeCP2 is a member of the family of

methyl CpG binding proteins. (a) MeCP2 binds to methylated cytosines and recruits the adapter protein mSin3A and HDAC to
repress gene expression. (b) Loss of MeCP2 function through truncation mutations is thought to underlie RS. Truncation of

MeCP2 results in loss of gene silencing, aberrant gene expression, and progression of the RS phenotype. (c) Overexpression

of MeCP2 represents one possible therapeutic approach for treatment of RS. MeCP2 overexpression appears to have a
dominant negative effect on normal MeCP2 function as determined through measures of synaptic plasticity and cognitive

performance. Excess MeCP2 may sequester mSin3A and HDAC, limiting the ability of MeCP2 to repress gene expression.

The early effects of MeCP2 overexpression lead to enhancement of synaptic plasticity and cognition. Continuous

overexpression of MeCP2 eventually results in progression of a RS-like phenotype and death.
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in one strain of MeCP2-null mice (Dani et al., 2005).
Investigating possible causes of the aberrant social
behavior, several studies indicate that expression of
stress-related genes is increased and levels of nor-
epinephrine, dopamine, and serotonin were
decreased in MeCP2-null mice (Ide et al., 2005;
Nuber et al., 2005). Additionally, loss of MeCP2
leads to aberrations in chromatin structure around
the Prader Willi and Angelman loci, two regions of
the genome implicated in autism (Makedonski et al.,
2005; Samaco et al., 2005). It is interesting to note that
all of these aberrations observed in the context of loss
of MeCP2 function are due to dysfunction of chroma-
tin structure and gene expression (Tudor et al., 2002).

As detailed earlier, several studies indicate that
loss of MeCP2 function leads to severe alterations
in chromatin structure, gene expression, and neuro-
nal function. Several labs have begun to explore the
efficacy of overexpression of normal MeCP2 as a
potential therapy to treat RS patients. In one study,
overexpression of MeCP2 was shown to enhance
long-term memory formation and the induction of
hippocampal LTP in young mice (Figure 3(c))
(Collins et al., 2004). However, as the mice aged,
overexpression of MeCP2 led to impairments in
motor function and a decrease in longevity (Collins
et al., 2004; Luikenhuis et al., 2004). Interestingly,
overexpression of MeCP2 in mice that lack MeCP2
rescues the RS phenotype, suggesting that genetic
replacement of MeCP2 expression is sufficient to
rescue some of the RS-associated phenotypes
(Luikenhuis et al., 2004). Moreover, these results
suggest that levels of MeCP2 are coupled to cogni-
tive performance, and suggest the broader
implication that methyl-DNA binding protein func-
tion, and possibly DNA (cytosine-5) methylation
itself, plays a significant role in induction of plasticity
and memory formation in the adult CNS.

In support of an active role for DNA (cytosine-5)
methylation in plasticity, a recent study by Levenson
et al. (2006) demonstrated that inhibition of DNMT
activity blocks induction of LTP in the hippocampus.
Moreover, activation of PKC through the use of
phorbol esters significantly increased expression of
DNMT3A, suggesting that DNMT expression and
activity is regulated by a signaling pathway that is
crucial for the induction of synaptic plasticity and
memory formation (Lovinger et al., 1987; Abeliovich
et al., 1993; Weeber et al., 2000). Collectively, these
results are consistent with the observations made in
MeCP2 model mice and suggest an active role for
DNMT activity and DNA (cytosine-5) methylation

in synaptic plasticity and long-term memory
formation.

36.6 Conclusions

Epigenetic cellular memory is an ancient and evolutio-
narily conserved form of lifetime memory. Every cell in
a metazoan relies on cellular memory to exist and
function normally in its environment. A common
theme emerging in the field of learning and memory
is that the nervous system has co-opted several evolu-
tionarily conserved processes to subserve long-term
information storage. Some examples include molecules
relevant for immune system function, such as class I
major histocompatibility complex proteins and the NF-
kB family of transcription factors (Meberg et al., 1996;
Corriveau et al., 1998; Albensi and Mattson, 2000; Huh
et al., 2000; Kassed et al., 2002; Yeh et al., 2002; Meffert
et al., 2003; Levenson et al., 2004a; Oliveira et al., 2004)
and signaling pathways involved in early development,
such as the ras-MEK-ERK MAPK signaling pathway
(English and Sweatt, 1996, 1997; Atkins et al., 1998;
Silva et al., 1998; Selcher et al., 1999; Schafe et al.,
2000; Giese et al., 2001). The realization that the pro-
cesses involved in forming epigenetic cellular memory
have been co-opted by the nervous system for induc-
tion of long-term memory and storage of some forms of
lifetime memory has brought the field of neuroscience
to an exciting juncture. For example, therapies based on
modulation of epigenetic states could be used to treat a
host of neurological conditions potentially including
Huntington’s disease, Alzheimer’s disease, schizophre-
nia, and Rubinstein-Taybi syndrome (Kimberly et al.,
2001; Steffan et al., 2001; Ferrante et al., 2003; Hockly
et al., 2003; Kim et al., 2004; Numachi et al., 2004;
Rouaux et al., 2004; Von Rotz et al., 2004; Grayson
et al., 2005; Tremolizzo et al., 2005). Perhaps most
relevant for the general population is the exciting pos-
sibility that, as we gain a deeper understanding of how
epigenetics factors into cognition, novel drugs could be
developed to enhance memory formation in otherwise
normal individuals (Levenson et al., 2004b).
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37.1 Introduction

During the development of the central nervous system

(CNS), neural stem cells give rise to neurons, oligo-

dendrocytes, and astrocytes, the three major lineages

that constitute the brain. Although a fundamental

dogma of neuroscience predicted that neurogenesis

ceases with the end of development, as early as 40

years ago studies by Altman and Das showed that

dividing cells persist throughout life in the mammalian
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CNS (Altman and Das, 1965). Indeed, Altman and
colleagues’ data suggested that not only glial cells
but also new neurons are continuously added into
the adult brain circuitry. Despite confirming reports
by other groups (Hinds, 1968; Kaplan and Hinds,
1977), the finding that neural stem cells persist and
can give rise to new neurons even in the adult brain
remained a subject of great controversy. Nevertheless,
improved techniques to identify newborn cells and
their respective neural phenotype within the adult
tissue finally led to the acceptance of the fact that (1)
neural stem cells persist in the adult brain and (2) new
neurons are continuously generated in the adult CNS
in two restricted areas: the hippocampal dentate gyrus
(DG) and the subventricular zone (SVZ) of the lateral
ventricle (Ming and Song, 2005). In the meantime,
adult neurogenesis was found to exist in all mammals,
including humans (Eriksson et al., 1998). In this chap-
ter, we mainly focus on adult neurogenesis in the
hippocampal dentate gyrus and present recent
advances in the understanding of the biology of adult
neural stem cells, the maturation of new neurons into
the preexisting circuitry, and the potential significance
of adult neurogenesis in hippocampal function.

37.2 Stem Cells in the Adult Brain

37.2.1 Neural Stem Cells in vitro

Despite the early reports by Altman and colleagues in
the 1960s, it took almost another three decades to
successfully grow neural stem cells that were isolated
from the adult brain in the culture dish (Reynolds and
Weiss, 1992). The in vitro characterization of prolifera-
tive cells that were isolated from adult brain tissue was
crucial to identifying a subpopulation of them as stem
cells. Even though the consensus definition of a stem
cell has been modified several times (Smith, 2006), two
characteristics are generally required for a cell to be
identified as a true stem cell: (1) the capacity for
theoretically unlimited self-renewal and (2) the ability
to generate cells different from themselves through
asymmetric cell division. In general, stem cells can be
divided into several levels of potency: (1) the ‘totipo-
tent’ zygote capable of generating a complete organism
when implanted into the uterus of a living animal; (2)
the ‘pluripotent’ embryonic stem cell, which can give
rise to all body tissues except the trophoblasts of the
placenta and, perhaps, the gonads; and (3) the ‘multi-
potent’ stem cell that self-renews but gives rise to only
tissue-specific cell types. Even though there is recent
evidence that neural stem cells (NSCs) can give rise to

tissue types other than CNS tissue under in vitro con-
ditions (Wurmser et al., 2004), they are still mainly
classified as multipotent stem cells (Gage, 2000).

37.2.1.1 Culturing of neural stem cells

The neurosphere assay is the most commonly used
technique to analyze the stem cell capacity of isolated
brain cells (Figure 1(a)) (Reynolds andWeiss, 1992; Lie
et al., 2004). In this preparation, the brain area of interest
is dissected and plated as a single-cell suspension that is
propagated as floating aggregates. The addition of

(a) (c)

(b)

(d)

Figure 1 Neural stem cells (NSCs) in vitro and in vivo.

NSCs can be grown as free-floating cell aggregates, so

called neurospheres (a), or under adherent culture

conditions forming monolayers (b). In both conditions
strong mitogens such as EGF and/or FGF-2 are added (for

details see Ray and Gage, 2006). In vitro propagated stem

cells retain the capacity to differentiate into all three neural
lineages. (c) Rat NSCs (expressing green fluorescent

protein, green) that were differentiated into neuronal cells

expressing MAP2ab (red) with the addition of retinoic acid

and forskolin in the culture medium for 4 days. Nuclei were
counterstained with 49,6-diamidino-2-phenylindole (DAPI)

(blue). (d) A population of NSCs residing in the adult brain is

expressing nestin. Shown is the dentate area of an adult

transgenic mouse expressing green fluorescent protein
under the control of the nestin promoter. Note the typical

morphology of type 1 nestin cells with a tree-like process

that branches in the inner molecular layer (arrow). In
contrast to this morphology, type 2 cells are small, rounded

cells that show a higher proliferative activity in vivo than type

1 cells (for details see Kempermann et al., 2004).
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strong mitogens such as epidermal growth factor (EGF)
and fibroblast growth factor 2 (FGF-2) allows the pro-
pagation of endogenous proliferative cells (the putative
NSCs). The forming spheres, referred to as neuro-
spheres, can be propagated over many passages and
have the potential to differentiate into all three neural
lineages after the withdrawal of mitogens and/or addi-
tion of differentiating factors. Even though it appears
that neurospheres do not grow clonally (Jessberger et al.,
2006; Singec et al., 2006), self-renewal can be tested by
the formation of secondary or tertiary spheres; a single
cell is grown in a miniwell until the sphere reaches a
certain size, after which the sphere is again dissociated
into single cells that can give rise to a new, and thus
secondary, multipotent neurosphere. An alternative
method to grow adult NSCs is the so-called monolayer
assay, wheremultipotent cells grow adherent to the dish
surface (Figure 1(b)) (Ray et al., 1993; Gage et al., 1995;
Palmer et al., 1995). Using these culturing techniques,
NSCs can be isolated and propagated from many spe-
cies, including humans (Palmer et al., 2001). Using
the neurosphere assay, several laboratories have tried
to identify differences in the potency of NSCs
derived from different regions of the adult brain.
Due to conflicting in vitro results, which might be
due to differences in dissection and culturing methods,
there is an ongoing controversy about whether
the hippocampus contains true stem cells with
theoretically unlimited self-renewal, or whether hip-
pocampus-derived neurosphere cultures have only
limited proliferative and differentiating capacities
(Seaberg and van der Kooy, 2002).

37.2.1.2 Proliferation and differentiation

of NSCs
The in vitro propagation of adult NSCs allowed the
extensive biochemical and molecular characterization
of fate choice, proliferative capacity, and cellular
potency. In vitro studies identified a variety of factors
and mechanisms that regulate cell proliferation and
instruct NSCs to adopt a neuronal or glial fate
(Figure 1(c)) (Lie et al., 2004; Ming and Song, 2005).
Subsequent studies showed an in vivo role for most of
those factors as well, thus confirming the in vitro NSC
model system.Newmechanisms that affect proliferation
and/or differentiation of NSCs are constantly being
discovered; the regulation of proliferation and differen-
tiation clearly occurs on multiple molecular levels. We
and others have shown that epigenetic mechanisms,
growth factors such as brain-derived neurotrophic fac-
tor (BDNF) and vascular endothelial growth factor
(VEGF), sonic hedgehog signaling, WNT signaling,

small double-stranded RNAs, retrotransposition, tran-
scription factor expression such as E2F, cyclin-D2
expression, and cell-cycle inhibitors such as p27kip1
(Lie et al., 2004; Ming and Song, 2005; Cao et al.,
2006) are among important regulators of proliferation
and/or neuronal differentiation. Considerably less is
known regarding differentiation toward glial cells,
though several important signaling pathways have
been identified that induce NSCs to differentiate into
oligodendrocytes, such as insulin-like growth factor
(IGF) signaling (Hsieh et al., 2004), or astrocytes, such
as bone morphogenetic protein (BMP) and leukemia
inhibitory factor (LIF) signaling (Bonaguidi et al., 2005).

Despite the great utility of in vitro assays in the
biochemical and molecular characterization of NSCs,
there are several important caveats about using them to
study NSCs. Isolated cells must be exposed to high
levels of mitogens that potentially induce cellular
changes different from those seen in an in situ stem
cell. Furthermore, NSCs in culture are ‘naked’ and
may not receive the same factors as those that
are embedded in their respective cellular niche.
Importantly, cells with stem cell capacity can be easily
isolated from almost all areas of the adult brain and the
spinal cord, even though only two areas in the adult
brain are capable of generating new neuronal cells.

37.2.2 Neural Stem Cells in vivo

The adult DG continuously produces new neuronal
cells. Neurons born in the adult hippocampus are glu-
tamatergic granule cells, the principal cell type of the
DG. Granule cells reside in the densely packed granule
cell layer (GCL), receive their main excitatory input
from layer II of the entorhinal cortex (EC), and largely
project toward area 3 of the cornu ammonis (CA3) via
the mossy fiber tract. The DG is a very densely packed
structure: a single mouse DG consists of approximately
300,000 granule cells, rat DG about 1 million, and
human DG between 15 and 20 million (Simic et al.,
1997). These cell numbers are very large relative to the
DG’s input (EC) and output (CA3) structures, both of
which have an order of magnitude fewer neurons.

37.2.2.1 The hippocampal neurogenic

niche

Proliferative activity within the dentate area occurs
largely in the zone just below the GCL and the hilus.
This area, called the subgranular zone (SGZ), does
not have strict boundaries and is commonly defined
as an intermediate region about two cell layers deep
into the hilus below the GCL (corresponding to
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approximately 20–30 mm). Significant research has
been devoted to determining how to identify divid-

ing cells in the SGZ morphologically and whether

they can be classified using differential gene expres-
sion. Acutely dividing cells can be visualized by the

detection of cell cycle–associated genes such as Ki-

67, PCNA, and phospho-histone H3.
Whether or not those proliferating cells in the DG

are true NSCs in vivo is still unknown. This categoriza-

tion requires the observation of self-renewal and

multipotency, and neither has been definitively shown
due to the technical difficulties in following single cells

and their lineages over time in vivo. Several labeling
techniques have been used to label proliferating popu-

lations of cells in the DG and track their progeny,

including bromo-deoxyuridine (BrdU) and tritiated
(3H)-thymidine (nucleotide analogues) and marker-

expressing retroviruses (Figure 2(a)).

The most commonly used label is BrdU, a thymi-
dine analogue that becomes integrated into the DNA
during the S-phase of the cell cycle. BrdU-labeled
cells can be visualized with a specific antibody and
then analyzed histologically to determine their
neural phenotype (Figure 2(b)). The major advan-
tage of BrdU labeling is the easy and reliable
quantification of new cells. There are several draw-
backs to BrdU, however. Because BrdU incorporates
into newly formed DNA, several successive rounds of
DNA replication after BrdU administration will
dilute the signal. Furthermore, the BrdU signal is
restricted to the nucleus and thus does not show the
morphology of newborn cells. Given these limita-
tions, the use of retroviral vectors expressing green
fluorescent (GFP) or red fluorescent protein (RFP)
to visualize the whole cell morphology opened up a
completely new level of analysis (Figures 2(c) and
2(d)) (van Praag et al., 2002). Because retroviruses
require the breakdown of the nuclear membrane for
genomic integration, only dividing cells are trans-
duced. Retrovirus infection and delivery are not as
ubiquitous as BrdU uptake, limiting their value as
quantification tools; however, the transduction of
progenitors results in a stable and robust expression
of a marker protein that is detectable in both fixed
and live tissue.

Using these markers, it has been shown that prolif-
erating cells that can generate all three lineages exist in
the DG (Kempermann et al., 2004). As it is unclear that
these cells are individually multipotent and self-
renewing, they are referred to as neural progenitor
cells (NPCs). Accumulating evidence suggests that
there are actually several types of dividing cells within
the adult hippocampus, and their relationship to one
another remains somewhat elusive (Kempermann
et al., 2004). One type of NSC within the hippocampal
DG appears to be very similar to a mature astrocyte
(Figure 1(d)). These cells express glial fibrillary acidic
protein (GFAP) (Seri et al., 2001), have the electro-
physiological properties of astrocytes, and possess
astrocytic vascular end feet (Filippov et al., 2003).
Depending on the nomenclature used, these cells are
referred to as type 1 or B-cells. Type 1 cells also
express the intermediate filament protein nestin, and
a subpopulation of type 1 cells also colabels with the
HMG-transcription factor Sox-2. The low prolifera-
tive activity of type 1 cells may indicate that these cells
represent a largely quiescent, true stem cell within the
hippocampus, but this hypothesis remains to be proven.
In contrast to the slowly dividing type 1 cells, type 2
cells exhibit a much higher proliferative activity. Type

(a) (b)

(c) (d)

Figure 2 Labeling of newborn cells in vivo. The thymidine

analogue bromo-deoxyuridine (BrdU) is integrated into the

DNA of proliferating cells during S-phase. (a) BrdU-labeled
cells can be visualized in the adult dentate gyrus with specific

antibodies. The example shows a section of an adult mouse

that received five consecutive BrdU injections and was

sacrificed 4 weeks after the last injection. (b) The phenotype
of the BrdU-positive cells (red) can be reliably analyzed by

confocal microscopy using, for example, neuronal markers

such as NeuN (blue), again 4 weeks after BrdU injection.
Dividing cells and their progeny can also be visualized with

retroviruses expressing green fluorescent protein (or any

other label that can be later visualized), allowing the direct

detection of newborn cells without the need for post hoc
detection methods. (c) A 40-mm section of an adult mouse

that was injected 4 weeks earlier with a retrovirus expressing

green fluorescent protein under the control of the CAG

promoter. (d) Retroviral labeling visualizes the whole cell
(including dendritic and axonal processes) and even allows

the analysis of neuronal fine structures such as dendritic

spines (inset in (d); for details see Zhao et al., 2006).
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2 cells are negative for GFAP but still express nestin
and Sox-2, and a fraction of type 2 cells expresses early
neuronal markers such as doublecortin (DCX) and the
bHLH transcription factor Prox-1. One theory is that
the expression of these neuronal markers in a subset of
dividing cells indicates that type 2 cells (and type 3
cells that divide but are negative for nestin and Sox-2
and positive for DCX) represent committed neuro-
blasts that have lost their multipotentiality
(Kempermann et al., 2004).

The rate at which neurons are born in the adult
hippocampus is not fixed but is instead dynamically
regulated by a variety of factors. Despite increasing
knowledge about how progenitor cells ‘translate’ sig-
nals such as local network activity into altered cell
division or differentiation, the exact mechanisms
remain unclear. Recent reports have shown that
depolarizing events trigger NSCs to initiate neuronal
differentiation (Deisseroth et al., 2004; Tozuka et al.,
2005), providing an explanation for how network
activity within the dentate gyrus may shape the cel-
lular composition of the area itself. Furthermore,
elegant in vivo studies have shown the synaptic inte-
gration of nestin-expressing cells in the SGZ and
their functional GABAergic input (Tozuka et al.,
2005). Those reports have led to the hypothesis that
dentate NSCs may ‘sense’ the activity of surrounding
mature, neuronal networks and respond with a dis-
tinct action, such as increased or decreased cell
proliferation and/or differentiation. The regulation
of adult neurogenesis on a systems level will be
extensively discussed in the section titled ‘‘Systems
regulation of adult neurogenesis.’’

As stated earlier, NSCs can be isolated and grown
in vitro from almost all brain areas. Furthermore, Sox-
2, nestin, and dividing GFAP-positive cells are scat-
tered throughout the adult brain. One major question
is what allows the DG and SVZ to be unique in
permitting the generation of new neurons in the
adult. Most likely, there is something in the micro-
environmental niche that surrounds NSC in vivo that
permits and/or supports neuronal differentiation and
maturation. A detailed study by Seri and colleagues
(2004) showed a close association of hippocampal
NSCs with the vasculature, a proximity that might
be a critical factor in the distribution of trophic sup-
port for not only NSCs but also immature neurons
(Palmer et al., 2000). Importantly, hippocampal astro-
cytes also play a pivotal role in making the DG a
neurogenic area (Song et al., 2002). While astrocytes
from nonneurogenic regions such as the spinal cord
appear to inhibit neurogenesis, hippocampal

astrocytes appear to be the source of important dif-
ferentiation and/or stem cell maintenance factors,
such as WNT proteins (Lie et al., 2005).

37.2.3 Neurogenesis in Nonneurogenic
Areas Following Manipulation

Although the DG and SVZ are the only brain regions
that undergo continual neurogenesis in the healthy
adult, it appears that endogenous NSCs throughout
the nervous system maintain the capability to become
neurons. When grown in vitro, NSCs from nonneuro-
genic areas can be induced to differentiate into neurons,
and when transplanted into a neurogenic area they will
differentiate into neurons. The exciting possibility also
exists that nonneurogenic brain areas can be manipu-
lated by traumatic insults or other means to induce the
production of new neurons. A recent report showed
that the production of new neurons in the hypo-
thalamus could be induced by injection of ciliary
neurotrophic factor (CTNF), which is critically
involved in feeding behavior (Kokoeva et al., 2005).
Thus, new neurons in the hypothalamus feeding cen-
ters may be involved in regulating the energy balance
in rodents. The potential to produce new neurons
apparently also holds true for the striatum and cornu
ammonis area 1 (CA1) following ischemic stroke and
for the cortex following targeted cellular ablation
(Abrous et al., 2005). However, the numbers of new
neurons produced following strokes, for example, are
extremely low, and it is not clear what their functional
impact may be. Nevertheless the potential for endo-
genous repair has sparked high levels of excitement,
and future studies will have to determine the feasibility
of neuronal repair from endogenous NSCs following
brain injury.

37.3 Maturation of Adult-Born
Granule Cells

37.3.1 Molecular Maturation and
Identification of Adult-Born Granule Cells

As described earlier, the availability of robust and
reliable methods to label cells and/or their progeny
enabled the identification of genes expressed during
the maturation of adult-born granule cells (AGCs).
Importantly, and in striking contrast to neuronal
maturation during embryonic development, all stages
of maturation coexist in the adult DG at any given
time point. Therefore, every observation has to focus
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on a single cell and is a mere snapshot of neuronal
development in the adult brain. This heterogeneity
of adult neurogenesis has complicated large-scale
approaches to identifying specific gene expression
patterns of AGCs at a certain stage of maturation.
Moreover, the development of new neurons is
accompanied by gliogenesis (Kempermann et al.,
2004), and if the current assumption of a common
precursor for all three neural lineages holds true, the
decisive branching point between neuronal and glial
development has not yet been identified. Finally,
only a subset of the AGCs that are born and are
clearly classifiable as neuronal cells eventually
becomes stably integrated into the dentate circuitry
(Kempermann et al., 2004). However, the work of
several laboratories has generated an astoundingly
clear picture of the molecular maturation of AGCs
(Brandt et al., 2003; Fukuda et al., 2003; Kempermann
et al., 2004; Gleiberman et al., 2005). Much of this
information has been generated by characterizing the
molecular makeup of BrdU-positive cells at different
time points after the injection of the thymidine
analogue.

The molecular characteristics of adult progenitors
were described in the earlier section covering NSCs.
Figure 3 shows examples of several immature
neuron–specific markers. The first gene considered
to be neuronal is expressed in dividing cells: DCX.
DCX is a microtubule-associated protein that is
critically involved in neuronal migration during
development; mutations in the DCX gene cause lis-
sencephalic malformations in humans. Even though
DCX is expressed in acutely dividing cells, expres-
sion persists for approximately 3 weeks after BrdU
injection. Thus, the DCX-expressing cell population
consists of a very heterogeneous population of
newborn cells. The functional importance of DCX
in AGC maturation remains unclear. Comparable to
the timing of DCX expression is the expression of the
polysialylated form of the neural cell adhesion mole-
cule (PSA-NCAM) – a protein that appears to be
involved in cell migration, axonal fasciculation, and
neurite outgrowth. The proneural basic helix-loop-
helix transcription factor NeuroD1 is expressed early
after cell division and tapers off approximately 7 days
after BrdU. NeuroD1 has been found to be critically
involved in neuronal fate instruction, particularly for
granule cells, as NeuroD1 –/– mice fail to ever
develop a DG. Expression of Prox-1, the mammalian
homologue of the transcription factor prospero that is
critically involved in cell cycle regulation, appears
together with DCX and PSA-NCAM in newborn

cells. In contrast to DCX and PSA-NCAM, prox-1
remains expressed throughout the life of a granule cell.
This expression pattern is similar to the pan-neuronal
protein NeuN, which can be detected as early as
3 days after BrdU injection but remains expressed
later on. The expression of the Ca2þ-binding protein
Calretinin marks the definite exit from cell cycle.
Calretinin is replaced approximately 3 weeks later
by calbindin, the Ca2þ-binding protein of mature
granule cells (Kempermann et al., 2004). As described
later, the regulation of the survival and integration of
AGCs seemingly occurs during many, if not all, stages
of neuronal maturation.

37.3.2 Electrophysiology of Maturing
AGCs

Critical to our understanding of the role adult
neurogenesis has in cognition is the functional
maturation of these neurons. Increasingly, it appears
that these new neurons become functional parts of
the DG circuit, passing through several maturation

(a) (b)

(c) (d)

Figure 3 Endogenous and transgenic markers of adult
neurogenesis. There are numerous endogenous proteins

that are expressed during specific stages of neuronal

maturation in the adult dentate gyrus. (a) Doublecortin (DCX)
labeling of immature neurons lining the inner granule cell

layer (visualized by prox-1 staining, blue in inset). (b)

polysialylated neural cell adhesion molecule labeling of

immature neurons, which includes staining of axons. (c) The
dentate gyrus from a POMC-driven green fluorescent

protein transgenic mouse (green) that was generated by

Overstreet-Wadiche and colleagues. (4) Calbindin, the

mature granule cell Ca2þ-binding protein, is only expressed
in granule cells after 3–4 weeks of maturation.
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stages and ultimately developing a cellular physio-
logy indistinguishable from that of embryonic-born
neurons (Figure 4). This section reviews the matura-
tion process of newborn granule cells.

37.3.2.1 Techniques used in

characterizing maturation stages of AGCs

Following the characterization of the critical steps
leading to the molecular maturation of AGCs, several
laboratories have made significant strides in charac-
terizing the physiological maturation of AGCs using
several different approaches to labeling and recording
from specific ages of new neurons. One approach has
been to segregate cells based on location and passive
membrane properties (i.e., membrane resistance)
and to use post hoc histological and morphological
observations to confirm maturation state. While this
approach has proven effective at distinguishing
between mature and immature neurons, it is difficult
to a priori identify neurons of a specific age or matura-
tion state. Because early cell division markers such as
3H-Thy and BrdU only label nuclei, studies investi-
gating the maturation of AGCs were limited until the
development of more sophisticated labeling
techniques using fluorescent genetic markers. Two
approaches in particular have boosted research in
this area: GFP retrovirus and GFP driven by imma-
ture granule cell–specific promoters. By using a
retroviral vector that only incorporates itself into

dividing neurons to deliver GFP, researchers can
identify and observe the morphology of cells that
divide at a known time. This process allows the deter-
mination of the actual ‘age’ of the neuron. On the other
hand, GFP driven by promoters that specifically label
immature neurons or NPCs, such as Pomc, allows the
identification of a group of cells at a similar maturation
state (Overstreet et al., 2004). Importantly, since not all
AGCs mature at the same rate, the retrovirus-GFP
and cell-specific GFP labeling approaches are not
immediately comparable, and care must be taken
when interpreting data across experiments.

37.3.2.2 Depolarizing GABA input

Using retrovirus labeling, neurons – as defined by the
ability to fire an action potential – can be observed as
1 day postinjection (dpi) in slice (Esposito et al.,
2005). These early neurons have little distinguishing
morphology beyond possibly a few small nonoriented
projections. These young neurons lack synaptic
inputs, though it appears that even at this young
age there is a tonic GABA input, suggesting the
presence of nonsynaptic somatic receptors that are
sensitive to levels of local interneuron activity.

By around 1 week of age, these neurons begin to
take on a neuronal morphology. Although at this age
most neurons still lack a robust dendritic arborization,
oriented processes extending to the molecular layer
can be seen. It is at this stage in development that these

+
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+
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DG

∼3 days
∼1 week

∼1.5 weeks
∼2 weeks
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Entorhinal
cortex
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Figure 4 Maturation of newborn neurons. Adult-born granule cells progress through several states before they reach

full maturity. Early in maturation, the neurons have limited processes and receive only GABA inputs from local interneurons.

By 2 weeks, the neuron’s dendrite protrudes into the molecular layer. Soon thereafter, spine formation begins, indicating the
onset of glutamatergic input. After several months of maturation, the newborn neuron becomes indistinguishable from other

granule cells. The bar labeled ‘‘excitability’’ indicates a period in which immature neurons may be more responsive to the

network due to depolarizing GABA, depolarized resting potentials, and increased LTP. Figure from Aimone JB, Wiles J,

and Gage FH (2006) Potential role for adult neurogenesis in the encoding of time in newmemories.Nat. Neurosci. 9: 723–727,
with permission.
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young neurons begin to receive synaptic GABAergic
inputs from the local interneuron population. The fact
that GABA-releasing axons are the first to contact the
young neurons is important for several reasons. First,
having GABA synapses preceding glutamate synapses
is similar to the order seen during embryonic devel-
opment. Like in development, this early GABA has a
depolarizing impact on the neuron. Second, this
depolarizing GABA appears to have long-lasting
implications for the neurons’ development, suggesting
the onset of activity-dependent maturation.

By 2 weeks postinjection, there appears to be a
substantial amount of depolarizing GABA input. A
similar group of neurons has also been identified by
Overstreet-Wadiche and colleagues (2005) by using
GFP driven by the Pomc promoter. These GABA-
only neurons have identifiable dendrites, but they
barely extend into the molecular layer with limited
branching. Despite not receiving glutamatergic
inputs, they can be depolarized by perforant path
stimulation, presumably via polysynaptic activation
of GABAergic basket cells.

Although 1- to 2-week-old neurons receive depo-
larizing synaptic inputs, it is not clear at what point
they begin to communicate with other neurons. While
these GABA-excited neurons are capable of exhibit-
ing action potentials, their spiking is not typical of
mature granule cells’ bursting patterns. The extent to
which GABA can induce action potentials in vivo

remains to be seen. GFP-labeled axonal processes do
not appear in the CA3 until about 11 or 12 dpi and do
not reach the CA3/CA2 boundary until 16 dpi.

37.3.2.3 Spine formation and the onset of

glutamatergic inputs
According to several studies (Esposito et al., 2005; Zhao
et al., 2006), spine formation begins just after 2 weeks
and continues beyond 1 month of age. This time frame
is consistent with electrophysiology studies, which
show the onset of weak glutamatergic inputs at around
2 weeks of age (Esposito et al., 2005; Ge et al., 2006).
The earliest stages of glutamate inputs are character-
ized by a high N-methyl-D-aspartate (NMDA)
dependence; the blockade of NR1 receptors has been
shown to kill most immature neurons between 2 and 3
weeks of age (Tashiro et al., 2006). Spine formation is
rapid, increasing from about 0.43 spines/mm to 1.95
spines/mm between 21 and 28 dpi.

It is at these early glutamate stages that synaptic
plasticity has been best characterized. Numerous
studies have observed a difference in long-term
potentiation (LTP) between immature and mature

DG granule cells. Schmidt-Hieber and colleagues
(2004) showed that high-resistance, PSA-NCAMþ
neurons (corresponding to between 1 and 3 weeks of
age) experienced associative LTP more readily than
mature neurons (Schmidt-Hieber et al., 2004).
Similarly, Wang et al. (2000) showed, using several
paradigms, that medial perforant path stimulation
did not induce LTP in mature neurons unless
GABA was blocked with bicucilline, whereas imma-
ture neurons had robust LTP regardless of GABA
blockade (Wang et al., 2000). Consistent with this
increased propensity for LTP, Zhao et al. (2006)
showed that immature neurons had higher levels of
spine motility and a lower proportion of large mush-
room spines.

By around 1 month of age, the neurons are simi-
lar to fully mature neurons, but not yet identical.
Electrophysiologically, there are few significant dif-
ferences at this stage, though it appears that some
differences in plasticity remain when compared to
fully mature neurons (van Praag et al., 2002).
Morphologically, the dendritic arborizations appear
roughly similar, but there are still morphological
differences. Overall spine density continues to
increase until about 2 months of age, after which
the density remains relatively constant. Likewise,
spine motility at 28 dpi is still higher than that
seen in fully mature neurons. Furthermore, Toni et
al. (in press) show that spines on new neurons pre-
ferentially form connections on already existing
synaptic sites.

37.3.2.4 Timeline of projections to CA3

All indications suggest that AGCs project axons to the
same neurons to which embryonic and postnatal gran-
ule cells project, specifically the CA3 and interneurons
in the hilus, although these studies are limited.
Markakis and Gage (1999) and Hastings and Gould
(1999) both showed that fluorescent retrograde tracers
injected into the CA3 colocalized with BrdU cells in
the DG (Hastings and Gould, 1999; Markakis and
Gage, 1999). Colabeling can be seen in some cells as
early as 10 days after BrdU was first administered.
This finding is consistent with observations using
GFP retrovirus. Zhao et al. (2006) showed that GFP
driven by the CAG promoter is present in the axons of
immature neurons (Zhao et al., 2006). At 10 dpi, axons
are restricted to the hilus, but they reach the CA3/
CA2 boundary by 16 dpi.

Although the inputs to AGCs have been well
characterized electrophysiologically, the physiology
of newborn axonal projections to the CA3 has not
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been studied. The mossy fiber projection of dentate
granule cells has several unique characteristics,
including its sparse topography – one granule cell
connects to only about a dozen CA3 pyramidal neu-
rons – and the ability of a single active mossy terminal
to fire its downstream target. It will be interesting to
see whether the unusual properties of DGmossy fibers
are also found in adult-born neurons.

37.3.2.5 Regulation of maturation process

Although the phases of AGCmaturation mimic those
of the embryonic and early postnatal granule cells,
the network into which they are maturing is unique
in that it is a real-time functioning network. Not
surprisingly, the maturation of AGCs is a tightly
regulated process at each stage. Increasingly more is
being learned about what regulates the way in which
these new neurons integrate into the network.

Experience-dependent regulation of maturation
appears to begin very soon after differentiation. Ge
and colleagues (2006) have demonstrated that 3-dpi
neurons receive tonic GABA depolarization several
days before the appearance of synapses, and the
depolarizing nature of this input is important for
further development (Ge et al., 2006). Their data
suggest that the depolarizing effects of GABA in
very immature neurons are regulated by a tight bal-
ance between NKCCl and KCC2 transporters, and
the disruption of this balance results in dramatically
underdeveloped dendritic arborizations by 2 weeks.

After this GABA-dependent phase of maturation,
the neuron appears to enter an NMDA-dependent
maturation phase. A study by Tashiro et al. (2006)
demonstrated that immature neurons deficient in the
NR1 subunit of the NMDA receptor develop nor-
mally for the first 2 weeks, but by 3 weeks most are
dead. Furthermore, this required NMDA activation
is relative to the local network; if NMDA is globally
blocked using AP5, the NR1–/– neurons survive
more successfully.

In summary, thematuration of new neurons appears
to take a course similar to that seen during develop-
ment, but over a more extended time scale.
Importantly, at each stage of development, the efficacy
of integration appears to be critical for further matura-
tion and ultimate survival. Consistent with this
dependence on activity, these neurons appear to be
much more responsive to the network, in terms of
both synaptic plasticity (spinogenesis, LTP) and basic
physiological states (more depolarized resting poten-
tials, higher input resistances, longer membrane time
constant, higher EGABA). Their excitable state stands out

in contrast to mature granule cells, which are charac-
terized by very low activity due to high levels of tonic
inhibition.

37.4 Systems Regulation of Adult
Neurogenesis

37.4.1 Physiological Regulators of Adult
Neurogenesis

The amount of progenitor cell division and the sub-
sequent numbers of new neurons that are born in the
adult DG are dynamically regulated by a variety of
both physiological and pathological factors. The
finding that adult neurogenesis is a highly dynamic
feature of adult brain plasticity challenged our
understanding of how the mature brain responds to
its environment and showed that the cellular compo-
sition in the adult dentate area is subject to constant
change. How adult neurogenesis is regulated and
what factors influence the number of adult-generated
neurons have been important questions in the field.

The number of new granule cells can be changed
by two mechanisms: (1) an increase in progenitor cell
proliferation and (2) an increase in newborn neuron
survival. Regulators of adult neurogenesis often have
an effect on both proliferation and survival, and cur-
rently there is no easy way to completely separate
these two mechanisms. However, some regulators act
more strongly on proliferation than on survival and
vice versa. The regulators discussed here and in the
next section represent only the major factors that
influence adult hippocampal neurogenesis, and the
list of manipulations that enhance or abate adult
neurogenesis is growing constantly (Ming and Song,
2005). These results are summarized in Table 1.

37.4.1.1 Natural variation in adult

neurogenesis
Without a doubt there is a very strong genetic impact
on the number of adult-born neurons. Inbred mice
strains can differ 10-fold or more in the number of
new granule cells, either by dramatically decreased/
elevated levels of cell proliferation or by low/high
levels of cell survival, respectively. Using quantitative
trait loci analyses of inbred mice strains, several genetic
loci have been identified that appear to be critically
involved in the regulation of adult neurogenesis
(Kempermann et al., 2006). Further studies are designed
to narrow the identified loci down to single genes.
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37.4.1.2 Environmental enrichment

Genetic background is not alone in having a powerful
influence on adult hippocampal neurogenesis. It has
been known for a long time that housing laboratory
animals in an enriched environment exerts positive
effects on the animals’ behavior (van Praag et al.,
2000), even though the structural correlate of this
improvement remained unclear. Kempermann and
colleagues found that housing adult mice for several
weeks together in a large cage with toys and a chan-
ging environment had strong effects on their
performance in hippocampus-dependent learning
tasks (Kempermann et al., 1997). In addition to
improving learning, environmental enrichment
doubled the number of new neurons in the DG.
This dramatic effect on hippocampal neurogenesis
appeared to be mainly due to an increased survival
of the new neurons, preventing the apoptotic death of
immature neurons. Later studies showed that the
effects of environmental enrichment on adult neuro-
genesis are mediated by VEGF signaling in the
dentate area (Cao et al., 2004). Recent work has
shown that 2- to 3-week-old neurons appear to be
the most affected by an enriched environment, as
cells labeled that far ahead of enrichment are
substantially more likely to survive and respond
to that environment at a later date (Tashiro et al.,
2007).

37.4.1.3 Physical exercise

After the robust effects of environmental enrichment
on adult neurogenesis were discovered, it remained
unclear which of the multimodal effects of enrich-
ment on the animals’ life was responsible for the
enrichment-induced increase in neurogenesis: larger
cages may result in more physical activity, and bigger
housing groups increase social interaction (to prevent
the strong formation of social dominance, all initial
experiments were performed using female mice). van
Praag and colleagues tried to dissect out those factors
and found that the physical activity itself – in contrast
to the survival-promoting effect of enrichment – had
a very potent effect on progenitor cell division, sub-
sequently leading to an increased net number of
newborn neurons (van Praag et al., 1999b). The
exercise-induced increase in newborn neurons in
the dentate area also correlated with improved
performance in learning tasks and facilitated the
induction of LTP on perforant path/granule cell
layer synapses (van Praag et al., 1999a).

37.4.1.4 Learning

Hippocampus-dependent learning itself can increase
the number of surviving neurons, even though the
survival-increasing effect of learning on immature
neurons appears to be restricted to a limited stage
of neuronal development (Gould et al., 1999).

Table 1 Regulation of adult neurogenesis

Regulator Proliferation Survival Neuronal differentiation

Physiological Regulators of Adult Neurogenesis

Genetic background þ/� þ/� þ/�
Enriched environment ? þ þ
Physical exercise þ no change þ
Learning no change þ ?

Aging � ? �
Dietary restriction no change þ ?

Neurotransmitters see text

Pathological Regulators of Adult Neurogenesis
Stress � no change ?

Seizure activity þ þ (?) þ
Ischemia þ þ (?) þ
Irradiation � � �

Neurodegenerative Diseases

Alzheimer’s disease þ/� ? ?/�
Huntington’s disease � no change no change
Parkinson’s disease � ? ?

Drugs
Opiates � ? ?

Antidepressants þ þ þ
Ethanol no change/� � ?
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Supporting the finding of learning-enhanced neuro-
genesis are reports that the in vivo induction of LTP
elevates the number of newborn neurons (Bruel-
Jungerman et al., 2006). Recent experiments suggest
that this effect on the hippocampal structure may also
occur in humans (Draganski et al., 2006). However, it
remains unclear whether the observed changes in
hippocampal volume are indeed causally related to
increased neurogenesis.

37.4.1.5 Aging

The age of the animal also has a dramatic influence on
the number of adult-generated neurons. According to
van Praag et al. (2005), the number of AGCs surviving
for a month is estimated to be between 500 and 1000
per week in young adult mice (between 2 and 6
months of age) but drops to about 100 per week in
aged animals. The reasons for this strong decrease are
both low levels of progenitor cell proliferation and
low levels of neuronal differentiation compared to
young animals. An elegant study by Cameron and
colleagues indicated that corticosteroids play a pivotal
role in the age-related decline of adult neurogenesis
(Cameron and McKay, 1999). However, it is impor-
tant to notice that even in old age, both environmental
enrichment and physical activity are still powerful
tools to increase the number of newborn neurons
(Kempermann et al., 2002; van Praag et al., 2005).
To date it is still unclear whether decreased neuro-
genesis in aged animals is caused by an intrinsic
progenitor cell failure or by changes in the neurogenic
environment, but studies are under way that will
address this critical question.

37.4.1.6 Neurotransmitters
Most neurotransmitters that have been studied
appear to have an influence on the number of new
neurons formed, although in most cases it has been
technically very difficult to distinguish whether their
effects on NPCs are direct or occur through the
transmitters’ effects on the surrounding network. For
example, the direct roles of glutamate and GABA are
still unclear. The principal input to the DG is gluta-
mate from the EC. Disruption of the perforant path in
the rat results in an increase in cell proliferation, sug-
gesting that excitatory input might inhibit
neurogenesis. Similarly, systemic NMDA receptor
blockade enhances proliferative activity (Nacher and
McEwen, 2006). However, as discussed in the following
text, the activation of kainic acid glutamate receptors
dramatically increases cell proliferation, and depolar-
ization of progenitor cells appears to facilitate

neurogenesis. Given these findings, the simple assump-
tion that glutamatergic excitation generally
downregulates neurogenesis might be too simple, espe-
cially considering that glutamate is rarely released in
the DG without simultaneous release of GABA from
interneurons. GABA signaling is not only involved in
maturation – as outlined in earlier sections – but is also
critically involved in proliferation (Tozuka et al., 2005;
Ge et al., 2006). Therefore, it is probable that a delicate
balance between excitation and inhibition is responsi-
ble for modulating the levels of neurogenesis
(Deisseroth et al., 2004).

In addition to the glutamatergic EC input and
internal circuitry, the DG receives inputs from a
variety of different brain regions carrying a wide
range of neurotransmitters. Cholinergic (as well as
GABAergic and glutamatergic) fibers from the sep-
tum and nucleus basalis terminate throughout the
DG, and particularly at the SGZ. Selective lesions
of cholinergic neurons in the forebrain revealed a
survival-promoting effect of acetylcholine, as lesions
increased apoptotic cells’ deaths and lowered neuro-
genesis levels (Cooper-Kuhn et al., 2004). Likewise,
there is a strong serotonergic innervation of the SGZ
from the raphe nuclei, and gain- and loss-of-function
studies showed that release of serotonin strongly
increased the numbers of newborn neurons (Gould,
1999). It has also been shown that drugs increasing
serotonin levels such as fluoxetine upregulate adult
neurogenesis (see following section for more details).

The DG also receives norepinephrine from the
locus coereleus and dopamine from the ventral teg-
mental area. Less is known regarding the overall role
of these neurotransmitters in the adult DG, but there
are indications that both transmitters influence the
levels of adult neurogenesis (Abrous et al., 2005).
Furthermore, a wide range of neuropeptides and
other molecules are released by axons in the DG,
and several of these, including endocannabinoids,
NPY, and endogenous opiates, appear to have effects
on the proliferation of NPCs.

37.4.1.7 Additional regulators of adult
neurogenesis

Another strong modulator of adult neurogenesis is
dietary restriction, which increases the number of
newborn granule cells by increased proliferation
(Prolla and Mattson, 2001). Dietary intake may
strongly influence the hormonal state, and several
hormones have been shown to have a strong effect
on the number of newborn neurons in the dentate
area. Both positive (e.g., dehydroepiandrosterone,
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DHEA) and negative (e.g., corticosterone) hormonal
regulators could be identified (Abrous et al., 2005).
Another modulator of adult neurogenesis is sleep
deprivation. Interestingly, a single night of sleep
deprivation appears to increase adult neurogenesis,
whereas more chronic forms of sleep restriction had
the opposite effect (Guzman-Marin et al., 2005;
Grassi Zucconi et al., 2006). It is important to note
that the number of physiological modulators is con-
stantly growing, and the list described here is not
complete (Abrous et al., 2005).

37.4.2 Pathological Regulators of Adult
Neurogenesis

The previous section indicated the enormous degree
of regulation that adult neurogenesis undergoes
under normal conditions. Thus, it is not surprising
that a long list of pathological conditions also have an
effect on the number of newborn neurons in the DG.

37.4.2.1 Stress and depression

One very prominent negative regulator of adult neu-
rogenesis is stress. Pioneering work by Gould and
colleagues showed that psychosocial stress leads to a
strong decrease in progenitor cell proliferation and new
neuron numbers (Abrous et al., 2005). Mechanistically,
the negative effects of stress on neurogenesis appear to
be largely mediated by corticosteroids; adrenalectomy
has been shown to prevent the stress-induced decline
in new neuron production in rodents. Importantly, very
similar results were obtained using primates (Abrous
et al., 2005). The finding that stress has a strong, nega-
tive effect on adult neurogenesis lead to the hypothesis
that hippocampal neurogenesis may also be critically
involved in the disease process of depressive disorders.
Interestingly, many human patients suffering from
major depression have elevated serum levels of corti-
costeroids as well as reduced hippocampal volume, as
measured by MRI (Sapolsky, 2000). Furthermore, it
has been shown that several antidepressive drugs,
such as fluoxetine, which belongs to the class of selec-
tive serotonin reuptake inhibitors (SSRIs), have a
positive impact on adult neurogenesis. In addition,
electroconvulsive seizures, which are a powerful clin-
ical tool used to treat certain forms of major depression,
increase the number of newborn neurons (Warner-
Schmidt and Duman, 2006; and see following). The
delay in the effectiveness of a variety of antidepressants
for several weeks nicely fits with the idea that new
neurons may be partially responsible for the drug’s
efficacy. In fact, Santarelli and colleagues showed that

the inhibition of adult neurogenesis abolished the beha-
vioral effects of fluoxetine on certain aspects of anxiety
and stress (Santarelli et al., 2003). The link between
adult neurogenesis and emotions will be discussed in
more detail in the next section.

37.4.2.2 Seizures

Compared to stress and depression, seizure activity
has the opposite effect on adult neurogenesis within
the hippocampal circuitry. Epileptic discharges lead
to a massive increase in cell proliferation and subse-
quent integration of new neurons into the dentate
area (Parent, 2002). The exact mechanisms of how
seizures result in increased numbers of new neurons
is not fully understood, but it seems that cell death
following seizure activity is not a critical factor. Even
though the number of new neurons is dramatically
upregulated within the first several days following
seizures, recent data suggest that, after the initial
insult, numbers drop below controls (Hattiangady
et al., 2004). Whether this decrease is due to an
‘exhaustion’ of the progenitor population or to envi-
ronmental changes in the neurogenic niche remains
unclear.

Notably, a significant fraction of seizure-gener-
ated neurons either has aberrant basal dendrites
(Shapiro and Ribak, 2006) or is ectopically located
at the hilar/CA3 border (Parent et al., 1997;
Scharfman et al., 2000). These basal dendrites reach
deep into the hilus and, as observed with DCX ana-
lyses, have immature synapses that appear to
integrate into the circuitry. However, little is
known about the stability of these aberrant connec-
tions and what their functional impact on synaptic
transmission through the dentate circuitry might be.
Besides having abnormal dendritic processes, many
seizure-generated granule cells ectopically migrate
into the hilus toward area CA3. Studies by
Scharfman provided evidence that these aberrant
granule cells show synchronous firing patterns with
CA3 pyramidal cells and may initiate recurrent exci-
tation onto granule cells (Scharfman et al., 2000).
These abnormal features of seizure-generated gran-
ule cells have led to the hypothesis that seizure-
induced neurogenesis might be responsible for cer-
tain aspects of the epileptogenic disease process
(Parent, 2002). However, it may also be true that
seizure-induced neurogenesis is instead an attempt
by the injured brain to replace lost cells and to
rebuild damaged hippocampal structure (Bjorklund
and Lindvall, 2000).
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37.4.2.3 Ischemia

Similar to seizure activity, though less dramatic,
ischemic insults to the adult brain increase the num-
ber of new neurons (Zhang et al., 2005). Unlike
ischemia-induced neurogenesis in the SVZ, where
newborn cells appear to migrate toward the lesion
and possibly participate in repair function, the cause
or value for increased neurogenesis within the hip-
pocampus following ischemia remains unclear.
Importantly, short ischemic episodes that do not
result in measurable cell death still affect neurogen-
esis (Zhang et al., 2005). There are certain types of
ischemic stroke induction, such as the four-vessel
occlusion, that specifically target the hippocampal
area in rodents. Experiments from the Nakafuku
laboratory showed that poststroke infusion of the
growth factors EGF and FGF-2 led to a robust
repopulation of the damaged CA1 area with
functional pyramidal neurons (Nakatomi et al.,
2002), suggesting that endogenous progenitors are
capable of repopulating substantial lesions in the
adult brain. Further studies will have to determine
the feasibility of this approach and what the actual
benefit of endogenous neuronal replacement in
injured subjects is.

37.4.2.4 Irradiation and inflammation

Brain irradiation is often used clinically to control
tumorous growth within the CNS, especially in chil-
dren. Palmer and colleagues showed that brain
irradiation almost completely abolished cell prolif-
eration within the SGZ, resulting in a lasting
decrease in neurogenesis (Monje et al., 2002).
Interestingly, the depletion of neurogenesis following
irradiation was not entirely due to the radiation effect
alone. Rather, the inflammatory response that
accompanies irradiation strongly decreases the num-
ber of new neurons, and anti-inflammatory treatment
augmented neurogenesis in radiated animals (Monje
et al., 2003). The detrimental role of inflammation
regarding neurogenesis was confirmed by studies
showing that the decrease in neurogenesis following
endotoxin-induced neuroinflammation was blocked
by anti-inflammatory treatment (Hagberg and
Mallard, 2005).

37.4.2.5 Neurodegenerative diseases and

drugs

Clearly, the above-mentioned pathological regula-
tors are not a complete list of disease states that
influence the number of newborn neurons. If any-
thing, people have sought unsuccessfully for a disease

or pathological state that does not affect adult neu-
rogenesis. There are reports that neurogenesis
appears to be disturbed in animal models of
Alzheimer’s disease and in specimens from human
Alzheimer’s patients (Jin et al., 2004a,b). However,
these findings remain controversial (Donovan et al.,
2006). In addition, several other neurodegenerative
disorders, such as Huntington’s and Parkinson’s
diseases, have been shown to affect the number of
newborn neurons in the dentate area (Abrous et al.,
2005). The number of new neurons is also greatly
influenced by abuse of substances such as ethanol,
opioids, cannabionoids, barbiturates, nicotine, and
benzodiazepines (Abrous et al., 2005).

Adult hippocampal neurogenesis is highly respon-
sive and vulnerable to a variety of pathologies
affecting the CNS. In most cases, however, the
underlying cause or consequence of altered neuro-
genesis levels in the disease process of many
neurological disorders remains unclear and may
simply be epiphenomenological. Nevertheless, the
finding that neurogenesis in the adult hippocampus
is misregulated in many diseases has opened up sev-
eral new approaches to understanding and ultimately
curing human neurological disease.

37.5 Function of Neurogenesis

Two theories of hippocampal function have devel-
oped in parallel over the past 50 years, and both have
been considered in the search for possible roles for
neurogenesis. The first, originating in the 1950s from
human amnesia studies, is that the hippocampus
plays a critical role in the formation of episodic
memories. Medial temporal lobe patients – the most
famous being H.M. – display a robust, temporally
graded retrograde amnesia (Milner et al., 1998).
Hippocampal lesion patients, as well as monkeys
and rodents, display difficulties in the recall of
declarative memories (Squire et al., 2004). The sec-
ond theory of hippocampal function originated in the
1970s from studies showing that hippocampal neu-
rons in rats have strong place fields (O’Keefe and
Conway, 1978; Jung and McNaughton, 1993; Best
et al., 2001). This spatial map theory has been very
well supported by the use of in vivo recordings of
hippocampal and entorhinal cortex neurons. Despite
these distinct theories, there is increasingly a con-
sensus that the hippocampus has roles in both types
of processing.
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Although the precise function of granule cell neu-
rogenesis in cognition is still not clear, computational
and behavioral studies have led to more sophisticated
ideas of what the addition of new neurons would mean
to this well-studied circuit. This section describes the
progress of both computational approaches and
knock-down behavioral experiments.

37.5.1 Hippocampal Circuit Function and
the Role of the DG

One reason that the hippocampus has been one of the
more well-studied regions of the mammalian brain
over the past century has been its seemingly simple
neural circuitry. Although an oversimplification, the
idea of a trisynaptic excitatory circuit (DG ! CA3
! CA1) has proven very accessible to both electro-
physiology and theoretical work. In particular, the
recurrent connectivity of the CA3 region and the
presence of strong place fields in CA1 have led to
numerous theoretical ideas about the different hip-
pocampal subregions.

Despite the lack of a consensus on the function of
the hippocampus as a whole and for its subregions, a
general agreement exists that the DG is most prob-
ably responsible for separating inputs presented to
the hippocampus. This agreement has been based on
the anatomy of the DG (Patton and McNaughton,
1995) and on in vivo electrophysiology studies (Jung
and McNaughton, 1993), behavioral lesion studies
(Kesner et al., 2004), and computational models
(Rolls and Kesner, 2006). The region receives a
very divergent projection from the EC (�200,000
cells project to >1 million granule cells in the rat)
while having a very sparse projection onto the CA3.
Within the network, granule cells receive strong
tonic inhibition from local interneurons, and they
are rarely active during behavior. However, when
they are active, they have a potent effect on down-
stream CA3 neurons (Henze et al., 2002). These
properties were used, and in some cases even pre-
dicted, by computational models describing the
computational need for the DG in the production
of sparse codes to facilitate memory formation (Rolls
and Kesner, 2006).

37.5.2 Theoretical Functions of Adult
Neurogenesis

Like most theories of hippocampal computation,
most neurogenesis theories and network models
have focused on a role in memory formation.

However, as mentioned before, the DG’s presumed
role in pattern separation is similar in both mnemonic
and spatial processing, suggesting that several of
these conclusions are relevant for both general hip-
pocampal functions.

Early theoretical and computational considera-
tions of adult neurogenesis focused on the idea that
neurogenesis might be a real-time regulator of mem-
ory capacity (Schinder and Gage, 2004). Indeed,
several neural network studies demonstrated exactly
this. Chambers et al. (2004) and Deisseroth et al.
(2004) showed that a simple, three-layer neural net-
work experiencing cell death and neurogenesis is
capable of learning more information than a fixed-
layer network. Although these models were only
conceptual models of hippocampal circuitry and did
not explicitly investigate pattern separation, their
conclusions are still relevant to this theory of DG
function. By replacing neurons in an input layer, they
showed that the number of possible states of the
output layer increases considerably, indicating
increased memory capacity regardless of where the
storage occurs.

Becker (2005) was one of the first to consider the
effects of neurogenesis in a full hippocampal model
and to limit the role of the DG to the encoding phase
of learning, a hypothesis that has been the developing
consensus in the hippocampal literature (Becker,
2005). The key result of this model was that DG size
directly affects the storage capacity of the hippocam-
pus, supporting the idea that neurogenesis facilitates
the formation of new memories by permitting more
network states. However, contrary to earlier models
that involved the DG in the retrieval phase, Becker’s
model suggests that neural turnover actually reduces
possible interference between memory traces in the
CA3. The idea that neurogenesis keeps old and new
memories separated was examined in detail by the
network model of Wiskott et al. (2006). The Wiskott
model suggests that interference between memories in
the hippocampus is reduced by only permitting new
neurons to adapt to new memories, consistent with
physiological data showing increased LTP in imma-
ture neurons (Wiskott et al., 2006).

Most of these computational theories of neurogen-
esis have sought a role for new neurons in the
framework of functions already considered for the
hippocampus. Another view proposes that neurogen-
esis may have a function that is distinct from those
traditionally assigned to the DG. The rationale behind
this view is that most current hippocampal theories
were derived without regard for adult neurogenesis.
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For example, Aimone et al. (2006) described how
increased excitability in immature neurons may con-
tribute to the formation of temporal linkages between
memories, a function that had not previously been
attributed to the DG.

It is likely that any additional functions that neu-
rogenesis contributes (beyond simply improving the
DG’s function) would be hippocampus dependent as
well, just as linking memories in time would still be
categorized as a type of declarative memory.
However, without the benefit of the existing para-
digms used to test memory, such novel functions will
likely be difficult to investigate and will present
additional challenges to behavioral scientists seeking
evidence of a neurogenesis function in rodents.
Despite the potential difficulties, it would not be
surprising for neurogenesis to have several effects
on cognition, as it increasingly appears that the hip-
pocampus serves several functions in the brain.

37.5.3 Experimental Evidence for
Functional Significance of Adult
Neurogenesis

As outlined above, the hippocampus is critically
involved in a variety of processes underlying certain
forms of learning and memory. New neurons in the
dentate area represent only a very small part of the
hippocampal structure. As a result, a conclusive
answer regarding the function of adult-born neurons
is not easy to obtain experimentally. The difficulty in
analyzing the functional significance of adult neuro-
genesis begins in choosing the right test. As mentioned
above, the exact function of new neurons might be best
appreciated in tests specifically designed to challenge
new neurons. Furthermore, there might be species-
dependent differences in the use for neurogenesis.
Nevertheless, it appears to be mandatory to character-
ize a potential contribution of new neurons in standard
hippocampus-dependent tasks to reach the goal of
designing adult neurogenesis–specific tests.

The gold standard of testing hippocampal function
remains the Morris water maze (MWM), which is
highly sensitive to hippocampal lesions. Many of the
behavioral data discussed below are indeed derived
from using this test. Recent studies have provided
evidence that newborn neurons functionally respond
to the acquisition and recall phase during water maze
testing (Jessberger and Kempermann, 2003; Kee et al.,
2007). However, it is crucial to keep in mind that even
the very standardized MWM tasks have an endless list
of variations that may utilize newborn neurons

differently. The following section will discuss correla-
tional evidence and emerging causal evidence for a role
for adult neurogenesis in hippocampal function.

37.5.3.1 Correlational evidence

Because the number of neurons born in the adult DG is
highly dynamic, an extensive number of studies have
been conducted correlating adult neurogenesis with
hippocampus-dependent behavior. Kempermann and
colleagues used a large set of recombinant inbred (RI)
mice and found that the number of new neurons
correlates with certain aspects of the MWM
(Kempermann and Gage, 2002). Even though the find-
ings using RI mice are still correlational, they are
especially valuable because the number of strains
analyzed was very large. Reduced latencies for the RI
mice to reach the hidden platform in the water maze
compared to standard housed control animals were also
found when the net number of newborn granule cells
was increased with environmental enrichment or
physical exercise in animals with identical genetic
backgrounds (Kempermann et al., 1997; van Praag
et al., 1999a). The same was true when aged animals
that show an age-dependent decline in adult neurogen-
esis were housed in the enriched environment or had
access to a running wheel: both numbers of newborn
neurons and performance in the Morris water maze
were enhanced (Kempermann et al., 2002; van Praag
et al., 2005). However, it is obvious that alterations
induced by enrichment or physical exercise may not
be exclusive to adult neurogenesis. Thus, additional
changes within the hippocampal formation that are
different from increased neurogenesis may also be par-
tially responsible for the observed behavioral effects.

In addition to these positive correlations, there are
also several studies that showed a relationship
between low levels of neurogenesis and poor perfor-
mance in hippocampus-dependent learning tasks.
The low levels of neurogenesis in aged animals
showing an age-related memory decline correlated
well with the performance in the MWM (Zyzak et al.,
1995). Furthermore, the age-dependent decline
in neurogenesis was also associated with high levels
of serum corticosteroids, confirming a potential
mechanism explaining how aging may affect neuro-
genesis (Montaron et al., 2006).

Correlations between neurogenesis and perfor-
mance in hippocampus-dependent memory tasks
were also found in a variety of transgenic mice. The
genetic deletion of methyl-CpG binding protein
results in low levels of neurogenesis and is also asso-
ciated with impaired MWM performance (Zhao
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et al., 2003). The same is true for NT-3 mutant mice
and neuropeptide Y mutant mice, both showing
reduced numbers of new neurons in the adult hippo-
campus and impaired learning and memory (Howell
et al., 2005). Using a conditional knock-out of the
presenelin gene, Tsien and his laboratory found
decreased numbers of newborn neurons, whereas
the acquisition of hippocampus-dependent learning
was normal (Feng et al., 2001). However, the mutant
animals showed apparent deficits in the clearance of
older memories, suggesting that new neurons might
be important not only for the acquisition but also for
the clearance of memory traces (Feng et al., 2001).

37.5.3.2 ‘Causal’ evidence

The correlative nature of the above-mentioned stu-
dies implies several caveats regarding the specificity
of the manipulation of neurogenesis or genetic muta-
tions. Therefore, current endeavors in the field aim
to specifically knock down hippocampal neurogen-
esis without affecting other neural structures. To
date, there is no widely accepted technical approach
that is devoid of any unwanted side effects. This
section discusses current strategies as well as the
advantages and potential disadvantages of three
experimental approaches: cytostatic drugs, irradia-
tion, and molecular knock-downs.

An early study that was designed to reduce neu-
rogenesis and analyze its impact on hippocampus-
dependent learning was a report by Shors and col-
leagues (Shors et al., 2001). In this study, the
cytostatic drug toxin methylazoxymethanol acetate
(MAM) was used to block cell division and subse-
quent neurogenesis in the adult rat DG. Rats treated
with MAM were found to be impaired in a trace
eyeblink-conditioning paradigm that was associated
with a decrease in dentate synaptic plasticity. When
the treatment was discontinued and neurogenesis was
allowed to recover, performance in the trace
eyeblink-conditioning was normal. Similar results
were obtained when testing the animals in a trace
fear-conditioning test, whereas other hippocampal
memory tasks, such as the MWM and contextual
fear conditioning, appeared to be unaffected by
MAM treatment (Shors et al., 2002). MAM was also
found to block the beneficial effects of environmental
enrichment in an object recognition task (Bruel-
Jungerman et al., 2005). Notably, in each of these
experiments MAM was injected systemically and
potentially resulted in secondary effects on the ani-
mals’ health that might account for some of the
observed behavioral deficits (Dupret et al., 2005).

Furthermore, MAM has been shown to interfere
with protein synthesis, a crucial requirement for
long-term memory (Grab et al., 1979).

Another approach to knock-down cell prolifera-
tion has been to use X-ray irradiation, which results
in a robust and lasting reduction of neurogenesis in
the adult brain (Parent et al., 1999; Monje et al., 2002).
Whole-brain irradiation of adult rats left the acquisi-
tion phase of the MWM unaffected but impaired the
long-term retention (over 14 days after the last train-
ing trial) of the platform location, which is suggestive
of a functional role of new neurons in spatial memory
(Snyder et al., 2005). Furthermore, the performance
in a non-matching-to-sample (NMTS) task was
impaired when the delays between sample and test
trials were relatively long (Winocur et al., 2006). In
contrast to MAM-treated animals (Shors et al., 2002),
irradiation also led to memory deficits in contextual
fear conditioning (Winocur et al., 2006). Studies by
the Hen laboratory have selectively targeted the
hippocampus instead of using whole-brain irradia-
tion to determine the contribution of newborn
neurons in cognitive improvement following envir-
onmental enrichment. Irradiated mice showed no
impairment in the water maze, and enriched housing
was effective at improving the acquisition of the
hidden platform location, even in the absence
of new neurons (Meshi et al., 2006). These findings
indicate that certain aspects of the beneficial effects of
enrichment may not depend on adult neurogenesis.

As outlined in an earlier section, adult neurogen-
esis might be also associated with anxiety and
depression, and targeted irradiation of the hippocam-
pus was used to address the relationship between new
neurons and antidepressant treatment. Indeed, intact
hippocampal neurogenesis appears to be required for
the effectiveness of the antidepressant fluoxetine
(Santarelli et al., 2003). However, it seems that
neurogenesis is not a critical component per se in
emotional control, because the anxiolytic effects of
environmental enrichment were completely unaf-
fected by the ablation of new neurons (Meshi et al.,
2006). Despite the robust and complete ablation of
new neurons in the adult hippocampus follow-
ing irradiation, this approach also implies some
unwanted side effects, such as ablation of all dividing
cells (including glial progenitors outside the dentate
gyrus), inflammation, and potential radiation-
induced damage of mature neurons.

The existing causal evidence regarding a func-
tional role for new neurons in hippocampal function
allows one to speculate that newborn neurons are
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required for certain aspects of learning and memory
and might also be involved in emotional behavior.
However, the available data remain inconclusive.
The hope for identifying the functional significance
of adult neurogenesis unambiguously lies in the
development of specific behavioral tests and new
strategies to knock down neurogenesis as specifically
and gently as possible. These new strategies will
likely include the use of neural progenitor and
immature neuron-specific promoters to drive the
expression of suicide genes and the virus-mediated
inhibition (or enhancement) of adult neurogenesis.

37.6 Conclusions

The discovery of ongoing neurogenesis through-
out adulthood has undoubtedly challenged our
understanding of neuronal development and adult
hippocampal function. Even though our understand-
ing of fate instruction, neuronal maturation, and
integration is quickly growing, several key questions
remain unanswered. From a cellular and molecular
standpoint, it will be very important to understand
the in vivo potency of NSCs and why neurogenesis
only occurs in two restricted areas of the adult brain
under normal conditions. Furthermore, little is
known about which signaling pathways are involved
in the extension and pathfinding of axonal and den-
dritic processes arising from newborn neurons.

Finally, the ultimate challenge will be to truly
decode the functional role of adult neurogenesis.
Defining that role might not only fundamentally
change current concepts regarding hippocampal
function but could also help us to understand and
eventually improve treatment of human neurological
disease.
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see also Cortisol; Glucocorticoids; Stress

Adrenaline see Epinephrine
�-Adrenoceptor agonists, memory consolidation 577
�2-Adrenoceptor agonists, memory consolidation 577–578
�2-Adrenoceptor antagonists
extinction 641
memory consolidation, amygdala 588–589

�-Adrenoceptor(s)
activation

amygdala, memory extinction 581–583
memory modulation, epinephrine 573

reconsolidation 656
�-Adrenoceptor agonists, memory modulation, epinephrine 573
�1-Adrenoceptor agonists, memory retrieval, amygdala 590–591
�-Adrenoceptor-AMP/PKA signaling pathway, amygdala,

glucocorticoid effects 613, 613f
�-Adrenoceptor antagonists
cue-dependent amnesia, neurobiology 654
extinction 641–642

memory consolidation 576–577, 577–578
amygdala 588–589

memory modulation 575, 575f
memory retrieval, amygdala 590–591
post-traumatic stress disorder treatment 660

Adrenocorticotropic hormone (ACTH)
Kamin effect of state-dependent learning 667
memory-enhancement 612

Adult-born granule cells (AGCs) 805
electrophysiology 806, 807f

CA3 projection timelines 808
depolarizing GABA input 807
glutamatergic inputs 808
spine formation 808

identification 805
maturation 805, 807f

characterizing stages 807
depolarizing GABA input 807
electrophysiology 806
glutamatergic inputs 808
identification 805
molecular maturation 805
projections to CA3 808
regulation 809
spine formation 808
techniques 807

molecular maturation 805
characterization 807
gliogenesis 805–806
integration 805–806
regulation 809
experience-dependent 809
GABA-dependent 809
NMDA-dependent 809

Affect/emotion, memory formation 453–455, 456
Affective input, hippocampus 334
AGCs see Adult-born granule cells (AGCs)
Age, and aging

calcium regulation dysfunction and 618–619
LTD and 250–251
neurogenesis

decline, effects 815
regulation in adult 811

Age-related changes in memory
false memory 690, 700–701
impairment of memory

epinephrine and glucose effects 612
neuroprotective effect of estrogen 291–292

see also Age, and aging
Alcohol, effect on state-dependent learning 666–667
Algorithms, Restricted Boltzmann Machine (RBM) learning

327–328
Allocentric coordinates, hippocampus 332–333
Alpha-amino-3-hydroxy-5-methyl-4-isoxazopropionic acid

receptors see AMPA receptors
ALT-R procedure, extinction resurgence 632–633
Alzheimer’s disease (AD)

�-synuclein 718
acetylcholinesterase inhibitors in treatment of 615–616
adult neurogenesis 813
AICD 710
AICD/Fe65 pathway 710
AMPA receptors (AMPARs) 721, 730, 738
amyloid-� peptide (A�) 706, 707f, 738

�7nAChRs 723
A-type K+ channels 724
‘amyloid hypothesis’ 707–708
amyloid plaques and 708
apoE and 716f, 717
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BACE and 710
calcium channel influences 725, 725–726
ERK1/2 728–729
Fyn and 732
neuronal dysfunction vs neuronal

death 709
NMDA receptor signaling 720, 721f
soluble oligomers 709
�-synuclein 718
tau and 715
ubiquitin-proteasome-PKA-CREB pathway 731f

amyloid plaques 706, 706f, 707f
A� 708
A�-apoE interactions 717
‘non-amyloid component’ (NAC) 718

amyloid precursor protein (APP) 706
biologically active fragments 710
proteolytic cleavage 707, 708f, 711

apoE 715
A�-independent neuronal impairments 717
A� interactions 717
isoforms 716, 716f
Reelin receptors and 734–735, 735f

BACE 710
calcium

buffers 726
channels 725
intracellular ER stores 727
signaling 724

caspases 710, 714–715
cognitive deficits 706
diagnosis 706, 706f
gene expression 736

Arc/Arg3.1 736, 737f
CREB 736

kinases 728
CaMKII 729
Cdk5 732
ERK1/2 728, 736, 737–738
Fyn 713
JNK/SAPKs 728
MAPKs 728
PKA 731, 736
PKC 730

memory dysfunction 705–753–706, 706
memory-enhancing effect of glucose 609, 609f
memory-related molecules 718
mouse models 718

conditional PS1/PS2 double-knockout 712
hAPP 708, 709, 710, 715
tau knockout 712

multiple memory systems 28
neurofibrillary tangles (NFTs) 706,

706f, 707f
apoE in 717
neuronal death and memory loss 712
stages 712, 714f
tau and 712, 714–715, 717

neuroprotective effect of estrogen 291–292
neurotransmitter release 718
neurotrophic and neuromodulatory factors 733

BDNF 733
Reelin 734

nicotinic acetylcholine receptors (nAChRs) 723
NMDA receptors 720, 721f

Arc/Arg3.1 and 737–738
Reelin receptors and 734–735, 735f

pathogenesis 706, 707f
potassium channels 723

presenilins 707–708, 711
dysregulation of ER calcium

signaling 727
�-secretase independent roles 711

receptors and channels 720
secretases 707, 708f, 710

�-secretase 710, 711
tau 712

A� and 715
p38 MAPK-mediated 729
phosphorylation 714
presenilin and 712
sites 714f, 714–715

proteolysis 714–715
tangle-independent roles 713

treatment
acetylcholinesterase inhibitors 615–616
targets 738–739

�-Amino-3-hydroxy-5-methyl-4-isoxazopropionic acid receptors
see AMPA receptors

Ammon’s horn fields see CA3; Hippocampus, fields
included

Amnesia
in absence of other cognitive deficits 18–19
anatomy and 16
animal models see Animal models of amnesia
anterograde 15, 18

all sensory modalities 19
definition 18–19
HM case study 31
new learning impaired 19
semantic and episodic memory defects 19
testing 19

case study of HM 103
see also HM case study

categorical 112
consolidation hypothesis 650
cue-dependent see Cue-dependent amnesia
definition 15
dissociative (functional) see Amnesia functional
electrical stimulation therapy 651–652
episodic memory deficits 112

mental time travel and 140
semantic memory vs. 135
see also Episodic memory, impairment

experimentally induced
deficits in retrieval of memory 666, 668
see also Animal models of amnesia

functional 15–16, 25
definition and characteristics 25
memory types involved 25

global, bilateral lesions 16
hippocampal damage see Hippocampus damage/lesions
hippocampus function see Hippocampus role in memory
learning/memory functions spared in 18, 21

immediate and working memory 21
nondeclarative memory 21
adaptation-level effects 24
artificial grammar learning 23
category learning 23
classical conditioning 24
motor skills and perceptual skills 22
priming 23

medial temporal lobe 16–17, 112
see also Medial temporal lobe (MTL)

mesencephalic reticular formation (MRF)
stimulation 651–652

nature of 18
declarative memory impairment 18
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Amnesia (continued )
neurological 15

anatomical aspects 16
conditions causing and brain lesions 16
etiology 16
see also Amnesia, anterograde; Amnesia, retrograde

noradrenergic nucleus locus coeruleus stimulation 651–652
as part of global dementing disorder 18–19
priming

associative specificity 74
explicit vs. implicit memory 66
stimulus specificity 72

remembering and knowing impairment 19–20
see also Remember/know distinction

as retrieval failure 651
context 651–652

retrograde 15, 20
age of memories affected (recent) 20
animal studies 20
definition 20
drug-induced 606, 607
hippocampal computational models 351
HM case study 31
severity and extent of hippocampal damage 20

semantic memory retrieval 112
spatial memory impairment 21
spontaneous recovery, consolidation hypothesis,

challenges to 650–651
stimulus specificity, priming 72
temporal 112
types 112
Weather Prediction Task 49

AMPA receptors (AMPARs)
Alzheimer’s disease (AD) 721, 730, 738
antagonists, dendritic spine density 286
basolateral amygdala complex, classical fear conditioning 418
dendritic spine enlargement and LTP 288–289
insular cortex, role in taste learning 471
LTD 246–247, 252–253, 261, 264

climbing fiber 264–265
hippocampal and cerebellar mechanisms 266
parallel fiber 261, 264

LTP 225, 225f, 246, 248
hippocampal and cerebellar mechanisms 266
LTD and 266

memory-enhancing effect of glutamate 618
memory storage, activity-dependent modulation 312–313
regulation/trafficking, fear memory 437
subunits, GluR 519
synaptic strength, dendritic spine morphology and size 284
trafficking, fear memory 434

Amphetamine
memory consolidation, amygdala 588–589
memory-enhancement 606–607

Amygdala
basolateral complex see Basolateral amygdala

complex (BLAc)
central nucleus, unconditioned stimulus (US) pathway, classical

fear conditioning 416
classical fear conditioning see Classical fear conditioning
declarative memory

formation of 456
role in 17, 17f

direct injection effects
drugs 615
glutamate 618

emotional memory system 549
fear conditioning 430, 442, 453

see also Classical fear conditioning

fear extinction 451
fear memory 434, 437, 442

acquisition model 448, 448f
consolidation model 448, 448f
storage 442

information processing systems 40–41
lesions

dissociation in rats 35
later, classical fear conditioning, CS pathway 416
S–R vs. S–Rf associations 57
S–Rf 37
S–Rf vs. S–S associations 53

long-term potentiation (LTP) 234–235
memory formation 456
memory modulation

retrieval see Memory modulation amygdala
working memory see Memory modulation amygdala

nondeclarative memory, role in 22, 22f
nuclei

distributed plasticity 446, 447f
fear memory 431

procedural learning, animal neurobiology see Procedural
learning, animal neurobiology

S–Rf associations 37
S–Rf vs. S–S associations 52, 53

conditioned preference tests 56
path integration vs. visual cue conditioning 52–53

synaptic plasticity 431
distributed vs. local 444, 447f

working memory, modulation see Memory modulation amygdala
see also Basolateral amygdala complex (BLAc); Fear

conditioning
Amyloid-� peptide (A�) see under Alzheimer’s disease (AD)
Amyloid plaques, Alzheimer’s disease (AD) 706, 706f, 707f

see also Alzheimer’s disease (AD), amyloid plaques
Amyloid precursor protein (APP), in Alzheimer’s disease

see Alzheimer’s disease (AD)
Angelman syndrome (AS) 769–780

associative fear conditioning 773, 777
CaMKII 774, 777
genetic rescue of phenotype 777
genetics 769
maternal imprinting 770, 770f
mental retardation 769
modeling 771
mouse model 771

characterization 772
cognitive similarities 773
hippocampal physiology 773
molecular changes 774
physical similarities 772
physiologic similarities 773
producing AS 771
Ube3a gene 771

prevalence 769
Ube3a gene 770, 771
ubiquitin ligase pathway 771, 771f

Animal(s)
cue-dependent amnesia studies 652, 653
memory see Episodic-like memory

Animal models
consolidation hypothesis 650
primary motor cortex (M1), motor skill

learning 531
working memory, prefrontal cortex 171

Animal models of amnesia 16–17
declarative memory 16–17
medial temporal lobe lesions 16–17
retrograde amnesia 20
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Anisomycin 656
aversive vs. amnestic effects 656
MAP kinase activation 656
memory reconsolidation affected by 669
protein synthesis inhibitor 474–475

ANN (artificial neural networks), Hebbian learning rule 317, 318f
Annelids, sensitization and habituation 386
Anoetic consciousness 4, 6
Anterior cingulate (AC), nucleus, classical fear conditioning 415
Anterior cingulate cortex (ACC), hippocampus, fear

conditioning 419–420
Anterior lateral interpositus nucleus, eyeblink conditioned

response 406
Anterior lateral prefrontal cortex (APFC) 169–170
functional imaging studies 171–172
long-term memory 179

future work 182
retrieval 179–180, 180f, 181

working memory 172
future work 182

Anterograde amnesia see Amnesia anterograde
Anticipation, reward system theory see Reward systems theory
Anxiogenic drug injection studies, procedural learning, animal

neurobiology 367–368
AP2 719f, 719–720
AP5, S–R vs. S–S associations 46–47
AP180 719f, 719–720
ApC/ERB, Aplysia 786
Apis mellifera see Honeybees
Aplysia 377, 377–378, 378
appetitive classical conditioning

appetitive operant conditioning vs. 401t
neural mechanisms 396, 397, 401
neuron B31/32 397, 398
neuron B51 397–398, 399, 401

appetitive operant conditioning, neural mechanisms
399, 399, 401, 401t

associative learning 395–402
aversive conditioning 395, 396, 399
behavioral studies

classical conditioning 395
operant conditioning 399

cell adhesion molecule 379
chromatin remodeling enzymes and synaptic plasticity 786
classical conditioning 395

behavioral studies 395
see also Aplysia, appetitive classical conditioning

depression of sensorimotor synapses
long-term 378
short-term 377

esophageal nerve 399, 400–401
gill-siphon defensive withdrawal reflex 374–375, 377, 378, 395
habituation 375

sensitization and 374
interneurons (IN) 375, 376f

facilitatory 379
inhibitory 378

motor neurons (MN) 375, 376f, 377
operant conditioning 395, 399, 400f

behavioral studies 399
classical conditioning vs. 401t
neural mechanisms 399, 401, 401t

sensitization 379
Aplysia gill-siphon defensive withdrawal reflex 374–375,

377, 378, 395
sensory neurons (SN) 375, 376f
withdrawal reflexes

Aplysia gill-siphon defensive 374–375, 377, 378, 395
siphon–gill 374–375, 377, 378, 395

tail–siphon 374–375, 395, 396–397
underlying neuronal circuits 374

Aplysia californica
associative learning 309
classical conditioning 309
intrinsic excitability 308–309
learning influences 308–309
memory storage, intrinsic excitability 308–309

Apolipoprotein E see Alzheimer’s disease (AD) apoE
APP see under Alzheimer’s disease (AD)
Appetitive conditioning

Aplysia see Aplysia appetitive classical conditioning
extinction 637
extinction rapid reacquisition 631
extinction spontaneous recovery 630–631
mollusks see Mollusks

Appetitive learning, extinction 631, 637
ApSyn (Aplysia synapsin) 381
Arachidonic acid (AA), mediating FMRFa 378
Arc/Arg3.1 expression, in Alzheimer’s disease (AD) 736, 737f
Arthropods, sensitization and habituation 385
Artificial grammar (AG) learning task 23

spared in amnesia 23
Artificial neural networks (ANN), Hebbian learning rule 317, 318f
AS see Angelman syndrome
Assessment

flashbulb memories 11
learning disability (LD) 760–761
visuospatial sketchpad tasks 155

Association(s), memory, Rescorla–Wagner rule 665, 675
Association content, two-process account theory, reward systems 498
Association for Children with Learning Disabilities 757
Associationism, definition 28
Associative fear conditioning, Angelman syndrome (AS) 773, 777
Associative learning 373–374, 374–375

Aplysia 395–402
Aplysia californica 309
mechanisms, memory storage, intrinsic excitability 309
paired, long-term memory, prefrontal cortex lesions 174

Associative networks, perforant path inputs, CA3 computational
models 346

Associative processes, two-process account theory, reward
systems 500

ATP-sensitive potassium (K-ATP) channels, glucose effects on
memory 610

Attention
divided (DA) see Divided-attention (DA)
modulated priming see Priming
role in working memory 163
selective see Selective attention
top-down effects see Top-down attentional effects
working memory, role of attention 163
working memory models 161, 162f, 163

Attentional selection see Selective attention
Audition, selective attention see Selective attention
Auditory conditional motor tasks, pre-supplementary motor area

(F6), motor skill learning 537
Auditory learning, sleep benefits 552
Auditory storage, memories 7
Autoassociation network, dentate granule cells, hippocampal

computational models 336–337
Autoassociative memory, storage capacity, CA3 computational

models 338–339
Autobiographical facts 10–11
Autobiographical memories, implanted, false memories 698
Autobiographical memory 10, 130

analysis methods 11
comparison of memory with event 11
recollections of historical events 11
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Autobiographical memory (continued )
collective memory vs. 12–13
definition 10–11
episodic and semantic types 130
examples 10–11
retrieval, medial temporal lobe role see Medial temporal lobe

(MTL)
temporal distribution 11

Autonoetic consciousness 3, 6
difficulties studying in animals 142–143
episodic memory associated 10
remembering associated 132

Aversive conditioning
Aplysia gill-siphon defensive withdrawal reflex 374–375,

377, 378, 395
fear condition see Fear conditioning
Garcia’s account 486
incentive learning 486
reward systems theory 486
signaling account 486
taste see Conditioned taste aversion (CTA)

Avoidance tasks, Kamin effect of state-dependent learning 667
Awareness
autonoetic see Autonoetic consciousness
conscious, noetic 3
declarative memory 404

Axo-axonic cells
dentate gyrus 201–202
hippocampus 203

B

Baddeley, A D, working memory 6f, 7–8, 150, 150f, 163
BAPTA (calcium chelator), pre- and postsynaptic injection,

Aplysia 397
Bartlett, F C
reconsolidation 649
reconstruction of memories 687
study on systematic errors in memory 687

Basic consciousness see Consciousness
Basket cell interneurons 201–202
Basket cells, hippocampus 203
Basolateral amygdala complex (BLAc)
classical fear conditioning 415

see also Classical fear conditioning
conditioned response pathway, classical fear

conditioning 416–417
hippocampus (HPC) and 507
-insular cortex pathway in taste learning 469–470
reversible inactivation, classical fear conditioning 417
in reward 506f, 507

mPFC and 508
OFC and 508

stria terminalis–nucleus accumbens pathway, memory
consolidation 584

see also Amygdala
�-adrenoceptor-AMP/PKA signaling pathway, amygdala,

glucocorticoid effects 613
BCM (Bienenstock, Cooper, and Munro) theory of LTD 244, 251
BDNF (brain-derived neurotrophic factor) 517
Alzheimer’s disease (AD) 733
blocking, basolateral amygdala complex, classical fear

conditioning 418
estrogen interaction 291–292
hippocampus 517–518

LTP induction 235
insular cortex, role in taste learning 469–470
neural stem cell proliferation/differentiation 803
neurotrophic hypothesis of depression 518

primary motor cortex, training-induced reorganization 532–533
regulation after seizure 788–789
tyrosine kinase (Trk) receptor interactions 292
in VTA-NAc, reward processing and addiction 518
see also under Dendritic spines

BDNF gene, promotor region 296
Bees see Honeybees
Behavior

control
reinforcers 30
reward systems theory 484
by supervisory attentional system 157

memory test, cognitive processes underlying behavior and
131–132

Behavior systems, conditioning see Conditioning
Behavioral disturbance, frontal lobe damage 157–158
Behavioral learning 289
Behavioral priming

definition 78
divided-attention tasks 68–69
measurement 78
neuroimaging 68–69
positron emission tomography 68–69
repetition suppression 68–69
task dependency 69
top-down attentional effects 69–70, 70

Behavioral state, LTD 250–251
Beta adrenergic receptors see �-Adrenoceptor(s)
Beta-blockers see �-Adrenoceptor antagonists
Biconditional discrimination, Pavlovian–instrumental

interactions 495
reward system theory 495

Bidirectional changes, primary motor cortex (M1), motor skill
learning 532

Bidirectional synaptic plasticity 243, 265
cerebellum 265, 266
hippocampus 266

Bienenstock, Cooper, and Munro (BCM) theory of LTD 244, 251
Bilingualism, development 107
Bishof–Kohler hypothesis 143
BLA see Basolateral amygdala complex (BLAc)
BLAc see Basolateral amygdala complex (BLAc)
Blind source separation (BSS), Hebbian learning rule 319
Bombesin, memory consolidation, amygdala 581
Bombesin receptor antagonist, memory consolidation,

amygdala 581
Bone morphogenic factor (BMP), neural stem cell proliferation/

differentiation 803
Bouton, ME, retrieval model of outcome interference 678, 680

contextual stimuli affecting retrieval 678–679, 681
interference at testing time 678–679
memories dependent on different contextual information

678–679
neutral cues and 679–680
principles 678–679
reinstatement 679–680, 681
time in training context 678–679

Brain
activation, during learning 16
areas involved in/role in

activation, during learning 16
dissociation, attention modulated priming 70–71
episodic memory 19, 138
episodic memory and mental time travel 140–141, 141f,

141–142
memory storage, activity-dependent modulation 312
neural priming 79
nondeclarative memory 22
reading 762
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atrophy 114, 114–115
left-sided 114–115
semantic dementia 114

damage
effect on phonological storage and rehearsal 152
right hemisphere, visuospatial sketchpad affected

by 155, 157
semantic categories affected by 98
short-term memory
verbal 153–154
visuospatial material 155

lesions, category-specific 103
systems, eyeblink conditioned response 406
see also Cerebral cortex; individual anatomical regions

Brain-derived neurotrophic factor see BDNF
Brain regions involved, episodic memory (EM) 19
Brain stem nuclei, glucocorticoids, memory consolidation 580
BrdU see Bromo-deoxyuridine
Bridging treatments, extinction 642
Broca’s area, subvocal rehearsal 152
Brodmann’s area 169
Brodmann’s nomenclature, of perirhinal cortex 192
Bromo-deoxyuridine (BrdU)
hippocampal neurogenic niche 804
labeling, neural stem cells 804, 804f

BSS (blind source separation), Hebbian learning rule 319
Bumblebees see Honeybees

C

C/ERP� (transcription factor), in taste learning 477
c-Fos 512
in drug addiction 519–520
S–R vs. S–S associations 47–48
structure 512
in taste learning 476
upregulation after seizure 788–789

c-Jun, S–R vs. S–S associations 47–48
CA1 190, 201
computational models see CA1 computational models (below)
differences with CA3 204
inputs (cortical/subcortical) 204
MECP2 mouse models 295–296
neocortex backprojections, hippocampal computational

models 348
projections 204
Schaffer collateral projections/fibers 204

CA1, computational models 347
associative retrieval 347

amount of information vs. episode number 347
CA3, inputs from 348

Schaeffer collaterals 348
entorhinal inputs 348
historical aspects 331
neocortex retrieval 347

CA3 autoassociation effect 347–348
cell ratios 347

recording 347
Schaffer collateral synapses 347

CA1 pyramidal neurons (Schaffer collateral synapses) 204
afterhyperpolarization in aged animals 619
Bienenstock, Cooper, and Munro (BCM) theory 244
cerebellar synapses vs., LTP and LTD 260f
computational models 347
dendritic spines 282f, 288

structural plasticity 288, 289–290, 291, 292–293
LTD 242, 247f

mGluR5 activation 252, 253f
NMDAR-dependent 244, 248

LTP 212–213, 214, 214f, 216, 221f, 222
dendritic region 233–234, 234f
depotentiation 236
EPSP-spike (E-S) potential 227, 227f
GABAergic inhibition 229–230, 231f
GABAergic interneuron model of ES potentiation

227, 228f
postsynaptic density (PSD) 234

CA2 190
differentiation from CA3 204

CA3 190, 201
border with dentate gyrus 201
computational models see CA3, computational models
differentiation from CA1 204
differentiation from CA2 204
neocortex backprojections, hippocampal computational

models 348
projection timelines, adult-born granule cell

electrophysiology 808
subcortical input 204
synapse modification, neocortex backprojections, hippocampal

computational models 348–349
CA3, computational models 338

arbitrary associations 338
mechanism 338
as short-term memory 338

combined continuous/discrete memory 342f, 343
completion 340

cheese board test 341, 341f
NMDA-receptor knockout mice 341
water maze tests 341

continuous attractor network 343
continuous spatial patterns/representations 341

continuous attractor models 341
continuous attractor neural networks (CANN) 341–342, 342f
energy landscape 342
global inhibition 341–342
weighting effects 342–343

episodic memory 342f, 343
historical aspects 331
idiothetic update by path integration 343

look-up tables 344
self-organizing learning process 344, 344f
single-cell recording studies 343

mossy fiber inputs 345
acetylcholine 346
dentate granule cell firing 345
episodic memory system 346
new learning 346
nonassociative plasticity 345
Poisson distribution 346
postsynaptic cell activation 345
recall 346

perforant path inputs 346
associative memory network 346

recall 340
collateral associative connections 340
lateral perforant path 340
lesion studies 340
neurophysiology 340
reference memory spatial tasks 340
symmetry 340
water maze spatial navigation 340

recurrent network dynamics 344
collateral contribution 344–345
McCulloch–Pitt neurons 345
synaptic time constants 345

storage capacity 338
autoassociative memory 338–339
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CA3, computational models (continued )
calculations 338–339
forgetting mechanisms 339–340

CA3 pyramidal cells/neurons 190, 203
axons, projections 204
LTP 212–213, 222
structure 203
types 203

Caenorhabditis elegans, sensitization and habituation 387
Caffeine, memory-enhancement 606–607
Cajal, Ramón y, staining of hippocampal formation 200–201
Calbindin-D28K 726
Calcineurin (PP2B) 246
Calcium
1,2-diacylglycerol and 262
influx

Aplysia sensorimotor synapses
depression 377, 378
sensitization 376f, 379–380, 397

LTD induction 244, 263, 264–265
NMDA receptor
LTD 244
LTP 224, 244

intrinsic excitability 312–313, 314
memory formation dependent on 246
signaling

Alzheimer’s disease (AD) 724
dendritic spines 283–284

Calcium-binding proteins, Alzheimer’s disease (AD) 726
Calcium/calmodulin-dependent protein kinase II see CaMKII
Calcium/calmodulin-sensitive adenyl cyclase deficient Drosophila

(Rut mutant) 386, 397
Calcium channel(s)
L-type voltage-gated (L-VGCC)

Alzheimer’s disease (AD) 725
long-term fear memory 433, 437

leaks in Alzheimer’s disease (AD) 711–712
voltage-gated (VGCC), LTD induction 246
see also NMDA receptor(s) (NMDARs)

Calcium channel blockers, memory-enhancement 618
Calcium-dependent memory formation 246
Calmodulin (CaM), in LTF (Aplysia) 383
Calretinin 726
neural progenitor cells 806

CaMKII
activation 774, 775f

of fear memory 434
Alzheimer’s disease (AD) 729
Angelman syndrome (AS) 774, 777
CA1 pyramidal neurons, postsynaptic density (PSD-25) 234
fear conditioning 436
fear memory 434
LTP 246
memory formation 774, 776
misregulation 777
NMDA receptor see NMDA receptor(s) (NMDARs)
regulation 774, 775f, 776, 776f, 777
synaptic plasticity 774, 776, 778f

CaMKII/PKC site
dephosphorylation 254
phosphorylation 248

CaMKII�/�CaMKII, cerebellar LTD induction 262
cAMP
Aplysia pathway 397
sensitization and habituation, invertebrates 376f, 379–380,

382, 386
cAMP-dependent protein kinase A (PKA) see Protein kinase A

(PKA)
cAMP pathway, Aplysia 397

cAMP/PKA cascade
sensitization

long-term 382–383
short-term 379–380, 381

see also CREB
cAMP-responsive element binding protein see CREB
cAMP-specific phosphodiesterase II (Drosophila dunce mutant) 386
Capacity of memory, regulation, neurogenesis 814
Cardiovascular system, apoE in Alzheimer’s disease (AD) 717–718
Case studies

conceptual knowledge 119
semantic memory impairment 136

Cat(s), memory storage, intrinsic excitability 309–310
Catecholamine-dependent systems, memory modulation 576
Categorical amnesia 112
Categories

brain damage effect 98, 103
in semantic memory see Semantic memory
semantics defined by 99–100
similarity structure across memory traces 96

Categorization 94
concept learning and 94
learning to classify objects 94
MINERVA model and 95–96
occurrence, during retrieval 95–96
recognition, dissociation between 23

Category learning, humans, spared in amnesia 23
Category representation

animate entities and tools 119
conceptual knowledge 119
dynamic stimuli 120
FFA 119, 120f
pMTG activity 120, 121f
pSTS activity 120, 121f
static stimuli 120

Category-specific disorders
semantic dementia 115
semantic memory 115

domain-specific view 115–116
functional neuroanatomy 116
models 115
property-based view 115
tools/actions 116

variety 115
Caudal forelimb area (CFA), motor skill learning 529
Caudate nucleus

caudoputamen 48
dorsolateral, lesions, conditioned cue preference learning 57, 58f
inactivation, S–R vs.–S–S associations, cross maze competition 43
information processing 40–41, 50
lesions

dissociation in rats 35
information processing 45
S–R vs. S–Rf associations 57
S–R vs. S–S associations, radial maze competition 42

medial vs. lateral 48
memory consolidation, amygdala 583–584
S–R associations 36

vs. S–S associations, water mazes 45
see also Striatum, dorsal

CBP coactivator see under CREB
CBT (cognitive-behavioral therapy), extinction 627–628
Cdk5 (cyclin-dependent kinase 5) 517

in Alzheimer’s disease (AD) 732
Cell adhesion molecules

Aplysia 379
neuronal (NCAM) 383, 806

Cell phenotype 781–782
Cell synapse 255–257
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Central executive 8
attentional support, for linguistic information in episodic buffer

160–161, 161
behavioral disturbances and 157–158
continuous reaction time (CRT) 161
definition 156–157, 157
laboratory tasks utilizing 158
location in brain 157
in phonological loop functions 159
role 157

in longer-term learning 164
in visuospatial short-term memory 156–157

supervisory attentional system see Supervisory
attentional system (SAS)

in visuospatial sketchpad activity 156–157, 159
working memory see Working memory models

Cerebellar synapses 260f
Cerebellum
anatomy 255
circuitry 255, 256f
climbing fiber–Purkinje cell synapse 255

LTD 264–265
parallel fiber and 258, 259, 264–265, 265
signals 259

deep cerebellar nuclei (DCN) 255, 256f
associative eyeblink 257, 258

eyeblink conditioned response 407
see also Eyeblink conditioned response

functions 255
lesions, S–Rf vs. S–S associations 55
LTD, climbing fiber–Purkinje cell synapse

264–265
LTP 237, 258

hippocampal CA1 synapses vs. 260f
LTD interaction and 265
reversal 255–257, 257f, 265

motor learning models 267
role in associative eyeblink conditioning 257
second messengers 262

Cerebral cortex
bidirectional synaptic plasticity 243
lesions, semantic memory 113
long-term potentiation (LTP) 234–235
semantic memory 113
see also Brain; entries beginning cortical

cGMP, LTD induction 263
Chandelier cells see Axo-axonic cells
Cheese board test, completion, CA3, computational

models 341, 341f
Chemical adjuncts, extinction see Extinction
Chess masters, long-term working memory 8
Childhood amnesia 11
Children
episodic memory development 138
semantic memory development 138
working memory performance development 162–163

Chimpanzee (chimpanzee studies), future thought and 143
Cholinergic fibers, adult neurogenesis 811
Cholinergic systems, memory modulation 576

see also Consolidation (of memory), amygdala role
Chromatin remodeling enzymes
memory storage and 790
synaptic plasticity and 786

Chromatin structure 782
Rett syndrome and 781–800
transcription and 786

Ciliary neurotrophic factor (CTNF) 805
Cingulate motor cortex, motor skill learning 533

see also Motor skill learning, neurophysiology

Classical conditioning 24, 373–374
Aplysia californica 309
definition 404–405
fear see Classical fear conditioning
historical aspects 404–405
intrinsic excitability 307–308
Lymnaea stagnalis 309
memory storage, intrinsic excitability 307–308, 309–310
procedural learning 403–427
pseudoconditioning vs. 379
spared in amnesia 24
trace conditioning as variant 20–21
see also Aplysia; Lymnaea

Classical fear conditioning 414
amygdala lesions 415

historical aspects 415
medial temporal lobes 415
timing 415
Urbach–Weithe disease 415

amygdala system 415
neuronal activity 415

basolateral amygdala complex 417
AMPA receptors 418
brain-derived neurotrophic factor blocking 418
cAMP response element binding protein (CREB) 418
LTP 417
metabotropic glutamate receptors (mGluRs) 418
NMDA receptors 417–418
protein kinase A 418
protein kinase C 418
signaling pathways 418

brain systems 415
anterior cingulate nucleus 415
basolateral amygdala complex 415
hippocampus 415
medial geniculate nucleus 415
ventral periaqueductal gray 415

conditioned response pathway 416
basolateral amygdala 416–417
lateral amygdala 416–417
lateral hypothalamus 416–417
lesion studies 416–417
periaqueductal gray 416–417

conditioned stimulus (CS) pathway 416
hippocampus 416
later amygdala lesions 416
medial geniculate nucleus (mGN) 416
perirhinal cortex 416

definition 414
hippocampus see Hippocampus, fear conditioning
pathways 416, 416f
reversible inactivation 417

basolateral amygdala complex 417
BLAc 417
GABAA receptors 417

two-stage hypothesis 420
unconditioned stimulus (US) pathway 416

amygdala central nucleus 416
combined lesion studies 416
insular cortex 416
lesion studies 416
thalamus 416

see also Fear conditioning
Classification, long-term memory 22f
Climbing fiber–Purkinje cell synapse see under

Cerebellum
Clinical depression see Depression (clinical)
Clinical perspective, extinction rapid reacquisition 631–632
Clock transcription factor (TF), in drug addiction 514
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Cognition
control, prefrontal cortex 170
control of movement, cingulate motor areas, motor skill

learning 540
emergence, perceptual motor systems and 97
hormones affecting see Hormones
Rett syndrome 792

Cognitive behavior see Learning; Memory
Cognitive-behavioral therapy (CBT), extinction 627–628
Cognitive functions, higher-order
complex memory span correlation 162
reading span 158–159

Cognitive learning, dissociation lesion experiments, procedural
learning 361

Cognitive studies, priming, explicit vs. implicit memory 66
Coherence
definition 41
information processing systems 41, 50

see also Information processing, systems
multiple memory systems 58–59

Collaborative recall 12
Collateral associative connections, recall, CA3 computational

models 340
Collateral contribution, recurrent network dynamics, CA3

computational models 344–345
Collective memory 12
analysis methods 12–13
autobiographical memory vs. 12–13
bias of recollections 12
definition 12
examples 12
flashbulb memory 12–13
historical aspects 12

Collins, A, hierarchical network approach to semantic
memory 89, 89f, 92

Colour-associate words, object concepts 117, 117f
Combined lesion studies, US pathway, classical fear

conditioning 416
Comparator hypothesis 675
of conditioned responding 675f, 675–676
extended version 677f, 677–678
retrieval of memory theory 675, 680

Competition
conditioned cue preference 52, 55f
information processing systems 38f, 40f, 41
multiple memory systems 27–64–28, 40f
S–R and spatial learning 42
S–R and S–S information 42

Competitive learning hypothesis, dentate granule cells,
hippocampal computational models 336–337

Complex memory span 158
central executive role 158
cognitive costs of processing task 163
counting spans 162–163
higher-order cognitive function and 162
learning abilities and 159
listening span 158
odd-one-out task 158
operation span 158
reading span 158
scholastic aptitude and 162

Complex span tasks 158
Complexity of learning, neural computation theories of learning 326
Compound presentation experiments, response inhibition

hypothesis 637
Conceptual knowledge
animate entities and tools 119
animate entities information processing 123, 123f
case studies 119

category-related activations 121
category representation 119
characteristics 122–123
conceptual representations

bases 121
category-related activations 121

neuroimaging evidence of organization 116
object categories in the brain 119
object concepts 117
property regions

category-related activations 121
conceptual representations 121
involvement reason #1 122
involvement reason #2 122
involvement reason #3 123

semantic memory 116
VLPFC 116

Conceptual-level processing
lateral fusiform activity 122
medial fusiform activity 122
property regions 122

Concurrent recovery
extinction 633
extinction resurgence 633

Conditioned avoidance behavior, dissociation lesion experiments,
procedural learning 358–359

Conditioned cue preference (CCP) 37
competition 52, 55f
cooperation 52
information processing 51
learning

dorsolateral caudate nucleus lesions 57, 58f
S–R vs. S–Rf associations 57, 58f

radial maze 51, 51f
reinforcer devaluation 39f
spatial cues 51
win-stay task 57

Conditioned cue preference (CCP) task
with cooperation/competition, S–Rf vs. S–S associations 52, 55f
dissociation in rats 37
with spatial cues, S–Rf vs. S–S associations 51, 51f
S–Rf associations 37

Conditioned fear
humans studies, information processing 56
lesion studies 56
memory see Fear conditioning
tests, S–Rf vs. S–S associations 56
see also Classical fear conditioning

Conditioned lick suppression experiments, extinction 639–640
Conditioned place preference, tasks, procedural learning, animal

neurobiology 367
Conditioned preference

humans studies, information processing 55
tests, S–Rf vs. S–S associations 55, 56

Conditioned reinforcement, secondary rewards (SdR) 490–491, 492,
493f

Conditioned response (CR), Pavlov, I 30
Conditioned stimulus (CS)

classical fear conditioning see Classical fear conditioning
definition 404
parallel fiber–Purkinje cell synapse 255–257
Pavlov, I 30
reward 504–505
trace conditioning 20–21

Conditioned suppression, extinction 637
Conditioned taste aversion (CTA)

role of hippocampus (HPC) 469
taste learning and 465–482
see also Gustatory cortex (GC)
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Conditioned taste aversion test
reinforcer devaluation 37
value change effects, rewards 485

Conditioning 258, 401t
associative fear conditioning, AS 773, 777
classical see Classical conditioning
context

extinction reinstatement 632
S–Rf vs. S–S associations 53

delay eyelid conditioning 310
fear 430

see also Fear conditioning
intrinsic excitability 307–308
operant conditioning 310–311
rate discrimination theory, extinction vs. 634
Rescorla–Wagner model 675, 678

see also Rescorla–Wagner rule/model
trace eyelid conditioning 310

see also Trace conditioning
Confabulation 3
Configural mnemonic representations, hippocampus, contextual

fear conditioning 419
Connectionist network model, of phonological loop 153, 153f, 155
Conscious awareness
noetic 3
self-knowing see Autonoetic consciousness

Conscious form of memory 3
description 3

Conscious recollection 3
involuntary vs. voluntary 3

Consciousness
anoetic 4, 6
knowing (noetic) 3, 6

Consolidation (of memory) 565, 650
amygdala role seeConsolidation (of memory) amygdala role (below)
biochemical mechanisms 433
challenges to 650

amnesia spontaneous recovery 650–651
ECT experiments 650–651
Lewis, Donald 651
retrieval dysfunction amnesia hypothesis 651

definition 668
disruption in experimentally induced amnesia, effects 668
dopamine studies, procedural learning 365
endogenous modulation 572
extinction 641–642

blocking 641–642
fear memory 433, 445f
historical aspects 650

amnesiac patients 650
animal models/studies 650
Ebbinghaus, Hermann 650
ECT experiments 650
Mueller, G E 650
Pilzecker, A 650

LTP 433
medial temporal lobe damage effect 21
memory modulation vs., memory-enhancing drugs 607
motor skill learning, neurophysiology 541
reconsolidation see Reconsolidation (of memory)
role of sleep in 547–569
synaptic plasticity 445f
see also Cue-dependent amnesia

Consolidation (of memory), amygdala role 576
bombesin 581
bombesin receptor antagonist 581
cholinergic influences 580

histamine receptor agonists 581, 582f
histamine receptor antagonists 581, 582f

muscarinic agonists 580
muscarinic antagonists 580
noradrenergic activation 580–581
stria terminalis lesions 580

cortex interactions 586
extracellular-regulated kinase phosphorylation 587–588
lesion studies 586–587
posttraining drug injection studies 586–587
stria terminalis projections 588, 588f, 589f

glucocorticoids 579
brain stem nuclei 580
lesion studies 579
noradrenergic system interactions 580
object recognition memory 580
posttraining infusions 579
systemic administration 580

historical aspects 576
electrical stimulation studies 576

human 588
�2-adrenoceptor antagonists 588–589
�-adrenoceptor antagonists 588–589
amphetamine administration 588–589
cortisol administration 588–589
emotional arousal 589
fMRI 589
noradrenergic activation 589–590
other brain region interactions 590
PET 589

interactions 583
activity-regulated cytoskeletal protein (Arc) 585–586
caudate nucleus 583–584
fear-based learning 586
feat conditioning tasks 584, 585f
gonadotrophin receptor agonists 584, 586f
hippocampus 583–584, 584–585
inhibitory avoidance training 583
nucleus accumbens 584, 587f
Pavlovian fear conditioning 586
posttraining amphetamine injections 583–584
regulatory genes 583
stria terminalis lesions 583, 583–584
stria terminalis–nucleus accumbens pathway 584
training tasks 583
water-maze training 583–584
see also specific interactions

noradrenergic systems 576
adenylate cyclase 577
adrenal demedullation 577
�-adrenoceptor agonists 577
�2-adrenoceptor agonists 577–578
�-adrenoceptor antagonists 576–577, 577–578
corticotrophin-releasing hormone 578
effects on other systems 577–578
emotional learning 578t, 578–579
epinephrine posttraining administration 577
norepinephrine levels 578–579, 579f
norepinephrine posttraining administration 577
opioid peptidergic antagonists 577–578
orphanin FQ/nociceptin 578

relaxin 581
Constructive episodic simulation hypothesis 142
Context(s), extinction renewal effect 629
Context conditioning

extinction reinstatement 632
S–Rf vs. S–S associations 53

Context-dependency, extinction 639, 642
Context memory

fornix lesions, effect 681
hippocampus role 681
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Context role, extinction 642
Context specific memories, fear extinction 451–452
Contextual cues, definition 674
Contextual fear conditioning 449, 449–450
hippocampus see Hippocampus, fear conditioning

Contextual retrieval 32
information processing localization see Information processing

localization
lesion studies 32, 33f
reversal learning 32, 34f

Contingency degradation, SdR 494, 495f
Continuous attractor models, CA3 computational models 341
Continuous attractor network, CA3, computational models 343
Continuous attractor neural networks (CANN), CA3

computational models 341–342, 342f
Continuous memory, discrete memory combination, CA3,

computational models 342f, 343
Continuous reaction time (CRT), episodic buffer and 161
Continuous spatial patterns/representations, computational

models 341
Cooperation
information processing systems 38f, 40f, 41
multiple memory systems 27–64–28

Cornu ammonis (CA), neural stem cells 803
Correlational evidence, neurogenesis see Neurogenesis
Cortical lesions, semantic memory 113
Cortical maps, Hebbian learning rule 319
Cortical pyramidal cells, neocortex backprojections, hippocampal

computational models 349
Cortical sleep spindles 548, 553–554, 562, 563
Cortical slow waves see Sleep slow wave (SWS)
Corticosteroids
adult neurogenesis 812
neurogenesis 811
see also Glucocorticoids

Corticosterone
administration, memory retrieval, amygdala 590–591
administration experiments, memory modulation 575
amygdala in modulation of memory 613

Corticotrophin-releasing hormone, noradrenergic systems, memory
consolidation 578

Cortisol
administration, memory consolidation, amygdala 588–589
influence on episodic memory consolidation during

sleep 565
memory modulation 572

Counterconditioning
extinction see Extinction
interference between cues/outcomes 673, 680

Counting spans 162–163
Cowan, N, embedded process model of working memory

161–162, 162f
CR (conditioned response) 30
Cranial nerves, taste bud activation 467–468
Crayfish (Procambarus clarkii) 385
Creative Imagination Scale (CIS), false memory scores

relationship 699–700
CREB (cAMP response element binding protein)
in Alzheimer’s disease (AD) 736
basolateral amygdala complex, classical fear

conditioning 418
CBP coactivator and

memory storage 787f, 790, 791
synaptic plasticity 786, 787f

fear memory 440
Fos families and

drug addiction 511
in stress 514
target genes 515

phosphorylation
psychostimulant drugs 512, 513
S–S associations 43

as possible memory-enhancing drug target 619
reconsolidation 656

CREB 2 (cAMP response element binding protein CREB2) 378–
379, 382–383

Cross maze
rat studies

competition 42, 43f, 44f
information processing 43f, 44f
information processing systems 42

S–R vs. S–S associations 42, 43f
CS see Conditioned stimulus (CS)
Cue(s)

competition 670
retrieval-focused view (comparatory hypothesis) 675

conditioned preference see Conditioned cue preference (CCP)
conditioning, S–Rf vs. S–S associations 53
retrieval see Retrieval (of/from memory); Retrieval cues
reversal, response specificity, priming 74

Cue-dependent amnesia 652
age and strength of memory 657
behavioral studies 653

animal studies 653
human studies 653
information integration 653

definition 652
Lewis, Donald 652

animal experiments 652
Krechevsky maze tests 653f, 654
protein synthesis inhibition experiments 652

memory lability 658
negative results 658
neurobiology 653

historical aspects 653–654
NMDA receptors 654, 655f
MK-801 654

noradrenergic system 654
beta-adrenergic receptor antagonists 654
experiments 654
spatial discrimination tasks 654
temporal dynamics 654

permanence 656
contradiction of 656–657
spontaneous recovery 656–657

significant event hypothesis 657–658
species 657
tasks 657
see also Reconsolidation (of memory)

Cue-dependent enhancement 658
clinical significance 660

noradrenergic activity 659f, 660
obsessive compulsion 660
phobias 660
posttraumatic stress disorder (PTSD) 660

mesencephalic reticular formation stimulation 658, 659f
noradrenergic system activation 659, 660f

idazoxan 659
protein kinase A activation 660

Cued water maze tasks, glutamate studies, procedural
learning 365

Cyclic adenosine monophosphate see entries beginning cAMP
Cyclic guanosine monophosphate (cGMP), LTD

induction 263
Cyclin-dependent kinase 5 see Cdk5
D-Cycloserine, extinction 640–641
Cyproheptadine, serotonin receptor antagonist 379
Cytostatic drug experiments, neurogenesis 816
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D

DAG (diacylglycerol)
cerebellar LTD induction 261–262, 262
sensitization (Aplysia) 376f, 380

DARPP-32 513, 517
DB patient, episodic memory 140
DCS (D-cycloserine), extinction 640–641
Declarative (explicit) memory 2, 189–208, 15–26, 5, 130, 549
autobiographical see Autobiographical memory
awareness 404
brain areas involved 5, 16–17, 17f
classification 22f
definition 2–3, 15, 18
description and overview 5
episodic see Episodic memory (EM)
examples 2–3, 5
formation, amygdala 456
forms 10
hippocampus 549
historical aspects 189
HM case study 135
impairment/loss 18
medial temporal lobe 549
procedural memory vs. 34, 404

dual-memory theory 357
relationship of explicit to declarative memory 15
semantic see Semantic memory
subdivisions/subsystems 5–6, 549

see also Episodic memory (EM); Semantic memory
tests 2–3

intentional retrieval shown by 4–5
Tulving’s scheme 6
types of memory included 5–6, 10

Declarative knowledge 5
Declarative learning, dissociation lesion experiments, procedural

learning 361
Declarative memory systems 189–208, 15–26
Deep cerebellar nuclei (DCN) see under Cerebellum
Defensive withdrawal reflexes, memory storage, intrinsic

excitability 308
Déjà vu
familiarity role in 695–696
implicit memory explanation 695–696

Delay eyelid conditioning, intrinsic excitability 310
Delayed-response tasks, working memory, prefrontal

cortex 170
Dementia
frontal temporal 104
semantic 104, 114
see also Alzheimer’s disease (AD)

Dementia of Alzheimer’s type (DAT)
semantic dementia differences 104
see also Alzheimer’s disease (AD)

Dendrites
dentate granule cells 201–202, 202f
intrinsic excitability 312, 314

Dendritic action potentials (backpropagation), LTD 246
LTP see Hippocampal long-term potentiation (LTP)
see also Spike-timing-dependent plasticity (STDP)

Dendritic filopodia 284–285, 288
Dendritic spines
activity-dependent structural plasticity of 281–305
BDNF 292

estrogen interaction 291–292
MeCP2, and dendritic spinal pathologies in Rett syndrome 294

calcium signaling 283–284
development 284
estradiol effects 291

excitatory synaptic activity 286
homeostatic plasticity 286
imaging studies 290
long term depression (LTD) 289
long term potentiation (LTP) 287
motility 285
structural plasticity induction

by experience and behavioral learning 289
by neuromodulators 290
by synaptic activity 285

structure and function of 282, 282f
types 282–283, 293, 293–294

Dentate granule cells
firing, mossy fiber inputs, CA3 computational models 345
hippocampal computational models see Hippocampus,

computational models
layer, structure 201–202, 202f
structure 201–202, 202f

Dentate gyrus (DG) 201
anatomy 201, 202f

border with CA3 201
cell types 201–202
cortical input 203
dentate granule cell layer 201–202
molecular layer 202
output 203
polymorphic layer 202
subcortical input 203
Timm’s method, staining 202

axo-axonic cells 201–202
basket cell interneurons 201–202
calcium-binding proteins 726
cell types 201–202, 202
flow of sensory information 206f, 206–207
granule cells see Dentate granule cells
hippocampal CA3 pyramidal neurons and 212–213
neurogenesis 801–802, 804f, 806f
subgranular layer 201–202

Dephosphorylation
CaMKII 254
of synaptic proteins 246

Depolarizing GABA input, adult-born granule cell
electrophysiology 807

Depotentiation (DeP)
LTD 253

time-sensitive (TS-DP) 253, 254f
LTP 235

Depression (clinical) 518
HPA axis 520
neurogenesis, regulation in adult 812
neurotropic hypothesis of 518
prefrontal cortex (PFC), molecular changes in 519
treatment targets 514, 518

Depression (synaptic) see Aplysia, depression of sensorimotor
synapses; Long-term potentiation (LTP)

Desensitization, extinction 639
Devaluation, incentive learning 486–487
Devaluation effects, reward systems theory 485

taste aversion 485
Development (of memory)

episodic see Episodic memory (EM)
semantic memory 107, 138
working memory, during childhood 162–163

Developmental disorders of learning 755–768
classification 755, 757
definition 757
description/meaning 755
diversity and disorders included 755
learning disability concept 756, 766
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Developmental disorders of learning (continued )
phenomenological definition 755
see also Learning disability (LD)

Diacylglycerol see DAG
Diagnostic and Statistical Manual IV (DSM-IV)
developmental disorders of learning 755
learning disabilities 757

Diencephalon
midline, damage/lesions causing anterograde

amnesia 18–19
role in memory 18

Dietary restriction, adult neurogenesis 811–812
Differential outcomes effect, Pavlovian–instrumental

interactions 495
reward system theory 495–496

Differentiation, neural stem cell culture 802f, 803
Direct memory see Declarative (explicit) memory
Disability, categories 758
Discrepancy detection principle 692
Discrete memory, continuous memory combination, CA3,

computational models 342f, 343
Dishabituation, Aplysia 376–377, 380, 385–386
Dissociation
damaging brain structures 37
memory systems 42

information processing 42, 49
neural function measures 43
by reinforcer devaluation 37
three information types 35

Dissociative Experiences Scale (DES), false memory scores
relationship 699–700, 701

Distractibility, dysexecutive syndrome 157–158
Divided-attention (DA), tasks
behavioral priming 68–69
neural priming 68–69

DNA (cytosine-5) methylation 784, 795
‘lifetime’ memory storage and 792

DNA (cytosine-5) methyltransferases (DNMTs) 784–785, 795
Dopamine
adult neurogenesis 811
esophageal nerve, Aplysia 399, 400–401
neurotransmission, hippocampus 235
in reward 509
studies, procedural learning see Procedural learning, animal

neurobiology
in taste learning 473–474
working memory, amygdala 592
see also Drug addiction

Dopamine receptor antagonists, memory retrieval,
amygdala 590–591

Dorsal accessory olive, unconditioned stimulus pathways, eyeblink
conditioned response 408

Dorsal anterior interpositus, eyeblink conditioned response,
reversible inactivation 410

Dorsal basal ganglia see Striatum dorsal
Dorsal striatum see Striatum dorsal
Dorsolateral caudate nucleus, lesions, conditioned cue preference

learning 57, 58f
Dorsolateral prefrontal complex (DLPFC) 169
episodic retrieval 76–77
functional imaging studies 171–172
long-term memory 178–179

fMRI 177
future work 182
lesion effects 176
relational information processing 182
retrieval 179
ventrolateral prefrontal cortex vs. 178

negative priming (NP) 76–77

working memory
future work 182
neuroimaging 177, 178f
rehearse trials 177–178
reorder trials 177–178
rule use 172

Dorsomedial striatum, procedural learning 363
Double cortin (DCX), neural progenitor cells

804–805, 806, 806f
Double dissociations

dissociation lesion experiments, procedural learning 359
S–R associations 35
S–S associations 35

DRM (Deese-Roediger-McDermot paradigm), false memory
for words 101–102, 688

activation at encoding 689
Activation-Monitoring Framework explanation 689
age-related changes in false memory 690
distinctiveness heuristic 690
experimental procedure 688–689

critical lures 688–689, 689f
remembering vs knowing words 689, 689f

Fuzzy Trace Theory explanation 690
monitoring component 689–690
speed of response and list repetition 690
suggestibility 701

Drosophila
habituation, sensitization and 386
mutants

dunce (dnc) 386
rut 386, 397
volada, integrin signaling 513

rutabaga (rut) mutants 386, 397
Drug(s), effect on state-dependent learning 666–667
Drug addiction

acute vs. repeated administration 511
dopamine 509, 510f, 510–511

nucleus accumbens (NAc) 509, 511, 515–517
prefrontal cortex (PFC) 520
VTA-NAc 518

prefrontal cortex (PFC), molecular changes in 519
prelimbic cortex (PrLC) 507–508
transcription factors (TFs) 510–511

clock 514
CREB and Fos families 511

withdrawal 515–517
DSM-IV see Diagnostic and Statistical Manual IV (DSM-IV)
Dual-memory theory, declarative vs. procedural memory 357
Dual trace mechanism 281–282
Dunce (dnc) mutation (Drosophila) 386
Dynamin 719f, 719–720
Dynorphin, in VTA-NAc pathway 515
Dysexecutive syndrome 157–158

perseveration and distractibility in 157–158

E

E-S potentiation, plasticity of intrinsic excitability 325
‘Early’ selection see Selective attention
Ebbinghaus, Hermann

consolidation hypothesis 650
learning 29
rigorous study of learning 29

Echoic memory 7
Echoic storage 7
Ecological psychology 97
Ecphory 130–131
Education of All Handicapped Children Act (Public Law 94-142) 758
EGF (epidermal growth factor) 802–803
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Egocentric coordinates, hippocampus 332–333
Elderly, memory changes see Age, and aging
Electrical stimulation studies
amygdala, memory consolidation 576
conditioned stimulus (CS) pathways, eyeblink conditioned

response 408
Electrical stimulation therapy, amnesia 651–652
Electroconvulsive shock (ECS)
adult neurogenesis 812
consolidation hypothesis 650

challenges to 650–651
experimentally induced amnesia, deficits in retrieval of

memory 666, 668
memory modulation 571–572

Electroencephalography (EEG), top-down attentional neural
mechanisms, priming 71

Electrophysiology, adult-born granule cells (AGCs) see Adult-born
granule cells (AGCs)

EM see Episodic memory (EM)
Embedded process model, of working memory (Cowan’s)

161–162, 162f
Emotion, memory formation 453–455, 456
Emotional arousal, memory consolidation, amygdala 589
Emotional behavior, neurogenesis 816–817
Emotional control, hippocampal circuit function 816
Emotional episodic memory consolidation, and sleep 562, 565
Emotional learning, noradrenergic systems, memory consolidation

578t, 578–579
Emotional memory system 549
amygdala 549

Emotional perception and expression 507
Emotional response
primary rewards 500
secondary rewards (SdR) 500

Emotional state, procedural learning, animal neurobiology 367–368
Encoding (memory)
abstract, reward systems theory 490
priming, explicit vs. implicit memory 67
for words, activation, DRM paradigm 689

Encoding of reward value, reward systems theory 486
Encoding variability hypothesis, priming, explicit vs. implicit

memory 68
Energy landscape, CA3 computational models 342
Entorhinal cortex 196
anatomy 196, 196f

connections 197, 197f
connections to other parahippocampal regions 197–198
connections to subcortical structures 198
dorsal lateral field (DLE) 197
input to dentate gyrus 203
neocortical input 198, 206, 348
projections to hippocampal formation 198f, 198–199
subdivisions in animals 197

caudal field 197
comparative (cross-species) anatomy 190–192, 193–194

monkeys 197
rodents 197, 198

function/importance 196–197, 206
inputs, CA1, computational models 348
lateral area (LEA) 197
long-term potentiation (LTP) 212–213, 213f
medial area (MEA) 197
neocortex backprojections, hippocampal computational models 348
neural stem cells 803
projections 190

hippocampal computational models 334–335, 335f
to hippocampal formation 198f, 198–199

sizes, cross-species comparison 193
spatial information processing 196–197

Environmental enrichment, neurogenesis, regulation in
adult 810

Environmental sound stimuli, neural priming 80
Environmental stimuli, sensory rewards vs. secondary rewards 491
EP case study 21, 24
Epidermal growth factor (EGF), neural stem cell culture 802–803
Epigenetics

chromatin structure and Rett syndrome 781–800
in cognition, Rett syndrome 792
definitions 782
marking mechanisms 782
in memory formation 789
in seizure 789
in synaptic plasticity 785

Epilepsy, adult neurogenesis 812
Epinephrine

memory-enhancement 607, 608f, 612
posttraining administration, noradrenergic systems, memory

consolidation 577
Episodic buffer 8

binding problem and 160
binding process/role 160
characteristics 160
continuous reaction time (CRT) 161
functions 159–160

binding visual features in visuospatial sketchpad 160
future research 161
linguistic/phonological information integration 160–161
memory for sentences and impairments 160
testing/tasks 160
in working memory model 6f, 159, 163

Episodic future thought 142
animals incapable of 143
development 142

Episodic-like memory 142
critical components, spatial–temporal information 143
definition 143
Western scrub jays 143, 143f

Episodic memories, formation, hippocampal computational
models 351

Episodic memory (EM) 10, 129–147
across-species 142
in amnesia see Amnesia episodic memory deficits
in animals 142

see also Episodic-like memory
behavioral criteria, in animals see Episodic-like memory
brain imaging 136
brain regions involved 19, 138
CA3, computational models 342f, 343
characteristics 130
concept, development 129–130

Tulving’s recent changes 133
definition 10, 19, 87–88, 111–112, 129
development of 138

age at (4�1) 138, 138–139
emergence 138
evolution 6, 134
examples 10
formation, hippocampal computational models 351
General Abstract Processing System (GAPS) 130–131, 131f
hippocampal damage affecting 135
hippocampus 333–334
historical landmarks 129

episodic memory system 133
episodic vs semantic memory 129
remember/know paradigm 132
retrieval mode 132
subjective awareness 130
self and time 133
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Episodic memory (EM) (continued )
impairment

in anterograde amnesia 19
breakdown of self-contiguity 133
frontal lobe lesions 135, 140
HM case study see HM case study
KC case study 136
ML patient 135–136
see also Amnesia, episodic memory deficits

lack of 111–112
see also under Amnesia; Episodic memory (EM), impairment

medial temporal cortex 112
mental time travel and 133, 139

amnesic patients 140
brain areas involved 140–141, 141f, 141–142
construction and elaboration phases 142
episodic future thought, development 142
functional neuroimaging 140
historical work and research 139
neuropsychology 140

mossy fiber inputs, CA3 computational models 346
nonhuman studies see Episodic-like memory
parietal cortex role 138
recall/recollection see Episodic memory (EM) retrieval
remembering, process 130–131, 131f
retrieval

dorsolateral prefrontal complex (DLPFC) 76–77
long-term memory retrieval 181
negative priming (NP) 76

retrieval mode 132
explanation 132–133
neuroimaging evidence 133
spontaneous conscious recollection vs. 132–133

semantic memory (and) 549
semantic memory, dissociation

evidence from HM patient 135
evidence from KC patient 136
evidence from ML patient 135–136

semantic memory interplay 101, 134f
activation monitoring framework 102
back-/forward-associated strength 102
dissociable effects and similarities 101
episodic priming 101
meaningless trigram study 101
MINERVA model 102
preexisting semantic representations effect on episodic

tasks 101–102
summation paradigm 102
unitary memory system approach 102

semantic memory similarities 95–96
semantic memory vs. 11–12, 87–88, 111–112, 129

access to knowledge, differences 132–133
distinguishing features 132, 134
evidence from amnesic patients 135
functional neuroimaging 137
as memory system 134
relations between (graphic) 134f
Tulving’s work 129–130, 132

sleep and consolidation of 549, 557
role of acetylcholine 565

spatial memory vs. 9
subjective awareness 130

self and time concepts 133
system 134

evidence for 134
deviations between neuroimaging and

neuropsychology 137
functional neuroimaging 136
neuropsychology 135

impairments with semantic memory intact 135
knowing/remembering see Remember/know distinction

testing/tests for 10, 19
unique to humans 142

Episodic priming, effect on semantic memory 100, 101
Episodic recognition test, semantic dementia vs dementia of

Alzheimer’s type 104
Episodic retrieval see Episodic memory (EM) retrieval
Epistemology 88
EPSP see Excitatory postsynaptic potentials (EPSPs)
Equipotentiality, information processing localization 31
ERK (extracellular signal-regulated protein kinase)

in Alzheimer’s disease 728, 736, 737–738
in Alzheimer’s disease (AD) 736, 737–738
FMRFa 378
MAPK cascade see MAPK/ERK cascade
memory formation 438, 439f, 440, 444
taste learning 469–470, 471–472, 473–474, 474, 475
see also MAPK (mitogen-activated protein kinase)

ERP see Event-related potentials (ERPs)
Error-correcting learning rule, Hebbian learning rule 320
Error-correction rule

Bush and Mosteller’s 675–676
violation of reinforcer expectation, extinction 637–638

Estradiol, effects on dendritic spines 291
Estrogen

dendritic spines increased by 291
memory-enhancement 613, 614f
replacement

animal models 291
postmenopausal women 291–292, 614–615

Eukaryotic elongation factors (eEFs) 475, 476f
Eukaryotic initiation factors (4E-BP2 and eIF2�) 475
Evaluation methods, two-process account theory, reward systems 499
Event-related potentials (ERPs)

assumptions 65–66
parietal cortex role in episodic memory 138
priming, neural activation 78–79

Evolution, memory 6
Excitation–secretion coupling, Aplysia, short-term depression of

sensorimotor synapses 377, 378
Excitatory postsynaptic potentials (EPSPs) 377, 378

hippocampus 214, 214f, 215f, 216, 216f, 226, 246
intrinsic excitability 311–312
memory storage, activity-dependent modulation 311–312

Executive functions
hippocampus see Hippocampus
prefrontal cortex (PFC) see Prefrontal cortex (PFC)

Experience(s)
adult-born granule cell molecular maturation 809
influences on intrinsic excitability 307, 313–314
memory storage, intrinsic excitability 313–314
reorganization, supplementary motor area (SMA/F3), motor skill

learning 535
Explicit memory see Declarative (explicit) memory
Explicit memory tests 2–3

intentional retrieval shown by 4–5
Explicit retention 2–3, 3
Explicit tasks, attention modulated priming 69
Exploration/exploitation trade-off, reinforcement learning 323
Exposure therapy

extinction renewal effect 630
renewal effect 630

Extinction 627–647
appetitive conditioning 637
appetitive learning 631
behavioral mechanisms/implications 627–647
behavioral techniques 639
bridging treatments 642
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causes 634
chemical adjuncts 639, 640

alpha-2 adrenergic antagonists 641
beta-blockers 641–642
consolidation effect 641–642
D-cycloserine (DCS) 640–641
NMDA receptor agonists 640–641
protein synthesis inhibitors 641–642
yohimbine 641

cognitive behavioral therapy 627–628
concurrent recovery 633
conditioned suppression 637
consolidation 641–642
context-dependency 639, 642
counterconditioning 639

fear renewal studies 639
retroactive interference 639
systematic desensitization therapy 639

cues and outcome interference
Bouton’s model of outcome interference 678, 679–680
context-dependent, fornix lesions effect 681
interference between cues/outcomes 672
recovery in conditioned responding and 678
spontaneous recovery, Bouton’s model 679

definition 627
desensitization 639
discrimination of reinforcement rate 634
eyeblink experiment 636–637
fear conditioning 508, 628–629, 631, 637
fear-potentiated startle paradigm 640
generalization decrement theory 635
inhibition of the response 636
memory, amygdala 581

�-adrenoceptor activation 581–583
GABAergic agonists 581–583
NMDA partial agonists 581–583
posttraining picrotoxin administration 581–583

memory reconsolidation 641–642
opioid receptors 639
optimizing 639
Pavlovian conditioning 636
Pavlovian learning 627
Pearce-Hall model 637–638
permanency improvement 639

conditioned lick suppression experiments 639–640
fear conditioning studies 639–640
fear-potentiated startle paradigm 640
flavor-aversion learning studies 639–640
space trials 640
temporal spacing 640

PREE 635
rapid reacquisition 631

ABA renewal 631
appetite conditioning studies 631
clinical perspective 631–632
fear conditioning studies 631
flavor aversion learning studies 631
nictitating membrane response (NMR) 631
sequential analysis 631

rate discrimination theory 634
conditioning vs. 634
contradictions 635
partial reinforcement effect (PRE) 635
studies 634
time-discrimination account 635
trial-discrimination account 635

reconsolidation 641–642
recovery effects 628

AAB renewal 628

ABA renewal 628
ABC renewal 628

reinforcer expectation violation 637
reinstatement 632

conditioning context 632
context conditioning 632
fear conditioning studies 632

renewal effect 628
characteristics 628–629
contexts dependence 629
experimental evidence 628–629
exposure therapy 630
extinction learning 629
fear conditioning studies 628–629
second-association rule 629–630

Rescorla-Wagner model 636
response inhibition hypothesis 636

compound presentation experiments 637
fear conditioning experiments 637
GABA agonist studies 636–637
inhibitory S–R association 636
Pavlovian conditioning 636
rat appetitive conditioning 637
Rescorla–Wagner model 636

resurgence 632
ALT-R procedure 632–633
concurrent recovery 633
forms of 632–633
mechanisms 633
NMR conditioning 633

role of prelimbic cortex (PrLC) 508
secondary rewards (SdR) 492
spaced trials 640
spontaneous recovery 630

appetitive conditioning studies 630–631
definition 630
intertrial interval 630–631
temporal context 630

temporal manipulation 640
trial-based models 638
violation of reinforcer expectation 637

error-correction rule 637–638
opioid receptors 639
Pearce–Hall model 637–638
timing 638
trial-based models 638
Wagner’s SOP model 637–638, 638, 642

Wagner’s SOP model 637–638, 638
yohimbine 641

Extinction learning, extinction renewal effect 629
Extracellular-regulated kinase phosphorylation, memory

consolidation, amygdala 587–588
Extracellular signal-related protein kinase see ERK (extracellular

signal-regulated protein kinase)
Extrastriate visual cortex, priming 67
Eye movements, role in spatial images in visuospatial

sketchpad 156
Eyeblink conditioned response 405

in aged animals 618–619
brain systems 406

see also specific pathways/areas
cerebellar cortex 257, 258, 411

functional inactivation 412
glutamate receptors 412
HV1 lobule inactivation 411–412
lesion studies 411
LTD 412
muscimol infusion 412
OX7-saponin infusions 412
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Eyeblink conditioned response (continued )
picrotoxin infusion 412
Purkinje cells 412

cerebellar lesions 406, 411
anterior lateral interpositus nucleus 406
human studies 406–407
ipsilateral effects 406
size 406
superior cerebellar peduncle (scp) 406
timing of lesions 406

cerebellar pathways 407
cerebellar recordings 407

single unit activity 407
conditioned response (CR) pathways 405, 408

lesions 408
minimum onset latency 405
peduncle 408
plasticity 405
topography 405
unconditioned response (UR) pathways vs. 407

conditioned stimulus (CS) pathways 408
electrical stimulation studies 408
interpositus nucleus 408
lesion studies 408
middle cerebellar peduncle 408
pontine nuclei 408
unconditioned stimulus (US) pathway conjoint activation 409

definition 405
extinction 636–637
hippocampus 406, 413

human studies 414
lesion studies 413
pyramidal neurons 413
scopolamine studies 413
‘temporal model’ 413
trace conditioning 413

interpositus nucleus memory storage 410
GABA antagonist studies 410–411
lesion effects 405–406
mossy fiber–interpositus neuron synapses 411
NMDA receptors 410–411
protein synthesis inhibitors 411

methodology 405
musculature 405
neurobiology 405
reversible inactivation 409, 410f

dorsal anterior interpositus 410
lesion effects 409–410
magnocellular red nucleus 410
muscimol 410
predictive models 409–410
tetrodotoxin 410

structural plasticity of dendritic spines 290
unconditioned response (UR) pathways 405, 407

conditioned response pathway vs. 407
lesion effects 407–408
topography 405

unconditioned stimulus (US) pathways 408
conditioned stimulus (CS) pathway conjoint activation 409
dorsal accessory olive 408
GABAergic projections 409
inferior olive 408
plasticity 409
stimulus studies 409

Eyeblink experiment
extinction 636–637
skeletal conditioning 55

Eyeblink leg flexion, S–Rf vs. S–S associations, skeletal
conditioning 55

Eyewitness testimony
early research 691
reliability issues, false memories 691

see also False memories

F

Face(s), verbal overshadowing 693
contextualization 693
feature-based description 694, 694f

Face-repetition priming study, attention modulated priming 70
Facilitation

intermediate-phase 384
see also Aplysia, interneurons (IN); Heterosynaptic facilitation

Factor acetylation and memory storage 791
False fame paradigm 695
False memories 687–704

age-related changes 690, 700–701
of childhood sexual abuse 698
detection by neuroimaging 701
early research 687
eyewitness suggestibility 691

blatant misinformation 692
co-existence (memories) hypothesis 692
early research 691
factors influencing 692
feedback effect 692–693
Loftus’ demonstration 691
misinformation paradigm 691
requirement (Discrepancy detection principle) 692
retroactive interference studies 691, 691t
social context effects 692–693

imagination inflation 696
evidence for role of imagination 696, 697f
explanation 697
revelation effect 698

implanted autobiographical memories 698
factors affecting 699–700
individual differences 699–700
procedures for implanting 699
revelation effect 698
types of memories and examples 699

memories based on perception vs. 696
misattribution due to perception 696
misattribution of familiarity 694

false fame paradigm 695
neuroimaging study 701
paradigms 700

connection across 700
convergence of mechanisms 700
suggestibility measure comparisons 700–701

reality monitoring and 696, 697
robustness 689
verbal overshadowing 693

effects of instruction types 693–694
Face Verbalization 693
feature-based description 694, 694f
recoding hypothesis 693

word stimuli, in studies 688
for words (Deese-Roediger-McDermott paradigm) 688, 701

Activation-Monitoring Framework 689
backwards associative strength 689
monitoring 689–690
word list length, combination and phonological

associates 689
see also DRM (Deese/Roediger-McDermot paradigm)

False memory, phonological vs. semantic 107
Fame paradigm 695
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Familiarity 20
in déjà vu 695–696
interpretation, factors affecting 695
knowing/remembering see Remember/know distinction
lesion studies, prefrontal cortex 173
medial temporal cortex involved 20
misattribution in false memories 694
recollection vs. 19

Fear
definition 414–415
learning based on, memory consolidation, amygdala 586

see also Fear learning
renewal studies, extinction counterconditioning 639
rodent models 414–415

Fear conditioning 430
amygdala 430, 442, 453
beyond ‘simple’ fear conditioning 449
brain-derived neurotrophic factor (BDNF) 517–518
CaMKII activation 436
classical conditioning see Classical fear conditioning
contextual 449, 449–450

see also under Hippocampus
cortical route 431
extinction 628–629, 631, 637, 639–640

rapid reacquisition 631
reinstatement 632
renewal effect 628–629
role of prelimbic cortex (PrLC) 508
see also Fear extinction

hippocampus role 449–450, 681
histone acetylation 790–791
ifenprodil, NMDAR 434
information processing 53
lesion studies 53
memory consolidation, amygdala 584, 585f
memory modulation 453
metabotropic glutamate receptors 436–437
neuroanatomy 430, 430f
Pavlovian 430
response inhibition hypothesis 637
S–Rf vs. S–S associations 53
synaptic plasticity 431, 431–433, 432f
thalamic route 431
trace see under Hippocampus
see also Amygdala; Hippocampus, fear conditioning

Fear engram
fear memory 433, 444
tracking 433, 444

Fear extinction 450
amygdala 451
context specific memories 451–452
mPFC 451
see also under Fear conditioning

Fear learning
active avoidance 453
active/reactive fear 454f
humans 455
instructed fear 455
instrumental 453
lesion and fMRI studies 455
LTP 431
memory consolidation, amygdala 586
nitric oxide signaling 441, 443f
passive avoidance 453
presynaptic component 441

Fear memory
acquisition model 448, 448f
AMPAR regulation/trafficking 434, 437
amygdala 434, 437, 442

amygdala nuclei 431
biochemical mechanisms 433
Ca2þ/calmodulin-dependent protein kinase 434
CaMKII activation 434
consolidation 433, 445f
consolidation model 448, 448f
CREB 440
fear engram 433, 444
formation 433

long-term memory 437
glutamatergic signaling 434, 435f
L-type VGCCs 437
long-term 437
macromolecular synthesis 440
mechanisms 433
memory storage 442
metabotropic glutamate receptors 436
mitogen-activated protein kinase 438
neural and molecular mechanisms 429–464
neurotrophin signaling 438
NMDAR 434
Pavlovian fear conditioning 430
protein kinase A 438, 439f
protein kinase C 436
protein kinase signaling 437
reconsolidation 452
retrieval, memory 452
short-term 434
synaptic plasticity 445f
transcriptional regulation 437, 440

Fear-potentiated startle reflex, extinction 640
Feature extraction, Hebbian learning rule 320
Feedforward connections, neocortex backprojections, hippocampal

computational models 348–349
Feedforward network, network architecture 317, 318f
Feeding conditioning see Aplysia
FGF-2, neural stem cell culture 802–803
Fibroblast growth factor-2 (FGF-2), neural stem cell

culture 802–803
Fimbria-fornix lesion studies

dissociation in rats 35
dissociation lesion experiments, procedural learning 359
information processing 45
S–R vs. S–S associations, water mazes 45

Finger-tapping task, sleep and memory 553, 553f, 554f
Finger-to-thumb movements, sleep and memory 554–555
Firing-rate potentiation, memory storage, activity-dependent

modulation 312
Flashbulb memory/memories

analysis/assessment of memories 11
collective dimension to 12–13

Flavor-aversion conditioning experiments
extinction 639–640
extinction rapid reacquisition 631

Fletcher, Shauna 698
Flexibility, S–R vs. S–S associations 43
Fluency, spared in amnesia 24
Fluoxetine effects, neurogenesis 816
FMRFa neuropeptide 378, 378–379, 385
Forgetting

mechanisms, storage capacity, CA3 computational
models 339–340

remembering vs., priming 67–68
sleep and interference theory of 557, 561, 561f
trace decay theory of 557

Formation of memories see Memory formation
Fornix, lesions, context-dependent extinction 681
Fos transcription factors (TFs) see C-Fos; CREB (cAMP response

element binding protein); �FosB
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�FosB, in reward and stress 512, 513, 514, 515
drug addiction 520

Franz, S I
information processing localization 31
localization of information processing 31

Free recall 10
prefrontal cortex (PFC) 179

Frontal cortex
anteromedial, episodic memory and 140–141
MECP2 mouse models 295–296

Frontal lobe
central executive function location 157
damage

behavioral disturbance 157–158
confabulation 3
episodic memory deficits 135, 140

Frontal temporal dementia 104
Functional dissociation, knowing and remembering

see Remember/know distinction
Functional imaging
anterior lateral prefrontal cortex (APFC) 171–172
dorsolateral prefrontal complex (DLPFC) 171–172
episodic memory system, evidence for 136, 140
prefrontal cortex, working memory see Prefrontal cortex (PFC)

working memory
reconsolidation 660–661
ventrolateral prefrontal cortex (VLPFC) 171–172
working memory 171
see also Functional magnetic resonance imaging (fMRI)

Functional information, retrieval, brain regions involved 105
Functional magnetic resonance imaging (fMRI)
activation of brain areas during learning 16
assumptions 65–66
attention modulated neural priming 70
dorsolateral prefrontal complex (DLPFC), long-term

memory 177
episodic memory system, evidence for 136–137, 137–138

mental time travel and 141
fear learning 455
memory consolidation, amygdala 589
neural priming 81
prefrontal cortex

long-term memory 176, 176f
methodological issues 177
retrieval 176

priming 67
neural activation 77, 78

probabilistic classification task 49
semantic memory 116
top-down attentional effects, priming 69
ventrolateral prefrontal cortex (VLPFC), long-term memory

176–177
weather forecasting task 49

Fusiform face area (FFA)
category representation 119, 120f
object categories in the brain 119

Future prospects, prefrontal cortex 182
Future research, prefrontal cortex 182
Future thought see Episodic future thought
Fuzzy Trace Theory 690
Fyn, role in Alzheimer’s disease 732
Fyn kinases, in Alzheimer’s disease (AD) 713

G

G-protein-coupled receptors (GPCRs), in mPFC, reward vs. drug
addiction 520

GABA antagonist studies
adult neurogenesis 811

interpositus nucleus memory storage, eyeblink conditioned
response 410–411

GABAA receptor
antagonists, dendritic spine density 286
in LTP of taste learning 473–474
reversible inactivation, classical fear conditioning 417

GABAB receptor, antagonists, dendritic spine density 286
GABAergic agonists

amygdala, memory extinction 581–583
response inhibition hypothesis 636–637

GABAergic inhibition, long-term potentiation (LTP)
229–230, 231f

GABAergic innervation/neurons
adult-born granule cell molecular maturation 809
cerebellum 255
projections, unconditioned stimulus (US) pathways, eyeblink

conditioned response 409
GABAergic interneurons, model of ES potentiation, CA1 pyramidal

neurons, hippocampus, LTP 227, 228f
GABAergic network

memory modulation 576
VTA-NAc pathway 515–517

Galton-Crovitz cueing technique 11
Gambling, role of orbitofrontal cortex (OFC) 508
GAP-43 (presynaptic protein), primary motor cortex, training-

induced reorganization 532–533
Garcia’s account, aversive conditioning 486
Gastropod mollusks, sensitization and habituation 384
Gene expression

hippocampus, contextual fear conditioning 419
see also Alzheimer’s disease (AD); Transcription

General Abstract Processing System (GAPS) 130–131, 131f
General drive theories, incentive learning 487–488
Generalization decrement theory, extinction 635
Genetic mechanisms, Aplysia sensorimotor synapses

long-term depression 378–379
long-term sensitization 383

Genetic rescue, Angelman syndrome (AS) 777
Genetics, Angelman syndrome (AS) 769
Gist traces, in Fuzzy Trace theory of false memories 690
Glial fibrillary acidic protein (GFAP), neural progenitor

cells 804–805
Glibenclamide, memory-enhancement 610, 611
Gliogenesis, adult-born granule cells (AGCs) 805–806
Global inhibition, CA3 computational models 341–342
Global networks, motor skill learning, neurophysiology

536, 536f
Glucocorticoids

consolidation of memory see Consolidation (of memory),
amygdala role

memory-enhancement 612
memory modulation see Memory modulation
production 520
working memory, amygdala 592, 593f
see also Corticosteroids

Glucose
effects on memory 611
memory-enhancement 608f, 609

GluR receptors see GluR1 receptors; Glutamate receptors
GluR1/GluR2 receptors heterotetramers, LTP/LTD 249, 266
GluR1 receptors

expression in ventral tegmental area 519
LTD 249, 266
LTP 249, 266
phosphorylation at 266
subunits, response to drug treatment 519

GluR2 receptors
LTP/LTD 249, 266
regulation after seizure 788–789
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Glutamate 377, 618
adult neurogenesis 811
C. elegans, sensitization and habituation 387
enhanced uptake and synaptic efficacy 382
memory formation role 615
role in taste learning 471
sensitivity, LTD 248
studies, procedural learning see Procedural learning, animal

neurobiology
transcription factors (TFs) in drug addiction 510f

Glutamate receptors
adult neurogenesis 811
cerebellar cortex, eyeblink conditioned response 412
phosphorylation, LTP of taste learning 475–476
postsynaptic 377, 378
role in drug addiction 519
see also AMPA receptors (AMPARs); GluR1 receptors;

NMDA receptor(s) (NMDARs)
Glutamatergic inputs, adult-born granule cell electrophysiology 808
Glutamatergic signaling, fear memory 434, 435f
Glycolysis, memory modulation, epinephrine 574
Goal-directed actions
reflexive actions vs. 484
reward systems theory 483, 484
rewards see Reward(s)
secondary rewards (SdR) 494, 495f
value change effects, rewards 484–485

Goal-directed behavior 507, 520
Goal-relevant information, long-term memory, prefrontal cortex

lesions 174
Golgi staining, hippocampal formation 200–201
Gonadotrophin receptor agonists, memory consolidation, amygdala

584, 586f
Grammar
artificial, learning see Artificial grammar (AG) learning task
learning 9–10

Granule cell layer (GCL), neural stem cells 803
Granule cells
adult-born see Adult-born granule cells (AGCs)
cerebellum 255
dentate gyrus see Dentate granule cells

Green fluorescent protein (GFP), neural stem cells 804, 804f
Grid cells, dentate granule cells, hippocampal computational

models 335–336, 336f
Growth hormone, sleep 566
Gustatory cortex (GC) 468f, 469
taste learning/conditioned taste aversion (CTA)

modulation of specific protein/mRNA expression during, and
consolidation 475

molecular mechanisms 470
mRNA expression 475
neurotransmitters 471
research directions 478–479
role of MAPK/ERK 474
role of translation regulation in memory consolidation 474

taste memory 477–478
taste processing 470

H

H-reflex, intrinsic excitability 310–311
Habit
information processing localization see Information processing

localization
memory and 34

Habit learning 24
in amnesic patients 24–25
neostriatum involvement 24–25
see also Skill learning

Habitual performance, secondary rewards (SdR) 494, 494f
Habituation

Aplysia 375
gill-siphon defensive withdrawal reflex 374–375, 377, 378, 395

Caenorhabditis elegans 387
definitions 373
intrinsic excitability 308, 312–313
optimum intertrial interval 376–377
reversibility 376–377
stimulus-specific 376–377
temporal gradient 376–377

Haptic memory 9
HAT 792

HDAC enzymes and 786
HCS2 gene 385
HDACs see Histone deacetylases (HDACs)
Hebb-like modifiability, dentate granule cells, hippocampal

computational models 335
Hebbian dual trace mechanism 281–282
Hebbian learning rule 317

ANN 317, 318f
BSS 319
cortical maps 319
cortical neurons 318–319
differential equation 318
disadvantages 320
error-correcting learning rule 320
feature extraction 320
homeostatic plasticity 326
ICA 319
neural computation theories of learning 318, 319
neuronal response selectivity 319
PCA 319
perceptron learning rule 320
supervised 320
unsupervised 319

Hebb’s postulate 210, 220, 241
Helix (land snail), sensitization and habituation 385
Hemispheric Encoding/Retrieval Asymmetry (HERA) 138

long-term memory retrieval, prefrontal cortex (PFC) 181
prefrontal cortex 181

HERA see Hemispheric Encoding/Retrieval Asymmetry (HERA)
Hermissenda crassicornis

intrinsic excitability 307–308
memory storage, intrinsic excitability 307–308

Heterosynaptic facilitation
Aplysia, short-term depression of sensorimotor synapses 378
sensitization 376f, 379, 381

Hierarchical network approach, to semantic memory
88–89, 89f

High-primed items, response specificity, priming 75
Hilar commissural-associational pathway (HICAP) related

cells 202
Hilar perforant-path (HIPP) associated cell 202
Hippocampal circuit function

emotional control 816
MWM 815
neurogenesis 814

Hippocampal formation 200
anatomy 189, 190, 200, 201f

axes 201
dentate gyrus see Dentate gyrus
early studies 200–201
hippocampus proper see Hippocampus
lamellar organization 201
subiculum as output structure 204–205
see also Subiculum

damage/lesions, episodic memory and mental time travel 140
entorhinal cortex projections to 198f, 198–199
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Hippocampal long-term potentiation (LTP) 211, 227, 228f
200-Hz 222, 223f
Bliss and Lomo experiments 211, 212f, 241–242
CA1 pyramidal neurons see CA1 pyramidal neurons

(Schaffer collateral synapses)
CA3 pyramidal neurons 212–213, 222

mossy fiber (MF)–CA3 network 222
circuit and synaptic transmission 211
circuit and synaptic transmission measurement 211, 212f
dendritic action potentials 220, 221f, 222f, 229, 235, 246

increased firing component 226
dendritic spinal anatomy and biochemical

compartmentalization 233
entorhinal/hippocampal system 212–213, 213f
LTD and 242, 243, 244–245, 257f
modulation of induction 235
NMDA receptor-independent 221
paired-pulse facilitation (PPF) 216, 234f
pairing 217, 219f
post-tetanic potentiation (PTP) 216, 234f
presynaptic vs. postsynaptic mechanisms 224
retrograde messenger hypothesis 225, 225f
short-term plasticity 216
silent synapse hypothesis 225, 225f
TEA 222
theta-pattern frequency (TFS) 229, 230f, 231f
whispering synapse hypothesis 226

Hippocampal neurogenic niche
BrdU 804
neural stem cells 803
subgranular zone 803–804

Hippocampal system 189
advantages of use of term 189–190
anatomy 334, 189–208

overview 192f
parahippocampal gyrus 333f, 334

cross-species comparisons (comparative anatomy)
190f, 193, 207

hippocampal formation 190–192, 191f
location differences 194
size differences 193

flow of sensory information 206, 206f
functions 332

lesion studies 332
location 192

cross-species differences/similarities 192–193
long-term potentiation (LTP) 212–213, 213f
nomenclature 189

parahippocampal term 192
problems with perirhinal cortex 192

role in declarative memory 17, 17f
see also Hippocampal formation; Parahippocampal region

Hippocampal–neocortical communication
sleep and memory consolidation 562, 563–564,

564, 564–565, 565
sleep spindles 562

Hippocampus 203
acetylcholine release, spatial working memory 610
anatomy 334, 189–208

chandelier (axo-axonic) cell layer 203
fields 203
layers 203
principal cell layer 203
projections 18, 204
pyramidal cell layer 203

basolateral nucleus of amygdala and (BLA) 507
CA1, CA2, CA3 see CA1; CA2; CA3
calcium-binding proteins 726
cerebellum, bidirectional synaptic plasticity and 266

classical fear conditioning 415
conditioned stimulus (CS) pathway 416

coherence 41
computational models see Hippocampus computational

models (below)
context-dependent memories, role 681, 681–682
CREB activity 515
damage/lesions

amnesia 16
contextual fear conditioning 418–419
dissociation lesion experiments, procedural learning 361–362
dorsal striatal hypothesis, procedural learning 358
episodic memory deficits 135
familiarity signals response 20
functions affected by 32, 34f
HM case study see HM case study
recollection/recognition memory impaired 20
retrograde amnesia severity 20
spatial learning effects 37
S–R vs. S–S associations, radial maze competition 42
S–Rf vs. S–S associations 53, 55
trace fear conditioning 419
visual discrimination task (VDT) 550

declarative memory role 17, 17f
dentate gyrus (DG) see Dentate gyrus (DG)
depression, brain-derived neurotrophic factor (BDNF) 517–518
direct injection effects 615

estrogen 614
glucose 610, 616, 616f

fear conditioning 418, 449–450, 681
contextual fear conditioning 418
configural mnenomic representations 419
gene expression studies 419
historical aspects 418–419
lesion studies 418–419
time-dependency 418–419

recent vs. remote fear memories 419
anterior cingulate cortex 419–420
transgenic mice studies 419–420

trace fear conditioning 419
lesion studies 419
NMDA receptors 419

fields included 190, 203
see also CA1; CA2; CA3

function(s)
HM case study 31
information processing 33–34, 50
lesion studies 32, 34f
path integration 52–53
processing and storing information 40–41
semantic memory 112–113
spatial learning 33
win-shift task 35
see also Hippocampus, role in memory

inactivation, S–R vs. S–S associations, cross maze competition 43
information processing 31

animal models 32
monkeys 32
rats 32

HM case study 31
anterograde amnesia 31
retained skills 31
retrograde amnesia 31
see also HM case study

interneurons 203, 203–204
lesions see Hippocampus damage/lesions
LTP see Hippocampal long-term potentiation (LTP)
medial temporal areas, declarative (explicit) memory

and 549
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memory consolidation, amygdala 583–584, 584–585
memory retrieval role 332, 681

amygdala 591
neural stem cells see Neural stem cells
neurogenesis see Neurogenesis
neuron loss, in amnesia 16
neurophysiology 332

affective input 334
allocentric coordinates 332–333
egocentric coordinates 332–333
episodic memory 333–334
information type 332
object-place memory tasks 333–334
one-trial object-place recall task 334
reward-place association task 334
self-motion cues 332–333
spatial cells 332–333
spatial view fields 332–333

place cells 21
priming 66
pyramidal neurons see CA1 pyramidal neurons (Schaffer

collateral synapses); CA3 pyramidal cells/neurons
recollection of information 20
role in memory

anatomical regions involved 16
declarative memory 17, 17f

sensory information flow through 206, 206f
in slow wave sleep (SWS) 559, 565
spatial learning 49

information processing localization 33–34
spatial memory in animals 21
S–R vs. S–S associations, water mazes 45
S–Rf vs. S–S associations

path integration vs. visual cue conditioning 52–53
spatial learning 52

S–S associations 35
structure, information processing systems 40–41
in taste learning 477

conditioned taste aversion (CTA) 469
in trace conditioning 24
volume, reduction, in amnesia 16

Hippocampus, computational models 331–355
CA1 see CA1, computational models
CA3 see CA3, computational models
circuitry 334

entorhinal cortex projections 334–335, 335f
dentate granule cells 335

autoassociation network 336–337
competitive learning hypothesis 336–337
dentate granule cell–mossy fiber input 337
grid cells 335–336, 336f
Hebb-like modifiability 335
LTD 335
LTP 335
NMDA receptors 335
pattern separation impairment 337, 337f
perforant path–dentate granule cell

system 335
place cells 335–336
place-like fields 338
space representation 337–338

historical aspects 331
neocortex backprojections 348

CA1 348
CA3 348
CA3 synapse modification 348–349
cortical pyramidal cells 349
entorhinal cortex 348
feedforward connections 348–349

quantitative aspects 349
theory comparisons 350

episodic memory formation 351
novel trajectory navigation 350–351
pattern association 350–351
retrograde amnesia 351
sequence memory 351
spatial cognitive map 350
spatial computation 350
spatial view cells 350–351
whole body motion cells 350–351

Hirudo medicinalis (leech)
intrinsic excitability 308
memory storage, intrinsic excitability 308
sensitization and habituation 386

Histamine receptor agonists, memory consolidation, amygdala
581, 582f

Histamine receptor antagonists, memory consolidation,
amygdala 581, 582f

Histone(s)
acetylation 783, 786

memory storage and 790
seizure and 788, 789
synaptic plasticity and 788

charge neutralization model 785
epigenetic marking of 782
methylation 784
other modifications 784
phosphorylation 784
signaling network model 785
sumoylation 784
ubiquitination 784

Histone code 782–783, 785
Histone deacetylases (HDACs) 783, 786

inhibition 786, 788, 790
Histone methyltransferases (HMTs) 784
Hitch, G, working memory model 150, 150f, 163
HM case study 103, 189

amnesia 31, 103
amnesia studies 31
declarative memory defects 135
evidence for episodic memory system 135
hippocampal damage

amnesia 16
semantic memory deficit 103

hippocampal functions 31
immediate and working memory intact 22
information processing see Hippocampus information processing
medial temporal lobe structure removal 135
replication attempts 32

monkeys 32
rats 32

retained memory forms 31
temporal lobe memory hypothesis 32

HMTs (histone methyltransferases (HMTs)) 784
Hodgkin-Huxley type model of neuron, plasticity of intrinsic

excitability 326
Homeostatic plasticity 326

dendritic spines 286
functions 327
Hebbian learning rule 326

Homosynaptic depression 244–245, 378, 381
Homosynaptic modification 244, 244–245
Honeybees

acetylcholine (ACh) promotion of neural
plasticity 617, 617f

habituation and sensitization 385
Hormones

adrenal steroids, memory modulation 572
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Hormones (continued )
effect on state-dependent learning 667
regulation, adult neurogenesis 811–812

How-to memory 549
HPC see Hippocampus
12-HPETE (hydroperoxyeicosatetraenoic acid) 378
5-HT (serotonin)
habituation and sensitization, invertebrate 376f, 379, 381,

382f, 383
hippocampus 235
intermediate-phase facilitation (ITF) 384
leech (Hirudo medicinalis) 386
mediation of sensitization 385
modulation of CPG interneurons 385
tail-flipping circuit, crayfish (Procambarus clarkii) 385
TGF-� mimicking effects of 383

Hull, C L, conception of learning, sensory rewards vs. secondary
rewards 491–492

Hull’s theory, S–R associations 29
Human language see Language
Humans
cue-dependent amnesia 653
eyeblink conditioned response

cerebellar lesions 406–407
hippocampus 414

primary motor cortex (M1), motor skill learning 531–532
S–R vs. S–S associations 48
S–Rf vs. S–S associations 55

Huntington’s disease
adult neurogenesis 813
mirror reading and word recognition 35

HV1 lobule inactivation, cerebellar cortex, eyeblink conditioned
response 411–412

5-hydroxytryptamine see 5-HT (serotonin)
Hypothalamic-pituitary-adrenocortical (HPA) system
episodic memory consolidation 565
role in stress and depression 520

Hypothalamus
lateral, conditioned response pathway, classical fear conditioning

416–417
role of feeding peptides in reward-related

learning 520
taste pathways 467–468
ventromedial, regulation of food intake 610–611

Hypothermia
deficits in retrieval of memory due to 668
state-dependent learning deficits 668

I

ICA (independent component analysis) 319
ICD-10, developmental disorders of learning 755, 755–756
Iconic memory 7
Idazoxan, cue-dependent enhancement 659
Ifenprodil, NMDAR, fear conditioning 434
Imagery 9
value, mental imagery see Mental imagery

Imagination, false memories and 696
see also False memories

Imitation, ventral premotor complex, motor skill learning 540
Immediate memory
capacity 21–22
definition 21–22
explicit rehearsal for 21–22
spared in amnesia 21

Implicit memory 2, 130
definition 2–3, 3
déjà vu explanation 695–696
examples 2–3

explicit memory vs., priming see Priming
sleep 550

Implicit tasks, attention modulated priming 69
Imprinting, maternal, Angelman syndrome 770, 770f
Impulsive behavior, role of orbitofrontal cortex (OFC) 508
Inbred mice, neurogenesis 815
Incentive learning

definition 487
as emotional process 488

negative feedback dependency 489
nonbehaviorist learning theories 488–489
reactivity response changes 488–489
reward systems theory 488
taste aversion-induced outcome devaluation 489, 489f

instrumental contingency 487–488
mediation by 488
neobehaviorist learning theories 488–489
reactivity responses 488–489
reward systems theory 487

encoding of reward value 486
reward value encoding 486

aversive conditioning 486
devaluation effects 486–487
general drive theories 487–488
instrumental performance 488
mediation effects 488
motivation effect studies 487–488
negative feedback 486
outcome-devaluation effects 487, 487–488
reexposure assessments 487
rodent studies 487–488
signaling account 486
taste aversion studies 486

role 488
structure 488f, 488–489
taste aversion 486, 489

Incidental learning 4
definition 4
tasks (examples) 4

Incidental retention 4
Incidental retrieval 4
Incompatible information, information processing systems 40
Independent component analysis (ICA), Hebbian learning

rule 319
Individualized Education Program (IEP) 756–757
Individuals with Disabilities Education Act (IDEA, Public Law

105-17) 758, 759
details 759

Inferior frontal gyrus, stimulus specificity, priming 73–74
Inferior olive 255

unconditioned stimulus (US) pathways, eyeblink conditioned
response 408

Inflammation, neurogenesis, regulation in adult 813
Information

integration, cue-dependent amnesia 653
lost, retrieval via cues 665–666
storage

hippocampal function 40–41
synaptic changes 46–47

types 29f
hippocampus 332
relationships among elements 31

Information processing 39
caudate nucleus 40–41, 50

lesions 45
coherence 41, 50

definition 41
hippocampus 41
spatial map developments 36f, 41
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competition 38f, 40f, 41, 50
cooperation 38f, 40f, 41
dissociations of memory systems 42, 49
fear conditioning 53
fimbria-fornix lesions 45
hippocampal function 33–34, 40–41, 50
humans studies 48, 55

conditioned fear 56
conditioned preference 55
probabilistic classification task 49
skeletal responses 56
spatial learning 48

incompatible information 40
internal specialization 29f, 40

amygdala 40–41
caudate nucleus 40–41
hippocampus structure 40–41

learning-rate parameter 41
localization see Information processing localization (below)
locations 41
memory and 41

storage locations 41
multiple memory systems 39–40, 40f
path integration 52
probabilistic classification task, humans studies 49
rats studies 42, 51

conditioned cue preference with spatial cues 51
cross maze 42, 43f, 44f
medial vs. lateral caudate nucleus 48
radial maze 42
water maze 45

skeletal conditioning 55
spatial learning, humans studies 48
S–Rf vs. S–R 57
S–S vs. S–Rf 50
systems 39

coherence 41
competition 41
cooperation 41
internally specialized systems 40
learning-rate parameter 41
systems process incompatible information 40

visual cue conditioning 52
visual systems 39–40

Information processing localization 31
contextual retrieval 32

retrieval learning 32, 34f
rodent studies 32, 33f

declarative vs. procedural memory 34
mirror reading skills 34–35

dissociation in rats 35, 36f
amygdala lesions 35
caudate nucleus lesions 35
conditioned cue preference task 37
fimbria-fornix lesions 35
lesion studies 36f, 37, 38f
reinforcer devaluation 37, 39f
win-shift task 35
win-stay task 36

double dissociation 35
Korsakoff’s syndrome 35
memory tasks 35
word recognition 35

early attempts 31
Franz, S I 31
habit 34

primate studies 34
hippocampus see Hippocampus information

processing

historical aspects 31
equipotentiality 31
Franz, S I 31

Lashley, K 31
spatial learning 33

evidence for 33
hippocampus 33–34
humans 48

Inhibition 229–230, 231f
Inhibition acquisition, renewal effect 629
Inhibitory avoidance training, memory consolidation,

amygdala 583
Inhibitory S–R association, response inhibition hypothesis 636
Inositol triphosphate (IP3) 711–712
Inositol triphosphate receptor (IP3R) 727

cerebellar LTD induction 261–262
mGluRs association see MGluR (metabotropic glutamate

receptors)
Input(s), resistance, intrinsic excitability 307–308, 309, 310, 312
Instrumental conditioning

goal-directed actions, rewards 484
reward systems theory 484, 496, 496f
see also Operant conditioning

Instrumental fear learning 453
Instrumental performance

incentive learning 488
Pavlovian–instrumental interactions, reward system

theory 496, 496f
Instrumental reinforcement, secondary rewards (SdR) 491–492
Instrumental responses, two-process account theory, reward

systems 497
Insular cortex

taste 469
taste learning 476, 477f

long-term potentiation (LTP) 469
NMDA 471
see also Gustatory cortex

unconditioned stimulus (US) pathway, classical fear
conditioning 416

Insulin-like growth factor (IGF), neural stem cell proliferation/
differentiation 803

Integration, adult-born granule cells (AGCs) 805–806
Intelligence (IQ), sleep spindle density 563
Intentional learning 4

definition 4
example 4

Intentional retrieval 4
Interaural time differences (ITD), STDP 324
Interference theory of forgetting, sleep and

557, 561, 561f
Intermediate filament protein (IFP) 383
Intermediate-phase facilitation (ITF) 384
Intermediate-phase memory (ITM) 383–384
Interneuron model of ES potentiation 227, 228f
Interneurons (IN)

basket cell, dentate gyrus 201–202
central pattern generating (CPG) 385, 397–398, 400
hippocampal 203
see also Aplysia, interneurons (IN)

Interpositus nucleus, CS pathways, eyeblink conditioned
response 408

Interresponse times (IRTs), free recall see Free recall
Intertrial interval (ITI)

extinction spontaneous recovery 630–631
spontaneous recovery 630–631

Intracortical connections, primary motor cortex (M1), motor skill
learning 530–531

Intracortical microstimulation studies, motor skill
learning 529
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Intrinsic excitability
action potential 309–310, 312, 314
activity-dependent modulation 311
Aplysia californica 308–309
Ca2+ 312–313, 314
changes 307

memory storage 309
classical conditioning 307–308
conditioning 307–308
delay eyelid conditioning 310
dendrites 312, 314
evidence lines 313
excitatory postsynaptic potential (EPSP) 311–312
experience influences 307, 313–314
H-reflex 310–311
habituation 308, 312–313
Hermissenda crassicornis 307–308
Hirudo medicinalis 308
hypotheses 313
input resistance 307–308, 309, 310, 312
invertebrate models 307
ion channels 311–312
learning influences 307
long-term depression (LTD) 311
LTP 311
membrane transporters 312–313
memory modulation 311
Na+ pump 312–313
operant conditioning 310–311
plasticity 307–316, 325
sensitization 308, 309, 312–313
spinal stretch reflex 310–311
synaptic activation 312
synaptic plasticity 307, 314
trace eyelid conditioning 310
vertebrate models 309

Invertebrate models
associative learning see Associative learning
intrinsic excitability 307
memory storage, intrinsic excitability see Storage (of memory)

intrinsic excitability
Invertebrates, sensitization and habituation 373–393
Involuntary memories 4
Involuntary retention 4
Ion channels, intrinsic excitability 311–312
Iowa model, treatment of learning disability 765–766
Ipsilateral effects, eyeblink conditioned response, cerebellar

lesions 406
IQ, sleep spindle density 563
Irradiation, neurogenesis, regulation in adult 813
Ischemia, neurogenesis, regulation in adult 813
ITD (interaural time differences) 324
ITI see Intertrial interval

J

James, William, reconsolidation 649
Jays, Western scrub jays, episodic-like memory 143, 143f
JNK/SAPKs, in Alzheimer’s disease (AD) 728

K

Kamin effect, state-dependent learning 667, 675
KC case study 136, 140
Kinases, in Alzheimer’s disease (AD) 728
proline-directed (GSK3, Cdk5, ERK) 714f, 714–715

Kinesthetic inputs, supplementary motor area (SMA/F3), motor
skill learning 534

Kinesthetic memory 9, 9–10

Knowing 19–20
remembering vs. 19, 101–102, 132

see also Remember/know distinction
Knowledge

about words 87
declarative 5
types

effect on category-specific deficits (semantic memory)
103–104

stored in semantic memory 87
Korsakoff’s disease/syndrome

double dissociation 35
mirror reading and word recognition 35
multiple memory systems 28

Kosslyn’s visual buffer see Mental imagery
Krechevsky maze tests, cue-dependent amnesia 653f, 654
KXGS/MARK, in Alzheimer’s disease (AD) 714f,

714–715

L

Lability of memory, cue-dependent amnesia 658
Lamellar hypothesis, hippocampal formation anatomy 201
Language

acquisition 96
age of acquisition and word frequency 91–92
bilingualism, development 107
phonological loop and 153

Large giant (LG) neurones, tail-flipping circuit, crayfish
(P. clarkii) 385

Lashley, K, localization of information processing 31
‘Late’ selection see Selective attention
Latent inhibition

interference between cues/outcomes 672–673
renewal effect 629–630

Latent semantic analysis (LSA), stimulus input, language
acquisition 96, 97

Lateral fusiform activity, conceptual-level processing 122
Lateral hypothalamus, conditioned response pathway, classical fear

conditioning 416–417
Lateral inferior prefrontal cortex (LIPC), in semantic

memory 105, 106
Lateral perforant path, recall, CA3 computational

models 340
Lateral posterior nucleus of thalamus (LPO) 193
Lateral preoptic area 193
Laterality effects, long-term memory retrieval, prefrontal cortex

(PFC) 181
Learning 469–470

abilities, complex memory span and 159
associative see Associative learning
brain areas involved, fMRI 16
concepts, categorization and 94
constraints, working memory capacity 159
definition 28, 665
developmental disorders see Developmental disorders

of learning
incidental see Incidental learning
influence of preexisting meaning 101
influences, intrinsic excitability 307
information types 31
intentional see Intentional learning
long-term, central executive and phonological loop

roles 164
neural computation theories see Neural computation theories of

learning
rates, S–R vs. S–S associations 43
state-dependent see State-dependent learning
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study of 29
Ebbinghaus 29

theories 29, 29f
multiple memory systems in the brain, cooperation and

competition 29
working memory as bottleneck 159

Learning disability (LD) 756
age at identification 761
behavioral presentation 763
classification (DSM-IV) 755, 757
comorbidity 764, 766
concept 756
criteria/description 756–757
definition 757
diagnosis 757, 760, 763, 765

discrepancy criterion 760
lack of unified approach 759
professionals involved 760–761

differential diagnosis 761
educational achievements 764–765
employment prospects 764–765
epidemiology 758

sex and ethnic differences 759
etiology 762, 763
genetic factors 762
history 757
individual characteristics of child 763
laws and Acts 758
life course 764
manifestation 764
models 760, 763

for specific reading disability 764
see also Responsiveness/Response to Intervention (RTI) model

nonspecific vs. specific 756
overarching model 763
possible overidentification 759
presentation 760
prevalence 758

sources for estimates 758
previously used terms 756
quantification/assessment 760–761
rights of children with 757
risk factors and protective factors 763
specific 756, 757, 761

general learning difficulties vs. 758
theoretical models 763
treatment, remediation and prevention 761, 765

Iowa model 765–766
Minneapolis model 765–766
primary/secondary/tertiary prevention 765

types by primary academic area of difficulty 757
see also Developmental disorders of learning; Learning disability

(LD)
Learning-rate parameter
information processing systems 41
systems concept, information processing 41

Ledoux laboratory, reconsolidation 655
Leeches see Hirudo medicinalis (leech)
Left fusiform cortex, stimulus specificity, priming 73
Left inferior fusiform region, priming, neural activation 77
Left inferior temporal cortex, stimulus specificity, priming 73–74
Left prefrontal cortex see Prefrontal cortex (PFC) left
Lesions, by site/type
amygdala lesions see Amygdala lesions
CA3, computational models of recall 340
category-specific in brain 103
caudate nucleus see Caudate nucleus
cerebellum, S–Rf vs. S–S associations 55
cerebral cortex, semantic memory 113

cingulate motor areas, motor skill learning 540
combined, US pathway, classical fear conditioning 416
cortical, semantic memory 113
diencephalon, midline, anterograde amnesia 18–19
dissociation lesion experiments

conditioned avoidance behavior 358–359
procedural learning, dorsal striatal lesions 361–362
in rats 36f, 37, 38f

dorsal striatal hypothesis, procedural learning 358, 361–362
dorsolateral caudate nucleus 57, 58f
dorsolateral prefrontal complex (DLPFC) 176
fimbria-fornix see Fimbria-fornix lesion studies
fornix lesions, context memory 681
frontal lobe, episodic memory 135, 140
hippocampal formation 140
hippocampal function 32, 34f
hippocampal system 332
hippocampus see Hippocampus damage/lesions
left ventrolateral prefrontal cortex (VLPFC) 116
medial prefrontal cortex lesions, working memory 592
medial temporal lobe see Medial temporal lobe (MTL)
perirhinal cortex, object recognition impairment 18
prefrontal cortex see Prefrontal cortex
somatosensory cortex, motor skill learning 530
stria terminalis lesions, memory consolidation 580, 583, 583–584
supplementary motor area (SMA/F3), motor skill

learning 534
ventral premotor complex, motor skill learning 538
ventrolateral prefrontal cortex (VLPFC) 116

long-term memory 176
Lesions, effects on

classical fear conditioning see Classical fear conditioning
conditioned cue preference learning 57, 58f
conditioned fear 56
conditioned response pathway, classical fear conditioning

416–417
conditioned stimulus (CS) pathways, eyeblink conditioned

response 408
contextual retrieval 32, 33f
episodic memory and mental time travel 140
eyeblink conditioned response see Eyeblink conditioned response
fear conditioning 53
fear learning, fMRI 455
information processing

caudate nucleus 45
fimbria-fornix lesions 45
S–Rf vs. S–R 57, 58f

interpositus nucleus memory storage 405–406
long-term memory see Long-term memory
memory consolidation 579, 586–587

stria terminalis lesions 580, 583, 583–584
motor skill learning, neurophysiology

cingulate motor areas 540
somatosensory cortex 530
supplementary motor area (SMA/F3) 534
ventral premotor complex 538

place learning, dissociation lesion experiments, procedural
learning 361

procedural learning see Procedural learning, animal neurobiology
recall, CA3 computational models 340
remember/know methods, long-term memory, prefrontal cortex

lesions 174, 175f
retrieval (of memory), prefrontal cortex 173
semantic memory 113
skeletal conditioning 55
skeletal responses 56
S–Rf associations see Stimulus–reinforcer (S–Rf) associations
unconditioned stimulus (US) pathway, classical fear

conditioning 416
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Lesions, effects on (continued )
working memory

medial prefrontal cortex lesions 592
prefrontal cortex 170, 170–171

Leukemia inhibitory factor (LIF), neural stem cell proliferation/
differentiation 803

Lever pressing, SdR 492
Lever pressing studies
secondary rewards (SdR) 492, 493f
value change effects, rewards 484–485

Lewis, Donald
consolidation hypothesis, challenges to 651
cue-dependent amnesia see Cue-dependent amnesia

Life Events Inventory (LEI), false memory investigation 696
Life story see Autobiographical memory
Lifetime memory storage 781
DNA (cytosine-5) methylation and 792

Linguistic information, retention in episodic buffer, central
executive attentional support 160–161, 161

Lip touch conditional stimulus, Lymnaea feeding 398–399
Listening span, central executive role 158
Lithium chloride (LiCl), taste aversion 37–38, 485
Liver glycolysis, memory modulation, epinephrine 574
Local field potentials, working memory, prefrontal cortex 170
Local memory traces 665

see also Fear engram
Localization of information processing see Information processing

localization
Locus coeruleus, direct injection of glutamate 618
Long-term depression (LTD)
Bienenstock, Cooper, and Munro (BCM) theory 244, 251
CA1 region see CA1 pyramidal neurons (Schaffer collateral

synapses)
calcium, induction by 244
calcium-dependent enzymatic reactions 246
cerebellar cortex, eyeblink conditioned response 412
cerebellum see Cerebellum; Parallel fiber (LTD)
dendritic spines 289
dentate granule cells, hippocampal computational

models 335
depotentiation 253

time-insensitive 254
time-sensitive (TS-DP) 253, 254f

expression mechanisms 248
mGluR 252

induction
by calcium 244
mGluR 251

intrinsic excitability 311
LTP, hippocampus and 242, 243, 244–245, 257f, 269
memory storage, activity-dependent modulation 311
mGluR-dependent 251
modulation 250
primary motor cortex (M1), motor skill learning 532
synaptic depression and memory storage 241–279
synaptic strength 307
theoretical framework 243
see also AMPA receptors (AMPARs); Nitric oxide (NO); NMDA

receptor(s) (NMDARs); Parallel fiber (LTD); specific kinases
Long-term learning, central executive and phonological loop

roles 164
Long-term memory (LTM) 6f, 8
anterior lateral prefrontal cortex see Anterior lateral prefrontal

cortex (APFC)
classification 22f
code-specific forms of retention 9
distinctions 9
dorsolateral prefrontal complex see Dorsolateral prefrontal

complex (DLPFC)

encoding, by prefrontal cortex
fMRI 176
laterality 181
lesion effects 173

functional neuroimaging 176
fMRI studies 176, 176f

imagery 9
medial temporal lobe connections involved 16–17, 17f
neocortical areas involved 21
olfactory memory 9
prefrontal cortex

anterolateral see Anterior lateral prefrontal cortex (APFC)
encoding see above
fMRI studies 176, 176f
functional neuroimaging 176
retrieval see Prefrontal cortex (PFC)
ventrolateral see Ventrolateral prefrontal cortex (VLPFC)

prefrontal cortex lesions 173
problems over term use 8
retrieval

anterior lateral prefrontal cortex 181
prefrontal cortex (PFC) see Prefrontal cortex (PFC)

skill learning 9
subgroups 15
taxonomy 404f
types 8
ventrolateral prefrontal cortex see Ventrolateral prefrontal cortex

(VLPFC)
verbal memory 10
visual-spatial memory 9
working memory see Long-term working memory
see also Conditioned taste aversion (CTA); Fear conditioning;

Recognition memory; Spatial memory
Long-term potentiation (LTP) 209–240

adult-born granule cells 808
amygdala 234–235
basolateral amygdala complex, classical fear conditioning 417
Bliss and Lomo study 287
candidate cellular mechanism for information storage

in CNS 209–240
cerebellum see Cerebellum
cerebral cortex 234–235
consolidation 433
dendritic spines 287
dentate granule cells, hippocampal computational models 335
depotentiation and 235
early (E-LTP) 231

vs. L-LTP 433
expression 232, 232f
fear learning 431
forms 433
Hebb’s postulate 210, 220, 241
importance 431
induction 232, 232f, 233f

Ube3a gene 773
intrinsic excitability 311
L-voltage-gated calcium channels 433, 437
late LTP (L-LTP) 230–231, 231
maintenance 231–232, 232, 232f, 233f
memory storage, activity-dependent modulation 311
NMDAR-dependent see NMDA receptor-dependent long-term

potentiation (LTP)
primary motor cortex (M1), motor skill learning 532
of synaptic responses 214
synaptic strength 307
temporal integration as key factor 229
temporal phases 230, 231f

vs types 231
types 231
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Ube3a gene 773
see also AMPA receptors (AMPARs); CA1 pyramidal neurons

(Schaffer collateral synapses); Cerebellum; Hippocampal
long-term potentiation (LTP); Nitric oxide (NO); NMDA
receptor-dependent long-term potentiation (LTP); specific
kinases; specific kinases

Long-term sensitization, memory storage, intrinsic
excitability 308–309

Long-term working memory 8
capacity 8
reading 8

Look-up tables, CA3 computational models 344
LTD see Long-term depression (LTD)
LTP see Long-term potentiation (LTP)
Lymnaea, appetitive classical conditioning 398–399
Lymnaea feeding, appetitive classical conditioning 398–399
Lymnaea stagnalis
classical conditioning 309
memory storage, intrinsic excitability 309

M

Macromolecular synthesis
fear memory 440
transcriptional regulation 440

Magnetic resonance imaging (MRI) 105
functional see Functional magnetic resonance imaging (fMRI)
neurological amnesia 16

Magnetoencephalography (MEG)
assumptions 65–66
top-down attentional neural mechanisms, priming 71

Magnocellular red nucleus, eyeblink conditioned response,
reversible inactivation 410

Maine de Biran, P
historical aspects 28
multiple memory systems 28

MAM (methylazoxymethanol acetate), neurogenesis 816
MAPK (mitogen-activated protein kinase)
activation, anisomycin 656
in Alzheimer’s disease (AD) 728
cascade see MAPK/ERK cascade
fear memory 438
memory formation 438, 439f, 440, 444
short-term depression of sensorimotor synapses 378
see also ERK (extracellular signal-regulated protein kinase); p38

MAPK (mitogen-activated protein kinase)
MAPK/ERK cascade 382f, 729f
gustatory cortex (GC) 474

MAPKs (mitogen-activated protein kinases) see p38 MAPK
(mitogen-activated protein kinase)

Marine mollusk see Aplysia
Matching Law, reinforcement learning 323
Maternal imprinting, Angelman syndrome (AS) 770, 770f
Mazes and maze learning
estrogen effects 614, 614f
memory-enhancing drugs 605–606
radial see Radial maze tests
virtual maze task, sleep and 558–559
see also Morris water maze

McCulloch–Pitt neurons, recurrent network dynamics, CA3
computational models 345

Meaning, impact on learning and memory performance 101
Meaningless trigrams 101
Measurement 211
MECP2 mouse models 295
MeCP2 transcription factor
BDNF and 294
DNA methylation and 785, 793
in Rett syndrome 294, 793, 794f

Medial dorsal striatum tests, procedural learning 363
Medial fusiform activity, conceptual-level processing 122
Medial geniculate nucleus (mGN), classical fear

conditioning 415
conditioned stimulus (CS) pathway 416

Medial prefrontal cortex (mPFC)
fear extinction 451
lesions, working memory, amygdala 592

Medial temporal cortex
episodic memory, mental time travel and 140–141
role in familiarity 20

Medial temporal gyrus, semantic memory and 106
Medial temporal lobe (MTL)

amnesia 112
anatomy, projections 18
connections involved in long-term memory

16–17, 17f
damage/lesions

animal models of amnesia 16–17
anterograde amnesia 18–19
anterograde amnesia testing 19
classical fear conditioning 415
left-sided, verbal memory affected 16
neurogenesis 813
neurological amnesia 16
quantitation and amnesia 16
remote spatial knowledge intact 21
retrograde amnesia 20
retrograde amnesia severity 20
right-sided, nonverbal memory affected 16

episodic memory 112
parahippocampal cortex in 192
right, priming associative specificity 74
role in memory, support from HM case study 135
semantic memory 112
true vs. false memory detection 701
see also Amygdala; Hippocampal formation;

Parahippocampal cortex; Perirhinal cortex
Mediation effects, incentive learning 488
Medication effects, on state-dependent learning 666–667
MEG see Magnetoencephalography
Melanin-concentrating hormone (MCH) 520–521
Membrane transporters, intrinsic excitability 312–313
Memory

age and strength of, cue-dependent amnesia 657
capacity, regulation, neurogenesis 814
consolidation see Consolidation (of memory)
deficits 174

theoretical accounts, prefrontal lesions 174
see also Amnesia

definition 1, 28, 665
development see Development (of memory)
experiments 6
extinction see Extinction
failure see False memories; Memory failures
formation of see Memory formation
habit and 34
hippocampus role see Hippocampus
historical perspective 281
lability, cue-dependent amnesia 658
metaphors used 2
modulation of see Memory modulation
multiple forms/systems see Memory, types; Multiple memory

systems
number, historical aspects 2
reactivation see Reactivation of memory
reconsolidation see Reconsolidation (of memory)
retrieval see Retrieval (of/from memory)
storage see Storage (of memory)
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Memory (continued )
types 1–14, 549

historical aspects 2
see also specific varieties

Memory-enhancing drugs 605–625
acetylcholinesterase inhibitors 615–616
ACTH and glucocorticoids 612
calcium channel blockers 618
dose-response function 606–607
early studies 605
epinephrine 607, 608f, 612
estrogen 613
glucose 608f, 609, 609f, 612f, 616, 616f
intracellular molecular targets 619
memory consolidation vs. memory modulation 607
neurotransmitters 615, 620
peripheral factors 607
posttraining 606

design 606
retrograde effects 606

Memory extinction see Extinction
Memory failures

examples 687
see also Amnesia

systematic errors 687
see also False memories

Memory formation
amygdala 456
CaMKII 774, 776
declarative memory formation 456
emotion 453–455, 456
ERK/MAPK 438, 439f, 440, 444
neurogenesis 814

Memory illusions
episodic and semantic memory interplay 101–102, 102
false memories see False memories

Memory impairment
key molecules in Alzheimer’s disease pathogenesis 706
see also Amnesia

Memory modulation 571–603
activity-dependent 311
adrenal stress hormones 572
adrenergic-glucocorticoid interactions 574

�-adrenoceptor antagonist studies 575, 575f
corticosterone administration experiments 575
metyrapone injection studies 574–575
object-recognition tasks 575

amygdala role see Memory modulation amygdala role (below)
catecholamine-dependent systems 576
cholinergic systems 576
consolidation see Consolidation (of memory)
cortisol 572
epinephrine 572, 573

�-adrenoceptor activation 573
�-adrenoceptor agonists 573
liver glycolysis 574
nucleus of the solitary tract (NTS) 573
posttraining injections 573, 573f

extinction see Extinction
GABAergic systems 576
glucocorticoids 574

dose-dependency 574
mineralocorticoid receptors 574
receptors 574
time-dependency 574

historical aspects 571–572
electroconvulsive shock (ECS) 571–572
stimulant drug injections 572
time-dependence susceptibility 572

intrinsic excitability 311

muscarinic cholinergic receptor agonists 576
noradrenergic systems 576
opiates 576
retrieval, amygdala see Memory modulation, amygdala role
working memory, amygdala seeMemory modulation, amygdala role

Memory modulation, amygdala role 453
corticosterone 613
memory retrieval 590

activation 591
�1-adrenoceptor agonists 590–591
�-adrenoceptor antagonists 590–591
corticosterone administration 590–591
dopamine receptor antagonists 590–591
hippocampus 591
stress hormone effects 591

norepinephrine 608, 613, 613f, 617
working memory 592

dopamine 592
glucocorticoids 592, 593f
medial prefrontal cortex lesions 592
norepinephrine 592
stress 592

Memory performance, influence of preexisting meaning 101
Memory reactivation see Reactivation of memory
Memory reconsolidation see Reconsolidation (of memory)
Memory retrieval see Retrieval (of/from memory)
Memory storage see Storage (of memory)
Memory stores

long-term see Long-term memory
short-term see Short-term memory

Memory subtypes see Memory types
Memory systems, dissociation 42
Memory tasks, double dissociation 35
Memory test

behavior, cognitive processes underlying behavior
and 131–132

laboratory, remember/know paradigm 132
Memory trace

Craik and Lockhart’s proposal 665
fear see Fear engram

Mental arithmetic
working memory and 149
working memory capacity and 159

Mental dictionary, number of words stored 87
Mental imagery

in visuospatial sketchpad 155–156
visuospatial working memory model, visuospatial

sketchpad 155–156
Mental retardation

Angelman syndrome (AS) 769
see also Learning disability (LD); specific types

Mental retardation (MR)-associated disorders 294
Rubinstein-Taybi syndrome 790
see also Rett syndrome

Mental time travel
in animals 142
episodic memory and see under Episodic memory

Mesencephalic reticular formation (MRF), stimulation
amnesia 651–652
cue-dependent enhancement 658, 659f

Metabotropic glutamate receptors see MGluR
Metabotropic receptors

LTD induction 261
see also MGluR (metabotropic glutamate receptors)

Metaphors, for memory 2
N-Methyl-D-aspartate see NMDA
Methylazoxymethanol acetate (MAM), neurogenesis 816
Metyrapone injection studies, memory modulation

574–575
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mGluR (metabotropic glutamate receptors)
basolateral amygdala complex, classical fear conditioning 418
fear conditioning 436–437
fear memory 436
NMDAR 436
protein kinase C 436
role, fear conditioning 436–437

mGluR-LTD 251
mGluR1, activation, cerebellum 261–262
mGluR5, activation 251–252, 618
Mid-fusiform gyrus, semantic priming and 106
Middle cerebellar peduncle, CS pathways, eyeblink conditioned

response 408
Mineralocorticoid receptors, memory modulation 574
MINERVA model

concept learning and categorization 95–96
episodic and semantic memory interplay 102

Minimum onset latency, eyeblink conditioned response, CR
pathways 405

Minneapolis model, Responsiveness/Response to Intervention
(RTI), learning disability 765–766

Mirror reading and word recognition
declarative vs. procedural memory 34–35
Huntington’s disease 35
Korsakoff’s syndrome 35

Mirror tracing task, sleep and procedural memory consolidation
558, 559–560

Misinformation 691
see also False memories

Misinformation paradigm 691
Mitogen-activated protein kinase see MAPK
Mitogens, neural stem cells 802–803
MK-801, NMDA receptor effects 654
ML case study, episodic memory impairment 135–136
Mnemonic skills, long-term working memory 8
Mnemonics, procedural learning 363
Modeling, Angelman syndrome (AS) 771
Modeling learning processes, network architecture 318
Modification/abstractionist theories, priming, neural activation 77
Modulation see Memory modulation
Molecular layer perforant-path (MOPP) associated cells 202
Molecular maturation, adult-born granule cells (AGCs)

see Adult-born granule cells (AGCs)
Molecular mechanisms 470
Mollusks

model circuits
Aplysia gill-siphon defensive withdrawal reflex 374–375, 377,

378, 395
Lymnaea feeding 398–399

sensitization and habituation 384, 385
see also Aplysia

Monkeys
dorsal striatal hypothesis, procedural learning 358
hippocampal damage, amnesia 18
hippocampal system anatomy 18, 190f, 192–193, 193

cross-species comparisons 193
hippocampal system location 192–193
information processing, hippocampus 32
memory storage, intrinsic excitability 310–311

Monolayer assay, neural stem cell culture 802f, 802–803
Monolayer assay, NSCs 802–803
Mood, depressed see Depression (clinical)
Morris water maze (MWM)

hippocampal circuit function 815
neurogenesis 815
structural plasticity of dendritic spines 289–290

Mossy cells 202
projections to CA3 203

Mossy fiber (MF) 255
inputs, CA3, computational models see CA3, computational

models

Mossy fiber (MF)–CA3 network, LTP 222
Mossy fiber (MF)–DCN synapse, cerebellum 258, 258–259
Mossy fiber–interpositus neuron synapses, memory storage,

eyeblink conditioned response 411
Motivation effect studies

incentive learning 487–488
reward systems theory 487–488

Motor adaptation, sleep and memory 555
Motor cortex (M1)

motor skill learning see Motor skill learning, neurophysiology
plasticity 530, 531–532, 532
procedural learning see Procedural learning

Motor learning
models, cerebellum 267
see also Motor skill learning

Motor memory, sleep 553, 553f, 554f
Motor pathways, damage, impaired categorization and conceptual

tasks 98
Motor representation

pre-supplementary motor area (F6), motor skill learning 534
supplementary motor area (SMA/F3), motor skill

learning 534
Motor sequence learning, supplementary motor area

(SMA/F3) 535
Motor skill(s), as nondeclarative memory 22

testing 22–23
Motor skill learning

definitions 528
models, cerebellum 267
practice effects 527–528
sequence learning, supplementary motor area (SMA/F3) 535

Motor skill learning, neurophysiology 527–545
cingulate motor areas 540

cognitive control of movement 540
lesion effects 540
remembered movement sequences 540
subdivisions 540

cingulate motor cortex 533
CNS structures 528

networks 528
see also specific structures

cortical motor areas
nonhuman primates 528
rodents 529

cortical motor areas, nonhuman primates
characteristics 528–529
features 528, 529f
nomenclature 529
rodents vs. 529–530

cortical motor areas, rodents
caudal forelimb area (CFA) 529
intracortical microstimulation studies 529
primates vs. 529–530
rostral forelimb area (RFA) 529

dorsal premotor complex 537–538, 539
non-human primates 537–538, 539
ventral premotor complex vs. 539

global network view 536, 536f
lateral premotor cortical areas 537

comparative aspects 537
guidance role 537–538
subdivisions 537–538

phases 540
consolidation 541
positron emission tomography 541
training effects 540–541

pre-supplementary motor area (F6) 534
auditory conditional motor tasks 537
motor representation 534
neuronal discharges 535
new sequence learning 535
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Motor skill learning, neurophysiology (continued )
reprogramming 535
sequential button task 535
shift-related cells 537

premotor complex 533, 539
imitation 540

primary motor cortex (M1) 530
animal models 531
bidirectional changes 532
changes in 531, 532f
human studies 531–532
intracortical connections 530–531
LTD 532
LTP 532
neuroanatomical correlates 532
new sequence learning 535–536
plasticity 530, 531–532, 532
rodent studies 532–533
strength training 532
temporal correlations 532
topographic organization 530, 531f
training-induced reorganization 532–533
transcranial magnetic stimulation 531–532
unidirectional changes 532
see also Motor cortex (M1)

secondary motor areas 533
see also specific areas

self-initiated vs. externally guided movements 536
neuroimaging 536
timing control 537

somatosensory cortex 530
lesion effects 530

supplementary motor area (SMA/F3) 533, 534
experience reorganization 535
kinesthetic inputs 534
lesion effects 534
motor representation 534
motor sequence learning 535
movement dynamics/kinetics 534, 537
neuroimaging 533
neuronal discharges 535
new sequence learning 535
pre-supplementary motor area (F6) vs. 534
self-initiated vs. externally-guided movements 536
sequence learning 533–534
sequential button task 535
sequential movements 534
stimulation studies 533

ventral premotor complex 537–538, 538, 539
dorsal premotor complex vs. 539
imitation 540
lesions 538
non-human primates 537–538, 538–539
visual object presentation 538

Mouse model
Angelman syndrome (AS) 771
see also Rodents

Movement
dynamics/kinetics, supplementary motor area (SMA/F3) 534, 537
see also under Motor cortex (M1); Motor skill learning

MPFC see Medial prefrontal cortex
MRI see Magnetic resonance imaging
mRNA
mGluR-LTD 252
taste learning 475, 476f

MTL see Medial temporal lobe (MTL)
Mueller, G E, consolidation hypothesis 650
Multi-store memory model (Atkinson and Shiffrin) 6, 6f
Multiple component view, priming 82f, 82–83

Multiple forms of memory see Memory, types; Multiple memory
systems

Multiple memory systems 27–64–28, 40f
coherence 58–59
cooperation and competition 27–64–28

inferring information type, learned behavior 29, 29f
information processing systems 39
learning theories 29
localization of information processing 31
outstanding issues 57
S–S vs. S–R information processing 42

definition/explanation 134
episodic see Episodic memory system
future work 59
historical aspects 28, 57

Alzheimer’s disease 28
Korsakoff’s syndrome 28
Maine de Biran, P 28
phrenology 28
Ribot, T 28

information processing systems 39–40, 40f
neuroplasticity 58
practice 58–59

Multiple parallel memory systems hypothesis 40f, 57
Muscarinic acetylcholine receptors (AChR), role in taste learning

473, 477
Muscarinic cholinergic receptor agonists

memory consolidation, amygdala 580
memory modulation 576

Muscarinic cholinergic receptor antagonists, memory consolidation
580

Muscimol
cerebellar cortex, eyeblink conditioned response 412
eyeblink conditioned response, reversible inactivation 410

Mushroom (type II) dendritic spines, AMPAR-mediated LTP 284
MWM see Morris water maze

N

N-methyl-D-aspartate (NMDA) see NMDA
N-methyl-D-aspartate receptor (NMDAR) see NMDA receptor(s)

(NMDARs)
Na+ pump, intrinsic excitability 312–313
Naming of things, priming 23
Narcolepsy 521
National Assessment of Educational Progress (2005) 759
Natural variation, neurogenesis, regulation in adult 809
NCAM (neuronal cell adhesion molecule) 383

polysialated, neural progenitor cells 806
Negative feedback, incentive learning 486, 489
Negative priming (NP) 76

definition 76
episodic retrieval model 76
identification 76
neural activation 76
neuroimaging 76–77

dorsolateral prefrontal complex 76–77
Stroop task 76–77

selective inhibition model 76
Nematoda, sensitization and habituation 387
Neocortex

areas involved in long-term memory 21
calcium-binding proteins 726
MECP2 mouse models 295–296
retrieval, CA1, computational models see CA1, computational

models
role in nondeclarative memory 22, 22f
see also Hippocampal–neocortical communication; Motor cortex;

Motor cortex (M1)
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Neostriatum
role in nondeclarative memory 22
see also Striatum

Network architecture
ANN 317, 318f
feedforward network 317, 318f
modeling learning processes 318
multilayer network 321–322
recurrent network 317, 318f

NeuN gene/protein, neural progenitor cells 806
Neural activation, negative priming (NP) 76
Neural cell adhesion molecule (NCAM) see NCAM (neuronal cell

adhesion molecule)
Neural circuits, neurogenesis 814
Neural computation theories of learning 317–329
complexity of learning 326
Hebbian learning 318
homeostatic plasticity 326
plasticity of intrinsic excitability 325
reinforcement learning 322
spike-timing-dependent plasticity (STDP) 323
supervised learning 320
unsupervised Hebbian learning 319

Neural mechanisms, fear memory 429–464
Neural plasticity 374, 375
multiple memory systems 58
see also Synaptic plasticity

Neural priming
attention modulated

fMRI studies 70
implicit tasks 69

behavioral priming connections 79
brain regions 79
environmental sound stimuli 80
evidence for 81
experimental design 79, 80f
fMRI studies 81
left prefrontal cortex 79–80
neuroimaging 79
taste studies 81
transcranial magnetic stimulation (TMS) 81

definition 65
divided-attention tasks 68–69
neuroimaging 68–69
positron emission tomography 68–69
task dependency 69
top-down attentional effects 70
see also Priming

Neural progenitor cells (NPCs) 804–805
Neural stem cells (NSCs) 801–802, 802
adult brain 802
culture of 802

differentiation 802f, 803
monolayer assay 802f, 802–803
neurosphere assay 802f, 802–803
proliferation 802f, 803

definition 802
differentiation 802f, 803, 805
EGF 802–803
FGF-2 802–803
hippocampal neurogenic niche 803

BrdU labeling 804, 804f
cell division/differentiation 805
green fluorescent protein (GFP) 804, 804f
labeling 804, 804f
neural progenitor cells 804–805
red fluorescent protein (RFP) 804, 804f
subgranular zone 803–804

in vitro 802, 802f

in vivo 802f, 803
labelling techniques 804, 804f
mitogens 802–803
monolayer assay 802–803
neurosphere assay 802–803
proliferation 802f, 803
retroviruses 804
stroke impact 805

Neuregulin 1, in Alzheimer’s disease (AD) 710–711
Neuroanatomical correlates, primary motor cortex (M1), motor

skill learning 532
Neuroanatomy, fear conditioning 430, 430f
Neurodegenerative diseases, neurogenesis regulation in adult 813
Neurofibrillary tangles (NFTs) see under Alzheimer’s disease (AD)
Neurogenesis 801–820, 801–802

adult-born granule cells 805
see also Adult-born granule cells (AGCs)

causal evidence 816
cytostatic drug experiments 816
emotional behavior 816–817
fluoxetine effects 816
non-matching to sample task (NMTS) 816
X-ray irradiation tests 816

correlational evidence 815
age-relation 815
inbred mice 815
transgenic mice studies 815
water maze tests 815

definition 801–802
dentate gyrus 801–802, 804f, 806f
endogenous markers 806, 806f
functions 813

causal evidence 816
correlational evidence 815
experimental evidence 815
memory capacity regulation 814
memory formation 814
theoretical 814

hippocampal circuit function 813, 814
medial temporal lobe lesions 813
neural circuitry 814
spatial map theory 813

markers 806, 806f
methylazoxymethanol acetate 816
Morris water maze tests 815
nonneurogenic areas 805
in nonneurogenic areas following manipulation 805
regulation in adults 809

additional regulators 811
aging 811
corticosteroids 811
irradiation 813
learning 810
neurodegenerative drugs 813
pathological regulators 812
depression 812
inflammation 813
irradiation 813
ischemia 813
neurodegenerative diseases 813
seizures 812
stress 812

physiological regulators 809, 810t
aging 811
environmental enrichment 810
learning 810
natural variation 809
neurotransmitters 811
physical exercise 810
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Neurogenesis (continued )
sleep deprivation 811–812
stem cells see Neural stem cells (NSCs)
transgenic markers 806, 806f

Neuroimaging
behavioral priming 68–69
bias account, priming 78
dorsolateral prefrontal complex, working memory 177, 178f
episodic memory system, evidence for 136
motor skill learning, self-initiated vs. externally guided

movements 536
neural priming 68–69, 79
priming see Priming
response specificity, priming 74
semantic memory 116

representation and distinctions 98, 105
stimulus specificity, priming 72
supplementary motor area (SMA/F3), motor skill learning 533
top-down attentional effects, priming 69
top-down attentional neural mechanisms, priming 71

Neuromodulators
memory strengthening 658
retrieval 658

Neuronal cell adhesion molecule see NCAM
Neuronal discharges
pre-supplementary motor area (F6), motor skill learning 535
supplementary motor area (SMA/F3), motor skill learning 535

Neuronal plasticity see Neural plasticity; Senitization
Neuronal response selectivity, Hebbian learning rule 319
Neuropeptide Y (NPY) 521
Neuropeptides, adult neurogenesis 811
Neurophysiology
hippocampus see Hippocampus
recall, CA3 computational models 340

Neuroplasticity see Neural plasticity
Neuropsychology
episodic memory evidence 135, 140
prefrontal cortex studies 173
semantic memory evidence see Semantic memory

Neurosphere assay, neural stem cell culture 802f, 802–803
Neurosphere assay, NSCs 802–803
Neurotransmitters 471
neurogenesis 811

regulation in adult 811
release, microdiffusion studies, acetylcholine, procedural

learning 366
see also individual neurotransmitters

Neurotrophins 292
signaling, fear memory 438

Neutral stimuli, sensory rewards vs. secondary rewards 491
New learning
impairment, anterograde amnesia 19
mossy fiber inputs, CA3 computational

models 346
New sequence learning, motor skills
pre-supplementary motor area (F6) 535
primary motor cortex (M1) 535–536
supplementary motor area (SMA/F3) 535

NF�B (nuclear factor-�B) 517
Nicotinic acetylcholine receptors (nAChRs), Alzheimer’s disease

(AD) 723
Nictitating membrane response (NMR), rapid reacquisition,

extinction 631, 633
Nigrostriatal pathway depletion, dopamine studies, procedural

learning 364
Nimodipine 619
Nitric oxide (NO)
cerebellar LTD induction 247–248, 262–263
LTD, induction 247–248, 262–263, 263

signaling, fear learning 441, 443f
Nitric oxide synthase (NOS), cerebellar LTD induction 247–248,

262–263
NMDA

adult-born granule cell molecular maturation 809
adult neurogenesis 811
role in taste learning 471, 472, 477

NMDA receptor(s) (NMDARs) and AMPA receptors see under
AMPA receptors (AMPARs)

in Alzheimer’s disease (AD) 720, 721f, 734–735, 735f, 737–738
AP5, information processing 46–47
basolateral amygdala complex, classical fear conditioning 417–418
dendritic spine enlargement and LTP 288–289
dentate granule cells, hippocampal computational models 335
experimental estradiol and estrous cycle influences 291
extinction 640–641
fear memory 434
hippocampus, trace fear conditioning 419
ifenprodil 434
interpositus nucleus memory storage, eyeblink conditioned

response 410–411
knockout mice, completion, CA3, computational models 341
LTD 244, 248, 250, 254

TS-LTD vs. 251
LTP see NMDA receptor-dependent long-term potentiation

(LTP)
memory storage, activity-dependent modulation 311–312
metabotropic glutamate receptors 436
postsynaptic 378, 397
reconsolidation 656
role 434

information processing 46–47
subunits see NR2B subunit

NMDA receptor agonists, extinction 640–641
NMDA receptor antagonists

dendritic spine density 286
S–R vs. S–S associations 46–47

NMDA receptor-dependent long-term potentiation (LTP) 216, 433
dendritic action potentials 220, 229, 235
pairing 218, 220f
role of calcium influx 224, 244

NMDA receptor partial agonists, amygdala, memory extinction
581–583

NMR (nictitating membrane response) 631, 633
NO see Nitric oxide (NO)
Noetic awareness/consciousness 3, 6

knowing associated 132
see also Implicit memory

Non-conscious memory see Nondeclarative memory
Non-matching to sample task (NMTS), neurogenesis 816
Nonassociative learning 373, 374–375

dishabituation, Aplysia 376–377, 380, 385–386
see also Habituation; Sensitization

Nonassociative plasticity, mossy fiber inputs, CA3 computational
models 345

Nonbehaviorist learning theories, incentive learning 488–489
Nondeclarative memory 5, 22

artificial grammar learning 23
brain areas involved 22
classification 22f
definition 15, 21, 22
description and basis for term 5
motor skills and perceptual skills 22
types of memory included 5–6
see also Implicit memory; Procedural memory and procedural

memories
Nonoperant effects, operant conditioning see Operant conditioning
Nonspatial metaphors, for memory 2
Noradrenaline see Norepinephrine
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Noradrenergic neurons, in sleep 548–549
Noradrenergic nucleus locus coeruleus stimulation, amnesia

651–652
Noradrenergic systems
activation, memory consolidation, amygdala 580–581, 589–590
consolidation of memory see Consolidation (of memory),

amygdala role
cue-dependent enhancement 659f, 660
interactions, glucocorticoids, memory consolidation 580
memory consolidation see Consolidation (of memory), amygdala

role
memory modulation 576

Norepinephrine 617
adult neurogenesis 811
amygdala, modulation of memory 608, 613, 613f, 617
memory consolidation 578–579, 579f
modulation of memory formation 615
neurotransmission, hippocampus 235
posttraining administration, memory consolidation 577
working memory, amygdala 592

Normal aging studies see Age, and aging
Novel trajectory navigation, hippocampal computational models

350–351
Novelty, exposure, LTD 251
NPCs (neural progenitor cells) 804–805
NR2B subunit
taste learning 472
Tyr-1472 720, 723

NSCs see Neural stem cells
Nuclear factor � B (NF�B) 517
Nucleus accumbens (NAc)
core (NAc-C) and shell NAc-Sh regions 505, 506f, 509
CRE-mediated transcription 514–515
CREB activity 512–513, 514–515
�FosB 513
dopaminergic regulation 509, 511
melanin-concentrating hormone (MCH) 520–521
memory consolidation, amygdala 584, 587f
PKA 512–513
reward 505

drug addiction and 511, 512–513
see also Ventral tegmental area (VTA)-NAc pathway

Nucleus of the solitary tract (NST)
memory modulation, epinephrine 573
taste pathway 467–468

O

Object categories in the brain
conceptual knowledge 119
fusiform face area 119

Object concepts
action-associate words 117
basic level 113–114
colour-associate words 117, 117f
conceptual knowledge 117
definition 113
features 113–114
hierarchic organization 113–114
occipitotemporal cortex 119
organization 113–114
posterior ventral and lateral temporal lobes 117
semantic memory, cortical lesions 113
as sensorimotor property circuits 117
taste perception 118, 118f

Object learning
property circuits 124
semantic memory 124

Object-place memory tasks, hippocampus 333–334

Object recognition, impairment, perirhinal cortex damage 18
Object recognition memory, glucocorticoids, memory

consolidation 580
Object recognition tasks, memory modulation 575
Obsessive compulsive disorder, cue-dependent enhancement 660
Occipitotemporal cortex, object concepts 119
Octopamine

proboscis extension reflex, honeybee (Apis mellifer) 385
tail-flipping circuit, crayfish (Procambarus clarkii) 385

Odd-one-out test, as complex memory span task 158
Odor(s), discrimination, structural plasticity of dendritic

spines 290
Old age and older adults see Age, and aging
Olfactory discrimination tests, memory storage, intrinsic

excitability 311
Olfactory memory 9

brain sites involved 9
One-trial object-place recall task, hippocampus 334
Operant behavior, operant conditioning see Operant conditioning
Operant conditioning 373–374, 504

intrinsic excitability 310–311
tasks, memory storage, intrinsic excitability 310–311
see also Aplysia

Operation span, as complex memory span task 158
Opiates, memory modulation 576
Opioid peptidergic antagonists, noradrenergic systems, memory

consolidation 577–578
Opioid receptors

extinction 639
�, nucleus accumbens (NAc) 515–517

Orbitofrontal complex 182
Order errors, serial recall 152–153
Orexin (hypocretin) 521
Organizational strategies, long-term memory, prefrontal cortex

lesions 174–175
Oriens–lacunosum moleculare (O-LM) cells 203–204
Orientation-specific object priming, stimulus specificity 73
Orphanin FQ/nociceptin, noradrenergic systems, memory

consolidation 578
Outcome devaluation

incentive learning 487, 487–488
reward systems theory 497–498
taste aversion 489, 489f, 497–498

Outcome role
reward systems theory 484–485, 486
value change effects, rewards 484–485

Outcome-specific transfer, Pavlovian–instrumental interactions
496f, 497

Outcome–response association studies, two-process account theory,
reward systems 498

Ovarian steroids see Estrogen
OX7-saponin infusions, cerebellar cortex, eyeblink conditioned

response 412
Oxotremorine, memory modulation 584

P

p38 MAPK (mitogen-activated protein kinase)
in Alzheimer’s disease (AD) 728, 729
sensitization and habituation, invertebrate 378, 378–379, 381

Pain, definition 374
Paired associate learning, long-term memory, prefrontal cortex

lesions 174
Paired-associates recall tasks, sleep and episodic memory

consolidation 558, 559–560, 560, 565
Paired-pulse facilitation (PPF), hippocampus LTP 216, 234f
Parabrachial nucleus (PBN), taste pathway 467–468, 478–479
Parahippocampal, use of term, comparative anatomy and 192
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Parahippocampal cortex 192
anatomy

connections to subiculum 205
projections from parietal cortex 18

as component of parahippocampal region 192
damage, spatial memory impairment 18
rodent postrhinal cortex homology 193
spatial memory see Spatial memory
stimulus specificity, priming 73

Parahippocampal gyrus 192, 333f, 334
Parahippocampal place area (PPA), priming, explicit vs. implicit

memory 67–68
Parahippocampal region 194
anatomy 194
comparative (cross-species) anatomy 190–192, 191f
entorhinal cortex 196
parasubiculum 200
perirhinal cortex 195
postrhinal cortex 194
presubiculum 199
regions included 190–192

Parallel fiber (LTD)
induction 259
signals 261

Parallel fiber–Purkinje cell synapse 254, 255, 269–270
associative eyeblink conditioning 258
expression 263
hippocampal CA1 synapses vs. 260f, 264
induction 259
LTP interaction 265
as motor learning model 267

Parasubiculum 200
anatomy 199f, 200

connections 200
inputs (hippocampal) 200
projections 200

Parietal cortex
projection to parahippocampal cortex 18
role in episodic memory 138

Parkinson’s disease
adult neurogenesis 813
studies, weather forecasting task 49

Partial reinforcement effect (PRE), rate discrimination theory,
extinction 635

Partial reinforcement extinction effect (PREE)
extinction 635
S–S associations 29–30
studies 29–30

Parvalbumin 726
Passive avoidance, fear learning 453
Passive membrane properties, adult-born granule cell

characterization 807
Patch-clamp techniques, memory storage, intrinsic excitability 314
Path integration
definition 52–53
hippocampal function 52–53
information processing 52
interference 52–53
visual cue conditioning vs. 52

Pathological regulators, neurogenesis see Neurogenesis, regulation
in adults

Pattern association, hippocampal computational models 350–351
Pattern separation impairment, dentate granule cells, computational

models 337, 337f
Pavlov, I, recovery in conditioned responding and extinction 678
Pavlovian conditioning
extinction 636
fear conditioning 430

memory consolidation, amygdala 586

goal-directed actions, rewards 484
interference in 671–672
response inhibition hypothesis 636
reward systems theory 484
salivation in dogs 484
secondary rewards (SdR) 494
see also Classical conditioning

Pavlovian-instrumental interactions
biconditional discrimination 495
differential outcomes effect 495
reward system theory see Reward systems theory

Pavlovian-instrumental transfer effect, reward systems
theory 496–497

Pavlovian learning 30
extinction 627

Pavlovian to instrumental transfer (PIT) 504–505, 505–507
PCA (principal component analysis) 319
PCREB (phosphorylated response element binding protein) 43
Pearce-Hall model, extinction 637–638
Peduncle, eyeblink conditioned response, conditioned response

(CR) pathways 408
Pentylenetetrazol, memory-enhancement 606–607
Perception 6

emotional, and expression 507
remembering relationship 6
taste, object concepts 118, 118f

Perception learning rule, Hebbian learning rule 320
Perceptual information, verbal overshadowing 693
Perceptual motor systems, grounding semantics in 97, 104–105, 106
Perceptual skills, as nondeclarative memory 22

testing 23
Perforant path–dentate granule cell system 335
Periaqueductal gray (PAG), conditioned response pathway,

classical fear conditioning 416–417
Perirhinal cortex 195

anatomy 195, 196f
deep layer V 195
inputs, subregional differences 196
location 195
organization of layers 195–196
projections 18, 196
subcortical connections 196

area 35 192, 196
connection to entorhinal cortex 197–198

area 36 192, 195–196
as dysgranular cortex 195–196

classical fear conditioning, CS pathway 416
comparative (cross-species) anatomy 190–192
damage/lesions, object recognition impairment 18
flow of sensory information 206f, 206–207
nomenclature/terminology 192

current 192
Perseveration, dysexecutive syndrome 157–158
Personal memories 10–11
Personal memory, generic 10–11
PET see Positron emission tomography
PGO waves, sleep 555
Pharmacological studies, state-dependent learning 666–667
Phe-Met-Arg-Phe-NH2 (FMRFa neuropeptide) 378, 378–379, 385
Phobias, cue-dependent enhancement 660
Phonological input buffer 153–154
Phonological loop 6f, 8, 150, 150f

central executive involvement 159
computational model 152

Baddeley’s model 152–153
serial order 153

connectionist network model (Burgess and Hitch) 153,
153f, 155

definition/description 150
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empirical phenomena 151, 164
auditory speech information, access 151
brain damage impact 152
irrelevant speech effect 151
phonological representations 151
reasons for performance differences 152
serial order/position 153
serial recall and 151, 152–153
short-term store and rehearsal components 152
subvocal rehearsal see Subvocal rehearsal
word length effect 151

functions 150, 154, 154–155
vocabulary acquisition 153–154, 154–155

information integrated into episodic buffer 160–161
language and 153

deficits affecting 153–154, 154
learning sounds of new words 154
long-term learning of phonological structures 154
phonological input buffer 153–154

output buffer 153–154
possible purpose 153–154
role in longer-term learning 164
time-based decay of representations 152
verbal short-term memory and 153–154, 155
working memory see Working memory

Phonological store, development 152
Phospholipid metabolism 378
Phosphorylated response element binding protein (pCREB),

expression 43
Phosphorylation 472
CaMKII/PKC site 248
CREB see CREB (cAMP response element binding protein)
extracellular-regulated kinase 587–588
GluR1 receptors 266
histones 784
sensitization 381, 382–383, 384
tau see under Alzheimer’s disease (AD)
tyrosine see Tyrosine phosphorylation

Phrenology, multiple memory systems 28
Physical exercise, neurogenesis, regulation in adult 810
Physiological regulators, adult neurogenesis see Neurogenesis

regulation in adults
Physostigmine 565, 616
Picrotoxin infusion, cerebellar cortex, eyeblink conditioned

response 412
Picture(s), memory, labels affecting 693
Picture naming, semantic dementia vs dementia of Alzheimer’s

type 104
Pilzecker, A, consolidation hypothesis 650
Piriform cortex 198
PKA see Protein kinase A (PKA)
PKC see Protein kinase C (PKC)
Place cells, dentate granule cells, hippocampal computational

models 335–336
Place learning, dissociation lesion experiments, procedural

learning 361
Place-like fields, dentate granule cells, hippocampal computational

models 338
Plasticity 617, 617f
bidirectional synaptic see Bidirectional synaptic plasticity
eyeblink conditioned response, conditioned response (CR)

pathways 405
homeostatic see Homeostatic plasticity
of intrinsic excitability

E-S potentiation 325
Hodgkin-Huxley type model of neuron 326
memory storage mechanism 307–316
neural computation theories of learning 325
synaptic plasticity 326

memory storage, intrinsic excitability 313
neural see Neural plasticity
nonassociative, mossy fiber inputs, CA3 computational models 345
primary motor cortex (M1), motor skill learning 530,

531–532, 532
spike-timing-dependent see Spike-timing-dependent plasticity

(STDP)
synaptic see Synaptic plasticity
unconditioned stimulus (US) pathways, eyeblink conditioned

response 409
Plus-maze tasks, dissociation lesion experiments, procedural

learning 361, 362f
Poisson distribution, mossy fiber inputs, CA3 computational

models 346
Pond snail see Lymnaea
Pons, taste pathway 467–468, 478–479
Pontine cells, in REM sleep 555
Pontine nuclei, CS pathways, eyeblink conditioned response 408
Positron emission tomography (PET) 105

assumptions 65–66
behavioral priming 68–69
episodic memory system, evidence for 136–137

mental time travel and 140–141
long-term memory retrieval, prefrontal cortex (PFC) 179, 181
memory consolidation, amygdala 589
motor skill learning, neurophysiology 541
neural priming 68–69
priming 66–67

neural activation 77
semantic memory 116

Post-tetanic potentiation (PTP), hippocampus in LTP 216, 234f
Posterior lateral occipital complex (LOC), stimulus specificity,

priming 73
Posterior ventral and lateral temporal lobes, object concepts 117
Postexperiential modulation of memory, neuroendocrine

response 607
Postmenopausal women, estrogen-replacement therapy 291–292,

614–615
Postrhinal cortex 194

anatomy 194, 194f, 195, 196f
connection to entorhinal cortex 197–198
connections, inputs and projections 195
subcortical afferents 195

cell layers 195
comparative (cross-species) anatomy 190–192, 193
dorsal and ventral subregions 195
flow of sensory information 206f, 206–207
location 194–195
retrograde tract tracing studies 195
rodent, primate parahippocampal cortex homology 193

Postsynaptic cell activation, mossy fiber inputs, CA3 computational
models 345

Posttraining injection studies
acetylcholine agonists, procedural learning 366
acetylcholine antagonists, procedural learning 366
amphetamines, memory consolidation, amygdala 583–584
catecholamine agonists, dopamine studies, procedural

learning 364
dopamine studies, procedural learning 364–365
glucocorticoids, memory consolidation 579
glutamate antagonists, procedural learning 365
memory consolidation, amygdala 586–587
memory modulation, epinephrine 573, 573f
picrotoxin, amygdala, memory extinction 581–583

Posttraumatic stress disorder (PTSD), cue-dependent
enhancement 660

Potassium channels
in Alzheimer’s disease (AD) 723
ATP-sensitive, glucose effects on memory 610
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PP1 (protein phosphatase 1) 246
Pre-supplementary motor area (F6)
motor skill learning see Motor skill learning, neurophysiology
supplementary motor area (SMA/F3) vs., motor skill

learning 534
Precategorical acoustic storage 7
Precategorical visual storage 7
Predictive models, eyeblink conditioned response, reversible

inactivation 409–410
Prefrontal cortex (PFC) 169–187
activation

LTM retrieval 179
retrieval 179

anatomical organization 169
anatomy 169

subregions 169
anterior 169–170
central executive function location 157
cognitive control 170
functional differentiation 171
functional organization 172f
functions 171, 174, 176, 182
future prospects 182
future research 182
HERA 181
interference account 174
left

neural priming 79–80
semantic memory 105, 106

lesion studies 170, 173
familiarity 173
medial prefrontal cortex, working memory 592
memory deficits 174
neuropsychological studies 173
recollection 173
retrieval 173

lesions, LTM and 173
neuropsychology 173
subjective organization 173

recollection/familiarity 173
recognition memory 174
remember-know methods 174, 175f

theories of 174
goal-relevant information 174
organizational strategies 174–175
paired associated learning studies 174
selection 176
spontaneous organization of information

174–175
task-appropriate responses 174

locations 169
LTM encoding 173

fMRI 176
lesion effects 173

LTM retrieval 179
free recall 179
HERA model 181
laterality effects 181
PET 179, 181

memory and 169–187
molecular changes in addiction and depression 519
neuropsychological studies 173
organizational account 174–175
retrieval

fMRI 176
lesion effects 173

in reward 506f, 507
dopaminergic innervation 509

short-term retention 170

subsequent memory effects 176
working memory 170

functional imaging 171, 172f
short-term retention 170
animal models 171
delayed-response tasks 170
lesion effects 170, 170–171
local field potentials 170
mechanism 171

Prelimbic cortex (PrLC) 506f, 507
role in drug addiction 507–508, 519–520

Premotor complex, motor skill learning see Motor skill learning,
neurophysiology

Preparedness, conditioning see Conditioning
Presenilins 711

see also under Alzheimer’s disease (AD)
Presubiculum 199

acetylcholinesterase as marker 199
anatomy 199, 199f

cell layers 199
connections 199
neocortical input 200
projections 199–200

comparative anatomy 191f
flow of sensory information 206f, 206–207
location 199

Presynaptic component, fear learning 441
Presynaptic processes, short-term depression of sensorimotor

synapses, Aplysia 377, 378
Primary memory 7

secondary memory relationship 162
see also Short-term memory; Working memory

Primary motor cortex (M1) see Motor cortex (M1)
Primary rewards see Reward(s)
Primary sensory areas, selective attention and see Selective attention
Primate(s)

information processing localization 34
neocortex, MTL region involvement in long-term memory

16–17, 17f
non-human, ventral premotor complex, motor skill learning 537–

538, 538–539
Priming 23, 65–86

anatomical location 66
extrastriate visual cortex 67

associative specificity 72, 74
amnesiac patient studies 74
occurrence 72
right medial temporal lobe 74

attention modulated 69
brain regions dissociation 70–71
explicit tasks 69
face-repetition priming study 70
implicit tasks 69

automatic/independent vs. attention 68
behavioral see Behavioral priming
brain structures involved 24
definition 23, 65, 66
description and example 23
episodic, effect on semantic memory 100, 101
explicit vs. implicit memory 66

amnesiac patient studies 66
cognitive studies 66
encoding effects 67
encoding variability 68
neuroimaging 66–67
parahippocampal place area (PPA) 67–68
spacing (lag effect) 68
stem completion priming 66

hippocampus, trauma effects 66
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implicit memory test 2–3
intact in amnesia 23
multiple component view 82f, 82–83
neural activation 76

bias account 78
definition 78
neuroimaging 78

familiar vs. unfamiliar stimuli 77
acquisition/episodic theories 77
fMRI studies 77
left inferior fusiform region 77
modification/abstractionist theories 77
PET studies 77
repetition enhancement effect 77–78
repetition suppression 77–78
right fusiform region 77

neuroimaging 76
sensitivity vs. bias 78
ERP 78–79
fMRI 78
neuroimaging 78
structural description system (SDS) 78

neuroimaging 65, 66–67
assumptions 65–66
explicit vs. implicit memory 66–67
fMRI 67
neural activation 76, 78
positron emission tomography 66–67
response specificity 74
retrieval studies 67

patient EP case study 23
remembering vs. forgetting 67–68
response specificity 72, 74

cue reversal 74
high-primed items 75
neuroimaging 74
occurrence 72
single vs. multiple presentation 75–76

semantic see Semantic priming
specificity 72

definition 72
stimulus specificity 72

amnesiac patient studies 72
inferior frontal gyrus 73–74
left fusiform cortex 73
left inferior temporal cortex 73–74
neuroimaging 72
occurrence 72
orientation-specific object priming 73
parahippocampal cortex 73
posterior lateral occipital complex (LOC) 73
right occipitotemporal extrastriate cortex 72–73
visual regions 73
within-modality vs. cross-modality

priming 72–73
tests 23
top-down attentional effects 68

fMRI 69
neuroimaging 69

top-down attentional neural mechanisms 71
EEG 71
MEG 71
neuroimaging 71
regional activity measurement 71

Principal component analysis (PCA), Hebbian learning rule 319
Prior knowledge, effect on reconstruction of memory 687–688
Probabilistic classification task
fMRI 49
information processing systems, humans studies 49

S–R vs. S–S associations 49
Proboscis extension reflex (PER), honeybee (Apis mellifer) 385
Procedural knowledge 5
Procedural learning, classical conditioning 403–427

eyeblink response see Eyeblink conditioned response
fear conditioning see Classical fear conditioning

Procedural learning, animal neurobiology 357–372
acetylcholine studies 363–364, 366

neurotransmitter release microdiffusion studies 366
posttraining agonist injection studies 366
posttraining antagonist injection studies 366
striatal-dependent learning 366–367
tonically active neurons (TANs) 366–367

amygdala/stimulus-affect associations 367
addictive drugs 367
anxiogenic drug injection studies 367–368
conditioned place preference tasks 367
emotional state 367–368
role 367

dissociation lesion experiments 358
cognitive learning theory 361
conditioned avoidance behavior 358–359
declarative learning theory 361
dorsal striatum lesions 361–362
double dissociations 359
fimbria-fornix lesion studies 359
hippocampal lesions 361–362
methodology 359
place learning 361
plus-maze tasks 361, 362f
radial maze tests 359, 360f
reinforcer devaluation paradigm 359
response learning 361
reversible lesion experiments 361, 362f
simultaneous discrimination learning studies 358–359
single dissociations 359
water maze tasks 359–361, 360f

dopamine studies 363, 363–364, 364
memory consolidation 365
nigrostriatal pathway depletion 364
posttraining agonist injections 364–365
posttraining catecholamine agonist injections 364
radial maze tests 364–365

dorsal striatal hypothesis 358
hippocampal lesions 358
lesion experiments 358
monkeys 358
rats 358
S–R habit formation 358

functional heterogeneity 363
dorsomedial striatum 363
medial dorsal striatum tests 363
mnenomic functions 363
specific dorsal striatum areas 363
ventrolateral dorsal striatum 363

glutamate studies 363–364, 365
cued water maze tasks 365
posttraining antagonist injections 365
selective role studies 365–366
striatal-dependent learning 366–367

historical aspects 357
non-human primates 357
rodent studies 357

pharmacological experiments 363
Procedural memory and procedural memories 5, 130

declarative memory vs. 34, 404
dual-memory theory 357

description 5
evolution 6
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Procedural memory and procedural memories (continued )
skill learning 9–10
sleep 550

Processing of information see Information processing
Processing of memory
during acquisition, reinstatement and 679–680
cognitive costs 163
Spear’s theory 674

Processing phases of memory, task-switching model of working
memory 163

Proliferation, neural stem cell culture 802f, 803
Proline-directed kinases (GSK3, Cdk5, ERK), in Alzheimer’s

disease (AD) 714f, 714–715
Property circuits
development 124–125
objects learning 124
semantic memory 124
tools/actions 124

Property regions
conceptual knowledge

involvement reason #1 122
involvement reason #2 122
involvement reason #3 123

conceptual-level processing 122
Prospective memory 6
tasks 6

Protein(s)
degradation, ubiquitin ligase pathway 770–771
synthesis see Protein synthesis

Protein arginine methyltransferases (PRMTs) 784
Protein kinase(s)
signaling, fear memory 437
see also Protein kinase A (PKA); Protein kinase C (PKC)

Protein kinase A (PKA)
activation, cue-dependent enhancement 660
in Alzheimer’s disease (AD) 714f, 714–715, 731
Aplysia 376f
basolateral amygdala complex, classical fear

conditioning 418
bee (Apis mellifera) 385–386
fear memory 438, 439f
LTD regulation 250
nucleus accumbens (NAc) 512–513, 517
presynaptic block 397
see also CAMP/PKA cascade

Protein kinase C (PKC)
in Alzheimer’s disease (AD) 730
Aplysia 376f, 380
basolateral amygdala complex, classical fear

conditioning 418
cerebellar LTD induction 262
fear memory 436
metabotropic glutamate receptors 436

Protein kinase G (PKG), LTD induction 263
Protein phosphatases 246
Protein synthesis
inhibition experiments

cue-dependent amnesia 652
extinction 641–642
interpositus nucleus memory storage, eyeblink conditioned

response 411
translation, regulation, LTM consolidation of taste memory 474

Protein synthesis inhibitors
anisomycin 474–475

effect on memory reconsolidation 669
see also Anisomycin

experimentally induced amnesia, deficits in retrieval of
memory 668

Prox-1 gene/protein, neural progenitor cells 806

PSD (postsynaptic density), definition 283
PSD (postsynaptic density proteins) 283

CA1 pyramidal neurones, LTP 234
definition 283
perforated 287

Pseudoconditioning 379
Psychological testing, learning disability (LD) 761
Psychological traits, specific reading disability (SRD) 764
Psychostimulant drugs 512, 513

CREB phosphorylation 512, 513
PTSD, cue-dependent enhancement 660
Public event knowledge, semantic memory 113
Pulvinar 193
Purkinje cell–climbing fiber synapse see under Cerebellum
Purkinje cells

cerebellar cortex, eyeblink conditioned response 412
parallel fiber synapses see Parallel fiber–Purkinje cell synapse

Putamen
lesions, dissociation lesion experiments, procedural

learning 361–362
see also Striatum, dorsal

Pyramidal cells
layer in hippocampus 203

see also CA3 pyramidal cells/neurons
in subiculum 205

Pyramidal neurones
eyeblink conditioned response, hippocampus 413
see also CA1 pyramidal neurons (Schaffer collateral synapses);

CA3; CA3 pyramidal cells/neurons
Pyramids and Palm Trees test 104

Q

Quillian, A M
hierarchical network approach to semantic memory 88–89, 89f, 92
Teachable Language Comprehender model 88–89, 89f

R

Rabbits, memory storage, intrinsic excitability 310
Radial maze tests

conditioned cue preference 51, 51f
dissociation lesion experiments, procedural learning 359, 360f
dopamine studies, procedural learning 364–365
rats studies, information processing systems 42
reinforcer devaluation 37–38, 39f
S–R vs. S–S associations see Stimulus–stimulus (S–S) associations

Random sequences, generation, central executive testing 158
Random walk framework, feature analytic approach of semantic

memory 93
Rapamycin 475
Rapid eye movement sleep see Sleep REM
Rapid reacquisition, extinction see Extinction
Rate discrimination theory, extinction see Extinction
Rats

appetitive conditioning, response inhibition hypothesis 637
dorsal striatal hypothesis, procedural learning 358
information processing, hippocampus 32
memory storage, intrinsic excitability 310, 311
S–Rf vs. S–S associations 51
see also Rodents

RB case study 16
RBM (Restricted Boltzmann Machine learning algorithm) 327–328
Reactivation of memory

reconsolidation process 666, 669
reprocessing 669–670
see also Reconsolidation (of memory); Retrieval (of/from

memory)
Reactivity response changes, incentive learning 488–489
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Reading
brain areas involved 762
cognitive activities 158–159
difficulties 759

genetics 762
prevalence 758
risk of 759
see also Learning disability (LD); Specific Reading Disability

(SRD)
long-term working memory role 8
process, multifaceted nature 762

Reading span
central executive role 158
higher-level cognitive activities 158–159

Reality monitoring (RM) 696, 697
Recall (memory)
CA3, computational models see CA3, computational models
collaborative 12
episodic memory test 10
free see Free recall
mossy fiber inputs, CA3 computational models 346
serial see Serial recall

Recency effects 11
Recoding hypothesis 693
Recognition, false, DRM studies 688–689
Recognition illusion see Déjà vu
Recognition memory
failures 687
HM case study see HM case study
long-term, prefrontal cortex lesions 174

Recognition tasks, synthetic speech 552–553
Recollection 20
conscious 3
familiarity vs. 19
hippocampus role see Hippocampus
involuntary vs. voluntary 3, 4
lesion studies, prefrontal cortex 173

Reconsolidation (of memory) 649–663, 669
anisomycin treatment effect 669
behavioral aspects, Lymnaea feeding 398–399
boundaries of 656

experimental protocols 656
species-related 657
task-related 657

definitions 650
extinction 641–642
fear memory 452
future work 660

functional imaging studies 660–661
historical aspects 649

Bartlett, F C 649
James, William 649

impairments 669
recovery from 670

inhibition by anisomycin 669
mechanisms and circuits 669
neurobiological substrates 656

beta adrenergic receptors 656
CREB 656
NMDA receptors 656

neurobiology 655
re-discovery 655

Ledoux laboratory 655
retrieval-focused accounts 669–670
see also Consolidation (of memory); Cue-dependent amnesia

Reconstruction of memories
Bartlett’s theory 687
influence of prior knowledge 687–688
use of meaningful materials 687–688, 688

Recovery effects, extinction see Extinction
Recovery of memories see Reactivation of memory
Recurrent network

dynamics, CA3, computational models see CA3, computational
models

network architecture 317, 318f
Red fluorescent protein (RFP), neural stem cells 804, 804f
Reelin, in Alzheimer’s disease (AD) 734
Reexposure assessments, incentive learning 487
Reference memory, spatial tasks, recall, CA3 computational

models 340
Reflexive actions, vs. goal-directed actions 484
Regional activity measurement, top-down attentional neural

mechanisms, priming 71
Regulatory genes, memory consolidation, amygdala 583
Rehearsal

explicit, working memory 21–22
trials, dorsolateral prefrontal complex, working memory 177–178
of word lists 693

Rehearsal buffer 6f
Reinforcement, schedule of, operant conditioning see Operant

conditioning
Reinforcement conditioning experiments, operant choice see

Operant conditioning
Reinforcement learning

exploration/exploitation trade-off 323
matching law 323
neural computation theories of learning 322
songbirds 322
temporal difference (TD) learning 322–323

Reinforcer devaluation
conditioned cue preference 39f
conditioned taste aversion test 37
definition 37
dissociation by 37
dissociation in rats 37, 39f
dissociation lesion experiments, procedural learning 359
radial maze 37–38, 39f
taste aversion 37
win-shift task 39f
win-stay task 39f

Reinforcer(s)/reinforcing stimuli 29f, 30
behavior control 30
expectation violation, extinction 637
functions 29f, 30
response functions 29f, 30

Reinstatement
Bouton’s theory of retrieval and 679–680, 681
definition 679–680
extinction see Extinction

Relational information, processing, dorsolateral prefrontal complex,
long-term memory 182

Relaxin, memory consolidation, amygdala 581
Releasable vesicles

short-term depression of sensorimotor synapses,
Aplysia 377, 377–378

spike-duration independent (SDI) process 380, 384
REM see Sleep REM
Remember/know distinction 19, 101–102, 132

semantic knowledge 19, 101–102, 132
age of development 139

Remember/know methods, long-term memory, prefrontal cortex
lesions 174, 175f

Remember/know paradigm 132
Remembered movement sequences, cingulate motor areas, motor

skill learning 540
Remembering 19–20

collective see Collective memory
episodic memory 132
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Remembering (continued )
forgetting vs., priming 67–68
perceiving, relationship 6

Reminiscence bump 11
Remote memory, sparing in retrograde amnesia 20, 21
Renewal effect
exposure therapy 630
extinction see Extinction
inhibition acquisition 629
latent inhibition 629–630

Reorder trials, dorsolateral prefrontal complex, working memory
177–178

Repetition effects see Repetitive stimulation
Repetition enhancement
fMRI 78
priming, neural activation 77–78

Repetition suppression
behavioral priming 68–69
fMRI 78
priming, neural activation 77–78

Repetitive stimulation
Aplysia, depression of sensorimotor synapses 378
sensitization 379

Reprogramming, pre-supplementary motor area (F6), motor skill
learning 535

Rescorla–Wagner rule/model 665, 675
conditioning 675, 678
extinction explanation 636, 678
response inhibition hypothesis 636
revision 676–677

Resource-sharing model, of working memory 162
Response(s)
functions, of reinforcers 29f, 30
specificity, priming see Priming

Response inhibition hypothesis, extinction see Extinction
Response learning, dissociation lesion experiments, procedural

learning 361
Response to Treatment Intervention (RTI), learning

disability 758
Response–outcome (R–O) associations, two-process account

theory, reward systems 498
Responsiveness/Response to Intervention (RTI) model

760, 765, 766
features and attributes 765
layers in model 760
quantification/assessment 760–761
treatments based on 765–766

Restricted Boltzmann Machine (RBM) learning algorithm,
unsupervised Hebbian learning 327–328

Resurgence
extinction see Extinction
forms 632–633
mechanisms 633

Retained skills, HM case study 31
Retardation, mental see Mental retardation
Retention of information
code-specific forms 9
hypothermia effect 668

Retrieval (of/from memory) 665–685
amygdala see Memory modulation amygdala
conditions for 665–666
cues for see Retrieval cues
deficits due to processing deficits 666, 670
definition 665, 682
empirical evidence on basis for deficits 666

cue and outcome competition 666, 670
experimentally-induced amnesia 666, 668
interference between cues and outcomes trained apart 666, 671
organism’s internal state changes 666

reconsolidation 666, 669
see also Retrieval cues

encoding specificity principle 674
of episodic memories see Episodic memory (EM)
fear memory 452
hippocampal function 332
incidental 4
intentional 4
mechanisms 665–666
memory strengthening 658

neuromodulators 658
see also Cue-dependent enhancement

modulation, amygdala see Memory modulation amygdala
neurobiology 666, 680

hippocampus role 681
problems with 680–681

outcome competition 670
prefrontal cortex

activation 179
fMRI 176
laterality 181
lesion effects 173

semantic, brain regions involved 105
studies, priming, neuroimaging 67
theories 666, 674

associative phenomena in 666, 675
Bouton’s model of outcome interference 666, 678, 680
comparator hypothesis, cue competition 666, 675,

675f, 680
comparator vs acquisition-focused models 676
extended comparator hypothesis 677f, 677–678
information matching as critical 666, 674
processing during acquisition, reinstatement 679–680
Spear’s proposal 666, 674, 680
summary 680

Retrieval cues 670
blocking between 670–671
competition 670

retrieval-focused view (comparatory hypothesis) 675
contextual 674
interference between outcomes and 671–672

counterconditioning and 673, 680
definition 671–672
extinction 672

see also Extinction
latent inhibition 672–673
at testing time (Bouton’s theory) 678–679
two outcomes 671–672, 673–674

outcome competition and 670
overshadowing 671, 676
retrieval of ‘lost’ memory 665–666

Retrieval dysfunction amnesia hypothesis, consolidation
hypothesis, challenges to 651

Retrieval intentionality criterion 5
Retrieval learning, information processing localization 32, 34f
Retrieval of information, brain regions involved 105
Retroactive interference, extinction counterconditioning 639
Retrohippocampal region see Parahippocampal region
Retrospective memory 6

tasks 6
Retroviruses

labeling, adult-born granule cell characterization 807
neural stem cells 804

Rett syndrome (RTT/RS)
BDNF, MeCP2, and dendritic spinal pathologies in 294
epigenetics 792
mouse models 295, 793

Reversal learning, contextual retrieval 32, 34f
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Reversible lesion experiments, dissociation lesion experiments,
procedural learning 361, 362f

Reward(s) 484
amygdala 506f, 507

central nucleus (CeA) 506f, 507
application to psychopathology 505
classical conditioning, Lymnaea feeding 398–399
conditioned and unconditioned stimuli (CS and US) 504–505
conditioned reinforcement (CRf) 504–505, 505–507
definition and measurement 504
dopamine 509
dopamine and 509

see also Drug addiction
goal-directed actions 484

instrumental conditioning 484
Pavlovian conditioning 484
reflexive actions vs. 484
salivary response in dogs 484

incentive learning see Incentive learning
instrumental (operant) conditioning 504
limbic corticostriatal loop 505, 506f
molecular mechanisms 503–525
neural circuits 505
nucleus accumbens (NAc), core (NAc-C) and shell NAc-Sh

regions 505, 506f, 509
nucleus accumbens (NAc) core (NAc-C) and shell NAc-Sh

regions 505, 509
orbitofrontal cortex (OFC) 506f, 508, 509
primary

definition 483–484
emotional response 500
reward systems theory 483–484

reflexive actions, goal-directed actions vs. 484
secondary rewards see Secondary reward (SdR)
stress, role of CREB and �FosB and 514
value change effects 484

conditioned taste aversion procedures 485
devaluation 485
goal-directed actions 484–485
lever pressing studies 484–485
outcome role 484–485
rodent studies 485

value encoding, incentive learning see Incentive learning
value retrieving 489

abstract encoding 490
somatic marker hypothesis 490

see also Reward systems theory
Reward-place association task, hippocampus 334
Reward systems theory 483–502
abstract encoding 490
anticipation effects 495

action selection influences 495
aversive conditioning 486
behavior control 484
definition 483
devaluation effects 485

outcomes 486–487
taste aversion 485

encoding of reward value 486
goal-directed actions 483, 484

vs. reflexive actions 484
incentive learning 487

emotional process 488
encoding of reward value 486

instrumental conditioning 484, 496, 496f
motivation effects 487–488
outcome devaluation effects 497–498
outcome role 484–485, 486
Pavlovian conditioning 484

Pavlovian–instrumental interactions 495, 500
action selection role 497–498
biconditional discrimination 495
differential outcomes effect 495–496
instrumental performance 496, 496f
outcome-specific transfer 496f, 497
studies of 496–497
two-process account theory see below

Pavlovian–instrumental transfer effect 496–497
primary reward 483–484
reward processes 484
reward value

changes 484
determinants 483–484
retrieving 489
two-process account 497

secondary rewards (SdR) 483–484, 490
conditioned reinforcement 490–491
effects 492
vs. SeR 491, 494f

somatic marker hypothesis 490
taste aversion 485
two-process account theory 496, 496f, 497

association content 498
associative processes 500
definition 497
evaluation methods 499
instrumental responding 497
outcome–response association studies 498
response–outcome association studies 498

see also Reward(s)
Rhinal sulcus 193
Ribot, T, multiple memory systems 28
Right fusiform region, priming, neural activation 77
Right medial temporal lobe, priming associative

specificity 74
Right occipitotemporal extrastriate cortex, stimulus specificity,

priming 72–73
Rigorous study of learning 29

Ebbinghaus 29
Rodents

contextual retrieval 32, 33f
entorhinal cortex 197, 198
fear 414–415
hippocampal system anatomy 190f, 193

cross-species comparisons 193
hippocampal system location 192–193
primary motor cortex (M1), motor skill learning 532–533
S–R vs. S–S associations 42
value change effects, rewards 485
see also Rats

Rostral forelimb area (RFA), motor skill learning 529
Rubinstein-Taybi syndrome (RTS) 790
Rule(s), use, dorsolateral prefrontal complex (DLPFC), working

memory 172
Rule learning, memory storage, intrinsic excitability 311
Rutabaga mutation, Drosophila 386, 397
Ryanodine receptor (RyR) 727

S

S-K+ channels 379–380
S-R associations see Stimulus–response (S–R) associations
S-Rf associations see Stimulus–reinforcer (S–Rf) associations
S-S associations see Stimulus–stimulus (S–S) associations
Salivary response in dogs, goal-directed actions, rewards 484
Schaffer collateral fibers/synapses 204, 348

see also CA1 pyramidal neurons (Schaffer collateral synapses);
CA3 pyramidal cells/neurons
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Schedule of reinforcement, operant conditioning see Operant
conditioning

Schema(s)
activation, in supervisory attentional system (SAS) 157
benefits and problems due to 688
concept, development by Bartlett 687
definition 687
effects on later memories 687–688
organization, in supervisory attentional system

(SAS) 157
Scopolamine, eyeblink conditioned response, hippocampus 413
Scrub jays, episodic-like memory 143, 143f
SD see Semantic dementia
SdR see Secondary reward (SdR)
Second-association rule, extinction renewal effect 629–630
Second messengers, cerebellum 262
Secondary memory 7
primary memory relationship 162
see also Long-term memory

Secondary motor areas, motor skill learning, neurophysiology 533
Secondary reward (SdR) 490
chain schedules of instrumental reinforcement 491–492

problems 492
conditioned reinforcement effects 490–491, 492, 493f
contingency degradation 494, 495f
definition 483–484
emotional response 500
extinction studies 492
goal-directed actions 494, 495f
goals, nature of 490–491
habitual performance 494, 494f
instrumental reinforcement 491–492
lever-press performance studies 492, 493f
lever pressing 492
mechanisms 492

acquisition training 492–493
Pavlovian conditioning 494
primary reward pairing 494
primary vs. 483–484
quantitative models 493
response elicitation account 493

contradictions 493–494
reward systems theory 483–484, 490

effects 492
sensory reward vs. 491, 494f

role 492
sensory rewards vs. 491

environmental stimuli 491
Hull’s conception of learning 491–492
neutral stimuli 491
stimuli type 491

Wyckoff, L B 493
Seizure
epigenetics 789
histone acetylation and 788, 789
neurogenesis, regulation in adult 812
role of epigenetics in plasticity and 789

Selection, long-term memory, prefrontal cortex lesions 176
Selective attention 376–377
semantic memory and 97–98

Selective inhibition model, negative priming (NP) 76
Selective role studies, glutamate studies, procedural learning

365–366
Selective serotonin reuptake inhibitors (SSRIs), adult

neurogenesis 812
Self-motion cues, hippocampus 332–333
Self-organizing learning process, CA3 computational models 344, 344f
Semantic dementia (SD) 104
brain atrophy 114

category-specific disorders 115
characteristics 114
deficits 114
dementia of Alzheimer’s type, differences 104
hierarchic structure 114
impairments 105
parallel distributed processing model 105
semantic memory 114

Semantic memories, as episodic memories without contextual
information 102

Semantic memory 11, 87–110
abstract representations, semantic dementia and 104–105
acquisition of meaning in children 107
amnesia 112
bilingualism and 107
brain regions involved 105, 106
brain structures associated 19
breakdown 113
category-specific disorders 115

functional neuroanatomy 116
models 115

cerebral cortex 113
characteristics 130
concept learning and categorization 94

abstract prototype representation 95
basic-level categories 95
categories as similarity structure across memory traces 96
categories of objects represented, evidence 95
concept development 94
context dependency of meaning 96
discrimination between objects 94–95
MINERVA model 95–96
prototype/summary representation 95
size/structure of representations 94–95

conceptual knowledge 116
content, grain size and representation structure 94–95
cortical lesions 113

object concepts 113
definition 11, 19, 87, 87–88, 111–112
development 107, 138
disorders of 114
episodic memory and/vs see under Episodic memory (EM)
episodic memory similarities 95–96
episodic priming effects 100, 101
evolution 6
examples 11
exemplar-based approach 95–96, 96
feature-based analytic approaches 88, 92

abstract prototype representation and 95
additional analytic checking process 92
categorization and category members 92, 94
characteristic features 92, 93
defining features 92, 93
differences in latencies 92–93
feature correlation strength 93–94
feature correlations 93–94, 94
feature norming data 93
limitations 93, 94
random walk framework 93
role of features (number/response time) 94
sentence verification task 92, 93
similarity ratings 93

fMRI 116
grounding semantics 96

artifacts of tasks and 98
brain damage and cortex regions 98
context importance 96–97, 97
data reduction techniques 96–97
embodied cognition approach 96, 97
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large-scale database analyses 96
low stimulus input 96, 97
modality-specific approaches 97–98
evidence for 98

perceptual motor systems 97, 104–105, 106
properties and modalities, switch costs 98
selective attention role 97–98
simulators 97–98
top-down processing 97–98

hippocampal function 112–113
impairment

in anterograde amnesia 19
case study 136
KC patient 136

lesion studies 113
measuring semantic representations/processes 98

associative influences for semantic priming 100, 100t
episodic priming 100, 101
examples 99
instructions/expectations influence 99
limitations 99–100, 101
mediated priming 100–101
semantic priming 98–99
evidence 100, 100t

tasks and techniques used 98–99
medial temporal lobe 112
modality-specific systems (Rogers’ model) 104–105
nature of representation 88
network approaches 88

attractor network model 93
characteristics 90
constructing networks 90–91
empirical support (word frequency) 91–92
hierarchical 88–89, 89f
limitations 89, 92

response latency in word recognition 91–92
resurgence of interest in 90
semantic network 90, 90f
‘small world’ structure characteristic 90, 91f, 107
spreading activation retrieval mechanism

89, 90, 90f
Teachable Language Comprehender

model 88–89, 89f
neuroimaging 116
object concepts, cortical lesions 113
objects learning 124
PET 116
property circuits 124
public event knowledge 113
representation and distinctions (neuropsychology) 103

brain lesions 103
category-specific deficits 103
limitations 103

hippocampal damage (HM case study) 103
neuroimaging 98, 105
parallel distributed processing model 105
semantic dementia 104
sensory/functional hypothesis 103
extension to knowledge types 103–104

see also Semantic dementia
semantic dementia 114
storage, brain regions 105–106
structural basis 111–128
tests for 19
tests for and measurement 12

word-priming technique 12
Semantic network, for semantic memory 90, 90f
Semantic priming 98–99
evidence for 100, 100t

example 99
measuring semantic representations/processes 98
perceptual motor representations of meaning 106

Semantics
defining by category membership 99–100
large-scale database analyses 96
perceptual motor systems and 97

Sensitization
Aplysia gill-siphon defensive withdrawal reflex 374–375,

377, 378, 395
definition 373
habituation, invertebrate and 373–393
intrinsic excitability 308, 309, 312–313
long-term 381
short-term 379
temporal domains for memory of 383
to test stimulus 379

Sensorimotor property circuits, object concepts as 117
Sensorimotor synapses 377, 378
Sensorin 378–379, 383
Sensory information

flow through hippocampal system 206, 206f
unattended see Selective attention

Sensory input, selective see Selective attention
Sensory memories 6
Sensory neurons, structural changes 378, 382
Sensory reward (SeR), SdR vs., reward systems theory 491
Sentence(s)

memory for 160
verification task, feature analytic model of semantic

memory 92, 93
Septotemporal, term 192–193
Sequence learning, supplementary motor area (SMA/F3), motor

skill learning 533–534
Sequence memory, hippocampal computational models 351
Sequential analysis, extinction rapid reacquisition 631
Sequential button task

pre-supplementary motor area (F6), motor skill learning 535
supplementary motor area (SMA/F3), motor skill learning 535

Sequential movements, supplementary motor area (SMA/F3),
motor skill learning 534

Serial reaction time task (SRTT), visuomotor skill memory 556
Serial recall 10

characteristics 152–153
order errors 152–153
paradigm, phonological loop and 151, 152–153

Serotonergic innervation, adult neurogenesis 811
Serotonergic modulatory pathways

Aplysia 397
see also 5-HT (serotonin)

Serotonergic neurons, in sleep 548–549
Serotonin see 5-HT (serotonin)
Sex hormones

apoE and Alzheimer’s disease (AD) 718
see also Estrogen

Sexual abuse, childhood, false memories 698
SGZ see Subgranular zone
Shift-related cells, pre-supplementary motor area (F6), motor skill

learning 537
Short-term depression see Aplysia
Short-term memory (STM) 6, 6f

Atkinson and Shiffrin’s model 6, 6f
definition 7, 150
function/tasks 150
impairments, phonological storage and rehearsal affected 152
phonological input buffer 153–154
sensory memories 6
study methods 7
types 6

Subject Index 865



Short-term memory (STM) (continued )
verbal

brain damage effect 153–154
defects, reduced memory for sentences 160
phonological loop model 155
severe deficits but spontaneous speech 153–154

for visuospatial material
brain damage 155
central executive role 156–157

working memory vs. 150
see also Working memory

Short-term plasticity 216
Short-term retention
prefrontal cortex 170
working memory, prefrontal cortex see Prefrontal cortex (PFC)

working memory
Short-term sensitization 379
Short-term storage of memory 7
Signaling account
aversive conditioning 486
incentive learning 486

Signaling pathways, basolateral amygdala complex, classical fear
conditioning 418

Significant event hypothesis, cue-dependent
amnesia 657–658

Silent synapse hypothesis of LTP, hippocampus 225, 225f
Simultaneous discrimination learning studies 358–359
Single-cell recording studies, CA3 computational models 343
Single dissociations, dissociation lesion experiments, procedural

learning 359
Skeletal conditioning
eyeblink experiment 55
information processing 55
lesion studies 55

Skeletal responses
humans studies, information processing 56
lesion studies 56
S–Rf vs. S–S associations 55, 56

Skill learning 9
definition 528
verbal 9–10

Sleep
acetylcholine, role in memory consolidation 565
auditory learning 552
cortisol, role in memory consolidation 565
daytime naps 551, 552f, 559, 559–560, 560f
deprivation, adult neurogenesis 811–812
electrophysiological signatures 562
episodic memory 557

emotional 562, 565
growth hormone 566
hippocampal–neocortical communication 562, 563–564, 564,

564–565
imaging studies 556, 559
motor memory 553, 553f, 554f
neurohormones and neurotransmitters 565
NREM 548

episodic memory 558, 559
procedural and implicit memory 555, 556–557
SWS and sleep spindles 563

oscillatory patterning 548
PGO waves 555
procedural and implicit memory 550
rat learning studies 555
REM 548

cortisol levels, effect on episodic memory consolidation 565
discovery and prevailing hypothesis of 557
procedural and implicit memory 551, 552f, 554–555, 555, 560
SWS and 551, 552f, 558, 564

restructuring and reorganization of memories 554
role in memory consolidation 547–569
sleep spindles 548, 553–554, 562, 563
slow wave (SWS) 548, 563

cortisol levels 565
episodic memory consolidation 558–559, 559, 560, 565
neuronal replay during 564

stages of 548
confounds in studies 557–558, 558–559

theta rhythm 564
types of memory 549
visual discrimination learning 550

‘Slow learners’ see Learning disability (LD)
Slow-wave sleep see under Sleep
Small ubiquitin-related modifier (SUMO) 784
Small-world networks, semantic memory 91f, 107
Smell, memory 9
Smooth endoplasmic reticulum (SER), hippocampal pyramidal

neurons 283
SNAP-25 (synapsome-associated protein) 381
Somatic marker hypothesis

reward systems theory 490
value retrieving, rewards 490

Somatosensory cortex, motor skill learning see Motor skill learning,
neurophysiology

Somatosensory cortex, MECP2 mouse models 295–296
Songbirds

multilayer network 321f, 321–322
reinforcement learning 322
song learning 321f, 321–322

Space representation, dentate granule cells, hippocampal
computational models 337–338

Spaced trials, extinction 640
Spacing in memory (between tasks during training), lag effects,

priming, explicit vs. implicit memory 68
Spatial cells, hippocampus 332–333
Spatial cognitive map, hippocampal computational models 350
Spatial computation, hippocampal computational models 350
Spatial conditions, S–R vs. S–S associations 47–48
Spatial discrimination tasks, cue-dependent amnesia, neurobiology 654
Spatial images, in visuospatial sketchpad, eye movement role 156
Spatial information, processing by entorhinal cortex 196–197
Spatial learning 33

hippocampal function 33, 33–34, 49
hippocampus lesions 37
information processing localization see Information processing

localization
spatial vs. nonspatial strategies 48
S–R vs. S–S associations 48

radial maze competition 42
Spatial maps

coherence 36f, 41
neurogenesis 813

Spatial memory 9, 21
in animals, hippocampus role 21
episodic memory vs. 9
impairment

in amnesia 21
HM case study 21
parahippocampal cortex damage 18

remote, intact, in amnesia 21
working memory 610, 616, 616f

hippocampal acetylcholine release 610
see also under Morris water maze

Spatial metaphor, for memory 2
Spatial rotation task, sleep and episodic memory consolidation 558
Spatial view cells, hippocampal computational models 350–351
Spatial view fields, hippocampus 332–333
Spear, NE, theory on retrieval of memory 666, 674, 680
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Specific dorsal striatum areas, procedural learning 363
Specific language impairment (SLI) 154
phonological loop involvement 154

Specific math disability 763
Specific reading disability (SRD) 759, 763
behavioral manifestation 764
candidate genes 762–763
genetics 762
theoretical models and 763, 764

Speech
learning sounds of new words, phonological loop role 154,

154–155
output, semantic dementia 104
phonological input buffer 153–154
severe deficits of verbal short-term memory 153–154

Spike-broadening in sensory neurons 381–382, 384
Spike-duration independent (SDI) process 380, 384
Spike-narrowing in sensory neurons 381–382
Spike-timing-dependent plasticity (STDP)
applications 324
interaural time differences 324
neural computation theories of learning 323
temporal sequence learning 324

Spinal stretch reflex, intrinsic excitability 310–311
Spine formation, adult-born granule cells 808
Spontaneous organization of information, long-term memory,

prefrontal cortex lesions 174–175
Spontaneous recovery
cue-dependent amnesia 656–657
extinction see Extinction
extinction cue 630

S–R associations see Stimulus–response (S–R) associations
S–Rf associations see Stimulus–reinforcer (S–Rf) associations
S–S associations see Stimulus–stimulus (S–S) associations
State-dependent learning
definition 666–667
hormones and stress effects 667
hypothermia effect 668
Kamin effect 667, 675
observation/testing 666–667
in range of memory tasks 666–667

Stem cells, adult brain 802
defining 802
neural see Neural stem cells (NSCs)

Stem completion priming, priming, explicit vs. implicit
memory 66

Stimulant drug injections, memory modulation 572
Stimulation studies, supplementary motor area, motor skill

learning 533
Stimulus (stimuli)
input for language acquisition 96, 97
specificity, priming see Priming
type

reinforcers see Reinforcer(s)/reinforcing stimuli
sensory rewards vs. secondary rewards 491

unconditioned stimulus pathways, eyeblink conditioned
response 409

Stimulus–reinforcer (S–Rf) associations 29f, 30
amygdala 37

lesions 37, 57
conditioned cue preference 37
Pavlov, I 30

conditioned responses (CR) 30
conditioned stimulus (CS) 30
unconditioned stimulus (US) 30

S–R vs. 57, 58f
amygdala lesions 57
caudate nucleus lesions 57
conditioned cue preference learning 57, 58f

lesion studies 57, 58f
win-stay tests 57, 58f

S–S associations vs. see Stimulus–stimulus (S–S) associations
Stimulus–response (S–R) associations 29, 29f

caudate nucleus 36
dorsal striatal hypothesis, procedural learning 358
double dissociation 35
Hull’s theory 29
S–S information processing vs 42
Thorndike, E L 29
win-stay task 36

Stimulus–stimulus (S–S) associations 29, 29f
double dissociation 35
hippocampus 35
partial reinforcement extinction effect 29–30
PREE 29–30
S–R vs. 42

cross maze competition 42, 43f, 44f
caudate nucleus inactivation 43
hippocampus inactivation 43
lesion effects 42–43

dissociations in neural function measures 43
flexibility 43
human studies 48
learning rates 43
medial vs. lateral caudate nucleus 48
probabilistic classification tasks 49
radial maze competition 38f, 42
caudate system lesions 42
hippocampal lesions 42
spatial learning vs. 42

rodent studies 42
spatial learning 48
synaptic functions 46
water maze competition 45, 46f, 47f
weather forecasting task 49

S–Rf vs. 36f, 50
conditioned cue preference with cooperation/competition

52, 55f
conditioned cue preference with spatial cues 51, 51f
conditioned fear tests 56
conditioned preference tests 55
fear conditioning 53
human studies 55
path integration vs. visual cue conditioning 38f, 52
rat studies 51
skeletal conditioning 55
skeletal responses 56

Tolman, E C 29–30
win-shift task 35

Storage (of information), synaptic changes 46–47
Storage (of memory) 665

capacity see CA3, computational models
fear memory 442
intrinsic excitability 307–316

activity-dependent modulation 311
activity-dependent depolarization 312–313
AMPA receptors 312–313
brain area dependency 312
excitatory postsynaptic potential (EPSP) 311–312
firing-rate potentiation 312
LTD 311
LTP 311
NMDA receptors 311–312
synaptic-independent 312

hypothesis/evidence 313
adaptive mechanisms 313
experience-driven changes 313–314
patch-clamp techniques 314
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Storage (of memory) (continued )
plasticity 313

invertebrate models 307
Aplysia californica 308–309
associative learning mechanisms 309
classical conditioning 307–308
defensive withdrawal reflexes 308
Hermissenda crassicornis 307–308
Hirudo medicinalis 308
intrinsic excitability changes 309
long-term sensitization 308–309
Lymnaea stagnalis 309
voltage-clamp analysis 307–308

vertebrate models 309
cat 309–310
classical conditioning 309–310
monkeys 310–311
olfactory discrimination tests 311
operant conditioning tasks 310–311
rabbit 310
rats 310, 311
rule learning 311
trace eyelid conditioning 310

locations, information processing 41
plasticity of intrinsic excitability 307–316
synaptic depression and 241–279
task-switching model of working memory 163

Storage in CNS, information 209–240
Stratum lacunosum-moleculare 203
Stratum oriens 203, 203–204
Stratum radiatum 203
Strength-of-memory, recognition decisions and 20
Strength training, primary motor cortex (M1), motor skill

learning 532
Stress
brain-derived neurotrophic factor (BDNF) 518
HPA axis 520
neurogenesis, regulation in adult 812
role of CREB and �FosB 514
state-dependent learning affected by 667
working memory affected by 592

Stress hormones
effects on memory retrieval, amygdala 591
see also Cortisol

Stria terminalis
lesions, memory consolidation, amygdala 580, 583, 583–584
projections, memory consolidation, amygdala 588, 588f, 589f

Stria terminalis–nucleus accumbens pathway, memory
consolidation 584

Striatal-dependent learning
acetylcholine, procedural learning 366–367
glutamate studies, procedural learning 366–367

Striatal dysfunction model, Parkinson’s disease see Parkinson’s disease
Striatum
dorsal

lesions, dissociation lesion experiments, procedural learning
361–362

lesions in putamen 361–362
ventrolateral, procedural learning 363
see also Caudate nucleus

dorsomedial, procedural learning 363
estrogen effects 614
glucose injection effects 610
in habit learning 24–25
limbic corticostriatal loop 505, 506f
role in nondeclarative memory 22, 22f
ventral see Nucleus accumbens (NAc)

Stroke impact, NSCs 805
Stroop task, negative priming (NP) 76–77

Structural changes in sensory neurones 378, 382
Structural description system (SDS), priming, neural activation 78
Structural plasticity 288, 289–290, 291
Strychnine, memory-enhancement 605–606, 606–607
Subgranular zone (SGZ)

hippocampal neurogenic niche 803–804
neural stem cells 803–804

Subiculum 190, 204
anatomy 204

bursting cells 205
cell layers 204–205
connections 205
neocortical projections 205
parahippocampal connections 205
principle cell layer (pyramidal cells) 205
regular spiking cells 205
subcortical projections 205

flow of sensory information 206f, 206–207
as output structure of hippocampal formation 204–205

Subjective awareness
in memory 130
see also Autonoetic consciousness

Substance abuse see Drug addiction
Subtypes of memory see Memory, types
Subvocal rehearsal 150–151

brain damage effect 152
development 152
phonological loop model 150–151, 151, 151f
word length effect 151

Sulfonylurea-class drugs, memory-enhancement 610, 611
Summation paradigm 102
Superior cerebellar peduncle (scp), eyeblink conditioned

response 406
Supervised learning, neural computation theories of learning 320
Supervisory attentional system (SAS)

activation of schemas 157
behavior control 157
central executive, in working memory model 157
components 157
dysexecutive syndrome 157–158
limited capacity 157
organization of schemas 157

Supplementary motor area (SMA/F3), motor skill learning see
Motor skill learning, neurophysiology

Swim cycle, Tritonia 384
Symmetry, recall, CA3 computational models 340
Synapses 376f

LTP and LTD 260f
plasticity 307
see also individual types of synapses

Synapsin 381
Synapsome-associated protein, SNAP-25 381
Synaptic activation, intrinsic excitability 312
Synaptic depression see Aplysia, depression of sensorimotor synapses
Synaptic functions, S–R vs. S–S associations 46
Synaptic plasticity 307

AMPA role in 723
amygdala 431

distributed vs. local 444, 447f
bidirectional see Bidirectional synaptic plasticity
CaMKII roles 774, 776, 778f
Cdk5 733
consolidation 445f
distributed

amygdala nuclei 446, 447f
lateral nucleus of amygdala 444, 447f

distributed vs. local 444, 447f
epigenetic mechanisms 785
fear conditioning 431, 431–433, 432f
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fear memory 445f
in hippocampus 211

timing-dependent 220
intrinsic excitability 307, 314, 326
see also Long-term potentiation (LTP); Neural plasticity

Synaptic responses, long-term potentiation (LTP) of 214
Synaptic scaling, AMPA 722, 738
Synaptic strength
dendritic spine morphology and size 284
LTD 307
LTP 307
regulation 733, 736

AMPA 722, 722f
EPSP-spike (E-S) potential 226

Synaptic time constants, recurrent network dynamics, CA3
computational models 345

Synaptic vesicles, in Alzheimer’s disease (AD) 718–719
Synaptogenin, primary motor cortex, training-induced

reorganization 532–533
Synaptophysin, in Alzheimer’s disease (AD) 719
Synaptotagmin 719f, 719–720
Synchronous oscillations, sleep 548
Synthetic speech-recognition task 552–553
Systematic desensitization therapy, extinction counterconditioning 639

T

Tactile sense, selective attention see Selective attention
Tail-flipping circuit, crayfish (Procambarus clarkii) 385
Task-appropriate responses, long-term memory, prefrontal cortex

lesions 174
Task-dependence
behavioral priming 69
neural priming 69

Task-switching model, working memory 163
Taste
categories 465
function of 465
memory 9

Taste aversion
incentive learning 486, 489, 489f
lithium chloride (LiCl) 37–38, 485
neural priming 81
outcome devaluation effects 489, 489f, 497–498
reinforcer devaluation 37
reward systems theory 485

Taste bud activation 467–468
Taste coding models 470
Taste cortex see Gustatory cortex (GC)
Taste learning 465–466
behavioral paradigms 466
conditioned taste aversion (CTA) and 465–482
consolidation phase 470, 474
experiments 467
malaise 466, 476, 478
neophobia to food 467
neuroanatomy 467, 468f
research directions 478
taste interference 467, 477–478
temporal phases 477
water deprivation 467

Taste perception, object concepts 118, 118f
Tau 712
3R and 4R 712
A� and 715
neurofibrillary tangles and 712, 714–715, 717
p38 MAPK-mediated 729
phosphorylation 714

presenilin and 712

sites 714f, 714–715
proteolysis 714–715
tangle-independent roles 713

Taxonomy, long-term memory 404f
TD learning (temporal difference learning) 322–323
TEA (tetraethylammonium), hippocampal long-term potentiation

(LTP) 222
Teachable Language Comprehender model 88–89, 89f
Temporal amnesia 112
Temporal context, extinction spontaneous recovery 630
Temporal correlations, primary motor cortex (M1), motor skill

learning 532
Temporal cortex, left inferior, stimulus specificity, priming 73–74
Temporal difference (TD) learning, reinforcement learning

322–323
Temporal dynamics, cue-dependent amnesia, neurobiology 654
Temporal lobe, semantic memory 105
Temporal lobe memory hypothesis, H.M. case study 32
Temporal manipulation, extinction 640
‘Temporal model’, eyeblink conditioned response,

hippocampus 413
Temporal sequence learning, STDP 324
Temporal spacing, extinction 640
Tetrodotoxin, eyeblink conditioned response, reversible

inactivation 410
TGF-� 382f, 383
Thalamus

lateral posterior nucleus 193
posterior medial nucleus (VPMpc), taste pathway 469
unconditioned stimulus (US) pathway, classical fear

conditioning 416
Theta-frequency stimulation (TFS), hippocampus 217, 218f, 229,

230f, 231f
Theta rhythm, in sleep 564
Thorndike, E L, S–R associations 29
Time-based theories, of working memory 163
Time-dependency

memory modulation, glucocorticoid administration 574
susceptibility, memory modulation 572

Time-discrimination account, rate discrimination theory,
extinction 635

Time-insensitive depotentiation, long-term depression (LTD) 254
Time-sensitive depotentiation (TS-DP), long-term depression

(LTD) 253, 254f
Timing, control, motor skill learning, self-initiated vs. externally

guided movements 537
Timm’s method, staining 202
Tolloid/BMP-like protein, Aplysia 383
Tolman, E C, S–S associations 29–30
Tonically active neurons (TANs), acetylcholine, procedural

learning 366–367
Top-down attentional effects

behavioral priming 69–70, 70
neural priming 70

Topography
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