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Preface

Purpose

The purpose of The Handbook of Neuroprosthetic Methods is threefold. First,
the book combines the most commonly employed concepts, applications,
and knowledge from the many disciplines associated with neuroprosthetic
research in a clear and instructive way. Second, the book provides examples
of neuroprosthetic systems at different stages of development, from the more
mature cochlear implant to the maturing areas of upper-limb and motor
control to the relatively fledgling area of visual prostheses. The book explores
the varying developmental processes to give the reader guidance on issues
that have yet to be solved, successful strategies for solving such problems,
and the potential pitfalls encountered when developing neural prostheses.
Third, the book introduces key topics at a level that is useful to both new
and practicing professionals working directly or indirectly with neuropros-
thesis projects. In this way, the book provides an accessible common ground
and perhaps fosters a more effective and productive collaborative environ-
ment for multidisciplinary teams working on protheses.

Organization

The book is organized into six main sections, starting with basic neurophys-
iology and ending with some of the emerging technologies that will have
significant impact on the next generation of prostheses. Section I provides
an overview of the significant events in the field of neuroprostheses and the
broad problems that remain a challenge to the development of a functional
and practical neuroprosthetic system. Section II addresses the main target
of the neuroprostheses, the neuron. The main topics in this section are how
neurons can become electrically excited to produce signals used to restore
sensory or motor function and the ways this behavior can be modeled
mathematically and predicted. 

Section III addresses the important and difficult task of recording from
and stimulating neurons, either in the laboratory or in devices implanted in
humans. The book first addresses the design problem of finding an effective
stimulus to adequately activate a population of neurons in a nerve pathway
to restore function. Of importance here is the concept of not only sending
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the correct signals but also sending the signals in a way that does not injure
or destroy the nerve cells with which one is communicating. Second, the
book addresses the components and devices commonly used for communi-
cation in current systems. Third, the book addresses the task of listening to
the chatter amongst neurons using many of the same devices utilized for
signal transmission. 

In Section IV, the book addresses some issues related to processing the
recorded neural signals. The goal of signal processing is to understand how
the neurons are communicating and how information is encoded within their
communications. Section V provides examples of three neuroprosthetic sys-
tems at different stages of the development cycle. Section VI introduces some
emerging technologies that promise to alter current approaches to neuro-
prosthetic design. Through this organization, the book accentuates the poten-
tial contribution of the biological and engineering fields brought together to
solve the complex problems that are at the heart of the neuroprosthetic field.

Each chapter follows a basic format that we hope the reader finds
useful. Each chapter begins with a brief history of the topic and then
addresses the fundamental issues and concepts. It is hoped that the manner
in which each topic is addressed provides understanding to the beginning
practitioner as well as guidance to practitioners with more experience in
the field. The last part of each chapter provides practical applications and
examples that relate the topic to the actual design and implementation of
a neuroprosthetic system or device. In this way, each chapter provides a
connection between theory and practice that will help the reader better
comprehend the material presented.

Warren Finn
Tulsa, Oklahoma

Peter LoPresti
Tulsa, Oklahoma
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chapter one

Introduction to 
neuroprosthetics

Warren E. Finn and Peter G. LoPresti
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1.1 Purpose of the handbook

Since 1990, the field of neuroprosthetics has grown at a tremendous rate.
But, what exactly is meant by the term neuroprosthetics, and why are
neuroprostheses of such consuming interest? For the purposes of this
handbook, a neuroprosthetic is a device or system that does one of the
following:
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1. Replaces nerve function lost as a result of disease or injury. The
neuroprosthetic commonly acts as a bridge between functional ele-
ments of the nervous system and nerves or muscles over which
control has been lost. Examples include the peripheral nerve bridges
implanted into the spinal cord, lumbar anterior-root stimulator im-
plants to allow standing in paraplegics, and systems to restore hand
and upper limb movement in tetraplegics. The neuroprosthetic may
also act as a bridge between the nervous system and a physical
prosthesis, as is the case in upper limb replacement.

2. Augments or replaces damaged and destroyed sensory input path-
ways. The neuroprosthetic records and processes inputs from outside
the body and transmits information to the sensory nerves for inter-
pretation by the brain. Examples include the cochlear implant for
restoring hearing and an assortment of retinal and visual cortex
prostheses for restoring vision.

A common component of all the systems in Figure 1.1 is the need to
interact directly with nerves. The system must either collect signals from
nerves or generate signals on nerves, or both. The interaction may be with
individual nerve cells and fibers or with nerve trunks containing hundreds
to millions of axons. Just as important is the need to understand and speak
the language of the nervous system and understanding that the language
changes as the signaling requirements change. For example, the auditory
and optic nerve systems have very different organizations, levels of signal-
ing, and processing complexity as dictated by the different nature of the
auditory and visual inputs. A neuroprosthesis, therefore, is a device or sys-
tem that communicates with nerves to restore as much of the functionality
of the nervous system as possible.

1.1.1 Why a handbook on neuroprosthetics?

The rapidly expanding interest and research in neuroprosthetics over the
last decade paralleled the rapid increase in resources and literature
devoted to the larger fields of bioengineering and biomedical engineering.
A quick search of the Internet finds over 50 academic institutions with
departments of bioengineering, many of which are less than a decade old,
and many more with a bioengineering or biomedical engineering “empha-
sis” within traditional departments such as chemistry, electrical engineer-
ing, mechanical engineering, and biology. Professional publications that
present research in bioengineering continue to increase in number and in
size. An excellent example of this is the IEEE Transactions on Systems, Man
and Cybernetics, which was founded as a single entity in January of 1971,
was split into two parts in 1996, and had to be split yet again into three
parts just two years later in 1998. New titles, such as the IEEE Transactions
on NanoBioscience (due to be published in late 2002 or early 2003), reflect
the effect of emerging technologies on the practice of bioengineering and
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biomedical engineering. Government spending and support, always
important in the sciences, has also been increasing, as evidenced by such
initiatives as the German Federal Ministry of Education and Science and
establishment of the National Institute of Biomedical Imaging and
Bioengineering in 2000 at the National Institutes of Health in the United
States. While the wealth of support, research, and literature is a good
thing, it can present even an experienced practitioner with the daunting
task of assembling the basic knowledge required to design and implement
an effective neuroprosthesis from widely spread resources. One reason for
the book, then, is to provide a point of consolidation for key information
that aids practitioners in more effectively finding the techniques and
information they need.

Figure 1.1 Diagram of human body showing many of the neuroprosthetic systems
currently employed or in development.
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Another reason for developing this book is the inherent interdisciplinary
nature of the neuroprosthetics field. Practitioners from such disparate fields
as electrical engineering, mechanical engineering, mathematics, physics,
computer science, physiology, neurology, pharmacology, and cellular biol-
ogy, to name just a few, must work together in a cooperative environment,
without the benefit of a common vocabulary, a common set of methods for
approaching problems, or a common set of analytical and experimental tools.
Yet, methods and concepts from all of these areas are necessary to build an
effective neural prosthesis. We give some examples of this marriage of engi-
neering and biology later in this chapter. The second reason for the book,
therefore, is to provide a common point of reference to facilitate interactions
and understanding among practitioners from different backgrounds.

The final reason for developing this book is the potential impact that the
development of neural prosthetics may have on society as a whole. Neural
prosthetics have the power to significantly extend the lifespan of a person and
increase the portion of that lifespan during which a person is an active and
productive member of society. Profound changes in workforce demographics,
national healthcare systems, and the way in which people participate in society
in their later years are quite likely to follow as more people live longer and
lead more active lives. Neural prosthetics have the potential to reverse, in total
or in part, the loss of function not related to aging, which may lessen the
physical and psychological impact of injury or disease. In addition, neuropros-
thetics have the potential to extend the capabilities of the human body beyond
its current limitations. Visual prostheses using semiconductor-based photore-
ceptors, for example, could extend the visual experience into the infrared. The
potential impact on social and political systems will likely be significant as
well, though this is beyond the scope of this book.

1.1.2 What this book hopes to accomplish

The purpose of this book is threefold. First, the book intends to combine the
most commonly employed concepts, applications, and knowledge from the
many disciplines associated with neuroprosthetics in a clear and instructive
way. Mathematical and modeling theories combine with examples of their
use in existing and future neuroprostheses to clarify their usefulness and
demonstrate their limitations. Second, the book intends to provide examples
of neuroprosthetic systems at different stages in their development, from the
more mature cochlear implant to the maturing area of upper-limb control to
the still unsettled world of visual prostheses. The book hopes that exploring
the varying developmental processes will provide guidance for those devel-
oping other prostheses in regard to potential pitfalls, looming issues that
must be solved, and successful strategies for solving difficult problems.
Third, the book hopes to introduce key topics at a level that is useful to both
new and practicing professionals working directly or indirectly with neuro-
prosthesis projects. By providing an accessible common ground, the book
hopes to foster a more effective and productive collaborative environment.
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1.2 Evolution of neuroprosthetics

Neuroprosthetics, while currently a field generating a lot of interest and
scholarly work, has reached its current state through a traceable evolutionary
path. Some of the key events and technologies that have driven this evolution
are noted on the timeline in Figure 1.2. As one can see from the timeline, a
long period of steady improvements in technology and groundbreaking
experiments has led to an explosion of new and more functional systems in
the last few years. In this section, we briefly discuss some key aspects of the
evolution of neuroprosthetics.

1.2.1 Early experimentation and technologies

The field of neuroprosthetics has a long history, tracing its roots back to the
18th century. Luigi Galvani observed at that time that a frog’s skeletal mus-
cles contracted when in contact with both an anodic and a cathodic metal.
Allesandro Volta, his contemporary, connected his newly discovered “bat-
tery” to his ear and discovered that an aural sensation could be induced
electrically. These early experiments were severely limited by the available
technologies, particularly in the equally fledgling area of electricity.

As technology and the fields of physiology and biology advanced, the
experiments of Galvani, Volta, and other pioneers were periodically revis-
ited. It was not until 1934, however, that the first attempt at developing
something like a modern prosthesis was successful. At that time, the first
true electronic hearing aid was developed, based on the work of Wever and
Bray.1 While admittedly crude, it was the first real indicator that meaningful
improvement in sensory function by an electronic device was possible. How-
ever, real breakthroughs would not be achieved until engineering and bio-
logical methods improved to the point that communication on the cellular
level was possible.

1.2.2 Key tools arrive and first successes reported

1.2.2.1 Key tools
In the middle and late 20th century, researchers received several key tools
that would facilitate the development of more successful neuroprostheses.
The first of these tools, the transistor and its platform, the integrated circuit,
evolved over a period from 1947 through 1963. The transistor provided a
host of capabilities in a package that would rapidly decrease in size. Currents
could be more precisely controlled and switched using small voltage across
a metallurgical junction between positively doped (p-type) and negatively
doped (n-type) semiconductors, and this current could be made independent
of the controlling circuit. The transistor was also capable of significantly
amplifying weak signals without the need for bulky and radiative trans-
formers, which eventually reduced the size and cost of signal amplification
circuitry required to “hear” neurons and nerves talking. The technology
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Figure 1.2 Historical timeline showing the relationship between engineering and computer milestones and progress in the development
of neuroprosthetic devices.

©2003 CRC Press LLC



©2003 CRC Press LLC

required to produce the MOSFET (metal-oxide semiconductor field effect
transistor) is a particularly important milestone, as this led to the develop-
ment of charge-coupled device (CCD) cameras and variations capable of
incorporating neurons into the structure for either recording or stimulation.2,3

The development of integrated circuits (ICs) and silicon chips made the
technology more manageable and simpler to use.

The seminal work of Hodgkin and Huxley appeared in 1952 and continues
to influence the way researchers envision the communication between elec-
tronics and tissue to this very day (see Chapter three).4 Based on a series of
experiments on squid axons, Hodgkin and Huxley developed a physiological
model of neuron behavior at an unprecedented level of detail. In particular,
the model illuminated the process of action-potential generation, detailing the
roles of membrane potential and ionic currents. The work also described
unique methods for controlling and recording neural signaling. Present
researchers use the information contained in the model to develop electrical
models of neuron activity, select the proper methods for eliciting a desired
response, and deciphering the origin of measured signals (see Chapters three,
four, and five for basics; also see discussions in Section five).

As the ability to communicate with neurons grew and the models
describing the process became more sophisticated, a tool was required to
allow scientists to control more complex experiments, to process electrical
signals more rapidly, and to isolate the contributions of individual neurons.
The development of the microprocessor in 1971 and very-large-scale inte-
gration (VLSI) in 1977 provided the necessary tools. The techniques devel-
oped to construct VLSI circuits formed the foundation from which circuit
miniaturization and micromachining of microelectromechanical systems
(MEMS) and electrode arrays were developed (see Chapters six, seven, and
thirteen, for example). Transistors and other electronic structures the size of
a neuron were now possible. The microprocessors provided researchers with
a means to program and automate experimental procedures, data collection,
and data processing. While specialized processor chips (such as digital signal
processing [DSP] and analog-to-digital converter [ADC] chips) would not
come until later, the microprocessor still facilitated a dramatic increase in
experimental complexity and control with a correspondingly dramatic
decrease in execution time. As microprocessor technologies and architectures
matured, experiments requiring simultaneous monitoring of multiple signals
became feasible. This led to new discoveries such as the concerted signaling
in the retina that offers clues to the processing of visual images.5

The combination of affordable microprocessors and VLSI led to one of
the most important tools at the disposal of modern researchers, the affordable
personal computer. The first IBM personal computer appeared in 1981, and
the computer has since become a staple of every laboratory and research
center. Not only has the computer increased the degree of automation in
experimental work, but it has also made the processing and analysis of data
easier. Complicated control algorithms for artificial limbs can be tested and
modeled easily. Images from microscopes and analog signals from recording
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electrodes are captured directly into the computer, reducing the need for
such time-consuming activities such as scanning pictures, developing film,
and data entry. Many modern analysis and processing tools for extracting
information from images and data, such as the wavelet transform in Chapter
eight, would be laborious or impossible without the capabilities of the mod-
ern computer. Most importantly, many experiments and tests can be per-
formed completely on the computer, without the need for biological subjects,
in order to perfect designs and minimize hazards before live testing begins.
More powerful programming languages and user-friendly interfaces have
helped to ensure the continued utility of this most useful tool.

Finally, the development of the scanning tunnel microscope has allowed
researchers to visually explore the world in which they operate. Combined
with cell staining and other cell marking techniques, one is now able to
observe the growth of artificial neuronal networks, explore the impact of
implants on cell pathology, and actually view the tiny microelectrodes and
similar devices, just for starters. Assays such as these provide invaluable
information on the behavior of nerves and neurons and their interaction
with foreign implants that improve the design of the next generation of
devices and systems.

1.2.2.2 First successes in neuroprosthetics
As the tools noted above became available and more widespread, a number
of successful prosthetic systems were developed. The development of just
two such systems are detailed below and in Figure 1.2. Auditory prosthetics,
building on the early success with the hearing aid, were among the first to
benefit from the new technologies. The first cochlear implant was developed
in 1957 by Djourno and Eyries1 and consisted of electrodes placed on the
auditory nerve and stimulated at different pulse rates. By the mid-1970s,
the cochlear implant had been refined to the point that clinical trials were
begun in the United States, and a bone-anchored hearing aid was made
available in Europe. By 1980, the cochlear implant became important
enough to warrant a U.S. Food and Drug Administration (US-FDA) Inves-
tigative Device Exemption to clinically test a middle ear implantable hearing
device (MEIHD), and by 1983 clinical trials had begun in Japan as well. By
the early 1990s, the cochlear implant began to gain widespread commercial
and public acceptance.

The other prosthetic systems developed at this time addressed losses in
motor function. The first motor prosthesis, targeted at foot-drop in hemiple-
gics, was developed in 1961. Despite this early success, it was not until the
mid-1980s that clinical trials definitively proved that functional electrical
stimulation (FES) of motor nerves and muscles was a valid approach. These
trials showed that FES could allow paraplegics to perform the actions
required to stand. By the mid-1990s, several versions of a neural prosthesis
for standing had been developed and approved for human trials, and sys-
tems for biotic hands, upper-limb prostheses, and systems to treat urinary
incontinence had begun in earnest.
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1.2.3 Rapid expansion

In the last five years alone, the field of neuroprosthetics has seen a rapid
growth, both in the enabling technologies and in the number of biological
systems targeted by neuroprostheses. Again, Figure 1.1 provides a summary
of the more prominent prosthetic systems under development.

In 1998, the US-FDA approved the Finetech–Brindley bladder controller
for commercial use, and the first totally integrated cochlear amplifier (TICA)
was implanted in Europe. In 2000 alone, the US-FDA approved the first
middle ear implant, the auditory brainstem implant, and the Interstim
implant for bladder control for use in humans. Also, a fully implantable
hearing aid, the Implex AG Hearing Technology from Germany, was
approved for European use. Prostheses for restoration of vision began to
make significant progress with large-scale human trials of prostheses located
in the visual cortex (1995), epiretinal space (1998), and subretinal space
(2000). The results of the US-FDA-authorized subretinal trial were presented
in 2002 (see Chapter 11 for details). Implantation of the Abio Cor, a perma-
nent, self-contained heart replacement proceeded in 2001, along with Phase
II studies on a totally implantable MEIHD. Also in 2001, the US-FDA
approved the first contactless middle-ear implant and the Handmaster sys-
tem for restoring hand functionality.

A host of technologies and extensive research have built upon the earlier
developed tools to fuel this explosion in neuroprosthetics. The continued
miniaturization of all forms of electronics, from cameras to processors to the
electrodes themselves, has made it more feasible to communicate with larger
numbers of nerves and neurons, therefore providing finer control over motor
functions and finer sampling of sensory inputs to the ears and eyes. Com-
munications technologies, both optical and electronic, have reduced the need
for control wires and transcutaneous electrical connections and are key to
liberating the implant recipient from excessive external apparatus and pre-
venting infection. Emerging technologies such as MEMS (see Chapter thir-
teen), biomolecular electronics (Chapter fourteen), and artificially grown
neuronal networks6,7 have provided the means to better understand neural
behavior and engineer effective and long-lasting prostheses. Materials and
methods for reducing the rejection of the foreign prostheses by biological
tissue have matured and are well known (see Section 12.3 of Chapter twelve
for a basic discussion). The impacts of fields such as nanotechnology and
genetic engineering have yet to be felt.

1.3 A marriage of biology and engineering

As evidenced by the timeline in Figure 1.2 and discussions of the previous
section, the development and realization of neuroprosthetic devices
require the talents and knowledge of both the biologist and the engineer.
Even basic experimentation, whether in the laboratory or in a theoretical
framework, cannot be performed without appropriate knowledge of
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biological and engineering techniques and technologies. In this section we
discuss briefly some of the key issues that are central to the successful
development of a neuroprosthesis and that require a combined biologi-
cal/engineering solution.

1.3.1 How do neurons communicate with each other?

Before one can begin talking to nerves and neurons, one must first determine
how they communicate with one another and determine how information
is encoded within the communication. The challenge, then, is to monitor the
signals transmitted by one or more neurons to a tightly controlled natural
stimulus and correlate features of the signals with information contained in
the stimulus.

Several methods have been devised to record from nerves and neurons,
based on biological knowledge of how nerves conduct signals. Most nerves
communicate via action potentials, a complex signal generated by an intri-
cate coordination of ion movements across neuronal membranes (see Chap-
ters two and three) and controlled by voltage potentials across the cell
membrane. Recording devices must therefore tap or intercept voltages and
ionic currents, and transform them into electrical signals suitable for pro-
cessing. While the concept is relatively simple, implementing such a device
is complicated by the millimeter to micrometer scale of most neurons and
the small changes (millivolts or lower) in membrane potentials typically
encountered. Material scientists are required to develop devices small and
reliable enough to interact with a neuron. Devices such as the cuff electrode
and suction electrode8 measure a compound signal from the entire nerve,
while single-wire electrodes and electrode arrays (see Chapter seven) aim
to record from one or a small population of neurons, respectively. Electrical
engineering techniques are required to extract the neural signal from biolog-
ical and external noise sources and amplify them to manageable levels for
processing. Solutions are found in physical differential amplifier-based head
stages and in analog filters and amplifiers, in addition to the software or
microprocessor-based solutions that use sampled representations of the
recorded signal.

Correlating features of the neural signal with the original stimulus
requires knowledge of the biological system under study and powerful
analysis tools to examine the myriad of possibilities. In the ear, for example,
the axons that extend from the cochlea to make up the auditory nerve are
known to respond to specific sonic frequency ranges distributed along the
length of the cochlea (see Chapter ten). This knowledge of how the neural
system functions provides important clues to interpreting signals from dif-
ferent sections of the auditory nerve. It is also generally agreed upon that
the frequency, timing, and duration of action potentials generated by a given
neuron carry a significant amount of information. Analysis tools must there-
fore be able to track amplitude and frequency as a function of time. Wavelet
theory has proven to be a useful tool, though not the only one, in addressing
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this challenge. Artificial neural networks and other sophisticated statistical
analysis programs provide the computational power necessary to sift
through a variety of possibilities and to arrive at the most likely relationships
between stimulus and response (see Chapter twelve for example).

1.3.2 How does one communicate with neurons?

While listening in on the conversation between neurons is a challenge, learn-
ing how to inject our thoughts into the conversation is also difficult. We must
manipulate voltages or inject currents to make ourselves heard without
damaging the cells or their surroundings and ensuring that our message
reaches the intended cell or group of cells. The challenge then is to find the
most effective and safest way to communicate with neurons.

Extensive research continues to focus on how to best communicate with
cells. While impaling a cell with an electrode is the most direct approach,
the cell inevitably dies from the wound, and the approach is not practical
for a functional neuroprosthesis. Many of the methods used to listen in on
cells also function well as signal transmitters. Regardless of the method
employed, the key issues that must be addressed are the amplitude of the
stimulating signal (voltage or current), the duration and polarity of the
signal, and the spatial selectivity. To be successful, the biologist must inves-
tigate how the natural processes of a cell are altered by a foreign stimulus
and must determine the limits of this response before damage occurs. For
example, a biphasic (two-polarity), charge-balanced signal best replicates the
natural ebb and flow of ionic currents when a current stimulus is used (see
Chapter four). Engineers, material scientists, and physicists must then find
the best way to generate such a signal and deliver it to the cell. Sophisticated
modeling techniques, such as those described in Chapters five and seven,
estimate the voltage or current generated by competing electrode designs as
a function of time and space within adjacent tissue. By adjusting the prop-
erties (surface area, geometry, and conductivity), researchers attempt to tar-
get specific cell groups with a sufficiently large stimulus. Different implant
materials and architectures influence the electrical power required to deliver
a desired density of charge to the cell, which in turn affects the electrical
efficiency and heat generation of the implant. As the available technology
continues to evolve, researchers continue to refine their techniques.

In addition to creating a safe and effective electrical connection with the
cell, the implant must not physically endanger the cell and its surroundings.
Many implant materials, such as semiconductors and most metals, are poi-
sonous to the human body. Insulating materials such as silicone prevent any
interaction between the poisons and the tissue without acting as a barrier to
the electrical signals. An implant must not cause tearing or other physical
damage to the tissue at the point of connection. The human body experiences
significant amounts of movement and jarring impacts in even a normal day,
and the implant must move in concert with the surrounding tissue to avoid
injury. Implants must also allow the exchange of nutrients and waste to
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proceed naturally so that the surrounding tissue remains healthy. If the cells
that communicate with the implant perish, the implant becomes ineffective.
These issues are treated with greater detail in Chapter eleven.

1.3.3 How does one make an implant last?

Interrelated with the first two issues is the problem of making a device
palatable, or at least invisible, to the natural defense mechanisms of the
human body. In addition, the natural environment within the body is detri-
mental to the long-term integrity and survivability of implant materials. The
challenge here is to design a system that will operate successfully for
extended periods in a hostile environment.

One of the keys to a successful chronic implantation is a judicious choice
of materials. Fortunately for researchers, a number of materials have been
identified as safe for use in the human body and most likely to survive the
biological environment (see Chapter eleven). Safe materials exist to perform
all the basic functions required within a neural prosthesis, from carrying
electrical charge to electrical and physical insulation. Engineered biological
materials may add to this list and provide greater functionality and surviv-
ability of implants.9,10 A design that incorporates these materials, therefore,
is more likely to survive chronic implantation.

Another key issue is that of wound healing. All implants, regardless of
design, create a wound of one sort or another upon placement in the body.
Small wounds can continually occur as the implant sight moves and flexes
with movement of the body. How the body reacts to these wounds deter-
mines the long-term effectiveness of the implant. For example, prostheses
implanted on the surface of the retina are encapsulated by fibrous growths
drawn from the vitreous humor if care is not taken during the implanting
procedure. This encapsulation increases the physical distance between the
implant and the targeted cells. Because the emitted electric field strength
decreases inversely with distance, a point is rapidly reached where the field
amplitude is insufficient to stimulate the targeted cell, and the prosthesis
become ineffective. Engineers must work with biologists and surgeons to
ensure that the implanting procedure does not adversely affect the lifetime
of the implant.

1.4 Organization and contents of the book

The book is organized into five main sections beyond this introductory
section. In Section II, the basic elements of neural behavior are described
and modeled. Chapter two addresses the fundamental processes of neuron
activity, including neuronal excitability and its regulation by membrane ion
channels. These processes are modeled mathematically in Chapter three. The
models presented in Chapter three are some of the basic tools for choosing
the placement and type of stimulating electrodes and estimating the required
stimulus amplitude to elicit a desired neural response. 
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Section III provides the bridge between the biological and engineering
worlds through discussion of the interface between electronics and neural
tissue. Chapter four describes the basic methods and findings related to
stimulating neural activity with electrical signals. Here, one will find what
methods are best for targeting specific cells or cell components (axon, den-
drite, or soma) for activation and how to minimize cell damage during
chronic stimulation. Chapter five details specific models for better predicting
the behavior of electrodes within a biological medium, complementing the
discussion in Chapter two. In Chapters six and seven, semiconductor-based
systems for communicating with implants, integration of signal processing
and power supplies with the implant, and procedures for recording activity
from neurons are presented. 

Section IV discusses some of the more common techniques required to
interpret, process, and utilize neural signals for neuroprosthetic systems.
Chapter eight details the basics and proper use of the powerful wavelet
transform for extracting key informational components from neural signals.
In Chapter nine, the problem of using neural signals in neuroprosthetic
device design is addressed. 

A description of several different neuroprosthetic systems and their
development is the subject of Section V. Chapter ten details the state of the
relatively more mature field of otological implants for hearing rehabilitation,
while Chapter eleven details the ongoing development and challenges of
visual prostheses. Chapter twelve provides an excellent overview of the
motor prosthesis field, which has challenges very different from those
encountered with sensory prostheses. 

Finally, in Section VI, two technologies are discussed that will have a
significant impact on the future of neural prosthetics. In Chapter thirteen,
the continuing progress in the field of microelectronics is discussed, includ-
ing the application of MEMS devices. Chapter fourteen summarizes the
exciting new area of biomolecular electronics, where biological entities
provide the bridge between electronics and neurons. Further information
useful to the neuroprosthetics practitioner is included in the appendices
in Section VII.

1.5 Summary

The field of neuroprosthetics is an exciting and challenging one. Practitioners
from diverse backgrounds must communicate and innovate together to
develop effective and practical systems and devices. It is our hope that this
book will serve as a common ground on which these practitioners can come
together, forge understandings, and acquire the basic knowledge they
require. From better communication, better interaction, and enhanced aware-
ness of concepts and methods can spring innovative and more sophisticated
ideas and implementations that will not only benefit the prosthesis recipient,
but will also help to further unlock the mysterious and wondrous workings
of the human body and mind.
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2.1 Introduction

The purpose of this chapter is to provide an understanding of how ion
channels produce membrane excitability. The neuroprosthetic theories and
devices described in this book depend to varying degrees on the excitability
of neural membranes and on the function of many different types of voltage-
gated ion channels. The overall problem is that neuroprosthetic devices, such
as retinal implants, cochlear implants, deep brain stimulators, and motor
prostheses, achieve their effect by selectively exciting a neuron or nerve. In
the retina, it can be the ganglion cells or the bipolar cells; in the ear, the spiral
ganglion neurons; or for motor prostheses, near the nerve–muscle junction.
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In each example, an interface exists between a stimulating electrode and a
neuronal membrane, and once stimulation of the neural membrane occurs
the cell physiology itself must be relied upon to carry the signal to its
termination points.

This chapter provides explanations of the voltage-dependent gating and
the permeation properties of several types of ion channels in neuronal mem-
branes. The emphasis here is on voltage-gated ion channels, but the involve-
ment of other channel types in neuronal excitability should not be excluded.
The first focus is on the passive electrical properties of the typical neuronal
somatic membrane and axon to recognize the important role that active electrical
properties play to overcome the restrictions on electrical signaling that the
passive properties confer. The ion channels featured most prominently in this
balance are voltage-gated sodium channels (Na channels) and numerous types
of voltage-gated potassium channels (K channels). An additional class of volt-
age-gated channel types that are considered are calcium channels (Ca channels),
which are active in virtually every cell type, neuronal or otherwise, and play
important roles in cell signaling via Ca2+ as an intracellular messenger.

2.2 The balance of passive and active properties 
of the neuronal membrane

Signaling via membrane potential (voltage) changes in cells lacking active
conductances is dramatically limited by the passive properties of the cells.
Passive properties arise for the most part from the membrane capacitance
afforded by the lipid membrane and the resistance of the intra- and extra-
cellular fluids, as well as the resistance of the membrane itself. Lipid bilayers
are of extremely high resistance, so this component of the passive repertoire
is not considered a restricting factor. However, the combination of capaci-
tance and resistance gives rise to spatial and temporal filtering of voltage
signals. That is, the distance that a signal can propagate without serious
decrement is limited, and the fidelity of a signal in time is markedly reduced,
typical of low pass (RC) filter characteristics.

The extremely fine neuritic process that a spinal motor neuron employs
to connect to its target muscles, or the axon projecting from the ganglion cells
of the retina to the thalamus of the brain, must in a reliable manner carry high-
frequency information of up to 1000 Hz over distances ranging from a few
centimeters to a meter. Cable theory adequately approximates the distance
that a sustained membrane potential change can be detected along an axon:
V(x) = V(0)exp(–x/λ) in one dimension, with the length constant given by λ
= (rm/(ri + ro))

1/2. For an axon of 1 µm diameter, the length constant is on the
order of a few hundred micrometers. A single exponential equation also
approximates the time dependence of the rise and fall of the signal as V(t) =
V(0)exp(–t/τ), with the time constant given by τ = rmcm. Changes in voltage
are thus slowed dramatically by cells, where typical values for the time con-
stant are on the order of 1 to 100 msec. (See Figure 2.1.)
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Considering the spatial and temporal limitations imposed by a passive
membrane, propagation of the electrical signals is poor. The failure of an axonal
process to carry information over a distance of more than a few hundred
micrometers necessitated the appearance of ion channels, which, together with
ionic gradient-generating and energy-requiring ion pumps and exchangers,
provide the means for rapid and reliable regenerative electrical signaling.

Figure 2.1 Decay in time and space of an electrical signal in an axon due to passive
properties of the membrane. (A) The segmental resistances (ro, resistance of outside
medium; rm, resistance of membrane; ri, internal resistance within the axon) and
capacitance (cm, membrane capacitance) involved in the passive propagation of a
depolarization. In the diagram, current (I) is injected at one end with a microelectrode,
and membrane voltage at three positions (V1, V2, and V3) is measured along the axon.
(B) Voltage signal at the three positions. Close to the site of current injection, voltage
V1 is the largest and is only rounded slightly by the RC filtering properties of the
passive membrane. With increasing distance from the site of current injection, voltage
signals V2 and V3 are smaller in amplitude and reflect a marked slowing in rise time.
(C) Plot of membrane voltage against distance along the axon. The decay of the
amplitude of the signal follows a single exponential function characterized by the
length constant, λ, the distance taken to reduce the signal to 37% of its original value.
(From Hall, Z.W., An Introduction to Molecular Neurobiology, Sinauer Associates, Sun-
derland, MA, 1992. With permission.)
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2.3 Active membranes overcome temporal and spatial 
degradations caused by passive properties

Several different types of ion pumps and exchangers produce ionic gradi-
ents between the inside and outside of cells. Energy-requiring pumps, such
as the sodium–potassium ATPase, which uses one ATP molecule to drive
three Na+ ions out and two K+ ions in, are the primary source of the ionic
gradient almost always found in neurons. The high sodium concentration
outside the cell (for mammals, this is about 145 mM) and low concentration
inside the cell (below 10 mM) produces an inward-driving force on Na+

ions. The high K+ concentration inside the cell (around 150 mM) and the
low concentration outside (usually about 3 mM) produces an outward-
driving force on K+ ions. A calcium pump called the Ca2+-ATPase uses ATP
to extrude Ca2+ ions from the inside of cells and produces extremely large
concentration gradients for this ion with external concentrations of 2 to 3
mM and internal concentrations around 10 nM. The Ca2+-ATPase is assisted
by a class of exchangers that utilize the inward Na+ gradient to move Ca2+

out. Additional pumps and exchangers move Cl–, bicarbonate (HCO3
–), and

other ions across the cell membrane.
With the gradients established, gating of ion channels can produce a

remarkable diversity of electrical signals. The most frequently encountered
electrical signal in nerve cells and muscles is the action potential, which
represents a brief, transient, self-regenerating depolarization. The stereotyp-
ical action potential has rising, repolarizing, and after-hyperpolarizing
phases that were described nearly a century ago. From a resting potential
of near –60 mV (this value varies considerably between cells), an external
stimulus (depolarizing influence) may bring the membrane to threshold
(near –40 mV; again, the value will vary between cells). Once threshold is
reached, the cell fires an all-or-none, regenerative action potential whose
peak amplitude may reach +40 mV. The repolarization phase returns mem-
brane potential to a value near the original resting potential, often with a
brief period of “after hyperpolarization” during which the membrane poten-
tial is made more negative than the resting value. The time course of an
action potential varies, with most mammalian neurons firing spikes having
a half-width of well under 1 msec.

Physiologists studying the problem of cellular excitability were aware
of the different ionic compositions of the intra- and extracellular media and
concluded that ionic conductances must vary over time to account for the
membrane polarizations seen during the action potential. Hodgkin and
Huxley6 voltage clamped the giant axon in squid and showed that an
increased sodium conductance was responsible for the rise of the action
potential and that increased potassium conductance was responsible for the
repolarizing phase. Figure 2.2 shows the time courses of the transient sodium
conductance increase (gNa) and, following with a short but essential delay,
the transient potassium conductance increase (gK).
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Hodgkin and Huxley6 modeled total membrane current recorded
under voltage clamp. Their recording of the membrane currents activated
over the same voltages at which action potentials occur showed a fast,
transient depolarizing current followed by a delayed and sustained hyper-
polarizing current (Figure 2.3). Their observations gave rise to concept of
ion channels long before channels could be identified as individual mem-
brane proteins. Before the single-channel recording period was ushered in
with the advent of patch clamping, physiologists and biophysicists could
only record “macroscopic” or “whole cell” currents, which reflect the
ensemble of thousands of individual channels undergoing their gating and
permeation activities together.

Thousands of individual ion channels are responsible for the membrane
conductance changes shown in these classical experiments. Ion channel
activity was inferred from biophysical experiments analyzing the noise
present in macroscopic ionic currents, and it was clear that highly selective
toxins could block separable components of the ionic currents in cells, indi-
cating that channels selective for different types of ions were present, but it
was only with the patch clamp technique that single channel currents across
the membrane of cells could be definitively identified.

The electrical signals in many neurons expand on the theme of action
potential production, with variations in the rate, temporal pattern, individual
spike width, magnitude, and after-potentials. Other electrical signatures
involve the hyperpolarizing responses of cells. Generally, hyperpolarization
is opposed by inwardly rectifying K+ channels, although in many cases this

Figure 2.2 Time course of ionic conductances underlying the action potential. The
Nobel-Prize-winning work of Hodgkin and Huxley identified transient increases in
membrane conductance to Na+ and K+ ions that followed very specific temporal pat-
terns. The initial increase in Na+ conductance allows the cell to depolarize toward the
Na+ equilibrium potential (ENa), an action that activates an additional increase in Na+

conductance in a positive feedback loop. The delayed activation of an increase in K+

conductance, together with inactivation of the Na+ conductance, causes the cell to
hyperpolarize toward the K+ equilibrium potential (EK), a value negative to the normal
resting potential of the cell. The long after-hyperpolarization can be seen to arise from
the prolonged increase in K+ conductance. (From Hall, Z.W., An Introduction to Molecular
Neurobiology, Sinauer Associates, Sunderland, MA, 1992. With permission.)
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opposition occurs over different time scales with nonselective cation chan-
nels activated by hyperpolarization or Cl– channels that produce inward
rectification at extreme membrane potentials.

2.4 Gating and permeation: the facts of life for ion channels

Biophysical descriptions of ion channel function generally fall within two
categories: gating and permeation. Gating describes the temporal depen-
dence of the opening and closing of a channel and the probability of finding
a channel in an open or closed state as a function of membrane potential or
the presence of a drug or neurotransmitter. Permeation describes the con-
ductive properties of a channel in terms of its selectivity for specific ions,
the rate at which ions can pass through the channel (which determines the
maximum amplitude of the single channel current), and the effects and

Figure 2.3 Voltage-clamped sodium and potassium currents in an axon. Under volt-
age clamp, membrane potential can be carefully and rapidly controlled to show the
time dependence and degree of activation of voltage-dependent ionic conductances.
In this recording, membrane potential is stepped from a holding potential of –60 mV
(chosen to mimic the resting potential) to new values between –10 and +90 mV in
steps of 10 mV. A downward (or “inward”) current trajectory is recorded first at
about –10 mV that represents activation of the Na+ conductance, accounted for by
the ensemble activity of thousands of Na channels. At more depolarized values of
membrane potential, such as +90 mV, upward (or “outward”) current is recorded.
This is carried by K+ ions through the K+ conductance, again reflecting the activity
of thousands of single K channels. (From Armstrong, C.M., J. General Physiol., 54,
553–575, 1966, Rockefellar Press. With permission.)
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mechanisms of pore-blocking drugs and chemicals. Permeation and gating
properties overlap in a few areas — for example, where an interaction of the
permeating ion with the channel pore can affect the time spent in the open
state of the channel.

Most ion channels have been described with gating schemes that follow
the general pattern shown in Figure 2.4. The channel makes transitions
between closed, open, and inactivated states. In the case of many channels
(some are described later in this chapter), no inactivated state occurs or
transitions to it are very slow or rarely made. Although the channel is
nonconducting in both closed and inactivated states, inactivation is a specific,
well-defined state from which transitions back to the open state are incred-
ibly rare or nonexistent. The state transitions can be characterized with
membrane-potential-dependent forward and reverse rate constants that ulti-
mately describe the time dependence of channel activation (transitions from
the closed to open states), inactivation (transitions to the inactivated state,
which are generally voltage independent), and deactivation (transitions from
the open back to the closed state). Smooth S-shaped curves plot the proba-
bility of a channel being open against membrane potential (activation curve).

Figure 2.4 State diagram of a voltage-gated ion channel and its relation to channel
activity. Most channels follow this scheme of closed–open–inactivated states, but with
numerous variations. In many channels, the inactivated state is not present; in others,
multiple open and closed states exist, resulting in complex kinetics in the transitions
between opening and closing. In the classic view, the channel has at least two gates:
(1) an activation gate that is sensitive to membrane potential and that allows the channel
to make transitions from closed to open states, and (2) an inactivation gate on the
cytoplasmic surface of the protein that renders the channel nonconducting in a voltage-
independent manner following activation. The single-channel recording shows the
channel in the closed state, then in the open state, and then after a step back to the
closed state and a second opening, a transition to the inactivated state from which the
channel does not return until sufficiently hyperpolarized (not shown). (From Ashcroft,
F.M., Ion Channels and Disease, Academic Press, San Diego, CA, 2000. With permission.)
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While it was clear even in the early studies of ion channel gating that
the channel must be capable of sensing the transmembrane potential, the
mechanism responsible for this only became evident after ion channels
were cloned and their molecular structure described. Hypotheses about
which part of the protein had what function could then be tested on
channels engineered to contain specifically substituted amino acid resi-
dues using the technique of site-directed mutation. It was shown that
one of the putative transmembrane (TM)-spanning regions, one with a
surprisingly large number of positively charged amino acids and called
the S4, was responsible for the voltage dependence of the voltage-depen-
dent steps in activation. The positively charged residues could be
changed to residues with neutral side chains, with the result being that
the channel no longer gated over the same range of membrane potentials.
It has been hypothesized, but not proven, that the positive residues on
the S4 TM segment enable the helix to couple membrane potential
changes to conformational changes in the channel protein, so as to favor
an open conducting state with more depolarized values of membrane
voltage (Figure 2.5).

From the biophysicists’ perspective, an ion channel required specific
domains to carry out the various known functions that had been carefully
described experimentally. Hille’s depiction of an ion channel protein (Figure
2.6) carefully mapped out these domains in the era just before a thorough
depiction based on molecular studies became available.

Figure 2.5 Catterall’s twisting helix model for the translation of membrane depo-
larization into channel opening. Site-directed mutation studies identified the S4
transmembrane helix region of the protein as that responsible for voltage sensing.
Positively charged side groups of residues match up with negative charges on
other helical segments, but the strength of the electric field within the membrane
exerts force on the S4 helix and can alter which pairs of charges match up. A
ratcheting twist of S4 produces a conformational change in the protein, allowing
the channel to open. Several other models have been proposed, related to this
theme. (From Ashcroft, F.M., Ion Channels and Disease, Academic Press, San Diego,
CA, 2000. With permission.)
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2.5 Families of channels for Na+, K+, and Ca2+

The explosion of molecular studies on ion channels that has occurred over
the past decade has provided a rich description of the structural basis of
these proteins. Not only have diverse, seemingly unrelated sequences been
identified in a few cases as subserving similar functions between some
classes of channels, but a provocative theme has also emerged strongly
indicating the evolutionary roots of the channels within and between classes.

Figure 2.7 provides the current perspective on the three principle classes
of voltage-gated channels. The Na channels are all built around the theme
shown in the figure: an α subunit containing six transmembrane-spanning
helices repeating in each of four motifs. Two subunits can accompany the
channel, and these subunits in general may have roles in modulating the
activity of the channel. Figure 2.7B shows the structure of the α1 subunits of
voltage-gated Ca channels; this principle subunit is very similar in overall
form with the α subunit of the Na channel. The α1 subunit can by itself form
a complete channel, but accessory subunits (β2, γ, and δ) bind to the channel

Figure 2.6 Hille’s pre-molecular depiction of the working parts of a voltage-gated
channel. The protein sits in the membrane so as to produce a ring structure to permit
a central ion-permeable pore. The activation gate, shown here literally as a hinged
structure, is coupled to the voltage sensor of the channel. To permit permeation by
specific types of ions, the channel has a selectivity filter, a narrow region where the
ions bind transiently on their way through the channel. In this depiction, a cytoplas-
mic region of the channel is poised to produce an inactivating block of the channel
once the activation gate swings clear. Ion channels are, like other proteins, glycosy-
lated, and they are tethered to the cells cytoskeleton via anchor proteins. (From Hille,
B., Ion Channels of Excitable Membranes, Sinauer Associates, Sunderland, MA, 2001.
With permission.)
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Figure 2.7 The principle subunits of voltage-gated ion channels. (A) Na chan-
nels have a single α subunit that is structured with four repeats of a six trans-
membrane helix motif. The four motifs are number I to IV, and the six helices
in each motif are designated S1 to S6. Each S4 helix contains positively charged
amino acid residues and comprises the channel’s voltage sensor. The inactiva-
tion mechanism is located on the cytoplasmic linker between motifs III and IV.
The Na channel pore is constructed from the linking regions found between S5
and S6 in each of the four motifs. Na channels are often composed of additional
β1 and β2 subunits. (B) Voltage-gated Ca channels are structurally very similar
to Na channels, with the same 6TM helix motif repeated four times. The S4
voltage sensors are similar, as are the P-loop linkers between the S5 and S6
helices of each motif. Inactivation of Ca channels is not the same, and several
regions of the channels and quite different mechanisms are responsible for the
varying degrees of inactivation seen in Ca channels. Ca channels almost always
have a diversity of accessory subunits as shown. (C) The simpler K channel
with its single-motif S1–S6 subunit. The same S4 voltage sensor region and P-
loop pore domain between S5 and S6 are present. Inactivation of some voltage-
gated K channels is mediated by the N-terminus region, where a ball of protein
tethered to the S1 helix has been shown to literally plug the open channel. K
channels are formed from four of these subunits, meaning that, with the diver-
sity of subunits, heteromeric channels are found and channel properties are
diverse. (From Hille, B., Ion Channels of Excitable Membranes, Sinauer Associates,
Sunderland, MA, 2001. With permission.)
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and are known to modify properties of the channel such as its interaction
with neuromodulators and its inactivation kinetics. It is the K channel that
appears to stand out because it is composed of four individual α subunits,
each one resembling the 6TM motif of the Na and Ca channels.

2.6 Molecular properties of voltage gated Na channels

The Na channel of squid giant axon, whose kinetics were described by
Hodgkin and Huxley,6 certainly is archetypal for the subsequently discov-
ered Na channels in a variety of other cell types. The hallmarks of Na
channel gating are the rapid transition from closed to open states with
membrane depolarization, and the subsequent rapid inactivation. Single-
channel studies of Na channels brought forth a wealth of information
about these transitions. With single-channel recordings, such as those
shown in Figure 2.8, it was possible to show that channel activation
occurred over a relatively broad temporal window and that in nearly every
case inactivation was a voltage-independent, rapid, and essentially auto-
matic process.

Inactivation of the Na channel is caused by a small structure composed
of several amino acid residues on the cytosolic loop linking repeated motifs
III and IV. Shortly after the voltage-dependent activation of the Na channel
(at 37°C, the process occurs in approximately 100 µsec), the hinged lid
occludes the open pore of the channel and essentially blocks the channel to
further permeation.

Permeation of Na channels is determined by amino acid residues of the
P-loop, a pore-forming domain present in each of the four motifs that links
the TM5 and TM6 parts of each motif. Lining the pore of the Na channel are
negatively charged residues in two of the four P-loops, and these are essential
for binding Na+ ions and conferring upon the channel selectivity for Na+.4

Sequence analysis of the nine expressed human Na channels shows
a very high degree of amino acid identity between the proteins. The
dendrogram shown in Figure 2.9 emphasizes the similarities among
human Na channels, reflecting the relatively recent evolutionary diversity
in this class of channel, as amino acid substitutions are a measure of
evolutionary distance.

2.7 The voltage-gated K channels show great 
structural diversity

Elucidation of the common structures of ion channels showed that K
channels have the simplest subunit structure. Each subunit of a Shaker-
type K channel has six transmembrane spanning helices. As described
above, the S4 regions contain the voltage sensor, and the loops between
S5 and S6, called the P-loops, fold inwardly and provide the pore of the
channel. Site-directed mutagenesis has identified which amino acid res-
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idues of the P-loop are critical for permeation of K+ and block of the
channel by chemicals such tetraethylammonium (TEA). At the N-termi-
nus of the 6TM subunit is a cytoplasmic domain shown to be responsible
for fast, so-called N-type, inactivation.

Potassium channels activate more slowly than Na channels, and from
the beginning were termed “delayed rectifier” channels, owing to this delay
in activation and their current-voltage behavior, which has the tendency
to oppose strong depolarization (e.g., to give the membrane outwardly

Figure 2.8 Unitary Na channel currents account for the fast transient Na+ conduc-
tance increase of the action potential. Panel (A) shows a single channel recording of
a 19-pS Na channel presented with many depolarizations. Each time the membrane
is depolarized, the Na channel undergoes its transition from closed to open and then
to inactivated states. With each depolarization, this process occurs at a slightly dif-
ferent time due to the stochastic nature of channel gating. When the single openings
are gathered in an ensemble average, as shown in panel (B), the current waveform
resembles macroscopic recordings made from intact axons. This patch actually con-
tains several Na channels, accounting for the double opening in the uppermost
example. (Kindly provided by J.B. Patlak.)
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rectifying properties). Figure 2.10 shows single K channel activity in
response to a depolarization. The striking difference of these records, com-
pared to those from the Na channel in Figure 2.8 (other than that the single-
channel current is directed in the upward direction reflecting the outward
flow of positive K+ ions) is that the single channel opening are very long
lived, for the most part lasting the duration of the depolarizing step. The
ensemble current shown in panel B gives a clear perspective of the lack of
inactivation in the case of the K channel.

The single channel and ensemble averaged currents shown for Na and
K channels in Figures 2.8 and 2.10 readily account for the macroscopic
currents underlying the action potential shown in Figure 2.3. During the
action potential, the depolarizing phase is terminated by the combination of
Na channel inactivation and K channel activation. The repolarizing phase
of the action potential terminates, not because the K channels inactivate, but
because just as the membrane becomes hyperpolarized the channels close,
as shown in Figure 2.10.

Not all voltage-gated K channels follow the prototypical six-transmem-
brane-spanning helix structure. As Figure 2.11 shows, several classes of K
channels utilize subunits with two or four transmembrane-spanning helices
instead of the 6TM subunit. Some of these are inwardly rectifying K channels,
channels that oppose hyperpolarization of the membrane and contribute in
some cases to the resting membrane potential.

Figure 2.9 Relationships between nine different human Na channels and their chro-
mosomal locations. The dendrogram shows the percent identity of amino acids on
the various forms of the human Na channels. Channels having a high degree of
amino acid identity are considered to be recent evolutionary ramifications. The
names of the channel proteins are shown with the corresponding human gene.
Additional Na channel genes are known to exist but have not been expressed.
(From Goldin, A.L. et al., Neuron, 28, 365–368, 2000. With permission.)
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The list of channels provided in Figure 2.11 includes many not identified
in humans. The principle class of voltage-gated K channels is that designated
by KV1 to 9. KV1.1, the Shaker channel, is the classic inactivating A-type K
channel. It has roles in action potential repolarization, in some cases offering
control of ramp depolarization of the membrane leading to threshold. Its
name comes from its discovery in a fruit fly mutation that shakes its legs

Figure 2.10 Unitary K channel currents account for the delayed and sustained K+

conductance increase of the action potential. (A) Single-channel recordings of K
channels were recorded in a squid giant axon. A single channel with 20-pS
conductance opened for most of the duration of each applied voltage step. The
openings first occur with a much longer delay than the Na channel openings seen
in Figure 2.9. The channel often makes transitions back to the closed state but
then reopens. When membrane potential is returned to a negative value, where
the channel has a low probability of being in the open state, the channel always
closes rapidly. (B) The ensemble average shows a smooth activation time course
and a non-inactivating steady-state value during the step to +50 mV. This trajec-
tory agrees well with the macroscopic K+ currents shown in Figure 2.4. (With
permission from Francisco Bezanilla [see Reference 5].)
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when anesthetized. The other KV channels offer unique channel kinetics and
single-channel conductances.

Figure 2.11 K channels exist in many forms. K channels come not only as 6TM
subunits, but as 2TM and 4TM subunits as well. The 2TM subunits include inward
rectifier K channels and ATP-sensitive channels. Of the 6TM subunits, the largest
subfamily is the Kv group, including the sustained and rapidly inactivating K chan-
nels. Ca2+-activated K channels include large and small conductance channels. Al-
though not specifically K channels, the figure includes the nonselective cation
channels HCN and CNG, which are gated by hyperpolarization and cyclic nucle-
otides, respectively. (From Hille, B., Ion Channels of Excitable Membranes, Sinauer
Associates, Sunderland, MA, 2001. With permission.)

©2003 CRC Press LLC



2.8 The family of voltage gated Ca channels

Although not involved directly in action potential generation or propaga-
tion in axons, Ca channels are critically important players in all cells
including nerve cells. Some Ca channels help generate bursts of action
potentials, some enable Ca2+ influx that then suppresses action potential
firing for relatively long periods, and some are the coupling elements that
transduce presynaptic membrane potential into intracellular Ca2+ signals
that control neurotransmitter release. The roles of Ca channels are diverse
and central in cell physiology.

Calcium channels have been divided and subdivided on biophysical,
pharmacological, and, most recently, molecular bases. Low-voltage-activated
(LVA) channels have been termed T-type, as they are transient and have tiny,
single-channel conductances. Three have been cloned from humans and are
designated CaV3.1, 3.2, and 3.3 (Figure 2.12). These channels activate and
then inactivate, much like the Na channels.

High-voltage-activated (HVA) channels include all of the L-type Ca
channels (CaV1.1, 1.2, 1.3, and 1.4) which are found in muscle (human gene
CACNA1S), in heart and brain (CACNA1C and CACNA1D), and at synaptic
terminals of photoreceptors and bipolar cells in the retina (CACNA1F). The
CaV2.1, 2.2, and 2.3 group are responsible for synaptic transmission through-
out the nervous system. Generally, HVA Ca channels show little inactivation.

Figure 2.12 Classification of Ca channel proteins and human genes. The low-volt-
age-activated, T-type Ca channels are very similar kinetically to Na channels show-
ing rapid inactivation and are involved in generating bursts of action potentials.
The high-voltage-activated channels, further subdivided into L-type and P/Q-, N-,
and R-type, have very slow inactivation or none at all. L-type channels are found
in muscle (CACNA1S), as well as photoreceptors in the retina (CACNA1F), and in
many cases allow the influx of Ca2+ that leads to important cellular responses such
as the release of neurotransmitter. (From Ertel, E. et al., Neuron, 25, 533–535, 2000.
With permission.)
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Calcium channel structure is nearly the same as Na channel structure
(Figure 2.7). As is the case for the Na channels, the four hydrophobic loops
linking TM5 and TM6 of each repeating motif form the pore of the Ca
channels. In the case of the L-type Ca channel, four glutamate residues, one
from each motif, form a negatively charged ring that serves as the high-
affinity binding site for Ca2+ ions.7 Mutation of these glutamate residues
reduced the selectivity of the channel for Ca2+, in effect turning it into a Na+

channel. Indeed, in the absence of divalent cations, most Ca channels conduct
monovalent cations such as Na+ or Li+ very effectively. Thus, the ring of
glutamates is essential for Ca2+ binding and it is this property that defines
the Ca channels.

2.9 Conclusion

While the voltage-gated ion channels form families and the strong evolu-
tionary links can be seen between these families, an enormous degree of
diversity is still reflected in the structure of channels. The contribution to
membrane excitability from other channel types should be considered.
There are several classes of voltage-gated Cl channels that neurons express
as well as voltage-gated nonselective cation channels. These are generally
permeable to Na+ and K+ but retain some Ca2+ permeability as well, which
may be important in intracellular Ca2+ signaling. In photoreceptors, which
are considered to be nonspiking cells, nonselective cation channels acti-
vated by hyperpolarization play a prominent role in shaping the light
response. Generally, these types of channels are not highly expressed in
axons; therefore, their role in the transduction of neuroprosthetic signals
may be extremely limited.
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3.1 Introduction

Abreakthrough in our understanding of the physics of neural signals, which
propagate as membrane voltage along a nerve fiber (axon), was achieved by
the ingenious work of Hodgkin and Huxley1 on the nonmyelinated squid
axon. This work helped explain the action potential or “spike” that conveys
the all-or-none response of neurons. To explore the complicated gating mech-
anism of the ion channels, the stimulating electrode was a long uninsulated
wire, thus every part of the neural membrane had to react in the same way;
that is, propagation of signals was prevented (Figure 3.1A). Refinements of
their method as well as the application of patch clamp techniques have
supplied us with models for different neural cell membranes. Reliable pre-
diction of membrane voltage V as a function of time is possible for arbitrary
stimulating currents Istimulus with proper membrane models. 
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The main equation for internal stimulation of the soma, or any other
compartment where current flow to other processes or neighbored compart-
ments is prevented, always has the same form: One part of the stimulating
current is used to load the capacity Cm (in Farads) of the cell membrane and
the other part passes through the ion channels; that is,

(3.1)

The rate of membrane voltage change, dV/dt, follows as:

(3.2)

where the ion currents Iion are calculated from appropriate membrane mod-
els. Usually, the membrane models are formulated for 1 cm2 of cell membrane
and the currents in Eq. (3.1) become current densities.

Figure 3.1 Stimulation without signal propagation (space clamp). A stimulating elec-
trode in the form of an uninsulated wire inserted along an unmyelinated nerve fiber
(A) or current injection in a spherical cell (B) causes the same inside voltage, Vi, for
every part of the cell membrane. (C) In the first subthreshold phase, the voltage
across the cell membrane follows the simple constant membrane conductance model
(dashed line). Figure shows simulation of a 30-µm spherical cell sheltered by a
membrane with squid axon ion channel distribution (i.e., by solving the
Hodgkin–Huxley model with original data). Membrane voltage V is the difference
between internal and external voltage: V = Vi – Ve; Ve = 0.
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50mV

5ms

A         UNMYELINATED AXON
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Constant membrane conductance
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membrane dynamics
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A positive stimulating current applied at the inside of an axon or at any
other part of a neuron will cause an increase of V according to Eq. (3.1), if
the membrane has been in the resting state (Istimulus =  0 and dV/dt = 0) before.
In order to generate a spike, this positive stimulus current has to be strong
enough for the membrane voltage to reach a threshold voltage, which causes
many of the voltage-sensitive sodium channels to open. By sodium current
influx, the transmembrane potential increases to an action potential without
the need of further stimulating support. This means that as soon as the solid
line in Figure 3.1C is some few millivolts above the dashed line we can
switch off the stimulus without seeing any remarkable change in the shape
of the action potential.

In general the excitation process along neural structures is more com-
plicated than under space clamp conditions as shown in Figure 3.1. Current
influx across the cell membrane in one region influences the neighboring
sections and causes effects such as spike propagation (Figure 3.2). Besides
modeling the natural signaling, the analysis of compartment models helps
to explain the influences of applied electric or magnetic fields on represen-
tative target neurons. Typically, such a model neuron consists of functional
subunits with different electrical membrane characteristics: dendrite, cell
body (soma), initial segment, myelinated nerve fiber (axon), and nonmyeli-
nated terminal. Plenty of literature exists on stimulated fibers, but little has
been written about external stimulation of complete neurons.

In 1976, McNeal2 presented a compartment model for a myelinated nerve
fiber and its response to external point-source stimulation. He inspired many
authors to expand his model for functional electrical stimulation of the
peripheral nerve system, such as analysis of external fiber stimulation by
the activating function,3,4 unidirectional propagation of action potentials,5

stimulation of a nerve fiber within a6,7 selective axon stimulation,8,9,10 and
influence of fiber ending.11 Of specific interest is simulation of the threshold
and place of spike initiation generated with stimulating electrodes (e.g., by
the near field of a point source or dipole) by finite element calculation for a
specific implanted device or when the farfield influence from surface elec-
trodes is approximated by a constant field.12 Stronger electric stimuli or
application of alternating currents generate new effects in neural tissue. All
effects depend essentially on the electric properties of the neural cell mem-
brane and can be studied with compartment modeling. The ion channel
dynamics can be neglected during the first response of the resting cell, but
the complicated nonlinear membrane conductance becomes dominant in the
supra-threshold phase (Figure 3.1C). Consequently, the behavior can be ana-
lyzed with simple linear models or with more computational effort by sys-
tems of differential equations that describe the ion channel mechanisms in
every compartment individually.

Modeling the sub-threshold neural membrane with constant conduc-
tances allows the analysis of the first phase of the excitation process by the
activating function as a rough approach. Without inclusion of the compli-
cated ion channel dynamics, the activating function concept explains the

©2003 CRC Press LLC



basic mechanism of external stimulation, the essential differences between
anodic and cathodic threshold values, its dependence on the geometric sit-
uation, the mechanism of one side firing, and the blocking of spike propa-
gation by hyperpolarized regions, as well as several other phenomena.13,14

Beside nerve fiber analysis, the activating function, which represents the
direct influence of the electric field in every compartment, is useful for
magnetic stimulation15,16 and for direct stimulation of denervated muscle
fibers17 or, in generalized form, cardiac tissue18,19 and arbitrary neurons.20,12

In previous work we have shown how the shape of a neuron affects the
excitation characteristics and that several surprising phenomena may occur.

Figure 3.2 Simulation of the natural excitation of a human cochlear neuron by stim-
ulation with a 50-pA, 250-µsec current pulse injected at the peripheral end. This
bipolar cell is a non-typical neuron: (1) the dendrite is myelinated and often called
peripheral axon; (2) in contrast to animal cochlear neurons, the soma and the pre-
and post-somatic regions are unmyelinated; (3) a single synaptic input from the
auditory receptor cell (inner hair cell) generates a spike that propagates with a
remarkable delay across the current consuming somatic region. Note the decay of
the action potential in every internode that again is amplified in the next node of
Ranvier. Simulation uses internode with constant membrane conductance, a “warm”
Hodgkin–Huxley model (k = 12) in the active membranes of the soma, and a 10-fold
ion channel density in the peripheral terminal (node 0), all nodes, and pre- and post-
somatic compartments. The lines are vertically shifted according to their real location
of the rectified neuron. For details, see Rattay et al.35
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This is demonstrated, for example, by comparing the threshold current for
neurons with small and large soma. Whereas thick axons are easier to stimulate
than thin ones (known as the inverse recruitment order21), this relation does
not hold for the size of the soma: a 100-µs pulse from a point electrode 430
µm above the soma requires –2.3 mA to stimulate a 30-µm-diameter soma
neuron with a 2-µm axon but only –1.1 mA for a 10-µm soma. Increasing the
electrode distance to 1000 µm results in the same –2.2-mA threshold for both
cases; that is, the second surprise is that for the large soma the neuron excita-
tion threshold increases slightly when the electrode is moved within a specific
range toward the soma.12 The explanation is that the axon, which is generally
more excitable than the soma, loses more current to load the larger capacity
of the large soma; this effect is more pronounced when the place of spike
initiation within the axon is close to the soma. 

Comparing a pyramidal cell with a cochlear neuron demonstrates the
variety in architecture and signal processing principles in the dendrite and
soma region. Some neuron types, such as the afferent bipolar cochlear neurons,
are effective transmission lines, where nearly all of the spikes initiated at the
synaptic contact with an inner hair cell arrive with some delay and small
temporal variation (jitter) in the terminal region (Figure 3.2). In contrast to the
cochlear neuron, a single synaptic input at the dendritic tree of a pyramidal
cell produces only minimal change in membrane voltage at the soma and at
the initial segment, and usually the collective effect of many synaptic activities
is necessary to influence spike initiation significantly. Typically, the pyramidal
cell response is dominated by the internal calcium concentration, which
depends on two types of voltage-dependent calcium channels: (1) low-voltage-
activated channels respond in the subthreshold range and may include gen-
eration of low-threshold spikes, and (2) high-voltage-activated channels in the
dendrites respond, for example, to backpropagating sodium spikes.22–24

3.2 Models for the cell membrane

The cell membrane is not a perfect insulator for ion transport. When one Na
channel opens for a short time, some thousand sodium ions may be driven
into the cell by the high outside concentration. The second driving element
is the voltage across the membrane, which requires a Na+ current according
to Ohms law. The conductance of a patch of cell membrane for a specific ion
type depends on the number of open channels and is defined by Ohm’s law
and a battery voltage according to the Nernst equation. A different internal
concentration, ci, and external ion concentration, ce, cause the membrane
voltage, Em, when one type of ions is involved:

(3.3)

where the gas constant R =  8.31441 J/(mol.K); temperature, T, is in Kelvin;
z is valence and the Faraday constant represents the charge of one mol of

E
RT

zF

c

cm
e

i

= ln
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single-valenced ions F =  96485 c/mol. Note: At room temperature (T =
20°C =  293.15 K), the factor RT/F is about 25 mV. 

In their experiments Hodgkin and Huxley1 found the sodium current
proportional to E – ENa. Approximating the Nernst equation [Eq. (3.3)] with
their data gives ENa =  45 mV =  (25 mV)ln(ce/ci) and results in ce/ci =
exp(45/25) =  6.05; that is, the outside sodium concentration is six times the
inner one, and EK =  –82 mV =  (25 mV)ln(ce/ci) requires that the potassium
outside:inside concentration is 1:26.5.

The Goldman equation defines the steady state membrane voltage Em  =
Erest when several ion types are involved. When K+, Na+, and Cl– ions are
considered it reads as:

(3.4)

where [K] is the potassium concentration and the suffixes i and e stand for
inside and external, respectively. PK, PNa, and PCl are permeabilities measured
in centimeters per second (cm/sec). Note that sodium and potassium are
anions, but chloride is cathodic, therefore, [Cl]i appears in the numerator in
contrast to the anionic concentrations. In the resting state, the membrane is
most permeable to potassium ions, and the resting membrane voltage of
about –70 mV (i.e., the inside is more negative compared to the extracellular
fluid) is close to the potassium Nernst potential.

The nonlinear conductance of the neural cell membrane depends on
different classes of ion channels25 (1 through 3, below) and on the activity
of ion pumps (4, below): 

1. Voltage-dependent gating dominates excitation and neural signal
propagation in the axon; open/close kinetics depend on the voltage
across the cell membrane.

2. Calcium-dependent gating occurs mainly at the soma and dendrites;
the calcium concentration regulates the opening of the channels as
opening depends on intracellular calcium ion binding.

3. Transmitter gating and second messenger gating occurs at the pre-
and postsynaptic membrane.

4. Ion pumps are membrane molecules that consume energy pump ions
across the cell membrane in order to restore the high individual ion
concentration on one side of the cell (e.g., high external sodium and
high internal potassium concentration).

3.2.1 Axon models of the Hodgkin–Huxley type

The Hodgkin–Huxley model (HH model) was developed from a homoge-
neous nonmyelinated squid axon. It includes sodium, potassium, and leak-
age currents and has the form:

E
RT

F

P K P Na P Cl

P K P Na P Clm
K e Na e Cl i

K i Na i Cl e

=
+ +
+ +

ln
[ ] [ ] [ ]

[ ] [ ] [ ]
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(3.5)

(3.6)

(3.7)

(3.8)

(3.9)

where V is the reduced membrane voltage, resulting from internal, external,
and resting potential: V = Vi – Ve – Vrest; gNa, gK, and gL are the maximum
conductances for sodium, potassium, and leakage per cm2, respectively; m,
h, and n are probabilities (with values between 0 and 1) that reduce the
maximum conductances of sodium and potassium according to experimental
gating data; VNa, VK, and VL are the sodium, potassium, and leakage battery
voltages, respectively, according to the Nernst equation [Eq. (3.3)]; istimulus is
the stimulus current (µA/cm2); c is the membrane capacity per cm2; α and β
are voltage-dependent variables fitted from experimental data to quantify the
ion channel kinetics; k is a temperature coefficient that accelerates the gating
process for temperatures higher than the original experimental temperature
of 6.3°C; and temperature T is in °C. Although a temperature conversion is
possible, it is interesting to note that, unlike real tissue, the Hodgkin–Huxley
equations do not propagate action potentials above 31°C.14 Parameter values,
units, and further expressions of the HH model are listed in Table 3.1.

In 1964, Frankenhaeuser and Huxley26 developed a model for the myeli-
nated frog axon node (FH model) assuming HH-like gating mechanisms,
but they derived the ion current formulation from the Nernst–Planck equa-
tion and added a nonspecific current density, iP:

(3.10)

(3.11)

(3.12)

dV

dt
g m h V V g n V V g V V i cNa Na K K L L stimulus= − − − − − − +[ ]3 4( ) ( ) ( ) /
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dh
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Table 3.1 Expressions and Constants for Axon Membrane Models

HH Model FH Model CRRSS Model SE Model SRB Model

αm

βm

αn

βn

αh

βh

αp

βp

Vrest (mV) –70 –70 –80 –78 –84

2 5 0 1

2 5 0 1 1

. .

exp( . . )

−
− −
V

V

0 36 22

1
22

3

. ( )

exp

V

V

−

−
−





97 0 363

1
31

5 3

+

+
−





.

exp
.

V

V

1 87 25 41

1
25 41

6 06

. ( . )

exp
.

.

V

V

−

−
−





4 6 65 6

1
65 6

10 3

. ( . )

exp
.

.

V

V

−

−
− +





4
18

.exp −





V
0 4 13

1
13

20

. ( )

exp

−

−
−
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V

αm
V
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−





23 8

4 17

3 97 21

1
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. ( )
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−

−
−





V

V

0 33 61 3

1
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. ( . )
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.

−

−
−
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−
− −
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VNa (mV) 115 — 115 — —
VK (mV) –12 — — — 0
VL (mV) 10.6 0.026 –0.01 0 0
gNa (kΩ–1/cm–2) 120 — 1445 — —
gK,fast (kΩ–1/cm–2) 36 — — — 30
gK,slow (kΩ–1/cm–2) — — — — 60
gL (kΩ–1/cm–2) 0.3 30.3 128 86 60
c (kΩ–1/cm–2) 1 2 2.5 2.8 2.8
V(0) 0 0 0 0 0
m(0) 0.05 0.0005 0.003 0.0077 0.0382
n(0) 0.32 0.0268 — 0.0267 0.2563
h(0) 0.6 0.8249 0.75 0.76 0.6986
p(0) — 0.0049 — — 0.0049
T0 6.3°C 293.15 K = 20°C 37°C 310.15 K = 37°C 310.15 K = 37°C
Q10(αm) 3 1.8 3 2.2 2.2
Q10(βm) 3 1.7 3 2.2 2.2
Q10(αn) 3 3.2 3 3 3
Q10(βn) 3 2.8 3 3 3
Q10(αh) 3 2.8 3 2.9 2.9
Q10(βh) 3 2.9 3 2.9 2.9
PNa (cm/s) — 0.008 — 0.00328 0.00704
PK (cm/s) — 0.0012 — 0.000134 —
PP (cm/s) — 0.00054 — — —
[Na]o (mmol/l) — 114.5 — 154 154
[Na]i (mmol/l) — 13.7 — 8.71 30
[K]o (mmol/l) — 2.5 — 5.9 —
[K]i (mmol/l) — 120 — 155 —

Note: HH model = Hodgkin–Huxley model; FH model = Frankenhaeuser–Huxley; CRRSS model = Chiu, Ritchie, Rogert, Stagg, and Sweeney model;
SE model = Schwarz–Eikhof model; and SRB model = Schwarz, Reid, and Bostock model. Faraday constant F = 96485 C/mol; gas constant R =
8314.4 mJ/(mol.K).
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(3.13)

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

Note that membrane voltage is denoted as E in Eqs. (3.11) to (3.13) and
as V (reduced membrane voltage) in Eqs. (3.10) and (3.14). Temperature T
is measured in degrees K; for temperatures other than 20°C =  293.15 K, the
α and β values in Eqs. (3.16) to (3.19) must be modified. Parameter values
and further expressions of the FH model are listed in Table 3.1. Sodium
current plays the dominant role in the action potential of the mammalian
node of Ranvier, and in contrast to the axon model of squid and frog there
are almost no potassium currents.27–29

The CRRSS model, named after Chiu, Ritchie, Rogert, Stagg, and
Sweeney, describes a myelinated rabbit nerve node extrapolated from orginal
14°C data to 37°C:28,30

(3.20)

(3.21)

(3.22)

(3.23)
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Note that the temperature factor k =  1 for T =  37°C. Parameter values and
further expressions of the CRRSS model are listed in Table 3.1.

Schwarz and Eikhof obtained a model of FH type from voltage clamp
experiments on rat nodes.29 From the original data, the Schwarz–Eikhof (SE)
model results by assuming a nodal area of 50 µm2.14,31

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

Parameter values and additional expressions of the SE model are listed in
Table 3.1.

Schwarz et al.33 derived the SRB model from human nerve fibers at room
temperature. Single-action potentials are little effected by removing the fast
or slow potassium currents, but a slow K conductance was required to limit
the repetitive response of the model to prolonged stimulating currents. SRB
model follows:

(3.32)

(3.33)
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(3.34)

(3.35)

(3.36)

(3.37)

(3.38)

(3.39)

(3.40)

(3.41)

Additional SRB model data for 37°C are listed in Table 3.1. (Axon mem-
brane models for biomedical applications are further discussed in References
14 and 31 through 36.) 

Some authors neglect the weak K currents in the mammalian axon
totally because of their small amounts, but up to five types of K ion
channels are shown to have notable influences on axonal signaling, espe-
cially in the internode, an element often modeled as perfect insulator with
capacity C = 0. Curious effects such as spontaneous switching between
high and low threshold states in motor axons are suggested to be a
consequence of K+ loading within small internodal spaces.37 Phenomena
such as different excitability fluctuations after action potentials in sensory
and motor neurons require far more sophisticated modeling. This means
that for many applications the modeler’s work is not finished by selecting
the SRB model (as it is based on human data) or by fitting its parameters
according to the shape and propagation velocity of a measured action
potential.

The dendrite and especially the soma region is more difficult to simulate
because a variety of ion channel types are involved.37 Some membrane mod-
els are available,39–45 but even in these models we cannot rely on a precise
individual measurement of all the ion components that vary in channel
density and open/close kinetics. Repetitive firing (bursting) may occur as
response to stimulation or in pacemaker neurons without any input. 

i g n V VK fast K K, ( )= −4

i g p V VK slow K slow K, , ( )= −

i g V VL L L= −( )

E V Vrest= +

dm

dt
mm m m= − + +( )α β α
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dt
nn n n= − + +( )α β α

dh

dt
hh h h= − + +( )α β α

dp

dt
pp p p= − + +( )α β α
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3.2.2 Influence of temperature

Most of the membrane model data were gathered at low temperatures, but
for biomedical applications they have to be extrapolated to physiological
temperatures. Usually, a specific constant, Q10, is introduced to account for
the acceleration in membrane-gating dynamics when the temperature is
increased by 10°C. Hodgkin and Huxley used Q10 =  3 as a common coeffi-
cient for all gating variables m, n, and h [Eqs. (3.6)–(3.8)]:

(3.42)

Raising the temperature causes shortening of the action potential and an
increase of the spike propagation velocity in the unmyelinated squid axon.
The spike duration in Figure 3.1 with original HH data (6.3°C) is about ten
times longer than that of the cochlea neuron in Figure 3.2, which also was
simulated with HH kinetics. The temporal membrane behavior in cat46 was
fitted with k =  12, corresponding to a temperature of 29°C (Eq. (3.42)); see
Motz and Rattay47 and Rattay,14 p. 165). The HH spike amplitude becomes
rather small for higher temperatures. An essentially reduced amplitude is
not able to preserve the excitation process along the fiber, and for tempera-
tures higher than 31 to 33°C action potentials will not propagate any more
in squid axons (heat block).14,48,49 Such amplitude reductions are not seen in
the membrane models of myelinated axons (FH, CRRSS, SE, and SRB mod-
els), and the heat block phenomenon is absent both in myelinated and
unmyelinated fibers of warm-blooded animals. In all axon models, spike
duration shortens considerably when temperature is increased — for exam-
ple, from 20°C (usual for data acquisition) to 37°C.14,32 A temperature factor,
k =  12, in the HH-model fits the temporal characteristics of action potentials
in unmyelinated axons of humans and warm-blooded animals at 37°C.14,35,50

The original FH model51 incorporates thermal molecular motion accord-
ing to the laws of gas dynamics [Eqs. (3.11)–(3.13)], but the authors did not
include the necessary Q10 values presented in Table 3.1 for the gating variables
m, n, h, and p. The gating process becomes essentially accelerated for high
temperatures and dominates spike duration.14,32,48,52 Also, the threshold cur-
rents are influenced by the temperature: The warmer membrane is easier to
excite (Figure 3.3). Therefore, the Q10 factors have to be involved in functional
electrical nerve stimulation modeling. Note that many published results
obtained with the original FH model must be corrected to be valid for 37°C.

3.2.3 Compartment models

Small pieces of a neuron can be treated as isopotential elements and a whole
neuron is represented by an electric network (Figure 3.4). A current injected
at the nth compartment has to cross the membrane as capacitive or ionic
current and leave to the left or right side as longitudinal current; that is,
application of Kirchhoff’s law is an extension of Eq. (3.1):

k Q T T= −
10

100( )/
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Figure 3.3 Threshold currents as a function of pulse duration (strength duration
relation). A myelinated fiber of diameter d and internodal length ∆x = 100d is stim-
ulated by a point source located at a distance ∆x above a node. Excitation is easier
for high temperatures (full lines) and cathodic pulse. The threshold current for long
pulses becomes time-independent and is called rheobase. The pulse duration belong-
ing to the doubled rheobase current is called chronaxie. Simulations use the FH model;
internode membrane is assumed to be a perfect insulator, with c = 0.

Figure 3.4 Scheme of a neuron with subunits and part of the simplified equivalent
electrical network (batteries resulting from different ion concentrations on both sides
of the membrane are not shown).
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(3.43)

where n indicates the nth compartment, C is its membrane capacity, and R/2
is the internal resistance between the center and the border of the compart-
ment. Introducing the reduced membrane voltage V = Vi – Ve – Vrest leads
to the following system of differential equations for calculating the time
courses of Vn in every compartment: 

(3.44)

The dots in Eq. (3.44) stand for terms that have to be added in cases of
more than two neighbor elements (e.g., at the cell body [soma] or at branch-
ing regions). For the first and last compartments, Eq. (3.44) has a reduced
form. The membrane surface, An, of every compartment has to be calculated
to find Cn  =  Ancn (cn is the specific membrane capacitance) and Iion  =  Aniion.
The ionic membrane current density, iion, is computed with an appropriate
membrane model; for cylinder elements (d, diameter; ∆x, length), we obtain
An = dnπ∆xn, , where the internal resistivity ρi is often
assumed as ρi = 0.1 kΩcm.

In a spherical cell body with several processes (as in Figure 3.4), the

internal resistances to the neighbor compartments depend on the compart-

ment diameters; that is, Rsoma→dendrite1/2 < Rsoma→axon/2 if ddendrite1 > daxon. In more

detail,Asoma =  4rsoma
2π − Σ (2rsomaπhj), with subscript j indicating the jth process)

such that hj = rsoma – zj, where . The somatic resis-

tance to the border of the jth process is: 

(3.45)

The electric and geometric properties change from compartment to compart-
ment and the modeler has to decide about the degree of complexity that
should be involved. For example, the surface area of a dendrite compartment
and the soma can be simulated by a cylinder and a sphere or an additional
factor is included to represent the enlargement by spines or windings. Halter
and Clark53 and Ritchie54 presented detailed ion current data for the intern-
ode, whereas many authors neglect internodal membrane currents. A com-
promise is to simulate the internode as a single compartment with both
membrane conductance Gm and membrane capacity C proportional to 1/N,
where N is the number of myelin layers.12
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Synaptic activation of a neuron can be simulated by current injection at
the soma or at dendrite compartments (Figure 3.2). In such cases, all external
potentials, Ve, are assumed to be 0 in Eq. (3.44). On the other hand, neuro-
prosthetic devices generate neural activities by application of electric fields.
Instead of current injection, the terms including the external potentials Ve
become the stimulating elements in Eq. (3.44).

3.2.4 Activating function

The driving term of the external potential on compartment n (Eq. (3.44)) is
called the activating function fn:

(3.46)

The physical dimension of fn is V/sec or mV/msec. If the neuron is in the
resting state before a stimulating current impulse is applied, the activating
function represents the rate of membrane voltage change in every compart-
ment that is activated by the extracellular field. That is, fn is the slope of
membrane voltage Vn at the beginning of the stimulus. Regions with positive
activating function are candidates for spike initiation, whereas negative acti-
vating function values cause hyperpolarization.

The temporal pattern generated in a target neuron by a single active
electrode of a cochlear implant is analyzed in the following with the acti-
vating function concept. The electrode is assumed as an ideal point source
in an infinite homogeneous extracellular medium, which results in the
simple relation:

(3.47)

where Ve is measured at a point with distance r from the point source and
ρe is the extracellular resistivity.

The insert of Figure 3.5A shows the values of Ve and f along a cochlear
neuron when stimulated with 1 mA from a monopolar electrode. The alter-
nating sequence of positive and negative activating function values indicates
first spike initiation at peripheral node P2 (Figure 3.5B) and a second spike
initiation region in the central axon for stronger positive monophasic stimuli
(Figure 3.5C). Cathodic stimulation also generates two regions of spike ini-
tiation — first, excitation in P1 (Figure 3.5D), then excitation in P4 (Figure
3.5E). The activating function predicts easier excitation with cathodic cur-
rents with values of –3890 V/sec vs. 2860 V/sec in P1 and P2, respectively.
Note, however, that f quantifies the very first response, which is flattened
by the capacity (compare dashed line in Figure 3.1) and is further influenced
by the neighbor elements. 
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3.2.5 Activating function for long fibers

In 1976, McNeal introduced the first efficient model for computing peripheral
nerve fiber responses in functional electrical nerve stimulation. Many
authors followed his simplification of an ideal internode membrane, where
both membrane conductance and membrane capacity are assumed to be 0.
In this case, the main equation, Eq. (3.44), reduces to:4,12

(3.48)

Figure 3.5 Human auditory nerve response evoked by a stimulating impulse from a
cochlear implant. (A) Position of a cochlear neuron relative to a spherical electrode
(same geometry as in Figure 3.2; unmyelinated terminal P0, nodes P1–P5 of periph-
eral myelinated thin process, unmyelinated region around the soma, and a thicker
central axon). Extracellular resistivity ρe = 0.3 kΩcm, and calculation of potential from
a 1-mA point source [Eq. (3.47)] results in 1 V at r = 0.24 mm, which is the electrode
radius. The values of the activating function f shown in insert (A) are proportional
to the slopes of the neural response curves at stimulus onset in (B) and (C). The
largest f value of P2 predicts the place of spike initiation in (B). All slopes of membrane
voltage in the central nodes are positive and strengthen the stimulus current to 1.2
mA, causing additional spike initiation at peripheral node C2 (C). The activating
function value of P0 is also positive, but the much stronger negative activity in P1
compensates the excitation process quickly; insert (C) shows the part of the mem-
brane voltage of the P0 compartment during the stimulus pulse as marked by arrows,
with 5× magnification. In part (D), –800 µA per 100-µsec pulse initiates a spike at P1
which is in accordance with the activating function concept. In part (E), the smaller
intensity of f at P4 allows spike initiation at –1200 µA. The P4 spike develops after
the P1, but nevertheless the P4 spike activates the central axon. Note the different
arrival times at the measuring electrode C5.
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with constant fiber diameter d, node-to-node distance ∆x, node length L, and
axoplasma resistivity ρi; both membrane capacity c and nodal ion current iion
are per cm2. The activating function: 

(3.49)

becomes proportional to the second difference of the extracellular potential
along the fiber. 

Equations (3.48) and (3.49) model the unmyelinated fiber when the
length of the active membrane is equal to the compartment length: L = ∆x.
With ∆x → 0, Eq. (3.49) reads as:

(3.50)

Equations (3.49) and (3.50) verify the inverse recruitment order; that is,
thick fibers are easier to stimulate3,21 (Figure 3.5) by the linear relation
between d and f.

For a monopolar point source in an infinite homogeneous medium, the
activating function is easy to evaluate. For example, for a straight axon (Eq.
(3.47); Figure 3.6A,B), we obtain:

(3.51)

where el stands for electrode and z measures the center-to-center distance
between a small spherical electrode and the axon, and (see Eq. (3.50)):

(3.52)

Equation (3.50) implies the relation between the curvature of the Ve graph
and the regions of excitation in a target fiber; solving f(x) =  0 gives the points
of contraflexure of Ve that separate the regions of depolarization (f > 0) from
the hyperpolarized ones (f < 0). In our example, this results in the vertical
dashed lines at x = xel ± 0.707zel. In the excited (f > 0) regions, the Ve graph
is always above its tangents (Figure 3.6B; regions I and III for anodic stim-
ulation). Strong curvature of Ve means large f values; therefore, the central
part of region II becomes extremely hyperpolarized at anodic stimulation
(Figure 3.6C). In relation to the shape of the activating function, the threshold
for cathodic stimulation is about four times weaker (Figure 3.6E and F) which
is in accordance with experimental findings.55

f
d x

Lc

V V V

xn
i

e n e n e n
=

− +− +∆
∆4

21 1

2ρ
, , ,

f
d

c

V

xi

e=
∂
∂4

2

2ρ

V
I
x x ze

e el
el el= −( ) +( )−ρ

π
. .

4

2 2
0 5

f
d I

c
x x z x x ze el

i
el el el el= −( ) +( ) −( ) −( )−ρ

ρ π
. .

16
2

2 2
2 5 2 2

©2003 CRC Press LLC



Deviations between the thick lines for f and for Ve at the end of the 100-
µsec pulse (just above threshold) are caused by (1) an inner-axonal current
component resulting from membrane currents at the other compartments,
(2) exponential loading process of the membrane capacity (in the activating
function concept, the dashed line in Figure 3.1 is approximated by the tan-
gent at stimulus onset), and (3) the beginning of the voltage-sensitive ion
channel-gating processes. Compared to the prediction by f, there is a small
enlargement of the hyperpolarized region II seen at the zero-crossings of the
thick line in Figure 3.6C. This is mostly caused by the inner-axonal current,
where the strong hyperpolarized central part has a negative influence at the

Figure 3.6 Stimulation of an unmyelinated axon with a monopolar electrode. During
the 100-µsec stimulus pulse, the activating function defines three regions of responses,
separated by vertical dashed lines. (B)–(D) Vertically shifted snapshots of membrane
voltages in 100-µsec steps. Thick lines demonstrate the similarity between the acti-
vating function and the membrane voltage at the end of the 100-µsec stimulus signal.
Simulation is of HH data at 29°C, ρe = 0.3 kΩ, electrode fiber distance z = 1 mm, and
fiber diameter 10 µm.
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borderlines to regions I and III. For the same reason the points of spike
initiation (Figure 3.6C) are lateral to the maximum points of f (Figure 3.6B). 

With some computational effort, the linear theory can be improved by
considering the influences of the inner-axonal current and the exponential
loading process of the membrane capacity.56 Especially for close electrode
fiber distances, the subthreshold steady-state membrane voltage will con-
siderably deviate from the first response.57,58 But, the activating function
concept demonstrates the instructive relation between a simple formula and
observed phenomena. For example, Eq. (3.49) indicates that a straight part
of an axon in a constant field region is not stimulated directly; however, the
bending part in a constant-field region will be de- or hyperpolarized,
depending on the orientation of the axon and field. Such effects are studied
in spinal root stimulation (see Figure 3.3 of Reference 59).

Note that the equations of this section require constant data along the
fiber. At a fiber ending, widening or branching the treatment is according
to the description of Eq. (3.44). The fiber-end influence may be modeled
by a boundary field driving term in addition to the activating function.11

In some applications (heart and skeletal muscle, nerve bundle), many
excitable fibers are closely packed and the effects of current redistribution
are handled by the bidomain model. The tissue is not assumed to be a
discrete structure but rather two coupled, continuous domains: one for the
intracellular space and the other for the interstitial space. This space-
averaged model is described with a pair of coupled partial differential
equations that have to be solved simultaneously for the intracellular and
interstitial potentials.7,18,19,60 Despite the complex situation, several stimu-
lation phenomena of the heart muscle are already predicted by the activat-
ing function concept from single-fiber analysis.60

3.2.6 Membrane current fluctuations

Single-fiber recordings show variations in the firing delays even when stim-
ulated with current pulses of constant intensity.62,63 The main component of
the stochastic arrival times (jitter) is explained by ion channel current fluc-
tuations. Models of the Hodgkin–Huxley type define the gating variables m,
n, and h as probabilities, but no variance is included. The addition of a simple
noise term in single compartment modeling can fit several of measured
cochlear nerve data.47 Other phenomena — for example, a bimodal distri-
bution of spike latencies, as discussed later (Figure 3.7B) — require full
compartment analysis with a stochastic term in every active compartment.35

Including membrane current fluctuations is significant in the following
applications: (1) modeling temporal firing patterns (e.g., in the cochlear
nerve), (2) detailed analysis of fiber recruitment (for example, constant stim-
ulation conditions generate three types of axons within a nerve bundle: one
group fires at every stimulus, the second fires stochastically, and the third
shows solely subthreshold responses), (3) the transition from the myelinated
to the unmyelinated branching axon is less secure in regard to signal transfer,
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and spikes can stochastically be lost50,64, (4) during the integration of neural
inputs of an integrate-and-fire neuron.

The elaborate models of single-channel current influences are recom-
mendable for detailed investigations.65–67 Combining this work with a com-
partment model will show most of the noisy behavior in nerve fibers as

Figure 3.7 Simulation of ion current fluctuations in the cochlear neuron membrane.
(A) Membrane voltage in the resting (left) and activated (right) neuron in a human
and cat. Stimulation by current injection at the lateral end is close to natural spike
initiation by synaptic activation. As a consequence of the RC circuit properties of
the network, the voltage fluctuations become low pass filtered and neighboring
compartment behavior is correlated. The unmyelinated terminals are assumed to
have the same 1-µm diameter with same ion channel density as the peripheral
nodes, but a length relation of 10 to 1.5 µm results in 2.58 times stronger membrane
current fluctuation at the endings. The strong influence of the first compartment
to the network is still seen in the cat soma region (left) but it is lost in the human
case because of the longer peripheral axon (five nodes and a large unmyelinated
soma region). Voltage fluctuations in the soma region are generally smaller than
in the nodes. Loading the large capacity of the unmyelinated human soma requires
the spike about 400 µsec to cross this region, which is three times the value of the
myelinated cat case (right). (B) Responses of the fifth node in the central human
axon (compartment 25 marked as C5 in Figure 3.5) to anodic external stimulation
with 100 µsec pulses (10 runs for every stimulus intensity; situation shown in Figure
3.5). Weak stimuli fail sometimes (600 µA: 8 of 10) and have larger jitter, and their
arrival is more delayed, as they are generated in the periphery. At 900 µA, spikes
are also initiated in the central axon. Note that this experimentally known bimodal
response is a consequence of ion channel current fluctuations. For details, see Rattay
et al.35 and Rattay.70
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reported by Verween and Derksen.66 Membrane noise increases with devia-
tion from the resting voltage and is greater for hyperpolarization than for
depolarization. To reduce the enormous computational effort of simulating
every channel activity we follow a suggestion of Rubinstein69 and assume
the noise current to be proportional to the square root of the number of
sodium channels.35,70 At every compartment, a Gaussian noise variable,
GAUSS (mean = 0, standard deviation = 1), is introduced that changes its
value every 2.5 µsec. The amplitude of the noise term is proportional to the
square root of the number of sodium channels involved. Noisy membrane
currents (in µA) are defined as:

(3.53)

where An denotes the membrane area of compartment n (in cm2), and gNa
(mS cm–2) is the maximum sodium conductance. A standard factor knoise =
0.05 µA.mS–1/2 common to all compartments fits the observations of Verveen
and Derksen.66

Simulated voltage fluctuations are compared for cochlear neurons in cats
and humans. Both neurons are assumed to have the same peripheral (1 µm)
and central (2 µm) axon diameters, but in the cat the peripheral axon is
shorter (distance from soma to peripheral terminal in cats is 0.3 mm; in
humans, 2.3 mm), and the cat somatic region is insulated by myelin sheets.
Only the 10-µm-long peripheral terminal and the nodes are without myelin;
additionally, in humans, the soma region is unmyelinated (Figure 3.2). The
following effects are seen in Figure 3.7A:

1. Thick fibers show less membrane fluctuations. The peripheral com-
partments (1 and 5 in cats, 1 and 11 in humans) have smaller noise
amplitudes than the central axon (11 in cats, 19 in humans). The
phenomenon observed by Verveen and Derksen66 can be explained
in a simple model with corresponding states of homogeneous my-
elinated axons. During the excitation process, the nodal currents
are proportional to axon diameter, but the noisy current increases
with the square root of diameter only (nodal length is independent
of diameter).

2. Membrane voltage fluctuations in one compartment have two com-
ponents: the own membrane current and the noisy inner currents
from the neighboring compartments. Note the correlated sinusoidal-
like shapes of the three lower left cat curves. The cat myelinated soma
is assumed to have no sodium channels; therefore, the displayed
membrane voltage has lost the first component and becomes the
averaged neighboring compartment noise filtered by the soma ca-
pacity effect.

And, as shown in Figure 3.7B:

I GAUSS k A gnoise n noise n Na, = ⋅ ⋅

©2003 CRC Press LLC



3. Threshold voltage has to be redefined (e.g., as 50% probability of
generating a spike); effectiveness increases from 600 µA (20%) to 700
µA (100%).

4. Weak stimuli have larger jitter because of the longer noise influence
during the subthreshold part of excitation. Jitter of peripherally
evoked spikes decreases from 600 to 900 µA; the same for the central
ones — from 900 to 1200 µA.

5. Spike initiation regions can be sensitive to stochastic components
(900 µA) .

3.3 The electrically stimulated retina

Photoreceptor loss due to retinal degenerative diseases such as age-related
macular degeneration and retinitis pigmentosa is a leading cause of blind-
ness. Although these patients are blind, they possess functioning bipolar and
ganglion cells that relay retinal input to the brain. Retina implants are in
development in order to evoke optical sensations in these patients. The
success of such an approach to provide useful vision depends on elucidating
the neuronal target of stimulation. A compartmental model for extracellular
electrical stimulation of the retinal ganglion cell (RGC) has been developed.71

In this model, a RGC is stimulated by extracellular electrical fields with active
channels and realistic cell morphology derived directly from neuronal trac-
ing of an amphibian retina cell.

The goal of the simulation was to clarify which part of the target cell is
most excitable. It was previously shown that patients blind from retinitis
pigmentosa resolve focal phosphenes when the ganglion cell side of the
retinal surface is stimulated. None of the patients reported the perception of
wedges; all reported spots of light or spots surrounded by dark rings. Where
is the initiation point of the signal that causes these optical sensations? Is
the threshold to propagate an action potential down the axon lowest for an
electrode over the axon, the soma, or somewhere over the dendritic arbor,
which may spread up to 500 µm in diameter and overlap the dendritic field
of other ganglion cells?72

To explore the relative thresholds of ganglion cell axons, somas, and
dendrites a mudpuppy (Necturus maculosus) RGC with a large dendritic field
and a long axon was chosen. This cell has been mapped in three dimensions.73

The entire traced cell, except the soma, is divided into cylindrical compart-
ments. The soma can be modeled as a compartmentalized sphere71 or as a
single spherical compartment as described above. The number of compart-
ments was increased until the thresholds did not change by more than 1%.
Finally, more than 9000 compartments ensure fine numerical solutions for
the RGC, as shown in Figure 3.8.

An extracellular field from an ideal monopolar point or disk electrode
in a homogeneous medium were applied to these compartments. An elec-
trical network as shown in Figure 3.4 represents the whole retinal ganglion
cell. Several constants were specified based on whole-cell recording data
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at 22°C, including membrane capacitance (c = 1 µF/cm2) and cytoplasmic
resistance (0.11 kΩcm).75 These values are assumed to be uniform through-
out the cell.

For comparison, the electric conductance of the cell membrane was
evaluated with a linear passive model, a Hodgkin–Huxley model with pas-
sive dendrites (HH),1 and a model composed of all active compartments
with five nonlinear ion channels (FCM).76 At the start of all simulations, the
membrane potential is initialized to a resting potential of –70 mV. The linear
passive model reduces each patch of membrane to a simple parallel RC
circuit with a leak. The leak conductance was modeled as a battery at –70
mV in series with a conductance of 0.02 mS/cm2.

Figure 3.8 A topographical view of the target cell shown with its axon projecting
upwards. The soma of the retinal ganglion cell is modeled as a 24-µm sphere. This
size was chosen to approximate the diameter of the actual traced mudpuppy soma.
The electrode is modeled as an ideal point source in an infinite homogeneous medium.
For calculation of Ve, see Eq. (3.47); ρe = 1/60 Ωcm, the resistivity of normal (0.9%)
saline, which is similar to the resistivity of the vitreous humor.76 The height of the
electrode was held fixed at 30 µm above the center of the soma, a distance comparable
to that of the retinal ganglion cells to the surface of the retina in our region of interest.
The electrode positions are marked by the letters A through G. The linear distances
from the soma (in µm) are: (A) over the axon ~503, (B) over the axon ~130, (C) opposite
the axon ~334, (D) perpendicular to the axon ~160, (E) directly above the soma, (F)
perpendicular to the axon ~302, and (G) opposite the axon ~121. The vertical distance
(not shown) from the electrode to the center of the nearest compartment is (in µm):
(A) 33.0, (B) 30.0, (C) 34.0, (D) 30.0, (E) 30.0, (F) 29.5, and (G) 38.0.

100µm

A

B

C

D

F

E

G
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The retinal ganglion cell in many species (including humans) has a
nonmyelinated axon inside the eye. Some simulations were performed with
the classic description for unmyelinated axons, the Hodgkin–Huxley
model. The Hodgkin–Huxley channel kinetics are applied to the soma and
the axon, with the constants gNa =  120 mS/cm2, ENa =  50 mV, gK =  36
mS/cm2, EK = –77 mV, gl =  0.3 mS/cm2, El =  –54.3 mV. The dendrites are
passive in this model.

The FCM model includes five nonlinear ion channels and one linear
leakage channel.44,45,76 The kinetic model was constructed on the basis of
voltage clamp data in retinal ganglion cells of tiger salamanders and rats.77,78

The model consists of INa and ICa; the delayed rectifier, IK; IK,A; and the Ca-
activated K current, IK,Ca. IK,Ca was modeled to respond to Ca influx, and a
variable-rate, Ca-sequestering mechanism was implemented to remove cyto-
plasmic calcium. ICa and IK,Ca do play an important role in regulating firing
frequency. The basic mathematical structure for voltage-gating is based on
the Hodgkin–Huxley model: 

(3.54)

where

The gating of IK,Ca is modeled as

(3.55)

where  =  0.05 mS/cm2 and the Ca2+-dissociation constant, Ca2+diss, is
10–3mmole/l. [Ca2+]i is allowed to vary in response to ICa. The inward flowing
Ca2+ ions are assumed to be distributed uniformly throughout the cell; the
free [Ca2+] above a residual level — Ca2+res =  10

–4 mmole/l — are actively
removed from the cell or otherwise sequestered with a time-constant (τ =
1.5 msec). Thus, [Ca2+]i follows the equation:

(3.56)
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where F is the Faraday constant, s/ν is the ratio of surface to volume of the
compartment being studied, and the factor of 2 on ν is the valency. For a
spherical soma with r = 12 µm, Eq. (3.56) becomes:

(3.57)

ECa is modeled as variable according to the already mentioned Nernst equa-
tion:

(3.58)

where [Ca2+]e is the external calcium ion concentration = 1.8 mmole/l. 
Similar to the Hodgkin–Huxley model, the rate constants for m, h, c, n,

a, and hA solve the first-order kinetic equation (Table 3.2): 

(3.59)

The multi-compartment model includes representations for dendritic trees,
soma, axon hillock, a thin axonal segment, and an axon distal to the thin
segment. On these parts, the five ion channels were distributed with varying
densities, simulated by varying the value of gmax (mS/cm2) for each channel
(Table 3.3).44,45,76 Using the multicompartmental simulation package
NEURON79, the action potential threshold values were computed for the
electrode positions as marked in Figure 3.8.71

Table 3.2 Rate Constants for Voltage-Gated Ion Channels

α β

d Ca

dt
I Cai
Ca i

[ ]
. . ([ ] . )

2
20 000013 0 666667 0 0001

+
+= − − −

E
RT

F

Ca

CaCa
e

i

=
+

+2

2

2
ln
[ ]

[ ]

dx

dt
xx x x= − + +( )α β α

αm E

E

e
=
− +( )

−− +( )
0 6 30

10 1 30

.
.

βm
Ee= − +( )20 55 18

α h
Ee= − +( )0 4 50 20. βh Ee

=
+− +( )

6

10 1 20.

α c E

E

e
=
− +( )

−− +( )
0 3 13

10 1 13

.
.

β c
Ee= − +( )10 38 18

αn E

E

e
=
− +( )

−− +( )
0 02 40

10 1 40

.
.

βn
Ee= − +( )0 4 50 80.

αA E

E

e
=
− +( )

−− +( )
0 006 90

10 1 90

.
.

βA
Ee= − +( )0 1 30 10.

α hA
Ee= − +( )0 04 70 20. βhA Ee

=
+− +( )

0 6

10 1 40

.
.

©2003 CRC Press LLC



A practical retinal prosthesis will perhaps have disk electrodes, because
flat electrodes are easy to produce. To replace the point electrode source by
a field from an equipotential metal disk in a semi-infinite medium, the
external potential, Ve, under the electrode is calculated by:

(3.60)

where (r, z) is the radial and axial distance from the center of the disk in
cylindrical coordinates z ≠ 0.80 V0 is the potential, and α is the radius of the
disk. In simulation, both 50- and 100-µm-diameter disks required the same
cathodic threshold voltage. In human trials, the current required to reach
threshold also did not vary when a monopolar stimulating electrode was
changed from 50-µm-diameter to 100-µm.71,81

3.4 Concluding remarks

Calcium currents and the inside calcium concentration often have significant
influence on the temporal spiking pattern of electrically stimulated neurons,
because calcium is an important intracellular signaling molecule with rapid
effects on many processes. A rather simple approach demonstrates the agree-
ment between the FCM model and the firing behavior of retinal ganglion
cells;44,45,76 a similar model exists for pyramidal cells.42 Detailed modeling
includes the variation of calcium concentration with distance from the cell
membrane, buffer-elements and pumps.82

Selective stimulation of neural tissue is a great challenge for biomedical
engineering. A typical example in bladder control is activation of the detru-
sor muscle without activation of the urethral sphincter and afferent fibers
when stimulating sacral roots with tripolar cuff electrodes. Analysis with
the activating function is of help for finding the polarized and hyperpo-
larized regions but nonlinear membrane current modeling has to be
included to quantify cathodic and anodic block or anodic break phenomena
in selected target fibers and to determine the stimulus pulse parameters
for an operating window.14,83,84

Table 3.3 FCM Model Channel Densities at Soma, Dendrite, and Axon

gmax

Soma
(mS/cm2) Dendrite

Axon
(0–3%)a

Axon
(3–9%)a

Axon
(9–100%)a

gNa 70 40 150 100 50
gCa 1.5 3.6 1.5 0 0
gK 18 12 18 12 15
gKa 54 36 54 0 0
gK,Ca 0.065 0.065 0.065 0 0

a Percent total axon length from soma; total axon length approximately 1 mm. 
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Stimulation of neurons in a network is often difficult to explore because
of the complex neural geometry. Every type of the involved neurons has
to be analyzed in regard to the response and its sensitivity. Note that
neurotransmitter release can be initiated or influenced by the applied field
without the generation of a spike.12 This may be of specific importance at
the retina where several types of neurons never generate action potentials
but their degree of neurotransmitter release heavily depends on transmem-
brane voltage.

The extracellular potential along a target cell is input data for the exci-
tation process. Some case studies are based on the combination of ideal point
sources in infinite homogeneous media or idealized surface electrodes,71,80,85

but most clinical applications require more precise calculation of the field.
Finite element software such as ANSYS is commonly used70,86,87 but so, too,
are finite differences6 and the boundary element method.88

Simulation tools such as NEURON (http://www.neuron.yale.edu/)79

and GENESIS (http://www.genesis-sim.org/GENESIS/)89 are recommended
for solving neural compartment models. Compartment modeling (i.e., Eq.
(3.44)), together with a set of equations for the ion currents, results in a
system of ordinary differential equations that can be solved directly. This
procedure (methods of lines) will cause numerical problems for fine spatial
segmentation. Integration routines for stiff differential equations, implicit
integration methods, or solving with the Crank Nicholson method are of
help to reduce the computational effort.90
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4.1. Introduction

The study of interactions between electricity and biological tissue has been an
active research area for over 100 years. The use of electrical stimulation as an
effective therapy to treat human diseases has only recently been realized,
thanks in equal parts to advances in electronics, neuroscience, and medicine.
In the 18th century, Allesandro Volta and Luigi Galvani both investigated
sensory and muscular responses to electrical stimulation. Galvani stimulated
the muscles of frogs, while the intrepid Volta was his own test subject, placing
electrodes in either ear and reporting a “crackling sound” when power was
applied. Further study of nerve and muscle identified these tissues as excitable
(using electrical signals to communicate) and resulted in more careful inves-
tigations of electrical stimulation as a potential therapy.
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Among the pioneers in the field of neural prostheses were Djourno and
Eyries,1 who reported the first cochlear implants, and Brindley,2 who
implanted an electrical stimulation device on the cortex of a blind test subject.
When Djourno and Eyres implanted four patients with a simple device, a
single wire coupled to a sound transducer, they were able to distinguish
several distinct sounds but could not understand speech. House advanced
the cochlear implant by implanting stimulation devices in the cochlea and
cochlear nucleus.3 Brindley implanted a blind test subject with a device
capable of stimulating the brain at 80 locations, and Dobelle has implanted
a similar device in humans. One of Dobelle’s patients has been implanted
for over 20 years and has demonstrated the ability to identify 6-inch letters
at a distance of 5 feet, corresponding to 20/120 vision.4,5 These early results
in humans demonstrated the potential of electrical stimulation as a means
to replace lost sensory function and motivated a growing area of research
into stimulation devices and physiology of electrically stimulated muscle
and nerve.

This chapter describes methods for measuring the neural response to
electrical stimulation. A brief review of membrane biophysics is presented
to establish the mechanism by which electric current can mimic the natural
neural response. Several analysis methods are described for biopotential
recording, and alternatives to biopotential recording are discussed. Also
presented is a review of experiments that demonstrate manipulation of the
stimulus site by control of the waveform. Limits of stimulus waveforms are
presented, as well. The chapter concludes with examples of implementation
of the principles in commercial neural prostheses.

4.2 Basic theory and methods

Although sometimes considered an elemental building block, the neuron
itself is a sophisticated biological system with a variety of subcellular struc-
tures designed to maintain a chemical and electrical equilibrium across the
cell membrane; respond to chemical, electric, mechanical, or light stimuli;
and signal messages to other neurons. The excitable membrane of the neuron
has molecular sensors that respond to a variety of stimuli. If the response
changes the electrical characteristics of the cell membrane, then the electrical
potential across the cell (the membrane potential) will change. Signals are
transmitted through nerve cells by temporary, controlled fluctuations in the
membrane potential.

4.2.1 Membrane biophysics of neurons

Membrane biophyiscs is a broad area of research to which entire textbooks
have been devoted. The discussion below is derived mainly from two
sources: Bioelectricity: A Quantitative Approach, by Plonsey and Barr,6 and
Principles of Neural Science, 3rd ed., by Kandel et al.7 Nerve cells have a
measurable electrical potential that exists across the cell membrane. Typical
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resting potential is –60 mV measured inside with reference to outside. The
electrical potential exists due to active and passive cell processes that main-
tain a difference in the chemical concentration of various ions that exist in
the intra- and extracellular fluids.

The ions most responsible for maintenance of membrane potential are
Na+, Cl–, and K+, although in some cells (cardiac and photoreceptor) Ca2+

plays a major role in signaling. The concentrations of these ions are different
inside and outside the cell. Potassium (K+) has a higher concentration inside
the cell, and sodium (Na+) and chloride (Cl–) have higher extracellular con-
centrations. Table 4.1 shows the concentrations in the squid axon.6

In human nerve cells, the absolute numbers are two to three times lower,
but the ratio of intracellular to extracellular is similar. The cell membrane at
rest is not equally permeable to all ions; that is, some ions diffuse more
readily than others. The diffusion force will drive the ions toward equal
concentration inside and outside the cell. However, taking an extreme exam-
ple, if only positively charged ions could cross a membrane and negatively
charged ions were completely blocked from diffusing, the diffusion of only
positive charge would create an electrical imbalance that would slow and
then halt the diffusion. The potential at which the diffusion force is equal
and opposite to the electrical force is called the Nernst potential and can be
calculated from Eq. (4.1),

(4.1)

where Vmp is the membrane voltage for the pth ion; Zp is the charge of the
pth ion, [Cp]e is the extracellular concentration of the pth ion, and [Cp]i is the
intracellular concentration of the pth ion. The Nernst potential is for a single
ion. The various ions in the intra- and extracellular fluid each have Nernst
potentials. The resting permeabilities and Nernst potentials for each ion are
listed in Table 4.1. By weighting the Nernst potential of each ion with the
membrane permeability for that ion, it is possible to calculate the membrane
potential at steady state using the Goldman equation:

(4.2)

Table 4.1 Concentration, Permeability, and Nernst Potential for Various Ions in 
Squid Axon 

Ion

Concentration  (mM/l) Relative Permeability

Nernst
PotentialIntracellular Extracellular  At Rest

For Active 
Membrane

K+ 280 10 1.0 1.0 –83.9
Na+ 61 485 0.04 20.0 52.2
Cl– 51 485 0.45 0.45 –56.7
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where Px is the permeability of the membrane to ion x. Though this equation
is only valid if the membrane is at rest (net current is zero), qualitatively it
is clear that a change in permeability for one or more ions will alter the
membrane potential.

Electrical charge moves across the cell membrane through ion channels
and ion pumps. The rest of the cell membrane is impermeable to ion flow.
The number and nature of ion channels in the membrane determine the
permeability of the membrane. Ion channels can always be open or can be
opened and closed in response to a stimulus, but once they are open they
act as pores that allow ions to flow to equilibrium. Ion channels can be
specific to particular ions but are otherwise passive; that is, the chemical or
electrical driving forces will determine the direction of the net ion flow
through the channel. In contrast, ion pumps move ions against the driving
force gradient, consuming energy in the process.

Signals are initiated by changes in the membrane permeability, which
change the membrane potential (see Eq. (4.2)). Membrane permeability can
be changed in a variety of ways depending on the type of cell. If the cell is
a sensory transducer, such as a photoreceptor in the retina, then the presence
of the excitation signal results in a change of membrane potential. The
photoreceptors are unusual in that they are depolarized (excited) in the
absence of light. Other sensory receptors, such as the hair cells of the cochlea
and olfactory cells of the nose, are depolarized in response to their excitation,
either sound or odor. The excitation signal might trigger a chemical cascade
that opens ion channels or the ion channels may be mechanically opened.
The second way that membrane potential can be modified is by synaptic
transmission, that is, through a signal transmitted from a connecting neuron.
Chemical neurotransmitters released by a nearby neuron bind to a specific
protein on the membrane of the target neuron, leading to the opening of
chemically gated ion channels.

The stimulus that creates a change in the membrane permeability affects
the equilibrium equation and thus alters the cell membrane potential, which
triggers the opening of a special type of ion channel that is sensitive to
transmembrane potential. These ion channels are called voltage-gated ion
channels, and depolarization changes membrane permeability by opening
voltage-gated channels. Initially, the stimulus will result in a proportional
response from the cell. In this case, the cell membrane will respond with
what is called a graded potential. This means that there is a proportional
relationship between the amount of depolarization and the strength of stim-
ulus. Graded potential cells, such as the bipolar cells in the retina, transmit
information over short distances; the space constant for signal propogation
is small (the signal will decay over distance). Some cells have the ability to
“spike,” to produce an action potential, a self-propogating signal that trans-
mits over great lengths. The anatomical structure that serves as the trans-
mission line for the action potential is the cell axon, a relatively long projec-
tion from the cell body (soma). The action potential is generated when the
cell depolarization exceeds a threshold. Once a cell is depolarized beyond
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that point, a process begins that will generate an action potential, even if the
stimulus that produces the initial depolarization is removed.

Hodgkin and Katz determined the permeability of the squid axon mem-
brane to sodium, potassium, and chloride ions, both at rest and at the peak
of the action potential. They obtained the data by altering the extracellular
ion concentrations and monitoring the current. The results suggested that
the action potential generation is due to a dramatic change in the perme-
ability of the membrane to sodium. The permeabilities from this work are
shown in Table 4.1.

This sequence of events that occurs during an action potential was
described in detail by Hodgkin and Huxley,1 who won the Nobel Prize for
their seminal work in membrane biophysics. The initial depolarization
(from synaptic transmission or sensory stimuli) will cause voltage-gated
ion channels to activate (open). Voltage-gated ion channels exist for both
sodium and potassium, but the sodium channels have a much shorter time
constant. The quick response from the sodium channels results in an
increase in the outward current, which depolarizes the membrane even
further. The ion channels cannot open or close instantaneously, so, once
opened, they will stay open for a finite period of time. This allows the
depolarization to continue even after the stimulus is removed. An action
potential is generated when the depolarization exceeds a threshold, at
which point the outward current exceeds the inward current, creating a
positive feedback situation (i.e., more outward current, more depolariza-
tion, more open sodium channels). The depolarization is quickly (within
1 to 2 msec) reversed by two mechanisms: inactivation (closing) of voltage-
gated sodium channels and activation of voltage-gated potassium chan-
nels. Sodium activation and sodium inactivation are accomplished by two
distinct, voltage-sensitive mechanisms. The sodium inactivation mecha-
nism and the potassium activation mechanism have longer time constants
than sodium activation, but they work together to restore membrane poten-
tial to resting potential.

After the action potential, it takes several milliseconds for the voltage-
gated ion channels to return to their resting state. The voltage-gated sodium
channels will change from inactive (cannot be opened) to resting (closed,
but will open in response to voltage change). The potassium channels will
change from active (open, thereby making the membrane highly permeable
to inward potassium current) to resting (closed, but will open in response
to depolarization). This transitional period is called the refractory period and
has two stages. The absolute refractory period is the time during which the
increased potassium permeability prevents an action potential generation
regardless of the stimulus. The relative refractory period follows, during
which time an increased stimulus is needed to generate an action potential.
Hodgkin and Huxley quantified the behavior of sodium and potassium
currents with mathematical equations. This work, and that of Frankenhauser
and Huxley, remains the basis for much of the neuron modeling that is
performed today.
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The action potential has been described as an all-or-nothing phenome-
non, implying that information on stimulus strength cannot be communi-
cated by these cells. However, the firing rate of the neuron, the number of
spikes per second, can be used to code information about stimulus strength.
In addition, it has been demonstrated in the retina that cells may work in
concert to transmit more information than if they worked independently

In summary, the basic steps of transient ion channel response to depo-
larization are: (1) initial depolarization; (2) voltage-gated sodium channel
activation, leading to more depolarization; (3) more voltage-gated sodium
channels being open due to continued depolarization and net outward cur-
rent; (4) inactivation of sodium channels and activation of potassium chan-
nels; (5) repolarization of cell membrane; and (6) ion channels return to the
resting state. Ion channels are sophisticated structures built from transmem-
brane proteins. The study of ion channel membrane biophysics is a field
unto itself and a detailed discussion is beyond the scope of this chapter.
While the description above is a generalization of membrane behavior to
demonstrate how the neuron is capable of signaling by transiently altering
its membrane properties, the basic mechanism of action potential generation
is shared by most neurons.

4.2.2 Electrical activation of voltage-gated ion channels

Electrical energy applied to the neuron has the ability to elicit a graded
potential and action potential from the neuron, thereby allowing electrical
stimulation to replace lost function in the sensory or motor systems. Apply-
ing a negative current via an extracellular stimulating electrode has the effect
of depolarizing the membrane.9 The membrane depolarization from the
external, artificial stimulus initiates the natural processes of transient mem-
brane depolarization. A sufficient electrical stimulus can lead to action poten-
tial generation.

The stimulating electrode typically serves as the cathode because nega-
tive current leads to membrane depolarization. However, because a current
generator has a source and a sink, a return electrode is required to complete
the current loop through the tissue. Monopolar stimulation occurs when the
return electrode is large and relatively remote from the stimulating electrode.
Because the return electrode is large, the density of the current at this site is
small so neuron activation only occurs at a single site, the monopole. If the
return electrode is similar in size to the stimulating electrode, then the current
density at the return is similar to the stimulation, allowing for neuron acti-
vation to occur at both electrodes in the pair, although such activation is less
likely at the anode as anodic current is less effective at producing a response.
This configuration is referred to as a dipole and has the advantage of reducing
the spread of electrical current.

Mathematical models of electrical stimulation suggest that current den-
sity, not current, is the important parameter for calculating membrane
potential, but experimentally this principle does not always hold. Current
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density is directly proportional to the electric field created by a stimulating
electrode, and the electric field is frequently used as the input to models
of stimulation. It follows that a reduction in the electrode size should be
accompanied by a proportional reduction in stimulus current, but experi-
mentally this is not true over all ranges of electrode sizes. A study using
skin electrodes of varying diameter over several orders of magnitude found
that response threshold was independent of diameter below a certain diam-
eter but does become dependent on diameter as diameter increases.10 The
skin stimulation study hypothesized that current was conducted through
a number of discrete channels through the skin, and the effective current
density was dependent on the number of channels activated. Hence, the
effective current density could be different from the calculated current
density, the latter assuming uniform conduction through an isotropic
media. Mathematical models of neural activation with extracellular elec-
trodes use the stimulating current or current density as input, but these
models typically assume an ideal electrode geometry (point source or
sphere) in an isotropic conducting media.11,12 The more complex situation
of current flow between two electrodes in an anisotropic media will require
numerical techniques to corroborate experimental data.

Electrical activation of neurons can also be achieved through intracellu-
lar stimulation. The technique used to inject current inside the cell is the
patch clamp.13,14 Glass pipette electrodes are used to penetrate the cell mem-
brane. A high-impedance seal that forms between the membrane and pipette
prevents stimulus current from leaking out the hole formed by the pipette.
Small currents (nA) significantly affect membrane potential. Although this
is an extremely efficient means of stimulating the cell in terms of how much
energy is needed to produce an action potential, it would be difficult to
realize an implantable device with intracellular electrodes, so this approach
will not be considered further.

Electrical stimulus thresholds (i.e., the amount of electrical stimulus
required to produce an action potential) are sometimes defined in coulombs
(C), a basic unit of electrical charge (1 C equals the charge of 6 × 1018

electrons).15 The more familiar electrical current unit, amperes (A), is charge
per unit time, or C/sec. The amount of charge in a rectangular stimulus
pulse is simply the product of the stimulus strength in amperes and the
stimulus duration in seconds. For more complex pulse shapes, the stimulus
charge can be determined from the area under the pulse. Because a stimulus
pulse is typically less than 1 msec and stimulus current less than 1 mA,
microcoulombs (µC) or nanocoulombs (nC) are used to quantify the stimulus
charge threshold. One reason for using stimulus charge to define threshold,
as opposed to stimulus current, is that current will change dramatically with
the duration of the pulse, but stimulus charge, though not constant, will
change less. Therefore, using charge allows the stimulus threshold to be
stated as a single parameter. If current is used to define the threshold, the
pulse duration must also be included. The best practice may be to present
results with all of the pertinent parameters.
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The relationship between stimulus current threshold and stimulus
duration is often expressed graphically with a strength–duration curve.6

Stimulus threshold current is plotted vs. stimulus pulse duration over at
least one order of magnitude. Parametric models can be created from the
empirically determined strength–duration curves to characterize the
response of a cell to electrical stimulus over a range of pulse duration.
These curves can also be used to quantify the rheobase current and the
chronaxie of the cell. Rheobase is the minimum current required to stim-
ulate a cell, regardless of the duration of the stimulus pulse. Chronaxie is
the duration of the stimulus pulse required when twice the rheobase cur-
rent is used. A shorter chronaxie implies that the cell will respond with
less stimulus charge at that current level; that is, the cell is more sensitive.
Figure 4.1 shows a simulated strength–duration curve. As stimulus pulse
duration increases, threshold current decreases but threshold charge
increases. Also, note the region of near-linear stimulus charge with shorter
pulses. This demonstrates the value of threshold charge as a parameter to
define the properties of the cell. For stimulus pulse durations from 0.05 to
0.5 msec, the threshold charge changes only 10% even though the pulse
duration changes one order of magnitude. Shorter pulses are preferred, as
they require less total energy.

A second method of investigating electrical response is the ampli-
tude–intensity function. This plots the stimulus strength at a fixed-pulse
duration vs. the amplitude of the electrically elicited response.16 The response
in this case is an evoked potential or summed response of many neurons.
This typically yields an increasing line that will saturate at some stimulus
level (Figure 4.2). One advantage of the input–output function is that it
allows a predication of true threshold by extrapolation of the input–output
function to the intersection of the x-axis. The strength–duration curve thresh-
old is affected by noise and sometimes determined subjectively.

Figure 4.1 Simulated strength–duration curve. The rheobase current is the minimum
current required to stimulate the neuron regardless of pulse duration. Chronaxie is
the pulse duration corresponding to twice the rheobase current. At shorter pulse
duration, the curve is nearly linear.
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Evoked potentials are produced by averaging many responses to the
same stimulus. Averaging N trials will improve the signal-to-noise ratio
by  (100 averages will increase the signal-to-noise ratio by 10).17 This
noise reduction strategy cannot be applied to studies of single units (action
potentials from a single cell) because the action potential is so short (<1
msec) and, due to the stochastic nature of action potential firing, can be
offset by 1 msec between trials. An offset of 1 msec will result in dimin-
ishing by half the signal if two trials are averaged. To overcome this, single
units are treated as discrete events occurring at a specific time. Over many
trials, it is possible to accumulate spike event times after an electrical
stimulus (or any stimulus). These spike times are then grouped into time
windows called bins; for example, a 1-sec recording can be divided into
100 10-msec bins. The results of this sorting are displayed in a post-
stimulus time histogram (PSTH). This is a straightforward procedure if
only one cell is responding with the same action potential each time and
the action potential signal is well above the noise, allowing a simple
threshold rule for event detection. The PSTH allows us to demonstrate
that the single unit firing is correlated to the stimulus if a particular bin
rises above the spontaneous firing rate. However, in most instances the
analysis becomes more difficult. The action potential may not be signifi-
cantly above the noise, or multiple action potentials from multiple cells
may be recorded simultaneously. Signal processing strategies have been
developed to attack these problems, but a thorough review is beyond the
scope of this chapter.

Strength–duration curves, amplitude–intensity functions, and PSTH are
time-honored methods of biopotential analysis. These have been and will
continue to be the first and best measures of the response of neural tissues
to electrical stimulation. They are easily interpreted and can be acquired
with relatively simple, inexpensive equipment; however, biopotential anal-
ysis is not without its limitations, particularly when used to assess electrically
elicited neural response. First and foremost is the problem of the electrical
stimulus artifact.

Figure 4.2 Simulated input–output function. The response amplitude saturates as the
stimulus increases. It is possible to estimate the true threshold by extrapolation of
the function to the x-axis intercept.

N
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The electric field created in the tissue by the electrical stimulus can
saturate amplifiers and mask an electrical response. This is especially prob-
lematic when the recording electrodes are positioned close to the stimulus
electrodes. Potential solutions for artifact reduction have been discussed by
Parsa et al.18 Simple methods to reduce the artifact include changing the
bandpass of the amplifier to allow for a quicker recovery, using a sample
and hold amplifier to prevent saturation, and using differential recording
with the reference electrode on an equipotential line with the recording
electrode. Methods for avoiding artifact include recording “downstream” or
at the proximal neural areas. An example would be recording in the inferior
colliculus and stimulating in the auditory nerve. A delay of several millisec-
onds between stimulus and response would allow the artifact to subside
before the response is present.

A second shortcoming of biopotential recording is the limited amount
of tissue that is observed. The response is only recorded at a single point,
or multiple points if several electrodes are used. This requires that the record-
ing electrode be positioned such that it will record the response from the
cell being activated by the stimulating electrode. The presence of interneu-
rons can confound results.

To augment data from biopotential recording, neural responses can be
recorded with a variety of optical and imaging methods. Voltage-sensitive
fluorescent dyes reflect the actual membrane potential, while optical intrin-
sic signaling relies on changes in optical properties of tissue related to
increased metabolic activity. Voltage-sensitive dyes (VSDs) are frequently
used in brain slice recording.19 This preparation lends itself to voltage-
sensitive dyes, as the dissected tissue can easily be processed to load the
dye in the cells. Further, the thickness of the tissue, which will affect the
dye penetration, is controllable. It is more difficult to use dyes to penetrate
intact tissue, such as an isolated retina, which may have some barriers to
diffusion (note that a retinal slice is different from an isolated retina). It
has been demonstrated that VSDs reflect the activity in the dendritic
postsynatpic area of the neuron; that is, VSDs are markers of subthreshold
activity. It is possible to combine VSD imaging with electrical recording to
map both subthreshold and action potential activity.20

Optical intrinsic signaling has been used to study tissue activity for some
time. In general, optical imaging does not require the use of fluorescent dyes
or other extrinsic markers. The basic premise is that neuronal activity causes
a transient increase in cell volume or blood flow that results in a change in
light scatter or absorption. Optical imaging can be used to study activity on
the surface of the brain or in a dissected section of brain tissue, such as the
retina. Optical imaging has also been used to study electrically evoked
changes in activity in isolated brain tissue slices. Kohn et al.21 used three
trains of electrical pulses of frequencies 10, 2, and 1 Hz. They found that it
was possible to observe an increase in the transmitted light resulting from
stimulation. The increase in transmitted light is most likely due to transient
cellular swelling. The electrical activity of the stimulated neurons causes Na+
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and Cl– to be drawn into the cell. The increase in cellular volume is due to
water drawn into the cell to equilibrate the osmotic pressure across the cell
membrane. As the cellular volume increases, the concentration of scattering
particles within the cell decreases, causing the light scatter of the cell to
decrease. The reduced light scatter allows more light to be transmitted by
the brain tissue slice. If the imaging system was measuring reflected light
instead of transmitted light, the image intensity would likely decrease, as
the reflected light is directly related to the light scatter.

Optical imaging of tissue requires the use of sensitive equipment to
obtain the image. The changes in optical properties are small and require
expensive imaging chips to detect these changes above the noise of the
camera. It must be possible to visualize the tissue that is being analyzed. If
cortical tissue is being analyzed, then the skull must be removed over the
area of interest.

Functional magnetic resonance imaging (fMRI) is used to detect
increased brain activity in response to specific stimuli. It has the advantage
of being truly noninvasive. No direct electrical interface is required nor is
direct visualization of the neural tissue necessary. Preliminary experiments
indicate that the electrical stimulus will result in a stimulus artifact that
obscures any measurable response. To counter this, it is possible to record
the scan after the electrical stimulus has ceased. Even without this limitation,
fMRI would be limited to spatial information. Also, the spatial resolution is
low, typically 1 mm or greater. Finally, fMRI is difficult to perform, requiring
expensive equipment. This type of data may supplement electrical responses,
but probably would be of limited value alone.

The biochemistry of the neuron is altered by continuous increased activity,
and these changes can be detected with histological markers. These methods
require that the experimental animal be sacrificed a short time after the stim-
ulus and the tissue processed appropriately. One such marker is the protein
Cfos, which is transiently expressed 1 to 4 hours after neural excitation.22 This
protein can be marked with antibodies and has been used to investigate
electrical stimulation of the cochlea and light responses in the retina.23–25 In
general, it can be used to indicate the extent of excitation for a given stimulus.
For example, in the Saito study,24 the cochlea was electrically activated in an
area known to respond to sound waves in a particular frequency range. His-
tological evaluation of the dorsal cochlear nucleus and inferior colliculus
showed increased Cfos expresssion in a narrow band, indicating that only that
frequency band of the auditory system was activated. However, Cfos cannot
distinguish between primary and secondary excitation, so unless the neural
structure is anatomically well defined, such as the tonotopic lamina of the
inferior colliculus or the ocular dominance columns of the striate cortex, then
Cfos marking will be diffuse. Also, only one experimental condition can be
tested because the animal must be sacrificed shortly after testing to process
the tissue. Finally, the antibody is species dependent, so while the method
may work well in one animal, it may not work in another if the Cfos antibody
in the second animal is not well characterized.
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4.3 Achieving desired response with stimulus 
waveform manipulation

4.3.1 Electrode shape and position dependence

The shape and position of the stimulating electrode affect the electrical
response of neural tissue because the electric field created by the stimulating
current is affected by these same electrode parameters. The effects of shape
are most pronounced when the electrode is in close proximity to the neurons.
Planar electrodes have a nonuniform current density that is significantly
higher at the edges than in the center of the electrode.26 The current density
at a circular electrode within a nonconducting surface has an analytical
solution that predicts that the current density at the edge of the electrode
will be infinite. In practice, such effects are seen as skin burns at the perimeter
of circular defribrillators. This may affect the response by selectively stimu-
lating neurons in these areas of higher current density where the desired
outcome would be to equally stimulate all neurons near the electrode. The
nonuniform electric field of the planar electrode can be moderated by recess-
ing the electrode surface in the nonconducting substrate or by changing the
shape of the electrode itself to a half sphere.27

The position of the electrode will affect how well a response can be
targeted to a small area of tissue. Due to current spread, an electrode far
from the desired area will stimulate a larger area then a closer electrode.
However, the current density is decreased with current spread, so more
current is required to stimulate when the electrode is positioned farther away
from the target neurons. In spite of these facts, optimal electrode position
must balance anatomical considerations against proximity to neurons to
arrive at the best solution. In the case of positioning a stimulating electrode
on the retina, an electrode on the surface of the retina is less disruptive to
the anatomy than an electrode that would penetrate into the retina. The
electrical properties of electrodes implanted in the cortex are known to be
significantly affected by the foreign-body reaction that surrounds the elec-
trode. The reactive tissue has an insulating effect that degrades the electrical
contact between the tissue and the electrode.

4.4 Stimulus pulse dependence

4.4.1 Charge balancing and cell damage

The electrode position and shape are analogous to computer hardware;
that is, they are physically defined parameters that are impossible to
change once set in place. What can be changed is the software, or, in the
case of an electrical stimulating device, the stimulus pulse. It is possible
to target specific neural structures by varying the stimulus pulse param-
eters. However, some general rules must be followed when electrically
stimulating neural tissue with metal electrodes. First is the concept of
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charge balanced stimulation, first reported by Lilly in 1961.28 For a single
stimulation waveform, the total net charge must be zero. This can be
accomplished either by supplying equal cathodic and anodic current from
the stimulator or by a blocking capacitor that will slowly discharge after
a monopolar stimulus pulse. If charge balance is not obtained, then, over
time, the net charge accumulation on the electrode may increase the elec-
trode potential to the point where harmful quantities of gaseous oxygen
or hydrogen are produced (bubbling). In practice, stimulators are designed
to have blocking capacitors. The size of the capacitor must be chosen
carefully, as a capacitor that is too small will severely limit the duration
of the pulse that can be used.

A charge-balanced waveform is not necessarily a safe waveform. Within
the course of a stimulus pulse that is overall charge balanced, it is possible
to momentarily exceed empirically established safety limits for electrode
potential, charge density, or total charge. Two safety limits should be con-
sidered: neural damage limits and electrochemical limits. Neural damage
limits are dependent on the ability of biological tissue to withstand the
electric current without degrading. Electrochemical limits are based on the
ability of the electrode to store or dissipate electrical charge without exceed-
ing the water window, which is the potential window outside of which sig-
nificant bubble formation is evident at the interface.

Neural damage limits have been studied extensively by Pudenz, Agnew,
and McCreery at the Huntington Medical Research Institute for long-term
stimulation in the peripheral and central nervous systems. Three important
findings from this extensive work include the relationship between total
charge and charge density, the comparison between capacitive electrodes
and Faradaic electrodes, and the transient decreased neural excitability in
response to electrical stimulation.

With respect to the amount of electrical charge that can be applied before
tissue damage is evident, there is a dependency between the charge per
phase and the charge density. The charge per phase is the total charge
regardless of the electrode size.29 Charge density is obviously dependent on
the size of the electrode for a given amount of charge. When smaller electrode
areas are used, the amount of charge that can be used before neural damage
occurs corresponds to a charge density of 1 mC/cm2. However, with larger
electrodes, the neural damage threshold on charge limits the charge density
to 0.1 mC/cm2. It is hypothesized that some minimum amount of charge is
required to result in damage to neural tissue. An analogy can be drawn to
the rheobase current, the minimum amount of current required to activate
a neuron. If a very small amount of charge is used, the charge density can
be larger. This effect favors the use of smaller electrodes, because they can
support a higher charge density with a smaller amount of charge.

The mechanism of neural damage is based on the type of electrode used.
Briefly, faradaic electrodes use both capacitive coupling and reduction oxi-
dation reactions to electrically stimulate tissue, while capacitive electrodes
use only capacitive current. A direct comparison of faradaic vs. capacitor
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electrodes revealed that neural damage was evident with similar stimulus
conditions for both electrodes. This suggests that the damage resulted from
the passage of current through tissue, not from harmful bioproducts pro-
duced by chemical reactions at the electrode.30

The last result of the Huntington group that will be discussed is that of
stimulus-induced decreased neural excitability.31 It was shown that, when
stimulating the cochlear nucleus continuously, the response threshold
(recorded at the inferior colliculus) was increased with continuous pulsing.
More current was required to elicit an equivalent response after several hours
of continuous pulsing. This decreased excitability could not be explained
histologically. Also, the effect was transient; that is, with a night of rest the
original threshold was regained. This effect was only evident with continu-
ous pulsing at a relatively high rate (more than 200 pulses/sec).

Electrochemical charge limits, the amount of charge that can be delivered
by the electrode prior to the formation of gas bubbles, are also empirically
determined by measuring the current vs. potential characteristics of the
electrode and by direct observation of the electrode surface during stimula-
tion. This area has been studied extensively at EIC Labs in Newton, MA, by
Brummer et al.,32–34 who have investigated a variety of materials for electrical
stimulation. The material most commonly used for electrical stimulation is
platinum, which can safely supply 0.1 to 0.4 mC/cm2 of charge depending
on the pulse characteristics. Alternative materials that have higher limits
such as iridium oxide (1 to 3 mC/cm2) and titanium nitride (0.6 to 0.9
mC/cm2) have been studied extensively in simulated and real conditions
but have not been widely used in commercial devices.

4.4.2 Selective stimulation of cells

Within the limits outlined above, it is possible to use electrical stimulation
to effectively activate nerve cells, as demonstrated by cochlear implants
and deep brain stimulators. Short pulses of electrical current are used to
activate neurons and replace some functionality previously lost to disease.
The shape of the current pulse can be manipulated to target specific cells
that are not necessarily the cells closest to the electrode. This is because
different types of cells have different response characteristics to electrical
stimuli. In the retina, this can be readily demonstrated because different
cell types are grouped in well-organized layers. Greenberg35,36 demon-
strated that using longer pulses allows bipolar cells to be selectively acti-
vated over ganglion cells in the frog retina. This was determined by com-
paring the strength duration curves from retinal stimulation under a
variety of experimental conditions. The three experimental conditions
tested were normal retina, light-saturated retina (photoreceptors hyperpo-
larized), and retina with cadmium added (cadmium blocks synaptic trans-
mission). In each case, a distinct strength–duration curve was obtained by
recording retinal ganglion cell responses (Figure 4.3). While all cells were
depolarized to some degree by electrical stimulation, the cell that initiated
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the response was the cell for which depolarization resulted in action poten-
tial generation in the ganglion cells. 

In a normal retina, the retinal ganglion cell response could be generated
either by direct electrical stimulation of the ganglion cells or by electrical
stimulation of photoreceptor or bipolar cells and subsequent activation of
retinal ganglion cells through synaptic transmission. The presence of cad-
mium strongly inhibits synaptic transmission, thus precluding a response
initiated by any cell except a retinal ganglion cell. The strength–duration
curve generated with cadmium suggests that ganglion cells are more respon-
sive at short pulse widths but quickly reach rheobase current. Light satura-
tion of the retina hyperpolarizes the photoreceptor, making the bipolar cell
more likely to respond than the photoreceptor. However, because the
strength–duration curve for the light-bleached retina is different than that
for the cadmium condition, the cell that initiates the response is likely to be
different. This argues that, in the absence of photoreceptor response, the
bipolar cells will initiate a response according to the strength–duration curve
shown. Comparing the cadmium strength–duration curve to the light-
bleached strength–duration curve, we conclude that ganglion cells respond
better to short-duration pulses and bipolar cells respond better to longer
duration pulses. Put another way, bipolar cells have a lower rheobase, but
ganglion cells have a shorter chronaxie.

Other studies have examined the response of different cells to electrical
stimulation. Weiland et al.37 showed that, in a human model of photoreceptor
degeneration, electrical stimuation of a normal retina resulted in a different

Figure 4.3 Strength–duration curves obtained from electrical stimulation of the retina
under various conditions. The retina was stimulated by an electrode on the ganglion
cell surface, and action potentials were recorded from retinal ganglion cells in re-
sponse to stimulation. The dark condition represents the state in which the retina is
easiest to excite with electrical stimulation. The light condition results in hyperpo-
larization of the photoreceptors thereby decreasing the excitability of that part of the
retina. The addition of cadmium blocks synaptic transmission, limiting the response
site to the ganglion cells.
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psychophysical perception than electrical stimulation of a laser-damaged
retina. McIntyre and Grill12 have modeled the responses of spinal neurons
that suggest a preference for soma stimulation with a cathodic first pulse
and a preference for axonal stimulation with an anodic first pulse. Combined,
these results suggest that, while proximity to the stimulating electrode is a
major factor in determining which cell is stimulated, it is not the only factor
and it is possible to selectively activate types of neurons through manipu-
lation of the stimulus pulse.

It is also possible to control the site of the electrical stimulus by using
multipolar stimulation — that is, by using other electrode sites as the current
sink or current return, as opposed to a large distant electrode. Field theory
shows that a dipole electric field is more concentrated than a monopole field.
However, in practice, bipolar stimulation has not been shown in cochlear
implants to improve the quality of the auditory sensation. In fact, some
reports suggest that patients prefer monopolar stimulation.38 Cuff electrodes,
devices that encircle a nerve fiber bundle with multiple electrodes around
the bundle, use current steering to target areas in the bundle. This is done
by passing electrical current between electrodes at specific points around the
nerve, thereby activating nerve fibers between the two electrodes. More
sophisticated routines are possible that involve three to four electrodes to
improve selectivity.

4.5 Practical examples and applications

In practice, commercial electrical stimulation systems implement some of
the experimental and theoretical findings discussed above. Cochlear
implants use charge-balanced, biphasic stimulation pulses to activate the
auditory nerve. One important result from cochlear implant research was
the effectiveness of pulses of short time duration. Early cochlear implants
produced an electrical sinusoid at the same frequency as the sound wave it
was trying to replicate. If a sound wave at 200 Hz was present, then the
cochlear implant stimulated with a 200-Hz sine wave. It was shown, how-
ever, that short stimulus pulses of 0.1 msec presented at 200 pulses/sec were
just as effective, in most cases, in replicating the sensation of a 200-Hz
sound.39–41 The advantage of using a 0.1-msec pulse vs. a 200-Hz (or 50-msec)
sinusoid is the savings in electrical charge used. Because it was also noted
that in some cases the sinusoid was more effective, some cochlear implants
have the ability to stimulate with both pulse and sinusoid stimuli.

Another example of successful clinical application of neural stimula-
tion is the deep brain stimulator (DBS). This device is currently being
evaluated for the treatment of Parkinsonian tremor.42 Seizures in the tha-
lamic region of the brain are believed to cause some types of tremor that
can render the afflicted individual unable to control movements. By elec-
trically stimulating the thalamus, it is hypothesized that the seizures are
moderated or depressed, allowing other areas of the brain to function
properly to allow voluntary motor control. While the exact mechanism of
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DBS is not clear, the results can be dramatic. In a matter of minutes,
Parkinson’s patient can go from being unable to stand due to tremor to
being able to easily walk across a room.

Both the cochlear implant and deep brain stimulator demonstrate what
should be a guiding principle for neural prosthetic devices. The purpose
of the device is not to closely replicate the tissue it is replacing; rather, the
purpose of the device is to replicate the lost function, regardless of how
this is accomplished. We do not know how to build a cochlea, a thalamus,
or a retina, but we do have some knowledge of how to electrically activate
nerves. Using the established boundaries of safe stimulation, it is possible
to achieve dramatic results in patients who otherwise would have no hope
of a treatment.
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5.1 Introduction

Electrical activation of the nervous system is a method to restore function
to persons with neurological disorders due to disease or injury and a tech-
nique to study the form and function of the nervous system. Application of
electrical stimulation, in the form of neural prostheses, is used to restore
both motor and sensory functions. Although restoration of motor function
has primarily been accomplished by activation of peripheral motor nerve
fibers (i.e., last-order neurons), to restore complex motor functions it may be
advantageous to access the nervous system at a higher level and use the
intact neural circuitry to control the individual elements of the motor sys-
tem,22 which may be accomplished by intraspinal microstimulation.17 Simi-
larly, restoration of the sense of vision may be accomplished by intracortical
stimulation in the visual cortex,3,55 and restoration of the sense of hearing by
stimulation of the ventral cochlear nucleus.30

In applications of central nervous system (CNS) stimulation, electrodes
are positioned in geometrically and electrically complex volume conductors
(the brain and spinal cord) containing cell bodies, dendrites, and axons in
close proximity. When a stimulus is applied within the CNS, cells and fibers
over an unknown volume of tissue are activated, resulting in direct excitation
as well as trans-synaptic excitation/inhibition from stimulation of presyn-
aptic axons and cell bodies. Fundamental knowledge of the interactions
between the applied currents and the neurons of the CNS has been limited,
and this void will impair the development of safe and effective future
devices. In this chapter we review the issues that arise during stimulation
of the CNS and use quantitative computational modeling to establish a
foundation upon which to build future applications of electrical stimulation
in the brain. We will focus on two fundamental questions that arise during
CNS stimulation:

1. What elements are stimulated by extracellular electrodes in the CNS?
2. What methods will enable selective stimulation of different neuronal

elements in the CNS?

5.1.1 What elements are stimulated in the CNS?

The question of what elements are stimulated by extracellular electrodes in
the CNS was addressed in the seminal review of Ranck,45 and we revisit and
expand upon the findings set forth in that review. The neuronal elements of
interest (Figure 5.1) include local cells around the electrode, including those
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projecting locally around the electrode as well as those projecting away from
the region of stimulation, axons passing by the electrode, and presynaptic
terminals projecting onto neurons in the region of the electrode. Effects of
stimulation can be mediated by activation of any or all of these elements
and include direct effects of stimulation of postsynaptic elements, as well as
indirect effects mediated by electrical stimulation of presynaptic terminals
that mediate the effects of stimulation via synaptic transmission.

Previous experimental evidence demonstrates that different neuronal
elements have similar thresholds for extracellular stimulation and illus-
trates the need for the design of methods that would enable selective
stimulation. In vitromeasurements in cortical brain slices indicate that cells
and fibers have similar thresholds for activation.36,37 Similarly, in vivo mea-
surements using microstimulation indicate that fibers and cells have similar
thresholds for cathodic rectangular stimuli.23,45,51 Recent computational
studies of the excitation of CNS neurons indicate that, with conventional
rectangular stimuli, axons of passage and local cells respond at similar
thresholds.32,33 Also, the thresholds for generating direct and synaptic exci-
tation of neurons in the spinal cord,23 red nucleus,4 and cortex26 were quite
similar. Extracellular activation of type-identified spinal motoneurons indi-

Figure 5.1 During electrical stimulation of the central nervous system, electrodes are
positioned within heterogeneous populations of neuronal elements. Neuronal ele-
ments that can be activated by stimulation include local cells around the electrode
projecting away from the region of stimulation (A), local cells around the electrode
projecting locally (B), axons passing by the electrode (C), and presynpatic terminals
projecting onto neurons in the region of the electrode (D).
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cated that the current amplitude necessary to induce repetitive firing with
a monopolar electrode was not significantly different for type-S and type-
F motoneurons,58 and modeling results demonstrated a very small differ-
ence between the extracellular thresholds of different sized neurons.33 Thus,
with conventional stimulation techniques, the thresholds for activation of
different neuronal elements are quite similar, and it is difficult to isolate
stimulation of particular neurons.

5.1.2 Selective stimulation of CNS elements

A neural prosthesis using microstimulation of the CNS will require selec-
tive and controlled activation of specific neural populations. The “com-
plexity of the spinal circuitry implies that if a supraspinal trigger could
generate movement it would need to be a highly focused drive onto a
select populations of interneurons.”7 Similarly, interpretation of physio-
logical investigations employing microstimulation requires knowledge of
the effects of stimulation on different neuronal elements. Application of
extracellular currents may activate or inactivate (block) neurons and or
axons dependent on their morphology, distance from the electrode, ori-
entation with respect to the electrode, and discharge rate, as well as the
stimulus parameters.45 Effects on cells may differ from the effects on fibers
of passage, and fiber activation will result in both antidromic and ortho-
dromic propagation. While the technology for fabrication of high-density
arrays of microelectrodes for insertion in the CNS has advanced greatly,2,9

our knowledge of neuronal activation patterns has not. Advancing our
understanding of neuronal excitation and determining what is required
to target excitation we will provide useful design parameters for micro-
electrode arrays.

5.1.3 Computational modeling as a tool for understanding 
and design

Computational modeling provides a powerful tool to study extracellular
excitation of CNS neurons. The volume of tissue stimulated, both for fibers
and cells, and how this volume changes with electrode geometry, stimulus
parameters, and the geometry of the neuronal elements are quite challenging
to determine experimentally. Using a computer model enables examination
of these parameters under controlled conditions. Neural modeling provides
a powerful tool to address the effects of stimulation on all the different neural
elements around the electrode simultaneously. Further, well-designed mod-
eling studies enable generation of experimentally testable hypotheses
regarding the effects of stimulation conditions on the pattern and selectivity
of neuronal stimulation within the CNS. However, the strengths of modeling
are tempered by the necessary simplifications made in any reasonable model.
In turn, modeling should be coupled as closely as possible to experimental
work enabling a synergistic analysis of results.
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The utility of such an approach has been demonstrated by previous field-
neuron models of cochlear stimulation which were able to replicate experi-
mental activation patterns and document the effects of changes in electrode
geometry and stimulus parameters.14–16 Similarly, integrated field-neuron
models of epidural spinal cord stimulation have been used to explain clinical
patterns of paresthesias10,11,57,59 and to design novel electrode geometries for
selective stimulation of targeted neural elements.25,60 These examples dem-
onstrate the utility of computer-based modeling in understanding and con-
trolling neural elements activated by electrical stimulation.

5.2 Quantitative models of CNS neurons

5.2.1 Physical basis of models: from cells to circuits

Neural cells in the CNS are highly varied in their form and function but all
share the properties of excitability and polarization. Excitability is based on
selective ion channels and polarization is based on the concentration differ-
ences of ions, generated by ionic pumps, across the cell membrane. Accord-
ing to Robertson’s proposition,52 all membranes or major portions of mem-
branes have a common basic structure. This structure includes a lipid bilayer
covered by non-lipid monolayers on both sides. Within the lipid bilayer
reside proteins, and transmembrane proteins form the pores that enable ionic
current across the membrane. The electrical properties of the membrane are
similar to those of a parallel RC circuit, the so-called passive membrane, where
the capacitor represents the lipid bilayer and the resistor represents the
transmembrane ion channels.

The excitability of neurons comes from the ion channels. Ion channels
contribute to changing the conductance across the membrane by passing
specific ions. The conductance of some ion channels is dependent on the
voltage across the membrane and thus can be considered as nonlinear resis-
tors.24 The nonlinear properties of ion channels, such as the sodium channel,
can produce regenerative coupling to the transmembrane potential by the
greatly increased conductance to sodium ions. This nonlinear property in
conductance of specific ions is referred to as active membrane.

The passive and active properties are the basic components of the mem-
brane throughout the neuron including the cell body, dendrites, and axon.
The dendrite and axon are long cylindrical tubes filled with cytoplasm,
which has a higher electrical conductivity than the extracellular fluid. Also,
for axons and dendrites the electric current flowing through the membrane
is much less than the current flowing parallel to the cylinder axis because
the resistance of the membrane is much higher than the cytoplasmic resis-
tance. Therefore, the nerve cell with passive membrane properties (i.e., not
considering nonlinear ion channels) can be considered a good conductor
insulated by a membrane that has high resistivity and a certain capacity.
This analog bridges the investigation of electrophysiological properties of
neurons to cable theory (Figure 5.2).
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5.2.2 Geometric properties of a range of CNS neurons

The types of neurons in the CNS are exceedingly diverse and are classified
into three large groups by shape as unipolar, bipolar, and multipolar neurons.
Each group has common features of dendrite and axon structure with respect
to the cell body. The morphology of neurons has an impact on their response
to extracellular stimulation because the entire neuron is exposed to the
electric field. Therefore, the response of the cell is modulated by influences
from every branch exposed to the electric field. Table 5.1 shows examples of
mammalian CNS neurons to indicate the range of cell structure and size.

5.2.3 Cable models of CNS neurons

Cable theory was first presented in 1855 by William Thomson, who provided
the mathematical derivation and applications for submarine telegraphic
cables. This theory included both steady-state and transient solutions for par-
ticular boundary conditions and initial conditions.27,41 The solution was for a
single spatial dimension that facilitated the theoretical treatment of transient
as well as steady-state solutions. The theory was applied for nerve electronus
by Matteucci in 1863 and further developed by Hermann in the 1870s.

5.2.4 Cable equation: continuous form

The continuous form of the cable equation is derived from a compartment
model that consists of a series of compartments, each with a resistance and
a capacitance.41 Each compartment represents a segment of cable with the
length of ∆x, and all properties such as resistance and capacitance in the
segment are lumped into one element for each (Figure 5.3). The cable equa-
tion is derived by application of Kirchoff’s current law (KCL) — conservation
of currents — which states that the difference in the currents (between ii1
and ii2) in the axial direction is the current flowing through the membrane
(Figure 5.4). Mathematically this is expressed as:

ii1 – ii2 = –∆ii = im∆x

The membrane current (im∆x) is the sum of two components: the resistive
current Vm(∆x/rm) and the capacitive current cm∆x((∂Vm)/(∂t)). Therefore, the
membrane current is given by:

Figure 5.2 Typical neuron and cable model. The passive electrical properties of the
dendrites, soma, and axon are similar to the core cable with insulation.
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Table 5.1 Range of Geometrical Properties of CNS Neurons

Region Neuron Ref.
Mean Soma
Diameter (µm)

Number
of Dendrite  

Stems on Soma

Dendritic
Terminal

Length  (µm)

Cerebellum Purkinje cell Roth and Hauser54 50 ~ 80 2 ~ 10 50 ~ 200
Thalamus TCP neurons Ohara and Havton38 11 ~ 20 4 ~ 8 28 ~ 3000
Hippocampus Pyramidal cell Bannister and Larkman;5 Bilkey and 

Schwartzkroin6
15 ~ 30 2 ~ 8 300 ~ 1000

Retina Ganglion cell Sheasby and Fohlmeister56 20 ~ 30 3 ~ 7 50 ~ 1000
Spinal cord Motor neuron Rose et al.53 50 ± 10 10 ± 2 1,150 ± 304
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The equation is simplified by dividing ∆x on both sides and the result is:

The axial current, derived from Ohm’s law as that current flowing between
two consecutive nodes (Vi1 and Vi2 or Vi2 and Vi3), is defined by potential
difference divided by resistance and expressed as:

Figure 5.3 Compartment model of cable. Insulation (membrane) around core is
equivalent to resistance in parallel with capacitance.

Figure 5.4 Application of Kirchoff’s current law at a compartment of a cable model
to derive the cable equation. The membrane current includes capacitive and resistive
currents, and their sum is equal to the change in the axial current.
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By taking the limit ∆x→ 0, the axial current is expressed by partial derivative:

Going back to KCL, defining conservation of the current, the membrane
current with partial derivative form yields: 

Therefore, the membrane current is the partial derivative of the axial current
with respect to x. Again, the axial current is also a partial derivative of the axial
potential distribution by spatial variable x. Applying the axial current equation
in partial derivative form (–(∂ii/∂x)),the membrane current can be expressed as:

The transmembrane potential (Vm) is defined as Vi – Ve, so the intracel-
lular potential Vi can be replaced by Vm + Ve. Finally, the current im is
expressed as:

Combining with the earlier equation for transmembrane current as the
sum of the resistive and capacitive current yields:

The general single-dimension cable equation is a partial differential
equation expressed as:
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where V is the transmembrane voltage as a function of x (spatial variable)
and t (time), and λ =   and τ = rmcm are the space and time constants
defined by the electrical properties of the neuron. The F represents a forcing
function or input caused by synaptic conductance change, applied electric
fields, and/or active membrane properties. This nonhomogeneous partial
differential equation can be transformed to a homogeneous equation (F = 0)
with additional initial conditions by the principle of superposition. Further
simplification can be made for steady-state conditions by (∂V/∂t) = 0, which
will yield a homogeneous linear second-order ordinary differential equation
as λ2(∂2V/∂x2) – V = 0, the solution of which is a sum of two exponentials
(cable of infinite length) or hyperbolic functions (cable of finite length). The
solution for a finite cable is:

where B1 and B2 are defined by boundary condition at x = 0 and x = l (cable
length). The equivalent solution for the infinite cable is:

where A1 and A2 are determined by conditions at x = 0 and x = ±∞. Transient
solutions of the cable equation can be obtained by using separation of vari-
ables. For a finite-length cable with the boundary condition of sealed
ends,40,43,50 the solution can be expressed as an infinite series:

where l and τ are the length of cable and time constant of cable, respectively.

5.2.5 Cable equation: discrete form

The continuous form of the cable equation is limited to homogeneous struc-
tures with restrictive assumptions. The passive properties of the dendritic
tree and unmyelinated axons with constant diameter can be modeled using
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the continuous cable equation. However, a typical dendritic tree has various
diameters from stem to dendritic terminal, and myelinated axons have dif-
ferent membrane properties at the nodes of Ranvier and in the internodal
segments. The nonhomogenous cable properties can be modeled using a
discrete form of the cable equation that is a mathematical representation of
the compartmental circuit model of a neuron.

The general discrete cable equation is directly derived from the continuous
case. The partial derivative of the spatial variable is replaced by ∆, yielding:

This equation is only useful for compartmental models of homogeneous
cables, but small modifications of the equation give rise to great flexibility
for practical applications such as nonhomogeneous dendrites, cell bodies,
and myelinated axons. In the discrete compartmental cable model, the resis-
tance (axial and membrane) and capacitance are not required to be functions
of ∆x. Therefore, each variable — 1/(ri∆x), cm∆x, and ∆x/rm— can be replaced
by Ga(k∆x) (Ω∠1), Cm(k∆x) (F), and Rm(k∆x) (Ω). This yields the discrete cable
equation applicable to a cable with any geometry. The steady-state solution
of the discrete cable equation can be obtained from linear algebra; however,
the transient solution must be obtained numerically.

As an example of application of the discrete cable equation, a myelinated
axon is considered where the myelin has a very high resistivity (assumed to
be an insulator), thus simplifying the model to include only the nodes of
Ranvier and the axial resistance (Figure 5.5). Under this circumstance, the
cable equation in differential form will be discrete in space and continuous
in time. The membrane (nodal) current is defined similarly to the continuous
case with a resistive current (GmVm) and a capacitive current (Cm(dVm/dt)).
The total current flowing through the node of Ranvier is expressed as:

Figure 5.5 Compartmental model of a myelinated axon. The internodal segment is
modeled by an axial resistor, because of the highly resistive myelin sheath. The node
of Ranvier is lumped into a single compartment, which is a relatively small portion
compared to the internodal segment (1.5 µm in length vs. 1 mm in length).
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The axial current between successive nodes of Ranvier depends on the inter-
nodal conductance (Ga) and potential difference (Vi1 – Vi2 or Vi2 – Vi3) accord-
ing to Ohm’s law. Just as the membrane current was obtained from the
difference of axial currents in the continuous case, the nodal current equation
in the discrete model is:

where Vm = Vi – Ve. Combining this equation with the equation for the
components of the membrane current yields:

Rearranging terms and defining the second difference of the potential as:

yields the discrete cable equation for myelinated axon:

The final equation is similar to the general form of the cable equation
with a forcing term of Ga ⋅ ∆2Ve. For a step change in the extracellular potential
from steady state, as would occur by application of a rectangular current
pulse, the forcing term will determine initial polarization pattern of the axon,
because the Cm(dVm/dt) term will follow the sign of the forcing term.

5.2.6 Assumptions

The cable model and cable equation are good approximations to under-
stand the properties of neurons, but they must be used with the following
assumptions:

1. Any angular or radial dependence of V within the core or outside
the membrane is neglected. This assumption is reasonable for steady-
state solutions of small-diameter cables with high-conductivity cores
corresponding to high cytoplasm conductivities. Low conductivity
of the cable core will generate a voltage gradient within the cable in
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the radial direction and violate this assumption. Practically, the high
conductivity of the cytoplasm eliminates this effect. This assumption
is also invalid under extracellular stimulation with large diameter
cables such as used to represent the soma. The extracellular potentials
are dependent on the angular position on the soma,28,29 and the an-
gular dependence of V is a function of the electrode to cell distance
and of the electrode type. Therefore, it is valid only for relatively
small diameter cables such as dendrites and axons or cables far from
the stimulation electrode.

2. The core conductivity is uniform everywhere (homogeneous medi-
um). This assumption implies that the ratio between the resistivity
of cytoplasm and the cross sectional area is constant. For homoge-
neous cytoplasm, it implies constant diameter of the cable. Practically,
the diameters of dendrites and axons may change along their paths.
Thus, the morphology of neurons limits direct application of analyt-
ical solution of the continuous cable equation and requires discreti-
zation to account for geometric inhomogeneity.

5.2.7 Passive electrical properties of CNS neurons

In the nervous system, information is transported long distances by action
potentials. The action potential is generated by depolarization of the mem-
brane where active ion channels are present. The depolarization can be
generated by any input, including synaptic current or current generated by
an extracellular electric field. When the degree of polarization from a certain
input (voltage or current) is under threshold the neuron will not fire an action
potential and can be considered using the so-called passive electrical properties.
The passive electrical properties are described by the input impedance, the
time constant, and the resting potential. The input impedance of the neuron
is defined by the relationship between the current applied by an intracellular
electrode and the transmembrane voltage response. The input impedance
determines how much the transmembrane voltage of neuron will change in
response to a steady current:

As the passive membrane is modeled as a resistance in parallel with a
capacitance, the response of the membrane (voltage) takes time to reach
steady state. The change in transmembrane potential of the passive mem-
brane can be described by following equation:

where τ is the membrane time constant given by the product of input resis-
tance and input capacitance. The resting potential is determined by the ionic
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Table 5.2 Range of Passive Electrical Properties of CNS Neurons

Region Neuron Ref.
Input Resistance

(MΩ)
Time Constant 

(msec)
Resting Potential 

(mV)

Cerebellum Purkinje cell Raman and Bean;44 Roth
and Hausser54

59.3 ± 38.4 64.6 ± 17.2 –62 ± 3 
with 300 nM TTX

Thalamus Thalamocortical 
neuron

Turner et al.61 30 ~ 240 5 ~ 35 –60 ~ –73

Hippocampus Pyramidal cell Bilkey and 
Schwartzkroin6

23 ± 2 12.5 ± 0.97 –55.7 ± 1.28

Retina Ganglion cell Sheasby and 
Fohlmeister56

800 ~ 1600 47 ~ 85 –64 ~ –66

Spinal cord Motor neuron McDonagh et al.31 2.5 ~ 32 2.5 ~ 52 –60 ~ –83
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concentration difference across the membrane and the states of the ion chan-
nels at rest. The balance of ion fluxes gives rise to the resting potential, which
is quantified by the Goldman equation. It usually ranges from –60 to –70
mV. The resting potential is a reference point for measurements of changes
in transmembrane potential. The range of passive electrical properties of
example neurons presented in Table 5.2.

5.2.8 Intracellular vs. extracellular stimulation

Properties of neuronal excitation have been studied primarily by intra-
cellular electrical stimulation by injecting current through a glass pipette
electrode. The injected current will flow in the axoplasm and pass through
membrane, and the neuron can again be modeled using a discrete compart-
mental cable model (Figure 5.6). The transmembrane voltage at each com-
partment is determined by current flowing through the membrane and axo-
plasm, and an analytical solution provides the profile of transmembrane
voltage along the cable for different boundary conditions (Figure 5.7).

Figure 5.6 Electrically equivalent model to intracellular stimulation. Intracellular
stimulation of the nerve cell or fiber is modeled as a cable with a current or voltage
source connected to specific locations of the cable. The stimulation corresponds to
the forcing term (F) in the cable equation.

Figure 5.7 Analytical solution of the cable equation with three different boundary
conditions to determine the profile of transmembrane potential generated by intra-
cellular current injection.
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Application of current in the extracellular space (extracellular stimu-
lation) creates a specific pattern of electric field and thus electric potentials
along the cable (Figure 5.8). The extracellular potentials (Ve) along the cable
are determined by the geometry of the cable, the source geometry and
location, and the electrical properties of the extracellular space. As derived
in the cable equation,1,41,48 the second derivative of the extracellular poten-
tials along the cable (–(1/ri) (∂2Ve/∂x2)) will produce current across the
membrane and intracellular axial current and thus changes in transmem-
brane potential.

Mathematically this forcing term (activating function: (1/ri) (∂2Ve/∂x2) is
equivalent to current injection in each compartment in an equivalent model
with intracellular current injections.48,62 As we derived the continuous and
discrete cable equations using Kirchoff’s current law, the conservation of
current at each node must be satisfied. Under the condition that the second
derivative of Ve equals zero, the cable equation is homogeneous and consists
of three terms:

The first term represents the axial current difference, the second represents
the membrane resistive current, and the third represents the membrane
capacitive current with unit of A/cm.2 Therefore, the additional term, –(1/ri)
(∂2Ve/∂x2) arising from the extracellular potentials corresponds to a current
(A/cm2) source connected to each node, as shown in Figure 5.9. If a series
of equivalent currents are injected along the cable, the effect of extracellular
stimulation is equivalent to the effect of intracellular stimulation with a series
of distributed intracellular current sources. The equivalent current at each
node can be of anodic or cathodic polarity from a single extracellular elec-
trode, because the forcing term (Ga ⋅ ∆2Ve) is determined by axon geometry
and electrode type and location.62

The potentials generated by an extracellular electrode produce both
inward and outward transmembrane current in the cable, as shown in Figure
5.10. The direction of transmembrane current depends on the location along
the cable and creates regions of both depolarization and hyperpolarization

Figure 5.8 Electrically equivalent cable model under extracellular stimulation. The
extracellular electrode will determine the extracellular potentials (Ve) along the cable
which act as the sources to generate axial and transmembrane currents.
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along the cable, in contrast to the unidirectional polarization resulting from
intracellular stimulation (Figure 5.7).

5.2.9 Source driving polarization

Solution of the infinite cable equation provides the steady-state voltage
distribution along the cable expressed as an exponential function. The change
in voltage along the cable is determined by the space constant, which is a
function of the ratio between the membrane and cytoplasmic resistivities
(Figure 5.7). For realistic dendrites (finite cable with nonhomogeneous geo-

Figure 5.9 Equivalent model of extracellular stimulation with current injection in
each compartment. (A) The equivalent current for each compartment is derived from
the cable equation with the non-zero Ve using Kirchoff’s current law. (B) The extra-
cellular stimulation can be converted to an equivalent model with distributed intra-
cellular current sources.

Figure 5.10 Current flow induced by an extracellular current source and polarization
pattern (changes in transmembrane potential) along the cable. A cathodic extracel-
lular point-source electrode will depolarize the cable (light) near the electrode and
hyperpolarize both sides of the depolarized region (dark).
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metric structure), the voltage distribution depends on the cable geometry.
Figure 5.11 illustrates the voltage profile along a long dendritic tree (dark
line from cell body to the dendritic terminal) of a preganglionic parasympa-
thetic neuron with a realistic morphology reconstructed from cat spinal cord
by Morgan and Ohara.35 The dendrite diameter changes along the tree and
the transmembrane voltage depends on the cable diameter.

Under extracellular stimulation, the transmembrane voltage response
depends on the orientation and geometry of the neuron, because the extra-
cellular potential outside each compartment is determined by the type of
source and the distance from it. As seen from the cable equation, the source
driving polarization is the second derivative of the extracellular potential
along the cable and must be non-zero to create changes in membrane poten-
tial in the neuron.

As an example the extracellular potential and transmembrane potentials
of three myelinated axons under a point current (I) source were calculated
using the discrete cable equation (Figure 5.12). The extracellular potential is
inversely proportional to the electrode-to-cable distance (R) and is given by:

where σe is the conductivity of the extracellular space with unit of S/cm.
The transmembrane potential generated by the point source is triphasic,
which is approximately predicted by activating function (see Section 5.2.8).
Anodic extracellular stimulation produces maximum hyperpolarization on
the nearest point of the cable and two depolarization peaks next to it, while

Figure 5.11 Simulation result from the real geometry of dendrite. The voltage profile
along the real dendrite is determined by geometric information. This limits the
application of theoretical cable equation to realistic dendrites or axon where nonlinear
ion channels are located and activated by this voltage change.
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cathodic extracellular stimulation produces the opposite pattern of polariza-
tion. Action potential initiation occurs at the point of maximum depolariza-
tion and will thus differ under anodic and cathodic stimulation.

5.2.10 Modeling of synaptic inputs

Excitation of neurons can be initiated by an extracellular electric field as
described, but the behavior of the nerve cell is also modulated by synaptic
inputs from presynaptic terminals that are exposed to the extracellular elec-
tric field. Because of the large number of connections, input from presynaptic
terminals excited by extracellular stimulation can have strong postsynaptic
effects (see Section 5.3.2).

Most rapid signaling between nerve cells in the CNS involves iono-
tropic transmission that occurs through synaptic connections. When an
action potential arrives at a presynaptic terminal, depolarization results
in release of neurotransmitters into the synaptic cleft. The released neu-
rotransmitters diffuse to the postsynaptic cell membrane where they bind
to the receptors. Receptors are activated by specific neurotransmitters and
generate excitatory postsynaptic potential (EPSP) or inhibitory postsyn-
aptic potential (IPSP).

As with other ion channels, activation of postsynaptic receptors changes
channel conductance, which generates a postsynaptic current described by:

Figure 5.12 Transmembrane voltage of axons induced by extracellular current source
and extracellular voltage along the axon. (A) The magnitude of transmembrane
voltages (top traces) is proportional to axon diameter, because the larger diameter
axon has a larger internodal distance, which will increase activating function by
raising the second derivative ∆2Ve and conductance term Ga. (B) Extracellular voltage
along the cable is inverse proportional to the electrode to cable distance.

I f g V Esyn syn syn post syn= −( )
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where fsyn is fractional transmitter release,  is maximal postsynaptic con-
ductance, and Esyn is the reversal potential.

8,13Asimple form of fsyn is modeled
using an alpha function:42

This function has rapid rise to a peak at tp and slow decay with time constant
tp and is a good empirical estimate of the postsynaptic conductance change.
As synaptic inputs are modeled as current sources with nonlinear conduc-
tances, distribution of synaptic inputs on a modeled postsynaptic neuron
corresponds to adding a forcing term in each compartment. These “indirect”
synaptic forcing terms may alter the patterns of neural activation due to the
“direct” forcing terms arising from extracellular stimulation and cannot be
overlooked during CNS stimulation.

5.3 Properties of CNS stimulation

To make accurate inferences about anatomical structures or physiological
mechanisms involved in electrical stimulation, one must know which neural
elements the stimulus pulse activates. When stimulating within the CNS the
electrode is placed within a complex volume conductor where there are three
general classes of neurons that can be affected: local cells, axon terminals, and
fibers of passage (Figure 5.1). Local cells represent neurons that have their cell
body in close proximity to the electrode. Axon terminals represent neurons
that project to regions near the electrode and make synaptic connections with
local cells. Fibers of passage represent neurons where both the cell body and
axon terminals are far from the electrode, but the axonal process of the neuron
traces a path that comes in close proximity to the electrode. Each of these
classes of neurons can be activated by stimulation with extracellular sources.
However, activation of each different class can result in different physiologic
and/or behavioral outputs. Experimental measurements indicate that local
cells, axon terminals, and fibers of passage have similar thresholds for activa-
tion when stimulating with extracellular sources (see Section 5.1.1). Therefore,
it is often difficult to determine the clear effects of extracellular stimulation.

5.3.1 Direct activation

The seminal review of Ranck45 laid the groundwork for understanding the
effects of electrical stimulation within the CNS; however, because of limita-
tions in experimental techniques and the complex response of neurons to
extracellular stimulation, our understanding of electrical stimulation of the
CNS has advanced at a relatively slow pace. The use of multicompartment
cable models of CNS neurons coupled to extracellular electric fields has given
us the opportunity to address many important issues related to extracellular
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stimulation, including the site of action potential initiation and the effects of
changes in stimulus parameters on activation patterns.18,19,32–34,46,47 The anal-
ysis of modeling and experimental findings results in four general conclu-
sions regarding the effects of stimulation within the CNS (Figure 5.13):

1. When stimulating local cells with extracellular sources, action poten-
tial initiation (API) takes place in a node of Ranvier of the axon
relatively far away from the electrode (Figure 5.13A).

2. When stimulating axon terminals and fibers of passage with extra-
cellular sources, API takes place in a node of Ranvier relatively close
to the electrode (Figure 5.13A).

3. Anodic stimuli are more effective in activating local cells than ca-
thodic stimuli (Figure 5.13B).

4. Cathodic stimuli are more effective in activating fibers of passage
and axon terminals than anodic stimuli (Figure 5.13B).

Figure 5.13 Direct excitation of neurons with extracellular stimulation. (A) Action
potential initiation (API) and propagation for two different electrode locations (elec-
trode-to-neuron distance of 100 µm) and cathodic stimulus pulses with durations of
0.1 msec. The left and right columns correspond to the responses from electrodes
located over the axon or cell body, respectively. Each row shows the transmembrane
voltage as a function of time at the segment of the neuron shown to the left. The site
of API is noted by the circled i. (Modified from McIntyre and Grill.32) (B) Input–output
relations for populations of neurons stimulated by a monopolar electrode. Excitation
was studied using randomly distributed populations of 50 local cells and 50 fibers
of passage. Percentages of activated neurons (mean ± one standard deviation from
three different random distributions) are displayed as a function of stimulus ampli-
tude for a monophasic cathodic stimulus (pulse duration [pd] = 0.20 msec) and a
monophasic anodic stimulus (pd = 0.20 msec). (Modified from McIntyre and Grill.33)
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It should always be noted, however, that activation of any neuron with
extracellular electric fields is dependent on four main factors:

1. Electrode geometry and the electrical conductivity of the tissue me-
dium — The response of the neuron to stimulation is dependent on
the electric field generated by the electrode, which is dependent on
the size and shape of the electrode. In addition, the inhomogeneous
and anisotropic electrical properties of the CNS tissue medium affect
the shape of electric field.21 Therefore, both the type of electrode used
and the region of the CNS where it is inserted will affect the neural
response to stimulation.

2. Stimulation parameters — Changes in stimulation parameters can
affect the types of neurons activated by the stimulus and the volume
of tissue over which activation will occur. The four primary stim-
ulation parameters are the polarity, duration, and amplitude of the
stimulus pulse and the stimulus frequency. In general, alterations
in the stimulus pulse duration and amplitude will affect the volume
of tissue activated by the stimulus, and alterations in the stimulus
polarity and frequency will affect the types of neurons activated by
the stimulus.

3. Geometry of the neuron and its position with respect to the elec-
trode — In general, the closer the neuron is to the electrode the
lower the stimulation current necessary for activation. However,
complex neural geometries such as dendritic trees and branching
axons result in a large degree of variability in current–distance
relationships (threshold current as a function of electrode-to-neuron
distance) of the same types of neurons. Therefore, the orientation
of the neural structures with respect to the electrode is of similar
importance to the geometric distance between them, especially for
small electrode-to-neuron distances.

4. Ion channel distribution on the neuron — Axonal elements of a
neuron consist of a relatively high density of action-potential-pro-
ducing sodium channels compared to cell bodies and dendrites. As
a result, the axonal elements of a neuron are the most excitable and
regulate the neural output that results from application of extracel-
lular electric fields. However, while the cell body and dendrites may
not be directly responsible for action potential spiking that results
from the stimulus, they do contain several types of calcium and
potassium channels that can affect neuronal excitability on long time
scales when trains of stimuli are used.

5.3.2 Indirect effects

Previous experimental and modeling results have shown that the threshold
for indirect, or trans-synaptically evoked, excitation or inhibition of local
cells stimulated with extracellular sources is similar to (in some cases, depen-
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dent on electrode location less than) the threshold for direct excitation of
local cells (see Section 5.1.1). Indirect excitation or inhibition of local cells is
the result of stimulation-induced release of neurotransmitters that results
from the activation of axon terminals activated by the stimulus. Axon ter-
minals are activated at low stimulus amplitudes relative to local cells, espe-
cially when cathodic stimuli are used. Therefore, when considering the effect
of the stimulus on local cells near the electrode it is probable that a large
number of axon terminals are activated, resulting in high levels of synaptic
activity on the dendritic trees of local cells.

Stimulation-induced trans-synaptic activity can be predominantly exci-
tatory, predominantly inhibitory, or any relative mix of excitation and inhi-
bition, depending on the types and numbers of synaptic receptors activated.
Therefore, the interpretation of the effects the stimulation on the neuronal
output of local cells is made up of two components: (1) the direct effect of
the extracellular electric field on the local cell, and (2) the indirect effect of
the stimulation-induced trans-synaptic excitation and/or inhibition. As a
result, an action potential can be generated either by the stimulus pulse itself
or by indirect synaptic activation. However, activation of axon terminals by
extracellular stimuli is nonselective to excitatory or inhibitory neurotrans-
mitter release. 

In general, the indirect effects of extracellular stimulation of local cells
result in a biphasic response of a short period of depolarization followed by
a longer period of hyperpolarization. This biphasic response is the result of
the interplay between the time courses of the traditionally fast excitatory
synaptic action and the traditionally slow inhibitory synaptic action. The
role of indirect effects on the output of local cells can be enhanced with high-
frequency stimulation (Figure 5.14). If the interstimulus interval is shorter
than the time course of the synaptic conductance, the indirect effects will
summate. Because inhibitory synaptic action traditionally has a longer time
course than excitatory synaptic action, the effect of this summation is hyper-
polarization of the cell body and dendritic arbor of the local cell when high-
frequency stimulus trains are used. This hyperpolarization can limit the
neuronal output that results from direct effects from the stimulus and can
functionally block the ability of the neuron to integrate non-stimulation-
induced synaptic activity during the interstimulus interval. However,
because action potential initiation takes place in the axon of local cells in
response to the direct effects of the stimulation, local cells will still fire action
potentials in response to each stimulus pulse given that the stimulus ampli-
tude is strong enough (Figure 5.14C).

5.4 Selective stimulation

Microstimulation in the CNS can activate neurons with greater specificity than
is possible with larger electrodes on the surface of the spinal cord or brain.
The potential thus arises for electrical activation of intact neuronal circuitry,
and, in turn, generation of distributed and controlled physiological outputs
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for the study of the neural control of function or for application in neural
prostheses. However, in many regions of the CNS, local cells, axon terminals,
and fibers of passage are intermingled in close proximity to the electrode. In
general, only one class of neurons is the target population to achieve the
desired output from the stimulus. Yet, the stimulation used to activate the
target neurons (e.g., local cells) can also result in activation of the other classes
of neurons around the electrode (e.g., axon terminals, fibers of passage). There-
fore, techniques that can enable selective activation of target populations of
neurons with little to no activation of non-target populations can improve our
understanding of experimental results using electrical stimulation of the CNS
and provide important tools for application in neuroprosthetic devices.

Previous modeling and experimental work have shown that local cells have
lower thresholds for activation with anodic stimuli, while axonal elements
(axon terminals and/or fibers of passage) have lower thresholds with cathodic
stimuli (Figure 5.13B);32,33,45 however, chronic application of electrical stimula-
tion within the nervous system requires the use of biphasic stimuli because of

Figure 5.14 Neuronal output as a function of stimulus amplitude and frequency. Neu-
ronal output (percentage of stimuli in a 500-msec stimulus train that generate propa-
gating action potentials in the neuron models) was quantified for direct excitation of
a local cell (A) and a fiber of passage (B) from a train of charge-balanced, cathodic-
phase first symmetrical biphasic stimuli (100 µsec per phase). Both neurons had a
threshold for activation from a single pulse of 34 µA. (C) Influence of stimulation-
induced trans-synaptic inhibition on the neuronal output of the local cell. Each terminal
of the presynaptic input was activated by a stimulus, and in turn synaptic conductances
representative of GABAergic inhibition were applied to the dendrites of the local cell
following each stimulus in the train. (Modified from McIntyre and Grill.34)
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issues related to tissue damage and electrode corrosion.39 In general, when
biphasic stimuli are used, local cells or axonal elements will be activated during
the anodic or cathodic phases of the stimulus, respectively, resulting in low
selectivity for activation of a target population (Figure 5.15).33Alterations in the
stimulus frequency and/or stimulus waveform represent techniques that can
enable enhanced selectivity of either local cells or axonal elements.

5.4.1 Effect of stimulus frequency

Mammalian neurons exhibit both depolarizing and hyperpolarizing after-
potentials that follow an action potential spike. The time course of these
afterpotentials is different in the cell body and axon, and these afterpoten-
tials affect the threshold for generation of subsequent impulses.34 Myeli-
nated axons exhibit a relatively long-duration (~15 msec), high-amplitude
(~5 mV) depolarizing afterpotential (DAP) followed by a long-duration
(~80 msec), low-amplitude (~1 mV) afterhyperpolarization (AHP). Neu-
ronal cell bodies traditionally exhibit a shorter duration, lower amplitude

Figure 5.15 Selective activation of targeted neuronal populations via alterations in
the stimulus waveform. Using randomly distributed populations of neurons (Figure
5.1B), we examined the effect of changes in the stimulus waveform on the relative
activation of local cells compared to fibers of passage. Plotted is the percentage
activation of local cells as a function of the percentage activation of fibers of passage
for six different stimulus waveforms. The stimulus waveforms (from top to bottom
in Figure 5.5; see caption) consisted of a monophasic cathodic pulse (pulse duration
[pd] = 0.2 msec), a monophasic anodic pulse (pd = 0.2 msec), a symmetrical anode
first biphasic pulse (pd = 0.2 msec for each phase), a symmetrical cathode first
biphasic pulse (pd = 0.2 msec for each phase), an asymmetrical anode first biphasic
pulse (pd = 0.2 msec for anodic phase; 0.02 msec for cathodic phase), and an asym-
metrical cathode first biphasic pulse (pd = 1 msec for cathodic phase; 0.1 msec for
anodic phase). (Modified from McIntyre and Grill.33)
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DAP that is followed by a pronounced AHP on the order of ~5 to 10 mV
that reaches its maximum ~10 to 20 msec after the action potential spike.
During the DAP of the myelinated axon, the threshold to generate another
action potential is decreased, and during the AHP of the neuronal cell body
the threshold to generate another action potential is increased. The overlap
in time course of these afterpotentials for the exploitation of biophysical
differences in local cells and fibers of passage to enhance selectivity.

Figure 5.14 shows the responses of a neuron with its cell body near the
electrode compared to the response of a fiber of passage to symmetrical
biphasic stimulus trains.34 Maps of the percent of stimuli that generated
propagating action potentials during the stimulus train as a function of
stimulus amplitude and frequency were generated. Both the local cell (Figure
5.14A) and fiber of passage (Figure 5.14B) can fire in response to the first
stimulus in the train when the stimulus amplitude is greater than or equal
to 34 µA. However, the near-threshold stimulus amplitudes, the ability of
either the local cell or the fiber of passage to follow the stimulus train in a
one-to-one ratio is affected by the different time courses and amplitudes of
the afterpotentials in the two neurons.

These results demonstrate that modulation of the frequency of the stim-
ulus train can enhance selectivity between activation of cells and fibers of
passage within the CNS. However, it should be noted that while the selec-
tivity of fibers of passage can be increased with high-frequency stimulation,
local cells can still respond to the stimulus, albeit at a lower average rate.
The limited output of the local cells from high-frequency stimulation could
still be great enough to generate a functional activation of their efferent
target, and, conversely, driving fibers of passage over 100 Hz may exceed
the physiological limits for those neurons and result in unexpected or
unwanted affects. In addition, the output of local cells at high stimulus
frequencies is dependent not only on its direct excitation characteristics but
also on the role of indirect trans-synaptic influences (Figure 5.14C). There-
fore, while modulation of stimulation frequency can enhance selectivity of
fibers of passage over cells, this technique is not especially effective without
the augmentation of alterations in the stimulus waveform.

5.4.2 Effect of stimulus waveform

The stimulating influence of extracellular electric fields is related to the
second difference of the extracellular potential distribution on the surface of
the individual neurons, and this stimulating influence will cause regions of
both depolarization and hyperpolarization in the same cell.32,46,47 In general,
when stimulating local cells API occurs in the axon of the neuron, relatively
far from the electrode, while when stimulating axonal elements (axon ter-
minals and/or fibers of passage) API occurs in a region of the fiber relatively
close to the electrode (Figure 5.13A). Stimulus waveforms can be used that
exploit the nonlinear conductance properties of the neural elements of local
cells and axonal elements. Due to geometrical and biophysical factors, API
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in local cells takes place in neural elements that are hyperpolarized by
cathodic stimuli and depolarized by anodic stimuli.32As a result, monophasic
anodic stimuli are more effective in activating local cells than monophasic
cathodic stimuli (Figure 5.13B); however, fibers of passage are stimulated
more effectively with cathodic stimuli than anodic stimuli (Figure 5.13B).
Yet, chronic stimulation requires the use of biphasic stimulus waveforms.39

Therefore, asymmetrical charge-balanced biphasic stimulus waveforms have
been developed to selectively activate either local cells or axonal elements.33

Stimulus waveforms capable of selectively activating either local cells
or axonal elements use a long-duration, low-amplitude, pre-pulse phase
followed by a short-duration, high-amplitude, stimulation phase. The long-
duration, pre-pulse phase of the stimulus is designed to create a subthreshold
depolarizing pre-pulse in the neural element, where excitation will take place
in the non-target neurons, and a hyperpolarizing pre-pulse in the neural
element, where excitation will take place in the target neurons.33 The effect
of this subthreshold polarization is to decrease the excitability of the non-
target population and increase the excitability of the target population via
alterations in the degree of sodium channel inactivation.20 Therefore, when
the stimulation phase of the waveform is applied (opposite polarity of the
pre-pulse), the target neuronal population will be activated with enhanced
selectively compared with monophasic stimuli (Figure 5.15). Further, charge
balancing is achieved as required to reduce the probability of tissue damage
and electrode corrosion.

Figure 5.15 shows the effects of changing the stimulus waveform on the
activation of populations of local cells and fibers of passage randomly dis-
tributed around the stimulating electrode.33 As seen in Figure 5.13B,
monophasic anodic or cathodic stimuli result in selective activation of local
cells or fibers of passage, respectively. However, when symmetrical charge-
balanced biphasic stimuli are used, selectivity is diminished. Asymmetrical,
charge-balanced, biphasic, cathodic-phase first stimulus waveforms result in
selective activation of local cells, and asymmetrical, charge-balanced, bipha-
sic, anodic-phase first stimulus waveforms result in selective activation of
fibers of passage. However, even with the appropriate stimulus waveform
it should always be noted that selective activation of either local cells or
axonal elements is affected by the stimulation-induced, trans-synaptic influ-
ences on the local cells.

5.5 Conclusion

Electrical stimulation of the CNS is a powerful tool to study neuronal
connectivity and physiology, as well as a promising technique to restore
function to persons with neurological disorders. However, the complexity
of central volume conductors (brain and spinal cord) and the neuronal
elements (cells, axons, dendrites) therein has limited our understanding of
CNS stimulation. To understand the results of studies employing CNS
stimulation requires knowledge of which neuronal elements are affected
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by stimulation, and optimizing neural prosthetic interventions requires
techniques that enable selective stimulation of targeted neuronal popula-
tions. Computational modeling is a powerful tool to address both the
question of what neuronal elements are activated by CNS stimulation and
to design optimal interventions.
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6.1 Introduction
The field of integrating a dysfunctional biological subsystem with microelec-
tronic systems is an emerging and fast growing one. The main functionality
of the implantable microelectronics are (1) biochemical sensor for sensing of
vital life signs, oxygen, pH, glucose, temperature, and toxins by miniaturized
chemical and bio-sensors; (2) telemetry, to provide a local or remote link for
data/audio/visual signals; and (3) actuation, to provide life saving, to restore
lost function, and augment normal function. Implantable and/or wearable
microelectronics can be used to replace lost function or to monitor physio-
logical conditions if the interface with living tissue can be properly achieved.
Some success has been obtained, including the cochlear prosthesis, implant-
able stimulators for the central nervous system to alleviate pain and reduce
the unwanted tremor associated with diseases such as Parkinson’s, the vagus
nerve implant for reducing the seizure activity of epilepsy, a functional
neuromuscular implant to restore motor mobility for paraplegia, and the
visual prosthesis for restoring eyesight. Furthermore implantable or wear-
able microelectronics could potentially augment the existing human senses
of hearing, sight, touch, smell, and taste beyond the current abilities of the
human body. This ability would be useful for individuals in hostile environ-
ments, such as soldiers and firefighters, or in dedicated situations, such as
doctors performing microsurgery. In particular, we believe very strongly that
just as novel drug and gene therapies have future roles to play in curing
human disease so does the field of implantable or wearable microelectronics.

Today, the scale of micron technology is compatible with the cell dimen-
sion, while the scale of deep-submicron and nanotechnology is compatible
with molecular dimensions. Clearly the advances of micro- and nano-fab-
rication would greatly benefit the development of the core implantable
technology. Thus, with the development of ultra-low-power CMOS (com-
plementary metal-oxide semiconductor) microelectronics, advances in
micro-fabrication and microelectromechanical systems (MEMS) technology,
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these implantable technologies will eventually enable the realization of an
integrated system for stimulation and data collection of electrical and/or
biochemical activity over long time scales in freely moving subjects. The
keys toward efficient and successful implantable microelectronics are min-
iaturization, extremely low power dissipation, biocompatibility, and
implant durability. Implantable devices with smartness and mobility require
an integration of information technology and wireless technology. Thus,
implantable microelectronics provide a challenge in material, device fabri-
cation, and design technique. In order to capture this apparent wealth of
opportunity, a multidisciplinary team is necessary.

The core implantable technologies include biocompatible materials, inter-
face of device and living tissue, miniaturized passive and active devices, her-
metic sealing/packaging, energizing mechanism, heat and EM propagation
modeling in living systems, wireless link of distributed sensors and actuators,
and signal processing. In this chapter, the issues and perspectives of the
implantable technology have been exemplified by the presentation of the
intraocular prosthesis project. The intraocular prosthesis project was conceived
a decade ago and requires a multidisciplinary research effort toward an
implantable prosthetic device. The rehabilitative device is designed to replace
the functionality of defective photoreceptors in patients suffering from retinitis
pigmentosa (RP) and age-related macular degeneration (AMD). In the next
section, the system building blocks for prostheses are presented.

6.2 Building blocks of an implant microsystem
Implant microsystems usually share a common framework: an external sig-
nal processing unit for biological sensory information (sound, image, etc), a
bidirectional telemetry unit, an internal signal processing unit, a stimulus
generator/driver, and an electrode array for interfacing to tissue or nerves.
Figure 6.1 shows a typical implanted microsystem. Various applications

Figure 6.1 Building blocks of implantable microsystems.
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require different implementation substrates, such as ceramics, polyimide,
thin-film, and silicon; however, the future implanted microsystems would
be fully integrated, motivated by the factors of power dissipation, size, and
packaging. Modern silicon technology does offer the advantage of capability
of integration, thus a silicon implant has the potential of becoming the
dominant one in future implant applications. Because the implant is the
mechanism for interfacing with living tissues, care must be exercised to
prevent toxicological damage and infection. Thus, biocompatibility is of
great concern and accordingly a hermetic package is a necessity in the assem-
bly of an implanted microsystem.

6.2.1 Bidirectional telemetry unit

Developing implantable prostheses are usually partitioned to include some
implanted components and some exterior components, at least until such
time as the prostheses have well matured. It seems ideal that a prosthesis
consisting of neuro-stimulators or neuro-recorders would have all compo-
nents fully implanted such that communication with any exterior devices
is minimized or even eliminated. Accordingly, for biocompatibility, a more
stringent power dissipation budget would be necessary to support a fully
implantable prosthesis. However, a number of advantages can be derived
from partitioning a prosthesis into parts internal and external to the body,
beyond merely simplifying the implantable unit. Primary benefits of exte-
rior electronics, where possible, include the decreased risk of adverse reac-
tion to implanted materials, lower internal heat dissipation, and ease of
refinement and upgrade of signal-processing algorithms and functionality
in the exterior components. This is the case for the NCSU/JHU/USC epi-
retinal prosthesis.1

Previously, invasive tethering to implanted electronics using percutane-
ous connectors has been used to facilitate the studies of long-term biocom-
patibility and the investigation of the necessary signal preprocessing needed
to enhance the performance of implants;2 however, in all cases of chronic
prostheses, but especially with the ocular prostheses (owing to the eye’s
fragility), percutaneous connectors are unsuitable. Therefore, this section
summarizes the common types of noninvasive connections to bio-implants
and the current progress of biotelemetry as it relates to the power and
communication needs of prostheses.

The use of transcutaneous, or wireless, connections is justified due to
the many complications that are typical for percutaneous schemes. Percuta-
neous connectors (physically wired links between implanted and exterior
prosthesis components) raise the risk of infections due to a perpetual breach
of the body, through which wires must pass. Depending on mechanical
anchoring, such as to bone, percutaneous connectors may restrict movement
of a prosthesis in the tissues in which it is implanted and with which it
interfaces electrically. These tissues may be free to move with respect to a
percutaneous connector with obvious complications. In the case of ocular
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prostheses, rapid eye movement can break any penetrating wires passing
through the scleral wall, for example, that might otherwise be used to con-
nect an intraocular prosthesis to external electronics. Furthermore, dislodg-
ing of the implant due to external tethering on the wires could occur. In the
case of most all prostheses, implantable batteries are undesirable because of
the associated replacement surgery (except where charging can be initiated
from outside of the body, as from coils, for example). Even renewable cells
have limited recharge cycles. Furthermore, as a consequence of the biological
environment, implanted batteries must be enclosed in the implant encapsu-
lant, which complicates replacement.

A wireless link is a viable approach to support the required data band-
width and simultaneously provides adequate power to an implanted pros-
thesis. For example, devices functioning as stimulators also require config-
uration and stimulus data to function. Furthermore, in the case that the
implant also performs neuro-recording and/or monitors biofunctions or
device status, or performs self-diagnostics, then there is also the need to
transmit data to exterior devices. This functionality is termed back-telemetry.
Therefore, in the general case, the success of prostheses for the long term
requires a telemetry link, which can provide adequate power to all implanted
electronics and support a means to communicate information bidirectionally.
Three types of telemetry are considered to have the potential of meeting the
goals of simultaneous power and data delivery to implants. These are optical,
magnetic (inductive), or electromagnetic (radiofrequency, RF). Each of these
is expounded upon in the following sections.

6.2.2 Optical telemetry

Optical telemetry appears primarily in research groups that are addressing
ocular prostheses, as the cornea and crystalline lens are usually transparent.
This form of telemetry uses a source of high-energy light, such as a laser, to
excite the photoelectronics that form part of the implant. The MIT/Harvard
epi-retinal prosthesis group3,4 and the epi-retinal prosthesis group at Fraun-
hafer, Germany,5 have been researching optical telemetry.6

The architecture of the first-generation MIT/Harvard prosthesis
employed a photodiode array and stimulator attached to either side of a
thin-film polyimide electrode array and anchored near the vitreous base. A
supply level of 300 µA at 7 V was derivable with exposure to a 30-mW, 820-
nm laser. A second-generation architecture has been proposed with
improved electronics mounted in the crystalline lens position on a polymer
annulus. Stimulation data were transmitted via intensity modulation of the
external laser. No back-telemetry facilities appear to have been provided.

6.2.3 Inductive/magnetic telemetry

Inductive telemetry has been the standard means of wireless connection to
implanted devices for years.7,8 It is based on the mutual magnetic coupling
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of two proximal, coaxial, and coplanar coils. The secondary coil in this
arrangement is implanted along with the stimulator/neuro-recorder, which
it services, while the primary coil remains exterior. A low-frequency “carrier’’
(i.e., usually 1 to 10 MHz) is driven onto the primary coil, which can then
be coupled onto the secondary coil for the transfer of power. Furthermore,
this power carrier can be modulated to transmit a datastream to the implant.
This arrangement forms the basis for inductive coupling, while the precise
details of how the primary coil is excited and modulated and how DC power
and data are recovered on the secondary (implanted) side are varied and
continue as topics of research.

Two major disadvantages, however, are noted regarding magnetic cou-
pling and are simply characteristics of the coils. These impact the develop-
ment of the primary-coil excitation and modulation circuits on the exterior
(non-implanted) side:

• Radiation compliance — It is obviously desirable to radiate energy
only toward the secondary coil. In reality, the primary coil radiates
energy widely in many directions, particularly with no ferrous core
to concentrate the magnetic flux, as in a transformer. This omnidi-
rectional radiation pattern imposes unnecessary drain of the sys-
tem batteries. It also potentially imparts EMI to other nearby elec-
trical devices, and care must be taken to meet the regulatory
guidelines. Inevitably, various strengths of electric and magnetic
fields are emitted from the primary coil. Thus, deposition of elec-
tromagnetic and thermal energy in the proximity of the implant is
a serious safety issue in these kinds of telemetry systems. The
design of the telemetry link must comply with the IEEE safety
standard with respect to the human exposure to the radiofrequency
electromagnetic fields.9

• Coupling problem— Due to the implantation, the coils must be disjoint
at a distance and subsequently cannot be coupled, or linked, by a
common ferrous material but are rather “air-cored.” Therefore, the
mutual inductance, or coupling coefficient, could be low. High mag-
netic field strength in the primary coil is required in order to induce
sufficient energy in the secondary coil to power the implant. There-
fore, three criteria are used to optimize the inductive link perfor-
mance for use in the context of bio-implants: power-transfer efficiency,
driving efficiency, and carrier-modulation bandwidth. Each of these issues
is covered separately with attention given to how they have been
addressed in the research literature.

6.2.3.1 Power-transfer efficiency
Several studies have been conducted to measure the mutual inductance
between two air-coupled coils. Coupling strength is dependent on coil load-
ing, excitation frequency, number of turns, coaxial alignment, coil separation,
coil geometry, and angular alignment. Most of these factors are subject to
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variation in prostheses. Typical values for coil coupling are between 0.01 and
0.1. Power transfer efficiency can be improved with an increase in the coil
coupling coefficient.10 Power efficiency is achieved most easily when the
primary and secondary coils are series or parallel resonated with a capaci-
tance of appropriate value, C = 1/[(2πf)2L], where L is the self-inductance of
the coil.

6.2.3.2 Driving efficiency
Modulation techniques for data delivery are usually performed using ampli-
fier circuits chosen for their high driving efficiency. This efficiency reflects
the additional power consumption associated with the driving amplifier for
energizing the primary coil. In general, a low coupling coefficient can be
compensated by driving the primary coil at high magnetic field strength. In
this case, it is essential for practical battery life that the driving amplifier of
the coil be as efficient as possible.

Switch-mode DC–DC converters such as the buck, boost, Cuk, and Sepic
achieve a high efficiency by retaining power which is not used by the load
during each cycle. Rather than dissipating this unused energy as heat, as in
linear or shunt regulators, these switch-mode devices trade the energy back
and forth between electric and magnetic fields by resonating the coils. For
inductive links, this also achieves a high magnetic field strength in the
primary coil, while retaining the efficiency.

The circuit topology of choice for driving the resonated primary coil is
the class-E type of amplifier, first characterized by Sokal.11,12 In these original
contexts, the amplifier is shown to drive a resistance load as illustrated in
Figure 6.2a. This amplifier differs from class-A through class-D types of
amplifiers in that the active device operates as a switch rather than as a
current source.

The class-F amplifier shown in Figure 6.2b also boasts high-efficiency
operation using the concept of harmonic termination to shunt frequency
components, which would cause high-power dissipation in the switch.14

However, it is generally more difficult to design than the class-E amplifier
and requires a correctly sized transmission line, as in Figure 6.2b, or else a
theoretically infinite number of resonated inductive elements to achieve the
high-efficiency condition.

Because of the low coupling coefficient, it is expected that minor shifts
in the load impedance on the secondary side will be negligibly reflected onto
the primary and thus will not affect class-E performance significantly. How-
ever, it has been pointed out that the close proximity of the primary coil to
metallic objects can alter self-inductance and equivalent resistance or defor-
mations in coil geometry may heavily disrupt proper class-E operation.15

Therefore, autocompensation of the class-E frequency is proposed to affect
changes in component values (particularly shifts in L2) using a feedback
controller to maintain high operating performance. The technique for this
involves tapping the magnetic field of L2 with a sensing coil in order to
monitor the zero-crossing of the inductor current.
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6.2.3.3 Data-modulation bandwidth
Many micro-stimulator designs documented recently in the literature have
stimulus instructions encoded into packets for transmission using digital
communication protocols.16–20 It is advantageous for advanced signal-pro-
cessing hardware to remain outside of the body with only the stimulus unit
and associated hardware implanted. Therefore, once a link design has been
established that can support the power demands of the implant, capabilities
for transmitting the datastream must be added. For a low data rate, this is
commonly accomplished by modulating the power carrier using a conven-
tional scheme, such as amplitude, frequency, or phase-shift keying. For
power carrier modulation, amplitude shift keying (ASK) appears as the
dominant modulation scheme for inductive links, as discussed below.

Ziaie et al.21 noted that the voltage developed across inductor L2 used
as the primary inductor is linearly related to the class-E amplifier supply
voltage, Vdd. This motivates one to perform ASK power-carrier modulation
by switching the supply voltage between two levels using the circuit con-
figuration of Figure 6.3. Capacitor Cr is used to filter switching noise from
the amplifier supply. A data bandwidth of 80 kb/sec using this technique
is reported.

a

b

Figure 6.2 Amplifier topology: (a) class E, (b) class F. (From Lee, T.H., The Design of
CMOS Radio Frequency Integrated Circuits, University Press, Cambridge, U.K., 1998.
With permission.)
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Troyk and Schwan15 propose a method of amplitude modulating the
power carrier radiated from inductor L2 in the class-E amplifier. By intro-
ducing a slight duty-cycle shift into the feedback controller, which pro-
duces the gate drive for the switching field effect transistor (FET), the class-
E amplifier is moved slightly off of the optimum operating frequency. As
reported, 0.1% changes in oscillation frequency can produce upwards of
10% decrease in primary coil current. A disadvantage to power carrier
modulation in resonated, high-Q circuits such as the class-E amplifier
described by Troyk and Schwan15 is that the forced deviations in operating
frequency do not track quickly. It is evident from their research that 5 to
10 cycles, at best (for 760-kHz operation), are required for the carrier to
settle into a new steady-state amplitude. This imposes constraints on
achievable data bandwidth. Another limitation of the ASK modulation
described by Troyk and Schwan15 is that in pushing the amplifier away
from the class-E frequency, the amplifier is forced away from optimum
power, or driving, efficiency.

This approach is further improved using a technique called suspended
carrier modulation, which provides a means of performing on/off shift keying
(OOSK) with greater achievable bandwidth than with the ASK modulation
technique described previously. One notable disadvantage of this scheme is
that the implant is not externally powered during carrier suspension and
must draw power from its internal supply capacitance because the primary
coil carries no current during these times. Mueller and Gyurcsik22 have
reported another scheme for performing enhanced bandwidth ASK modu-
lation of power carriers in high-Q amplifiers. The scheme is called half-cycle
amplitude shift keying (HCASK) and is claimed to have a potential for the
transmission of 2 b/cycle of the power carrier.

Figure 6.3 Supply level switching in a class-E amplifier.
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6.2.3.4 Secondary side power recovery
On the receiver side, inside of the body, DC power is usually recovered in
conventional ways using a rectifying diode. Secondary coils are either series
or parallel resonated to maximize power-transfer efficiency from primary to
secondary. Power recovery schemes are designed for single or dual supply
lines. Charge-balanced stimulation is used to prevent chronic damage. Out-
put drivers of the H-bridge type, as illustrated in Figure 6.4a, only work well

a

b

Figure 6.4 Stimulus circuit architecture types for the (a) bipolar and (b) monopolar
electrode configurations.
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when using bipolar electrodes. Although this can be accomplished with a
single supply rail, Vdd relative to Gnd, two electrode contacts (output and
independent return) are required per stimulus output. Monopolar electrodes
(shared return) on the other hand, are better suited for use with a positive
Vdd rail and negative Vss rail relative to Gnd to actively source and sink
stimulus currents to the load, as shown in Figure 6.4b.

A concern with inductive link designs is that changes in coil coupling
and changing load conditions may induce variable and sometime exces-
sive voltage at the secondary side. There are three potential solutions to
this problem. The first and less often attempted approach is to monitor
the supply levels and to detune the resonance of the secondary coil to
lower the coupling coefficient and power-transfer efficiency. A second
approach is to instruct the exterior electronics on the primary side via
back-telemetry to lower the power transfer. A third solution is an on-chip
supply regulator.

For example, in Ziaie et al.,21 a parallel resonated secondary coil drives
a half-wave rectifier. This is used with a reversed Zener diode regulator to
recover Vdd and Gnd. This may be an undesirable arrangement for some
tissue types as the Zener is expected to generate heat as it shunts unwanted
power. Gudnason et al.,24 Von Arx and Najafi,25 and Nardin and Najafi26 use
bridge rectifiers with Zener diode regulators. Jones and Normann,17 Tanghe
and Wise,18 and Kim and Wise19 have used dual-voltage supplies with
push/pull stimulus-circuits for monopolar electrodes. Ziaie21 has improved
upon the use of Zener diodes as regulators, using them to bias a NPN BJT
in series with the supply rail.

Conventional P–N diodes used as rectifiers can account for appreciable
losses and heating because of the inherent 0.7-V drop during conduction.
Schottky diodes can be used to reduce the power loss as they offer a lower
voltage drop during conduction (typically 0.5 V). The disadvantage with
Schottky diodes is that they are not as easily integrated with stimulus
circuits. A further rectification strategy used with implantable devices is
the synchronous rectifier constructed from a metal-oxide semiconductor
field effect transistor (MOSFET).27 With this approach, FETs emulate the
rectifying function of diodes by switching on and off accordingly with gate
control automatically derived from the received carrier. With voltage drops
as low as 0.1 V, the synchronous rectifiers can offer heat reduction by as
much as 50%.

6.2.3.5 Primary side data encoding and secondary side data recovery
With a realizable carrier modulation scheme in place that can coexist with
the power transfer to the implant, the issue remains of encoding data for
transmission. Usually implanted micro-stimulator integrated circuits (ICs)
do not possess an onboard timing reference; therefore, the asynchronous
transmission of datastreams is not feasible as in established schemes such
as RS232, RS488, USB, etc. The datastreams are typically synchronized to an
external clock, which must also be supplied to the implant.
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Quadrature modulation schemes afford the possibility of modulating
two separate carriers with the clock and data signals, respectively. However,
this is unattractive because the power carrier may be the only carrier avail-
able. Therefore, an alternative approach is to encode the clock and data into
a new digital signal, which is subsequently used to modulate the carrier. A
well-known scheme for performing this is the Manchester encoding algo-
rithm, which is trivial to encode (on the primary side) but is more difficult
to decode on the secondary side, where the silicon area for circuit imple-
mentation is more limited.

Another possible approach is to encode the clock and data into a
common signal through the pulse-width modulation of a digital square
signal according to the data. This technique has been described by Najafi,28

where the carrier is amplitude modulated with short and long pulses to
encode logical “0” and “1” data. The pulse-width modulation approach is
also used in the Retina-3 micro-stimulator of the NCSU/JHU/USC epi-
retinal prosthesis.1,16 Positive clocking edges are directly reproduced in the
encoded signal. Following each positive edge, subsequent pulse widths are
defined according to the datastream content. Logic “0” data are represented
with a duty cycle of 50% and logic “1” data are represented with duty
cycles of 25 and 75%. This encoding ensures a zero DC level in the signal.
The NCSU approach to recovering the clock and data waveforms on the
secondary side is a two-stage circuit, consisting first of an ASK demodu-
lator followed by a delay-locked loop (DLL) in the second stage (refer to
Section 6.3.6.5).

6.2.3.6 Radiofrequency telemetry
Radiofrequency telemetry is similar to inductive coupling except that a trav-
eling electromagnetic wave is employed with antennas rather that a station-
ary magnetic field as in inductive coupling. Work is apparently limited due
to (1) antenna size with respect to carrier frequency, and (2) dielectric loss
of human tissues with respect to carrier frequency. Because the human body
is primarily of water content, the permitivities and conductivities of the
tissues will be similar. Table 6.1 provides an indication of how the dielectric

Table 6.1 Dielectric Properties of Selected Eye Tissue: Aqueous/Vitreous Humor

Frequency
(Hz)

Conductivity
(S/m)

Relative 
Permittivity

Penetration Depth 
(m)

1E6 1.501 84 0.4115
1E7 1.502 70.01 0.1316
1E8 1.504 69.08 0.04656
1E9 1.667 68.88 0.02702
1E10 15.13 57.87 0.002739
1E11 77.39 7.001 0.0002305

Note: The properties of the ocular tissues listed here were taken from the Dielectric Properties
of Human Tissues at http://niremf.iroe.fi.cnr.it/tissprop/, where permittivity and con-
ductivity were calculated online for various  frequencies of relevance to biotelemetry.
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properties of selected eye tissues vary with frequency. Conductivity is shown
to increase with frequency, which means that as the carrier wavelength
decreases it will penetrate to increasingly shallower depths.

6.2.3.7 Back telemetry
Back telemetry refers to the capability of a prosthesis to transmit information
from implanted electronics to the exterior of the body. This is commonly
implemented in one of three ways. In active telemetry, coil-based inductive
links can again be used. If sufficient transparency allows, as in ocular pros-
theses, optical telemetry can be used. As an alternative to active methods,
passive telemetry can be used. Our approach has been to develop back
telemetry using the power link itself. This work is summarized below.

6.2.3.7.1 Smart bidirectional telemetry system. Current technologies
for the telemetry between units external and internal to the human body are
generally based on low-frequency inductive links, because at low frequencies
the magnetic field can well penetrate the human body. While suitable for
low data rate applications, this approach has the inherent limitation associ-
ated with the Q factor that causes a narrow data bandwidth not capable of
supporting the stimulation of thousands of electrodes at the image rate of
60 frames/sec or more required in the future retinal prosthesis. The image
rate of 60 frames/sec is necessary to obtain a nonflickering image when
stimulating remaining retinal neurons of a blind retina.

To accommodate the data required by the increasing number of elec-
trodes while still wirelessly providing system power, the next generation
retinal prosthetic telemetry unit currently being developed at NCSU is
designed to operate as a multifrequency telemetry link under the ISM-band
constraint. The proposed scheme is a hybrid system that separates the data
transmission from the power delivery by allocating different frequencies for
the power and data carriers. The solution is unique compared to conven-
tional RF transceivers because of severe constraints in area, power dissipa-
tion, and limited intraocular space for off-chip components such as a local
crystal oscillator. Powering of the system is still through coil coupling, lead-
ing therefore to a novel mixed low-/high-frequency system.

The use of a separate data carrier permits power-efficient solutions that
actively use back-telemetry as a method to optimize the overall quality of
the communication link. This means that, through detectable changes of the
internal unit, the primary unit will obtain valuable information on the instan-
taneous power level necessary to the internal unit and possible malfunctions
of stimulating electrodes sensed by impedance variations. In particular, it is
important to keep the received power fairly constant despite coupling vari-
ations. Coil separation variations and misalignments due to the displacement
of the extraocular unit and/or eye movement exert a negative effect on the
inductive coupling coefficient. If the power transfer of the inductive link is
highly dependent on the relative position of the coils, appreciable losses in
power conversion efficiencies result due to voltage regulation within the
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implant. The loss of energy in the implanted device, dissipated as heat, has
a detrimental effect on the retina due to long-term increase of temperature.
On the other hand, the power transfer efficiency should not fall below the
minimum required to produce a stable voltage supply to ensure proper
device operation.

Figure 6.5 shows the inductive link with back-telemetry and voltage-
regulation analog front end. The power transmitter for the inductive link
uses a high-efficiency class-E driver to drive the transmitter coil. Rectification
is achieved via a single-phase rectifier and an off-chip charge storage capac-
itor. The voltage regulators generate a dual rail supply of ±7 V for the
electrode stimulators and a 3-V supply for the digital logic. An initial shunt-
type regulator provides current regulation and coarse voltage regulation. A
series-type regulator provides the necessary fine voltage regulation required
for subsequent stages. The analog front-end also includes the passive back-
telemetry unit for reverse data communication. The back-telemeter uses load
modulation to transmit binary ASK data on the power carrier. Data detection
on the primary side is accomplished by sensing the current in the inductor
and low-pass-filtering the analog waveform.

6.2.3.7.2 Back telemetry operation. Communica t ion  f rom the
implanted device back to the extraocular unit is accomplished by using the
backscatter load modulation technique, also known as reflectance modulation.
Two techniques are used for reflectance modulation: ohmic modulation and
capacitive modulation. Essentially, both modulation techniques are based on
the concept of changing the loaded quality factor, Q, of the resonant circuit
to produce amplitude modulation on the received carrier. The operation of
the back-telemetry unit is shown in Figure 6.6. In order to produce a detect-
able change in amplitude on the primary side, the back-telemeter modulates

Figure 6.5 Block diagram of the inductive link, which consists of a power transmitter
with back-telemetry detection circuitry, as well as secondary unit rectification, telem-
etry, and regulation analog front-end circuitry.
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the switch to change the load impedance seen by the secondary resonant
circuit, thereby changing its quality factor. This change in Q of the secondary
resonant tank is sensed on the primary side via the change in the reflectance
impedance, ZR. The change in impedance, in turn, modulates the amplitude
of the RF carrier on the primary side, which can be demodulated for data
recovery by sensing the current in its resonant circuit.

The use of the reflectance impedance technique for back-telemetry brings
about some effects linked with voltage regulation that requires careful atten-
tion. First, in general, the change in Q of the implanted device via ohmic or
capacitive modulation will disturb the voltage in the storage capacitor used
to supply charge to the regulator and the rest of the chip. The voltage
variations must be kept lower than the drop-out voltage of the voltage
regulator (series type) to ensure proper functionality of the chip, as shown
in Figure 6.6. On the other hand, larger modulation indexes are required to
facilitate the data detection at the external receiver, especially if the coupling
coefficients are relatively low. Larger charge storage capacitors can minimize
the voltage variations at the expense of a lower overall quality factor, reduc-
ing the overall efficiency of the inductive link. Second, there is an optimal
power transfer that minimizes the power dissipated as heat in the voltage
regulators. If too much power is delivered to the implanted device, the
voltage regulators will “burn” an excessive amount of power. Similarly, if
the power delivered is too low, the voltage regulators will operate in the
“drop-out” region.

To resolve these problems, we are developing a novel closed-loop system
between the power transmitter and the implanted unit via back-telemetry
that will be used to guarantee optimal power transfer and system function-

Figure 6.6 Operation of the back-telemetry unit.
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ing. By sensing the current through the shunt regulator in the implanted
unit, it is possible to infer power transfer variations due to the relative
displacement of the units. By counteracting the power fluctuations via an
increase or decrease of the transmitted power, it is possible to maintain the
power delivered to the implanted unit at an optimal level. Thus, an optimal
power supply regulation will be established despite relative displacements
and misalignments of the coils as well as the circuit malfunction in the
intraocular unit. Unlike traditional inductive links, the proposed system will
aim to minimize the radiated power while ensuring proper device operation.
In addition to regulating power transfer variations due to relative coil dis-
placements, the proposed active telemetry link will monitor the on-chip
power consumption. For instance, if the implanted device is operating on
standby mode where the power consumption by the internal circuitry is very
low, the overall Q of the system will be high. A high Q implies large induced
voltages, which result in excessive amount of dissipated power as heat in
the voltage regulators. Ensuring minimum radiated power and heat dissi-
pation will be accomplished via the proposed active feedback system. Fur-
ther improvements will be achieved by efficient design of voltage regulators,
power rectification, analog amplifiers, and on-chip band-gap reference cells.

Preliminary simulation results of the back-telemeter and voltage regu-
lation circuitry are shown in Figure 6.7. The reverse telemetry data are used
to modulate the Q of the secondary resonant coil of the implanted device,
which gives rise to “bursts” in the 135-kHz power carrier that is detectable
on the transmitting coil outside the eye. Unlike typical implementations of
forward/reverse telemetry links, the reverse telemetry link can be continu-
ously operational because the forward data telemetry is operated at a much
higher frequency. The energy bursts on the power carrier are isolated from
the 7/14-V power rails via continuous voltage regulation. Notice that the
voltage regulator provides stable power supply rails of 7/14 V despite the

Figure 6.7 Operation of reverse-telemetry and voltage-regulation units.
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internal current consumption variations and sharp on/off loading transitions
(i.e., standby mode to fully functional). In particular, the telemetry/regula-
tion analog front end is designed to provide high regulation efficiency under
worst-case current loading variations and reverse telemetry. Simulation
results show that the non-dropout-mode voltage regulation results in a
worst-case peak power supply variation of 219 mV, for a regulation efficiency
of approximately 1.5%.

Because the back-telemeter periodically updates the external unit of
induced voltage levels to obtain improved power regulation efficiency, the
on-chip controller internal to the eye uses a synchronization protocol for
resource sharing of the back-telemeter. Following the data synchronization
of the telemetry link, a 12-bit data sequence is continuously sent to update
the external unit; 2 bits are allocated for the power level diagnostics, and the
remaining 10 bits are used to update the electrode impedance levels and
chip temperature. The back-telemeter controller is synchronized to the on-
chip clock used for the digital logic.

6.2.4 Electro–bio interface

The electro–bio interface is a critical issue and may vary significantly from
implant to implant. Sensing and stimulation of tissues are two types of
interfaces, as described in next two sections.

6.2.4.1 Sensing interface
Sensing the biological signal may require invasive or noninvasive methods.
An example of noninvasive sensing is the electroencephalogram (EEG), in
which brain activity is recorded using electrodes placed on the head. In
invasive interfaces biosensors are implanted through surgery. Currently
research also is directed to make interfaces using cultured neuron probes.
Neurons are cultivated over the electronic devices and their activities can be
recorded. When implanted, the probe neuron will make synaptic connections
to the host neuron and will provide very effective signal transfer.

6.2.4.2 Stimulating interface
Electrodes are usually the interface between stimulus circuit and the biological
cells. The requirement can vary for implants. For instance, in the retinal pros-
thesis project, the number of electrodes vary from 10 to 1000. The diameter of
each electrode is 50 to 400 µm. Because of limited mechanical support inside
the eye, the array structure has to be light weight and it has to be shaped to
fit the curvature of the retina and should exert little or no pressure on the retina.

The material for the electrode should be of high conductivity. It should
be able to deliver current at high charge densities without corroding or
dissolving in the saline water environment. Charge injection capacity, elec-
trochemical stability, and mechanical strength of the electrode are consid-
ered. Noble metals such as gold (Au), platinum (Pt), or iridium (Ir) or their
compounds (e.g., IrO2) are generally used because of their chemically inert

©2003 CRC Press LLC



properties. Safe maximum charge densities are around 100 to 1000 µC/cm2.
Other factors to be considered are shape of electrode, polarizability, and
frequency response. Usually small-area electrodes are preferred for better
resolution and uniform charge density.

6.2.5 Analog/digital circuitry and digital signal processing

Sensors are used to convert mechanical, optical, and chemical signals to an
electrical signal. The input analog signal is converted to digital data for
processing and/or transmission. Based upon the requirements, analog/dig-
ital (A/D) circuitry of varying dynamic range, resolution, and speed is used.
Data processing is done at a rate from a few kilobytes per second to a few
megabytes per second (Table 6.2).28a For example, it is required in the fre-
quency analysis of signals in the cochlear implants and the mapping of the
input image to have a set of electrodes in the retinal prosthesis. Complex
data processing may be required for some systems. For example, in motion
prostheses for smooth movements of parts, command signals from muscles
as well as from numerous other sensors have to be processed and sent to
numerous motion controllers.

A typical system may consist of many analog circuit components such
as filters, amplifiers, D/A circuits, A/D circuits, and current mirrors. Implant
systems are either open loop or closed loop. Feedback may be used overall
or locally and may or may not have biological components. The stimulus
generated from the circuit is usually a voltage or current waveform. The
required output may vary in shape, amplitude, and frequency. Some of the
circuit design constraints may be a minimum input and output impedance,
a specific gain, maximum or minimum power and area, low distortion, and
limited variation on outputs. In many implants, low power circuit is a prime
requirement for implanted chips. This is because of limited energy availabil-
ity or maximum power dissipation capability in the human body. Failure
analysis is a must to analyze the chances of a failure. An example of failure
may be shorting of the output to the power supply. Safeguards are designed
to prevent any damage to the cells in case of a failure.

Table 6.2 Data Channels for Different Implants

Implantable Device RF–Channel Utilization and Data Bit Rate

Heart pacemakers Only during configuration and medical checks; 10 kb/sec 
acceptable.

Phrenic nerve 
pacemaker

Continuous but low frequency pulses; tens of kb/sec 
acceptable.

Current cochlear 
implants

Continuous; <300 kb/sec by the moment.

Bladder control 
stimulators

3–4 times/day or continuous; <300 kb/sec.

Hand prosthesis Continuous, as high as possible; 1.25 Mb/sec acceptable.
Visual prosthesis Continuous, as high as possible; >2Mb/sec acceptable.
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6.2.6 Hermetic packaging

Prosthetic implants need to be protected from the hostile ionic environment of
extracellular fluids for the lifetime of an implant recipient, which at times may
be expected to be 100 years. It should be noted that many of the insulating
materials that are commonly used may not be employed in the saline water
environment. Flow or presence of electric charge because of electrical excitation
can also facilitate some chemical reactions. Most of the electronics are made of
materials that are not compatible with the body. For any electronic implant to
work reliably for long time, the implants must be hermetically sealed.

6.2.6.1 Failures and mechanisms
An implant can fail in a number of ways.29 Lead wire insulation failure,
encapsulation failure, failure at the interface between materials, substrate
corrosion, surface dielectric corrosion, MOS gate contamination, P–N junc-
tion contamination, and failure of metal and polysilicon interconnects can
be reasons for failure. The failure mechanism can be chemical attack, disso-
lution of coating into the body fluid, condensation of water, mobile ions and
other biochemicals along interfacial planes, electrochemical reactions to insu-
lators leading to dissolution into body fluids, and electrochemical corrosion
of the silicon substrate. Careful accelerated testing of the packing should be
done. Many chemical reactions are possible for packaging degradation. The
dominant chemical reaction and dominant mechanism for a particular reac-
tion may change with elevated temperatures. The properties of the packing
material may also change with temperature increase.

6.2.6.2 Hermetic packaging techniques
The hermetic packaging not only should encapsulate the electronics but also
should provide connections. Polymers such as silicon and fluoropolymers
have been successful in accelerated life testing. Silicon is used to achieve
hermetic packaging in many implants. Stainless steel and titanium are used
to encapsulate in some of the implants. Polyamide substrates have also been
reported to provide hermetic packaged wires and inductors. Research in
protein polymer coating, electronically conducting polymers (polyaniline),
and ionically conducting polymers (polyethylene oxide) is being done. A
particular technique with electrostatic bonding of a custom-made glass cap-
sule and a supporting substrate has been reported.30 This sealed feed-through
technology allows the transfer of electrical signals through polysilicon con-
ductor lines located at the silicon substrate.

6.3 Implant systems
Over the years, many implants have been developed and some of them have
been very successful. With the advent of powerful and miniaturized tech-
nology, improvement in the old systems and development of more sophis-
ticated implants are underway.
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6.3.1 Cardiac pacemaker implant

While many people have an abnormal heartbeat, for most of people it is
harmless. But, for some people, an irregular heartbeat can be a matter of
life or death. The cardiac pacemaker31 is an electronic device that operates
during the abnormal period to stimulate the heart. The pacemaker has two
parts: the generator and the leads. At the generator, a battery and infor-
mation on the stimulation are stored. The wires from the generator, passing
through a large vein, are anchored in the heart. Electrical impulses deliv-
ered through these wires stimulate the heart. The pacemaker can detect
when the heart beat falls below a certain rate and start stimulation. Simi-
larly it turns stimulation off at a certain set rate. The weight of a modern
pacemaker is less than 30 g. Average lifetime of the battery is 7 to 8 years
and it has to be replaced through surgery. The condition of the implant is
regularly monitored by a healthcare professional, and reconfiguration of
devices is done if required.

6.3.2 Implant for epilepsy

The vagus nerve stimulator (VNS), under the brand name NeuroCybernetic
Prosthesis, works to inhibit seizures by stimulating the vagus nerve in the
neck. The VNS, a small pacemaker-like device, is implanted in the seizure
patient’s chest muscle, just below the skin. It consists of a battery generator
and lead wire. The lead wire runs under the skin to the neck where it
attaches to the electrodes, which in turn stimulate the vagus nerve. The
vagus nerve runs signals from the body to the brain. At regular intervals,
the VNS sends a small electrical impulse to the brain interrupting seizure
activity. The vagus nerve stimulation increases blood flow in both right
and left thalami, which organize sensory messages to the higher brain.
Thus, the seizure activity is subdued through stimulating the thalami and
regulating thalamic processing.

6.3.3 Cochlear implants

Deafness can be the result of many causes. Deafness that is the result of
defects in the outer and middle ear, but not further up in the sound sensing
system, can be corrected by a hearing aid. Cochlear implants32,33 are used for
those people who do not have sensory hair cells and their hearing loss cannot
be corrected by the use of a hearing aid. The cochlear implant electrodes
stimulate the auditory nerve. For people with a defect in auditory nerve,
auditory brainstem implants (ABIs) are required; however, ABIs are still in
the developmental stages. Initially, cochlear implants were developed to
imitate the lost function of the cochlea. Understanding of sound information
processing by the cochlea and brain has contributed to the enhancement in
the implant effectiveness. For example, it has been found that the sound-
sensing cells are organized in the cochlea tonotopically. The apex of the
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cochlea, which senses low frequency of sound, is very thin and winding,
hence not accessible to the implant. But, fortunately, the brain is able to fill
in the frequency gap if enough overtones are present.

Several factors have been found to affect the effectiveness of the implant.
For example, people with deafness acquired after learning speech and lan-
guage have performed better with implants than those acquiring them before
learning speech and language. The implant is more effective for younger
people because their brains are more adaptive to the implants. Brains of
young children have been found to make new neuron connections. With the
help of patients, studies have been conducted to improve the effectiveness
of the implants. Some of them are early adapting to music and frequency
shifting. Work is being done to increase the number of stimulus sites,
decrease the size of implant, reduce the power consumption, apply MEMS
technology, and provide more signal processing.

6.3.4 Mobility implants

Artificial human body parts have been in use for a long time. They have
progressed from wood to metal to plastic to composite, lightweight material.
Electrical and mechanical systems have been assembled in these artificial
parts to duplicate the motion of the human body.34 Lately, attempts have
been made to interface these prosthetic devices with better human control.
While sophisticated robotic parts have been manufactured, communication
between the parts and humans has been the weakest link.

This communication interface requires the expression of control by the
person in some part of the body, sensing that expression, processing the
expression, and subsequently controlling the artificial parts. While some-
times the expression can be easily detected, surgery may be used to implant
the sensors in an alternate region. The complexity of processing the infor-
mation and controlling the motion of these robotic parts poses a big chal-
lenge. Smooth movement, as in the human body, requires sensing and con-
trolling at a large number of points. While full success has not been achieved,
steady progress is being made.

Controlling robotic parts directly through the brain is showing great
promise. The brain commands are sensed noninvasively with an electroen-
cephalogram or an implanted electrode. Being noninvasive, the EEG is attrac-
tive but for the current technology it provides a very slow rate of information
(25 bits per minute) and hence is unsuitable for complex movement control.
Implanted chips can gather more information but are too bulky to provide
a sufficient number of electrodes.

6.3.5 Visual prostheses

Blindness robs millions of individuals of their keen sense of vision. Several
groups around the world are evaluating the feasibility of creating visual
perception by electrical stimulation of the remaining retinal neurons in
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patients blinded by photoreceptor loss.35–39 Several neuro-stimulator devices
have been designed and fabricated for electrical stimulation of tissues. The
cortical prosthesis group at the University of Utah has developed a stimulator
that accompanies a penetrating electrode array for eliciting visual sensations
through cortical stimulation. The neuro-prosthesis group at the University of
Michigan has also produced a number of stimulation devices.18 Additional
work is in progress among various other researcher groups toward the devel-
opment of retinal prostheses.5,39–42 Although it is good to compare these
approaches, for the sake of brevity we are discussing here a typical approach
represented by our project. The Retinal-Prosthesis Group at North Carolina
State University, Johns Hopkins University, and University of Southern Cal-
ifornia has developed several generations of stimulation ICs. These ICs are
designed to deliver the currents for retinal stimulation, as were determined
by clinical studies conducted on the visually impaired with RP and AMD.39,43

6.3.6 A prosthetic microsystem for an intraocular prosthesis

The human eye with its nearly 100 million photoreceptors is a complex system
that allows us to enjoy high-resolution imagery full of colors. The system
functions when light is focused by the cornea and crystalline lens within the
eye on to the retina. The retina is highly structured, composed of multiple
cell layers, each with a specific function. The photoreceptor cell layer captures
light energy and converts it into electrochemical signals. These signals then
excite bipolar cells located in the second layer of neurons in the retina. The
bipolar cells subsequently transmit the signal to retinal ganglion cells whose
axons collectively form the optic nerve that connects the retina to the visual
centers of the brain. Other cells such as the horizontal and amacrine cells
form connections between neurons within a layer, adding to the computa-
tional power of the retinal network of neurons. This biological neural network
is a sophisticated image processor, capable of compressing information from
100 million photoreceptors into 1 million retinal ganglion cells.

While various causes for blindness exist, AMD is the leading cause of
blindness in individuals 60 years or older, with 200,000 pairs of eyes left
legally blind each year. RP has an incidence of 1 in 4000 and in the United
States alone afflicts 100,000 people. Currently, no treatment exists for either
RP or AMD. We have shown that in these diseases, despite near total loss
of the photoreceptors, the remaining retinal neurons remain intact and
patients could regain vision. It is proposed that artificial vision be provided
by the prosthetic system with multiple-unit artificial retina chipset (MARC)
implanted within the eye. The system would have an external camera
(mounted in a glasses frame) to acquire an image and convert it into an
electrical signal. This signal would be wirelessly transmitted to an implanted
chip, which would electrically stimulate the cells of the retina that have not
degenerated. The pattern of electrical stimulation would be controlled to
produce the perception of an image; hence, the sense of vision could be
partially restored with such an implantable electronic device.
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6.3.6.1 Electrical Perceptions Experiments
In 15 human volunteers who had RP and AMD, intraocular prostheses were
tested. It was shown that the remaining neurons in a non-seeing eye can be
activated by an electrical signal, resulting in the perception of light. The
human tests were performed in an operating room, where the volunteers
were under local anesthesia. At first tests were done with a single electrode,
and then patterns of electrical signals generated by an external computer
were applied to the retina via the electrode arrays. Using a 25-electrode array,
at first rows and columns of electrodes and then patterns of electrodes
outlining a large letter or simple geometric shapes such as a rectangle were
stimulated. In all experiments it took several minutes before the patient could
confidently identify the artificially created spot of light. Once they recog-
nized the first dot of light they made quick progress. As expected, the 25-
electrode array provided poor resolution; however, it was sufficient for all
the patients tested to date to see forms such as a large letter and simple
geometric shape. It was also established that flicker-free vision could be
achieved with sufficiently high applied pulse rate. Our results from tests in
blind human volunteers demonstrate that form vision is possible using con-
trolled pattern electrical stimulation of the retina.

6.3.6.2 Progress Summary
Concomitant with the human tests, we have been engineering a MARC, a
completely implantable system capable of creating hundreds of individual
spots of stimulus. Specifically, we had to develop a chip that would be
small enough to be placed within the eye and yet could stimulate the retina
through a large number of electrodes. The currently developed chip Retina
3.55 is 4.6 mm × 4.7 mm and can stimulate 60 electrodes with a safe and
effective charge, and the design of a 1000-channel stimulator is progressing.
A prototype image-acquisition system using a miniature CMOS camera
and an image-processing system using a very-large-scale integration (VLSI)
image-processing board have been built. Wireless communication electron-
ics using a radiofrequency link have been developed that can supply the
required data transmission rate and power coupling. Stimulating electrode
materials are being tested to assess their ability to withstand corrosion
within the eye.

Of equivalent importance to the engineering development of the device
is the biological testing that will show that a retinal implant is well tolerated
in the eye. Although intraocular retinal surgical procedures are commonly
performed there is no precedence to attaching a device to the delicate, paper-
thin retina. The device could tear the retina, cause intraocular bleeding, or
dislodge because of eye movements. A metal alloy tack is used to secure the
implant. In animal experiments, the implants have remained affixed to the
retina through 11 months and caused no structural of functional damage.
Experiments in progress will examine the effects of electrical stimulation on
the retina.35
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6.3.6.3 Architecture of the Retina-3.55 micro-stimulator design
Functional specifications for chip operation require excitation currents up to
600 µA amplitude delivered to retinal tissue with a characteristic impedance
of approximately 10 kΩ.44Variable stimulation rates of 50 to 60 Hz and higher
are desired to achieve flicker-free vision as well as definable pulse widths
and inter-phase delays on the order of 1 to 5 msec. Stimulation pulses are
produced in the standard biphasic fashion with anodic-leading or cathodic-
leading charge-balanced pulses for compatibility within the biological envi-
ronment. To achieve greater flexibility in programming the stimulus sched-
ule, the 60 current driver circuits are independently programmable and
connect directly with 60 output channels (or pads). This provides a single
stimulation frame, and thus an intended visual experience in the form of an
8 × 8 pixelated image (minus the four corners).

6.3.6.3.1 Communication protocol and subsystems. The instructions that
specify the operation of the stimulator are defined digitally and loaded into
the IC serially through a data input and an accompanying clock input. A
configuration frame packet format is defined for specifying the full-scale out-
put current magnitude and stimulus timing, including pulse widths and
interphase delay. Another packet format, designated as the data frame, is
defined for specifying desired stimulation current amplitudes per phase, or
for requesting charge cancellation, for all driver circuits in real time, thereby
constituting a single image frame. Both of these frames are 1024 bits in length,
which is convenient for delimiting frame boundaries as packets are loaded.
A unique 16-bit synchronization word identifies the beginning of a config-
uration frame. If the cyclic redundancy check (CRC) and checksum signa-
tures are verified, the configuration data are latched into internal registers.
Otherwise, the data are ignored and subsequently overwritten as new pack-
ets are shifted into the IC. As with the configuration packet, a data packet
is initiated with a unique 16-bit synchronization word, checked, and latched.

6.3.6.3.2 Error-detection subsystem. Data errors could have unin-
tended consequences, such as generating biphasic current signals which are
not properly charge balanced. Due to the risks associated with processing
erroneous data, CRC and checksum error detection mechanisms are used.
A 32-bit cyclic redundancy check (CRC) computation engine is used. To
increase the robustness, a 16- bit checksum error detection is also used. The
chip will not process any runtime data until a configuration packet is first
received without error and latched, as the timing profile will not be defined
until then. Retina-3.55 does not have back-telemetry at this time to support
the communication of status or other data back to the extraocular host
controller; therefore, the external system cannot know when error-free con-
figuration has been achieved. The interim solution to this is retransmission
of configuration-packets at a regular interval. If a valid configuration has
been latched, then subsequent error-free runtime data packets will be latched
for stimulus generation.
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6.3.6.3.3 Pulse profile generator design. The pulse profile generators
produce eight global, independently programmable (via a configuration-
packet) pulsed timing references. These exist in the form of 8-bit (start time,
stop time) pairs. Each parameter represents a count of clock cycles, relative
to the start of each of data frame. The generation of the pulse profiles is done
by a counter and comparator circuit, which compares the counter output
with the start time and stop time.

6.3.6.3.4 Stimulus current driver design. Each of the 60 current drivers
is capable of producing a biphasic stimulus current using information pro-
vided in a 16-bit data subpacket as shown in Figure 6.8. A conceptual model
of the biphasic current driver is as shown in Figure 6.4b. The anodic current
is sourced to the load by an ideal current source referenced to a positive
supply of Vdd. Similarly, the cathodic current is sunk from the load by an
ideal current source referenced to a negative supply of Vss. The electrode
array44 might be attached to the retina using retinal tacks. Due to implemen-
tation in the N-well process, to minimize body effects all digital logic circuits
and low-voltage analog circuits operate between Vss (logic “0”) and Gnd
(logic “1”). Vdd is used only in the output stage of the driver circuit. The
driver employs two NMOS binary-weighted current-mode digital-to-analog
converters (DACs) to produce the anodic and cathodic currents. The DAC
design is as shown in Figure 6.9.

To date, the standard DAC arrangement for producing biphasic currents
consists of a stacked PMOS-DAC/NMOS-DAC configuration driving a
monopolar output.18,19 This structure may not support the high voltage
required in our design and may require alternative transistor structures that
can support high drain-source voltages without modification of the process,
such as high-voltage transistors.45,46 Therefore, the current-driver structure
is modified so that the DAC currents are mirrored and scaled into an output
circuit of high-voltage compliance. The circuit for this is shown Figure 6.10.
Each current driver contains two 8-to-1 multiplexers for programmable selec-

Figure 6.8 Retina-3.55 driver subpacket format.
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Figure 6.9 Current-mode DAC circuit detail.

Figure 6.10 Circuit-level detail of the current driver.

©2003 CRC Press LLC



tion of any of the eight pulse timing profiles. One component of the driver
circuit is a charge cancellation mechanism, which is intended to limit any
unintentional accumulation of charge on the electrode.

6.3.6.3.5 DAC biasing circuit. The wide-swing cascode current mir-
rors in the NMOS DACs and the biphasic amplifier stage receive their bias
voltages from a central biasing circuit. The schematic of the bias circuit is
provided in Figure 6.11. The biasing circuit can be considered in three sec-
tions, which are labeled in Figure 6.11 as the bootstrap reference, the DAC
biasing section, and the biphasic amplifier section. The bootstrap reference is
a circuit that settles into the intersecting operating point of a linear resistance
and a nonlinear transconductance.47 The devices are sized to achieve a 20
µA master reference current, which becomes the basis for other currents
produced on-chip. The DAC biasing section taps the mirrored current of the
bootstrap reference to establish two biases for the two NMOS DACs in the
drivers. Using two bits from a prior latched configuration packet (Iref1, Iref0),
the DAC biasing section can be tuned to mirror the bootstrap reference with
gains of 1×, 2×, or 3×. This ultimately permits global full-scale current output
in the driver’s biphasic amplifiers to be programmed at 200, 400, or 600µA.
The driver DACs employ wide-swing cascade mirrors using the associated
biases of dcas (DAC cascode bias) and ibias (DAC current-source bias).

6.3.6.4 Experimental measurements
The Retina-3.5 stimulator IC, which consists of the design described herein
without the CRC and checksum error detection logic, was implemented in the
AMI 1.2-µm CMOS and occupies an area of 4.7 mm × 4.6 mm. As Retina-3.55
has not been fabricated at this time, experimental measurements are taken
from the Retina-3.5 IC design, containing the same stimulus driver core. The

Figure 6.11 Central-bias circuit for DACs and biphasic amplifier.
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driver circuit is characterized in terms of linearity and pulse amplitude match-
ing, current sensitivity to power supply variations, and effectiveness of the
charge cancellation mechanism and power consumption requirements.

6.3.6.4.1 Output flexibility and example waveforms. A typical biphasic
stimulus current generated from Retina-3.5 is shown in Figure 6.12. For this
figure, the chip is operated from +5 V/–5 V rails and is driving a 10-kΩ load
referenced to ground. This is a transient plot of the voltage across the load
resistance. The stimulator IC is processing 100 frames per second in this
example. Figure 6.13a,b illustrates how the anodic/cathodic pulse ampli-
tudes can be independently specified. It should be pointed out that in order
to generate a targeted current amplitude of 600 µA, the supply voltages must
be increased beyond +5 V/–5 V (assuming a 10-kΩ characteristic load imped-
ance). Although pulses are achievable at +7 V/–7 V, the matching between
anodic and cathodic pulses degrades due to limitations in the output stage
design for such high supply voltages in the AMI 1.2 µm CMOS. These
supplies are beyond those rated for the process; however, the gate oxides
and drain/source junctions have been found to be tolerant of +7 V/–7 V
rails without permanent damage.

6.3.6.5 Telemetry circuitry: data link

6.3.6.5.1 ASK demodulator. The prototype implantable device
receives both power and data via an inductive link. Amplitude modulation
instead of frequency modulation is chosen in order to reduce the circuit
complexity and power consumption and is able to sustain the data rate of
the requisite functions. The ASK modulation scheme governs the amplitude

Figure 6.12 Charge-balanced biphasic pulse produced from Retina-3.5.
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of the carrier signal according to the desired digital data. Because the recov-
ered power is also derived from this amplitude, the average transferred
power could depend on the transmitted digital data pattern. To avoid this
data dependency, we first encode the data to be transmitted using the alter-
nate mark inversion pulse-width modulation (PWM) scheme, which subse-
quently modulates the power carrier as shown in Figure 6.14. The system is
designed for PWM data ranging from 25 to 250 kb/sec with a carrier fre-
quency ranging from 1 to 10 MHz.

a

b

Figure 6.13 Independent amplitude variability of the (a) anodic phase and (b) ca-
thodic phase.
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On the receiver side, the power carrier is rectified and filtered to
obtain the base-band carrier envelope containing the PWM data. The
envelope is further filtered in order to provide a low-ripple DC voltage
for the chip power supply. The unfiltered carrier envelope is passed to
the ASK demodulator circuit of Figure 6.15 to extract the digital (rail-to-
rail) PWM waveform.

The demodulator is a comparator with a predefined amount of hyster-
esis in which one input is derived from the envelope of the modulated
carrier (A in Figure 6.15). The other input is derived from the average of
that signal (B in Figure 6.15). Transistors M0 and M1 provide level shift of
the input signal to the common mode range of the differential amplifier.

Figure 6.14 PWM and ASK waveforms.

Figure 6.15 ASK demodulator circuit.
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Transistor M2 with the 10 pF capacitor C0 serves as a low-pass filter and
provides the average of an input signal. Both signals are applied to the
differential amplifier with the cross-connected active load of M3 to M6. The
hysteresis is achieved via positive feedback. The demodulator is designed
to process the carrier envelope with a ripple between 6.5 to 7.5 V. It has a
hysteresis of 500 mV, so as to ensure that the likelihood of an extra tran-
sition in the output waveform due to noise is minimized. The output
waveform of the demodulator is the digital PWM with voltage swing
between 0 and 7 V.

6.3.6.5.2 Clock and data-recovery circuit. The rising edges of the PWM
signal from the demodulator are fixed in time periodically and serve as a
reference in the derivation of an explicit clock signal. On the other hand, the
data are encoded by the position of the falling transition at each pulse. In
an alternate mark inversion encoding scheme, a zero is encoded as a 50%
duty-cycle pulse, and ones are alternately encoded by 40 or 60% duty-cycle
pulses. This eliminates the need for a local clock oscillator such that the clock
and data recovery circuit is simplified. It also provides an average coupled
power which is essentially independent of the data.

A diagram of the clock and data-recovery unit is shown in Figure 6.16.
It consists of a delay-locked loop (DLL) and decoder logic. The DLL consists
of a phase-frequency detector (PFD), a charge pump, a loop filter, and a
voltage-controlled delay line. The 36-stage delay line is locked to one period
of the PWM waveform. The waveform is decoded by an XNOR gate, the
inputs of which are the tapped-out signals at the 15th and the 21st stages.
The positions for the tapped signals correspond to the duty-cycle percentages
used in the PWM waveform.

A challenge for the DLL design is to make the lockable frequency as
low as 25 kHz without consuming a large chip area. A three-state PFD
is used with the additional delay at the reset path to reduce the dead-
zone effect. The voltage-controlled delay line is based on current-starved
inverters made of low W/L transistors. The charge pump current is 3.5
µAprovided by matched wide-swing current sources. A unity gain ampli-
fier is included to prevent the ripple distortion of the control voltage due
to charge sharing. The 200 pF loop filter capacitor is integrated on the

Figure 6.16 Clock and data recovery.
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chip. The initial condition of the DLL must be set up correctly to guar-
antee a correct locking condition. The very first input to the PFD after
reset must be the rising edge of the PWM waveform fed back from the
delay line. This can be enforced by using a simple pulse swallow circuit
which would only ignore the very first pulse of the incoming PWM
waveform prior to entering the PFD. The loop filter capacitor is initialized
to full charge when power is applied. Consequently, the delay line starts
with the smallest delay. The loop then initiates the discharge of the
capacitor, resulting in a decrease of the control voltage and an increase
of the delay. This process continues until the delay is exactly equal to
one period of the incoming PWM waveform. In this way, locking to a
subharmonic of the PWM waveform is prevented. The DLL is always
stable because it is a first-order system.

6.3.6.5.3 Communication circuit. The chip is designed only to receive
externally initiated communication; no back-telemetry is implemented.
Although intended for a data rate of 25 to 250 kb/sec, our measurements
show that the ASK and PWM demodulator circuits can operate in excess of
1 Mb/sec. However, at this high data rate, the modulation index needs to
be increased up to 30%. Furthermore, if the ratio of carrier frequency to the
data rate is more than 40, they can be independent of one another. Figure 6.17
shows the measured communication waveforms; Ch1 is the carrier envelope
(top waveform), Ch2 is the PWM output from the demodulator, and Ch3 is
the recovered non-return to zero (NRZ) data. Note that there are two clock
periods of latency between the NRZ output and the PWM input, owing to
the flipflops in Figure 6.16.

Figure 6.17 Measured communication waveforms.

©2003 CRC Press LLC



6.3.6.6 Chip implementation
A die photograph of the Retina-3.55 IC is shown in Figure 6.18. The chip
was implemented in the AMI 1.2-µm, two-metal, two-poly CMOS process
through the MOSIS facility, with die physical dimensions of 4.6 mm × 4.7
mm. A peripheral ring of 104 100-µm × 100-µm pads encloses the stimulator
core. Power and control signal pads are allocated along the bottom edge of
die to facilitate simple connection, with a separate adjacent IC (not discussed
here) providing power carrier rectification and filtering and supply regula-
tion. (Continued development of the stimulator design in context of the
inductive powering scheme and wireless telemetry would likely see the
carrier rectifier and filtering and supply regulation co-integrated with the
stimulator circuits.) The 60 stimulus-current output pads are distributed
along the remaining three sides of the die.

6.4 Conclusion
The field of semiconductor-based implants is becoming more and more
exciting. Today, advanced semiconductor technologies offer devices at the
micron level virtually at the same or smaller size than the biological cell size,
the complexity of system on a chip is in the millions of devices, and the
speed of devices can be in the range of several hundred megahertz. More-
over, further reduction in device size and advances in the field of microelec-
tromechanical systems (MEMS) will help to further miniaturize the implants.
Improvements in low power circuit design and higher digital signal process-
ing capability are desired. It is also to be noted that projects such as retinal
prostheses require expertise in many fields, including chemistry, electronics,
materials, and biomedicine. Having the capability to produce sophisticated,
low-risk medical procedures for implants and people’s willingness to adopt

Figure 6.18 Fabricated chip (Retina 3.55).
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high-tech implants are the driving forces behind new implant development.
While cochlear implants, pacemakers, artificial limbs, and portable dialysis
have become stable technologies, work on projects such as retinal prostheses,
brain implants, and neural recording is in progress.
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7.1 Introduction

When envisioning a neural prosthesis, the image that emerges is of electrical
stimulation through one or several implanted electrodes to restore lost body
function. While stimulation is the basis for restoration of sensory and motor
function, recording is also essential in the development and employment of
a prosthesis. First, extensive physiological recording research must be per-
formed to investigate and perhaps map an area into which a stimulation
device will be implanted. The foundation on which a cochlear implant per-
forms, for example, is the tonotopic organization of the cochlea. This map,
studied and verified in part using extracellular recording, became the basis
for the design of the stimulation prosthesis. Similarly, maps have been iden-
tified in primary visual cortex which encode features such as orientation,
direction, and color.1–3 Once an implantation target has been chosen, extra-
cellular recordings are often used to validate efficacy and optimize the design
of implanted stimulation electrodes and protocols. In addition to its use as
a basic research tool, the recording device is also an essential component of
closed-loop prostheses currently being developed for spinal cord injuries. In
these devices, implanted recording electrodes record biological control sig-
nals to drive implanted stimulating electrodes. An example of a closed-loop
prosthesis currently under development is a motor prosthesis in which a
recording array, implanted in the motor cortex, sends control signals to a
stimulation device that controls a robotic arm.4–7 Indeed, extracellular record-
ing electrodes play a significant role in the world of neural prostheses. This
chapter will begin with a history of recording microelectrodes fabricated
using thin-film techniques and will describe several of the current research
projects aimed at developing these electrodes. It will then focus on silicon
microprobes being developed at the University of Michigan and their design,
fabrication and use.

7.2 Extracellular recording

Extracellular recording is one of the most widely used techniques for study-
ing the nervous system at the cellular level. When a neuron receives appro-
priate stimuli from other cells, its membrane depolarizes and causes ionic
currents to flow in the surrounding cytoplasm. The voltage drop associated
with this extracellular current, or action potential, can be measured if a suitable
electrode is located near the active neuron. An extracellular action potential
is typically about 50 to 500 microvolts (µV) in amplitude, with a frequency
content from 100 Hz to about 10 kHz. In order to record these neural signals,
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the electrode must pass through the extracellular space and approach the
active neuron without damaging it or other cells interacting with it. For this
reason, it is critical that the recording electrode be as small and noninvasive
as possible.

One type of recording electrode is the glass micropipette. These devices
are formed by heating and pulling a 1- to 2-mm diameter glass capillary into
two pieces. Commercial pipette pullers permit control of the temperature
and force with which the capillary is pulled and therefore control the taper
of the resulting tip down to 0.1 µm. Beveling of the tip can also be performed
to even more precisely define the tip diameter and impedance. The pulled
pipette is filled with an electrolyte solution such as KCl to form a conductive
link to the tissue, and a large-area reversible electrode, inserted in the solu-
tion from the top of the pipette, is used to couple to the external world. The
electrical properties of glass electrodes have been reviewed by Schanne.8 In
general, the equivalent circuit for such a device is dominated by the series
resistance of the fluid-filled tip and the shunt capacitance of the pipette wall.
This forms a low-pass filter which measures DC and low-frequency poten-
tials well but rarely permits a frequency response above 1 kHz. Glass
micropipettes are therefore typically used for intracellular recording.

The preferred method for detecting action potentials extracellularly is
with a metal microelectrode. Traditionally, these electrodes have been formed
by electrolytically sharpening9,10 or mechanically beveling11,12 a small-diam-
eter metal wire (e.g., tungsten, stainless steel, platinum) to a fine tip (<1 µm)
and then insulating it, leaving only the tip exposed. Alternatively, microwires
can be formed from preinsulated fine wires that have been cut to expose the
cross-sectional area at the end of the wire. The electrical properties of metal
microelectrodes have been detailed by Robinson.13 Basically, metal micro-
electrodes function by forming a capacitive interface to the aqueous tissue
medium, allowing the detection of changes in the potential field created by
the extracellular currents. The electrodes described in the remainder of the
chapter are of the metal type.

7.3 Multichannel recording

While the recordings from a single electrode site can reveal characteristics
of one or a few cells, they cannot give information about how networks of
cells work together to process information. This requires the use of arrays
of microelectrodes to study temporal and spatial relationships between
groups of neurons. Although only single-channel separation methods existed
in the 1960s, the use of such techniques was not disseminated.14 The math-
ematical tools for analysis of multichannel records were being developed by
Gerstein and his colleagues15–17 well before the recording methods were
available. These studies revealed the importance of observing the activity
and interaction of many neurons simultaneously and led to numerous
attempts to construct arrays of microelectrodes by mounting wire electrodes
on a common structure. These types of electrodes provided a multiplication
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of simultaneous data collection channels and the potential for detecting
relationships among cells. Many reviews exist for this technology and the
philosophy driving it.18 From a signal processing point of view, the separa-
tion of neural events recorded on one of the channels depended on various
methods of waveform discrimination, a method that was well developed by
the early 1980s.19An important advance in multichannel recording occurred
when multielectrodes were fabricated with closely spaced sites that had
overlapping recording volumes. This allowed neurons to be separated by
spatial distribution as well as waveform. The stereotrode, introduced by
McNaughton et al.,20 was a close-spaced, two-site wire electrode that could
accomplish discrimination based on spatial distribution of signals. Drake21
showed the greater discrimination power of a larger number of sites placed
close together on silicon substrates, the principle being that more sites
remove spatial ambiguity and provide greater noise immunity by averaging
multiple sources. Later, a four-wire device was introduced as the tetrode by
McNaughton’s group.22,23 Detailed refinement of the method with quantita-
tive evaluation came from Gray.24 A more general approach to electrodes
having correlated activity was developed by Gozani.25

Various methods of electrode fabrication, including gluing the shanks
of metal wire electrodes together, welding glass pipettes together, and depos-
iting thin films on silicon substrates, have been used to achieve multichannel
recordings. Microwire electrode arrays are still used extensively today for
both acute and chronic extracellular recording26–28 and can be obtained com-
mercially with a variety of different metals and insulators, varying array
configurations, and even with independently positionable electrodes. Ven-
dors who offer these arrays and associated instrumentation include FHC,
Inc. (www.fh-co.com), NB Labs (www.nblabslarry.com), Thomas Recording
(www.thomasrecording.de), and Alpha Omega Engineering (www.alpha-
omega-eng.com).

7.4 Photoengraved microelectrodes

Although arrays of bundled metal microelectrodes have proven to be very
useful for studying neural circuits, they do have several disadvantages. First,
their added volume introduces more tissue damage than does a single con-
ductor electrode. In addition, the exact geometrical configuration of such
hand-built arrays is not reproducible. The ability to increase the number of
electrode recording sites without increasing the volume of the array is an
attractive one and spurred the onset of a number of attempts to create a
microelectrode array using high-precision photolithographic techniques
employed in the microelectronics industry. Using these methods, a single
recording site can be made about as small as the tip of the finest wire
electrode. However, the microelectrode shank, the portion that supports the
recording sites and displaces the tissue, can carry multiple recording sites
and can be at least as small as a single-wire electrode. In general, these
techniques are the same as those used to create integrated circuits and
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therefore utilize similar substrate, conductor, and insulating materials. Fab-
rication typically starts on a wafer substrate and the electrode features are
added using a number of photolithographically patterned thin-film layers
that are defined by etching. These methods are attractive because they result
in highly reproducible, batch-processed devices that have features defined
to within less than ±1 µm. In addition, many of the techniques are compatible
with the inclusion of on-chip circuitry. The latter is an important character-
istic because, as the density of sites increases, so does the number of inter-
connect leads and packaging complexity. In fact, multiplexing becomes
imperative as the lead count approaches 32 or more, especially if the elec-
trode is to be chronically implanted. In addition, on-chip buffering and
amplification can reduce crosstalk, noise coupling and signal attenuation,
improving the overall signal-to-noise ratio.

7.4.1 Early attempts

The exploration of photoengraved microelectrodes began in the mid-1960s
with efforts at Stanford University.29,30 This silicon substrate structure con-
sisted of an array of gold electrodes and conductors insulated by a thin layer
of silicon dioxide (Figure 7.1). These probes were capable of recording single-

Figure 7.1 An early photoengraved, multichannel recording electrode. This device
was based on a silicon substrate and had gold electrodes and conductors insulated
with silicon dioxide. (From Wise, K.D. et al., IEEE Trans. Biomed. Eng., 17, 238, 1970.
With permission.)
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unit activity from rat cortex31 and paved the way for future developments.
Since that time, a number of efforts have been directed toward the develop-
ment of batch-fabricated, photolithographically defined microelectrode
arrays. They have differed in their substrate, interconnect, and dielectric
materials and in methods used for shaping the device. Silicon, tungsten,
molybdenum, glass, and polyimide have been among the substrate materials
that have been explored. Dielectrics that have been investigated include
polyimide, silicon oxide, silicon nitride, and glass. A variety of materials
including gold, platinum, tungsten, tantalum, and nickel have been used to
form electrode sites. While many of these early attempts resulted in probes
that were capable of recording extracellular activity, they were often low in
yield and quality due to difficult fabrication sequences and imprecise meth-
ods for shaping of the substrate. Details on these early electrodes can be
found in References 32 to 46.

7.4.2 Recent developments

Anumber of groups continue to develop and improve photoengraved micro-
probes using advanced techniques and materials. Recent and ongoing efforts
include the Utah Electrode Array, arrays based on silicon-on-insulator (SOI)
wafer processing, flexible polyimide arrays, and the Michigan probe. For a
more inclusive list of recent developments, see References 47 to 65.

7.4.2.1 The Utah Electrode Array
Dr. Richard Normann and his colleagues at the University of Utah have
developed a microelectrode array with a high density of penetrating shafts
and referred to as the Utah Electrode Array, or UEA.52–54 Each shaft is 1 to
1.5 mm long and projects down from a 0.2-mm-thick glass/silicon composite
base (Figure 7.2). The device is formed from a monocrystalline block of
silicon using a diamond dicing saw and chemical sharpening. The resulting
silicon shafts are electrically isolated from one another with a glass frit and
from the surrounding tissue with deposited polyimide or silicon nitride. The
tip-most 50 to 100 µm of each shaft is coated with platinum to form the
electrode site.

Arrays have been fabricated with up to 100 (10×10) penetrating shafts
that are spaced on 400 µm centers. Interconnection to the electrode sites is
accomplished by bonding either individual, insulated 25-µm wires or a mul-
tilead polyimide ribbon cable to bond pads on the top of the array. While
the shafts are sharp, they are dense and can cause significant tissue dimpling
during normal insertion. A high-velocity insertion technique using a pneu-
matic device was developed to alleviate this problem.55 Although the UEA
was originally designed and has been successfully used for acute and chronic
recording in cat cortex,56,57 a modified design has now permitted use in cat
peripheral nerve.58,59 A variety of acute and chronic versions of the device,
along with instrumentation associated with their use, are available commer-
cially from Bionic Technologies (www.bionictech.com).
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7.4.2.2 SOI-based fabrication
Another relatively new set of research efforts is directed toward development
of planar neural electrodes fabricated using SOI wafers.60–62 SOI wafers are
manufactured with an oxide layer buried a specified distance below the top
silicon surface (6 to 25 µm for these neural devices). This oxide layer provides
an etch-stop that accurately defines the final thickness of the electrodes.
Metal conductors and electrode sites are defined photolithographically and
are insulated by deposited layers of silicon nitride and silicon dioxide. Deep
reactive ion etching (DRIE) is used to etch through the entire thickness of
the device from the front, stopping on the buried oxide layer. The backside
of the wafer is then patterned and etched through using DRIE to the other
side of the buried oxide layer. The electrodes are finally released by etching
the buried oxide in buffered HF.

The final thickness of the shanks of these devices is determined by the
depth of the buried oxide layer. Shanks from 6 to 25 µm have been fabricated.
Bond pad regions are typically left at full wafer thickness (>500 µm). At the
time of this writing, single and multiple shank acute designs have been fab-
ricated with up to 32 sites and have been used successfully for acute record-
ings. In anticipation of chronic use, one group has added a process step to
include surface topology on the devices in an effort to improve mechanical
anchoring in the tissue.60 In addition to being compatible with the inclusion
of on-chip circuitry, this type of fabrication offers the advantage that all of the
process steps are compatible with current foundry techniques.

7.4.2.3 Polyimide electrodes
An alternative approach that is being investigated for chronic multichannel
recording is flexible substrate electrodes. While a flexible substrate may be

‘

Figure 7.2 The Utah Electrode Array (UEA). This 10×10, silicon-based array has
platinum electrode sites on the tip of each shaft. The shafts are spaced on 400-µm
centers. (From Nordhausen, C.T. et al., Brain Res., 726, 129, 1996. With permission.)
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difficult to insert into the brain without an insertion aid, it has been hypoth-
esized that once it is successfully implanted its long-term performance may
be superior to silicon because its elastic modulus more closely mimics that
of the brain and it may therefore reduce trauma due to micromotion.
Advancements in the material polyimide, originally investigated in the early
1980s as an electrode substrate,39,40,42–44 have caused it to be recently revisited
by several groups.63–65 Basically, these planar structures consist of metal traces
sandwiched between upper and lower layers of polyimide. The process
begins with a silicon wafer that acts as a carrier throughout the process.
Depending on how the devices are to be released from the wafer, a sacrificial
layer may first be deposited on the wafer. Polyimide is then spun on to the
desired thickness. If the polyimide is photodefinable it is next exposed and
developed to define the base of the final device. If the polyimide is not
photodefinable, RIE can be used for etching. Metal is deposited, patterned,
and etched to form the interconnects. The top layer of polyimide is spun on,
exposed, and developed to define the openings to the underlying metal
which will become the recording sites and bond pads. Finally, the devices
are released from the wafer either by dissolving the sacrificial layer in a wet
etch65 or by peeling them off with tweezers.63

Although it has not yet been attempted, these devices may be compatible
with the inclusion of on-chip circuitry. For the interim, the Fraunhofer Insti-
tute has developed a novel technique for high-density interconnection of
hybrid integrated circuit (IC) chips to polyimide devices.66 In addition, unlike
the two silicon-based devices described above, an integrated flexible cable
can be extended off the electrode for chronic connection to the external world
via a percutaneous connector. The final devices have thicknesses less than
20 µm. The Fraunhofer devices are designed for chronic interfacing with
peripheral nerves. Rousche and his colleagues65 are working toward a
chronic intracortical array and have made three-dimensional structures by
folding the two-dimensional devices into the appropriate shape (Figure 7.3).
Both types of arrays have successfully obtained chronic recordings. Devices
fabricated by Rousche et al. have “wells” included in the substrate that are
designed to be seeded with bioactive materials to improve biological accep-
tance of the device.

7.4.2.4 The Michigan probe
Our group at the University of Michigan has developed a planar microelec-
trode array useful for both recording and stimulation. The probes, for which
the basic structure is shown in Figure 7.4, are based on a silicon substrate,
the thickness and shape of which are precisely defined using boron etch-
stop micromachining.67,68 The substrate supports an array of conductors that
are insulated by thin-film dielectrics. Openings through the upper dielectrics
are inlaid with metal to form the electrode sites for contact with the tissue,
and the bond pads for connection to the external world. The Michigan probe
is the focus of the remainder of this chapter.
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7.5 The Michigan probe

7.5.1 Fabrication

While the Michigan probe process is compatible with the inclusion of on-
chip CMOS (complementary metal-oxide semiconductor) circuitry for signal
conditioning and multiplexing and neural recordings have been made using

Figure 7.3 A flexible polyimide electrode array. This 12-channel device, developed
at Arizona State University, has been folded to achieve a three-dimensional structure.
The shanks are spaced on 100-µm centers. (From Rousche, P.J. et al., IEEE Trans.
Biomed. Eng., 48, 361, 2000. With permission.)

Figure 7.4 Basic structure of the Michigan silicon probe.
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these active arrays,69 this chapter centers on the passive electrode array,
which does not include circuitry. The Michigan passive probe process, out-
lined in Figure 7.5, starts with a silicon wafer of standard orientation <100>
and thickness (500 µm). The wafer is thermally oxidized and this oxide is
then selectively removed using photolithography to define the shape of the
probe. Boron is diffused into the silicon in these open areas. Because the
boron-doped silicon acts as an etch stop during the final release of the probes,
the final thickness of the devices is defined by the depth of this diffusion. A

Figure 7.5 Fabrication sequence for the Michigan passive probe (not to scale). Fabri-
cation requires only single-sided processing and uses eight masks.

Grow and pattern thermal oxide mask
Boron diffuse to form substrate

Deposit lower dielectrics
Deposit and pattern conductors

Deposit upper dielectrics

Open contact vias
Deposit and liftoff sites and bond pads

Etch field dielectrics
Release probes in EDP

25µm
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standard deep diffusion results in a final device thickness of 15 µm. After
diffusion, the masking oxide is stripped and a tri-layer stack of dielectrics
(silicon dioxide, silicon nitride, and another layer of silicon dioxide) is depos-
ited using low-pressure chemical vapor deposition (LPCVD). These dielec-
trics insulate the lower substrate from the thin-film interconnects that will
be deposited in the next step. They are put down in this configuration and
in thicknesses that result in a neutral mechanical stress condition (3000, 1500,
3000 Å) so that a flat device results in the end. 

Next, the thin-film interconnect material that will lead from the electrode
sites to the bond pads is deposited, patterned using photolithography, and
etched using reactive ion etching (RIE) to form the multiple leads. The
material typically used for recording interconnects is 8000 Å of phosphorus-
doped polysilicon. The traces are then insulated from above using the same
tri-layer stack of dielectrics used for lower insulation. Contact vias are next
opened using a combination of wet (HF) and dry (RIE) etching to expose
the interconnect traces for metallization which will form the electrode sites
and bond pads. These sites and bond pads are formed using sputtering and
then a lift-off process that removes the deposited metal from the wafer
everywhere except in the electrode site and bonding pad areas. Typically,
the electrode sites are made from iridium with a thin underlayer of titanium
for adhesion, and the bond pads are made from gold with a chromium
adhesion layer. Other site materials, including gold, titanium nitride, carbon,
and platinum have been used depending on the intended application. It
should be noted here that if iridium is used for the sites, the sites can be
electrochemically activated and are suitable for stimulation as well as record-
ing.70–72 The next step in the process is to remove the dielectrics surrounding
the probe shapes, which is accomplished using RIE. 

The final process steps are performed to release the probes from the
wafer. First the wafer is thinned from the backside using an unmasked
etch in a hydrofluoric-nitric acid mixture. The thinned wafer is finally
placed in an anisotropic silicon etch composed of ethylenediamine, pyro-
catechol, and water (EDP). EDP etches away all of the undoped silicon and
stops on the boron-doped areas. It does not attack any of the other exposed
materials used in the probe process. Once they are removed from EDP, the
probes are rinsed clean in solvents and deionized water and are ready for
sorting and packaging.

One additional masking step can be added to the above process to
allow the formation of a sharper probe tip, a thinner substrate, and/or an
integrated ribbon cable for chronic use.73 This extra step, a shallow boron
diffusion, is performed just after the deep diffusion. The rest of the process
(i.e., deposition and patterning of the leads, dielectrics, and sites) is carried
out as described above. While the deep diffusion results in a final device
thickness of about 15 µm, the shallow-diffused device thickness is only
about 5 µm. The probe substrate is therefore thick enough to penetrate the
pia of most animals; the shallow-diffused region, if used to form an inte-
grated cable, is thin and flexible and minimizes tethering forces on an
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implanted probe. Probe tips formed using shallow diffusion have a radius
of about 1 µm and enter the tissue with minimal dimpling. In addition,
these sharp tips may be useful for penetrating tougher structures such as
nerve and spinal cord.

The Michigan passive probe process with shallow boron diffusion uses
eight masks. It is capable of yields in excess of 90%. Typically, 10 to 15
different designs are included on a given mask set and, depending on device
sizes, a 4-inch silicon wafer can produce well over 1000 probes. Passive
devices with lengths of 1.5 mm to 5 cm and widths as narrow as 5 µm have
been fabricated with as many as 96 sites.

7.5.2 Design considerations

One of the attractive features of the Michigan and other planar photoen-
graved probes is the ability to customize design for specific experiments.
The substrate can have any two-dimensional shape with single or multiple
shanks, electrode sites can be of any surface area and can be placed
anywhere along the shank(s) at any spacing, tips can be made very sharp
or blunt, and features such as holes and barbs can be included for special
applications such as sieve electrodes.74–76 The NIH NCRR-sponsored Uni-
versity of Michigan Center for Neural Communication Technology
(CNCT) has been providing probes to investigators since 1994. At the time
of this writing, over 150 designs have been fabricated through the CNCT,
a subset of which comprise a catalog of basic designs. A number of
scientific papers and presentations, listed at www.engin.umich.edu/facil-
ity/cnct/papers.html, have resulted from use of these probes. The design
freedom offered by this technology makes the devices attractive to research-
ers in a broad range of applications; however, there are some practical and
process-enforced limitations on probe features that must be considered
when selecting or designing a probe.

7.5.2.1 Shank length
When selecting or designing a probe, a first characteristic an investigator
typically considers is shank length. This is the length of the device that will
be inserted into tissue or the maximum depth of the intended target. While
shank length can be considered a process-limited feature due to the maxi-
mum limit imposed by the size of the wafer, it is actually more practically
limited as defined by stiffness and strength. Typical 15-µm-thick, 100-µm-
wide probe shanks longer than about 6 mm may bend during insertion,
causing the target to be missed. As described by Najafi and Hetke,77 when
choosing a shank length one must consider the buckling load, which defines
the stiffness of the probe as it is pressed against the tissue, and the maximum
stress at the bottom of the probe shank, which defines the strength of the
probe. The buckling load is proportional to t3W/L,2 and the maximum stress
is proportional to t/L.2 Therefore, to design a probe that is stiff and strong
with the given thickness t = 15 µm, the substrate width (W) should be
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increased, and the length (L) should be the minimum necessary to reach the
intended target.

Insertion properties can also be improved by increasing the sharpness
of the tip.78 As described above, this can be achieved by using a shallow
boron diffusion at the probe tip which results in a structure that is no more
than 1 to 2 µm in diameter. In addition to the shallow diffusion, a very
sharp taper angle (<10 degrees) can be used to improve penetration char-
acteristics. Figure 7.6 shows a probe tip that is shallow diffused and has a
taper angle of 18 degrees that has successfully penetrated sciatic and audi-
tory nerves in cat, structures which are not penetrable with standard deep
diffused tips.

7.5.2.2 Shank width
Taking into consideration the above discussion on shank length and the
relationship of shank width to the strength and stiffness of long shanks, one
should still try to minimize the width of the shank to make the device as
noninvasive as possible. Shank width is a process enforced limitation that
is controlled by the diffusion mask and lateral diffusion. As the width of the
diffusion opening decreases, lateral diffusion of boron underneath the mask
eventually limits the minimum achieveable shank width for a given substrate
thickness.79 Using an EDP etch alone, the minimum shank width achievable
for a standard deep-diffused 15-µm-thick shank is about 15 µm because, as
the mask width decreases, so does the thickness. Narrow “scaled” probes
can be realized, however, using shallow-diffusion and/or an additional
masking and etching step. To do this, deep RIE is used to etch into the silicon
substrate and trim off the lateral diffusion, resulting in a narrower device
than would be realizable using the EDP etch alone. Scaled probes have been
fabricated with shanks as narrow as 5 µm. While 1.5-mm-long, 5-µm-thick
scaled shanks have successfully penetrated the guinea pig pia mater and
recorded from cortex, the mechanical practicality of these tiny devices has
yet to be proven.

Figure 7.6 A sharp probe tip formed using a combination of shallow and deep boron
diffusions. Probes with these sharp tips have been used to penetrate tough structures
such as peripheral nerve and spinal cord.
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Another issue related to shank width is the interconnect lead width and
spacing. Although submicron feature sizes are standard in industry, one must
consider electrical crosstalk between very close leads. When more electrodes
are to be accommodated on a narrower shank, the width of interconnect
lines and the spacing between the lines must be reduced, resulting in an
increased coupling capacitance. As described by Najafi et al.,79 for probes
with line widths and spacing as small as 1 µm, the crosstalk approaches 1%.
This is acceptable for recording devices, as effects will be negligible com-
pared to background noise. Even with feature sizes as small as 0.25 µm, the
crosstalk is still less than 4%.

7.5.2.3 Substrate thickness
Substrate thickness is a feature that is of importance when it comes to
insertion into tough tissue or into deep structures. The standard Michigan
probe process is capable of producing probes 5 to 15 µm in thickness based
on the time and temperature of the boron diffusion and hence the depth of
the etch-stop. Probes 15 µm thick and 5 mm long and tapered from 15 to
120 µm in width are capable of penetrating the pia with minimal bending
in most preparations. If the device is much longer than this, however, the
buckling force is lower. If a very long shank is absolutely required by the
application, a stronger, stiffer device can be achieved by forming a “box-
beam” substrate. This type of device uses the same fabrication process as
the Michigan chemical delivery probe80 to form an open channel within the
silicon substrate (Figure 7.7). This channel results in a box-beam structure
that is inherently stiffer and stronger than a normal beam because the second
moment of its cross-section is larger. This structure is being investigated for
its efficacy in penetrating deeper and/or tougher structures, including the
inferior colliculus, spinal cord, and cochlear nucleus in cats.

Figure 7.7 A probe with three channels, spaced 20 µm apart, buried within its sub-
strate. While these probes are being developed for chemical delivery, they are also
useful for applications where a stiffer device is necessary. (From Chen, J. et al., IEEE
Trans. Biomed. Eng., 44, 760, 1997. With permission.)
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7.5.2.4 Site spacing
Another characteristic one considers when choosing a probe design is the
center-to-center spacing between the recording sites. This feature is basically
unlimited; the spacing between sites can be as small as a few microns to as
large as several hundred microns or more. The choice will depend on the
location of intended use as well as the type of data to be collected. For
example, for purposes of spike sorting, signal improvement, and/or cell
imaging, correlated signals are desired on more than one site. A general rule
of thumb for these types of recordings is that the sites should be spaced at
50 µm or less.21 Close-spaced sites can be in the form of a linear array, or in
a tetrode configuration as shown in Figure 7.8. Sites that are spaced 100 µm
apart will show some correlated as well as uncorrelated activity. When the
sites are spaced at 200 µm or more, little or no coherency occurs between
sites.21 Arrays with this larger spacing, for example, can be used to investi-
gate the layered organizations of cortical tissue.

7.5.2.5 Site area
The choice of site area for recording is an electrical consideration as it is
related to thermal noise and the ability to record low-level signals and hence
influences the achievable signal-to-noise ratio. There is a trade-off when
choosing a site area. Although perhaps more selective in the signals it detects,
a smaller site imposes a higher impedance, causing signal attenuation and
added noise. In contrast, a larger site offers a lower impedance at the expense
of being less selective and therefore picks up signals from a larger population
of cells. While site areas on Michigan probes ranging from 70 to 4000 µm2

Figure 7.8 A two-shank tetrode array; sites are spaced at 25 µm on the diagonal, and
shanks are spaced at 150 µm.
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have successfully recorded neural spikes, the current typical recording site
on a Michigan probe is just under 200 µm2. The average 1-kHz impedance
on a 200-µm2 iridium site is around 2 MΩ and, with appropriate amplifiers,
the baseline noise level is about 15 µVRMS. This site area has evolved over
many years as a “best” choice for maximizing signal-to-noise ratio and, in
fact, is still evolving. It is likely that a single best choice for all brain regions
does not exist due to variations in cell size and density. A systematic study
is currently underway to investigate the recording quality of different site
areas in a variety of brain structures.

If the electrode site is to be used for stimulation, a larger site size may
be required to safely deliver the charge required for the application. In
addition, the charge capacity of the site can be increased by an order of
magnitude by forming iridium oxide through electrochemical activation.70,72
This procedure involves cycling the electrode potential between positive and
negative limits, which results in a porous, hydrous, multilayer oxide film
that has a high charge capacity and is exceptionally resistant to dissolution
and corrosion during stimulation.

7.5.3 Three-dimensional arrays

The Michigan probe process results in devices that are planar and two
dimensional. Because neural systems are three dimensional, however, in
order to fully instrument the target tissue volume it is important to be able
to realize three-dimensional arrays. Such three-dimensional structures can
be constructed from the two-dimensional components using microassembly
techniques.81,82 The procedure is based on inserting multiple two-dimen-
sional probes into a silicon micromachined platform that is intended to sit
on the cortical surface. Silicon spacers are inserted over the probes to hold
them parallel to one another. Gold tab bond pads on the probes are bent at
right angles to form a flat contact with mating pads on the platform. Ultra-
sonic bonding of these pad pairs is performed to establish electrical contact
between the probes and the platform. Exposed connections are then potted
in silicone rubber. An integrated cable on the platform carries the signals to
a percutaneous connector.

Although these three-dimensional arrays are dense, they occupy less
than 1% of the tissue volume into which they are inserted. Each shank of
the array is only 15 µm thick. Recording arrays having up to 8×16 shanks
on 200-µm centers have been fabricated, constructed, and used to record
acute single units from guinea pig cortex. Following the methods of the Utah
group, a dynamic insertion tool is used to insert the arrays into cortex with
minimal traumatic injury. Unlike the UEA, these arrays can have multiple
sites along each shank. This makes the need for on-chip electronics obvious;
the signal leads must be multiplexed prior to lead transfer between the probe
and the platform in order to make the transfer feasible. A device with on-
chip CMOS signal processing circuitry has been created and used to record
acute neural activity (Figure 7.9).
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7.5.4 Acute probes

Acute recordings are made on anesthetized animals and continue anywhere
from several hours to several days. These experiments are less complex than
chronic experiments because the surgery is simpler, the animal is not awake
during recordings, and the electrode assembly is not subjected to the corro-
sive physiological environment for an extended time. The acute Michigan
probe assembly is shown in Figure 7.10. The probe is electrically connected
to a printed circuit board using ultrasonic bonding, and the exposed con-
nections are insulated with silicone rubber. This package is easy to handle

Figure 7.9 A three-dimensional silicon array that has been microassembled from
planar components. This device has on-chip CMOS preamps and buffers. (From Bai,
Q. et al., IEEE Trans. Biomed. Eng., 47, 281, 2000. With permission.)

Figure 7.10 Acute 16-channel Michigan probe assembly. The PC board has pins con-
figured to plug into a standard IC socket.
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and use in most acute preparations. The pins on the circuit board are con-
figured to plug into a standard IC socket which makes the package easily
adaptable to most existing systems. In addition, several commercial vendors
have developed headstage amplifiers that mate directly to Michigan probes.
At the time of this writing, these vendors include Plexon, Inc. (www.plex-
oninc.com), Neuralynx, Inc. (www.neuralynx.com), and Tucker-Davis Tech-
nologies (www.tdt.com).

These acute headstages are intended to be mounted on a micromanip-
ulator to permit the attached probe assembly to be lowered precisely into
the brain. Prior to insertion, the dura must be pierced to permit probe
penetration. Buckling of the shank can be minimized by inserting the probe
shank(s) at an angle normal to the brain’s surface. Once the device is lowered
into the desired area, warm agar solution may be used over the exposed
tissue to prevent dessication and minimize pulsation artifact. Because acute
probes are not typically fixed in place with cement or acrylic, they can often
be recycled several times if they are rinsed immediately upon withdrawal
from the tissue with deionized water.

7.5.5 Chronic recordings

Chronic recordings are required in a variety of studies including those related
to learning, adaptation, and plasticity. Stable chronic recordings for periods
extending over years are critical if an electrode is to be used for studying or
implementing a neural prosthesis. These recordings are more difficult to
obtain than acute recordings not only because the animals are typically
awake and sometimes behaving, but also because the electrode/tissue inter-
face must remain stable over time. The natural response of the tissue to the
foreign electrode body is to encapsulate it in a cellular sheath, which isolates
the recording sites from the brain,83 causing an eventual degradation or
disappearance of recordings. All electrode types (i.e., wire, silicon, polyim-
ide) are plagued with this problem to a certain degree and there are currently
many efforts focused on improving the tissue interface.

Although telemetry systems are under development that will eliminate
output leads and hence improve positional stability and perhaps the tissue
interface, most systems in use today are tethered. These assemblies can be
classified as fixed, movable, or floating. A fixed electrode is inserted into the
brain and the proximal end is permanently attached to the skull or chamber
above. Microwire arrays, arrays of individually insulated wires bundled
together,27 can be considered to be of the fixed type. While these devices may
function well for recording from deep structures and from the cortex of small
animals for periods extending over a year, larger animals and humans exhibit
greater brain movement with respect to the skull which may lead to
increased relative movement of the electrode and more tissue damage.
Avoidance of this type of damage is especially critical for very long-term
implants such as will be required for a prosthesis. The movable electrode, as
its name implies, is one that is moved periodically to record from similar or
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even different brain regions over time.84–87 Although these electrodes can be
quite useful for certain experiments and in fact may alleviate some of the
problems associated with electrode failure due to encapsulation, they are
not suitable for studies that require chronic recordings from the same cells
over time and are probably not the choice for use in a prosthesis. For long-
term chronic use, at least until telemetry systems can be fully implemented,
the floating electrode is most likely the device of choice. In this configuration,
a flexible interconnect between the implanted electrode and the percutane-
ous connector permits the electrode to move with the brain’s natural pulsa-
tions, minimizing damage caused by relative movement. A classic example
of a floating electrode is the “hatpin” electrode developed by Schmidt et al.,88
which remained functional for 1144 days in monkey cortex.

While there are examples of applications where the Michigan probe has
been used in short-term chronic experiments in fixed and movable configu-
rations,89–91 the chronic assembly that is being developed for long-term use
is of the floating type. The flexible interconnect to the probe is achieved using
the integrated, multilead silicon ribbon cable described above. These 5-µm-
thick cables are extremely flexible; even with multiple leads they are roughly
100 times more flexible than a single 25-µm-diameter gold wire.73 Because
the probe and ribbon cable are monolithic, no further electrical connection
is required between the two. The leads are brought out to the external world
through a percutaneous connector. An intermediate PC board serves to trans-
fer the ultrasonically bonded leads from the probe to the pins on the con-
nector (Figure 7.11). Currently, 16- and 32-channel versions of this assembly
have been developed. Recording periods of over one year have been
achieved with this device.73 The vendors mentioned above are developing

Figure 7.11 Chronic 16-channel Michigan probe assembly. An integrated silicon cable
forms the interconnect between the probe and percutaneous connector.

©2003 CRC Press LLC



miniature headstages that mate to these assemblies, which will be suitable
for use on behaving animals.

Appropriate surgical techniques are the first step in the realization of a
successful chronic implant. The probe assembly should first be sterilized
using ethylene oxide. As with the acute probes, the dura must be removed
at the insertion point to permit penetration. The percutaneous connector is
then mounted on the skull using dental acrylic. The probe is next inserted
either by hand by grasping the silicon bead at the probe/cable junction with
forceps or with a vacuum-pick mounted on a micromanipulator. Quick-cure
silicone rubber can then be placed over the implanted electrode to provide
support for it and protection for the exiting cable. Dental acrylic is finally
used to seal the entire area.

7.5.6 Example applications

The Michigan probes have been utilized in a variety of brain regions for
extracellular recording of unit and field activity. Several applications, acute
and chronic, will be highlighted here.

7.5.6.1 Mapping using multi-unit recordings
Dr. John Middlebrooks and his colleagues at the University of Michigan
are using acute probes to map “cortical images” of activation in guinea
pig auditory cortex in response to stimulation through a cochlear
implant.92 The goal of these studies is to identify electrode configurations
that optimize information transmission from the cochlear implant to the
cortex and to use the results to improve the design of speech processing
strategies. In these experiments, a silicon probe was used to record multi-
unit auditory cortical activity elicited by cochlear implant stimuli that
varied in electrode configuration, location of stimulation within the
cochlea, and stimulus level. Cochlear electrode configurations that were
investigated were monopolar (MP), bipolar (BP+N) with N active elec-
trodes between the active and return electrodes, tripolar (TP) with one
active electrode and two flanking return electrodes, and common ground
(CG) with one active electrode and up to five return electrodes. The probe
design that was chosen for these experiments was a 16-channel single-
shank probe with 100-µm site spacing. This design permitted simulta-
neous recording of the resulting spatio-temporal pattern of neural activity
across the tonotopic axis of the auditory cortex. Figure 7.12 shows an
example of cortical images resulting from various cochlear stimulating
electrode configurations (rows) and stimulus levels (columns). This figure
illustrates several effects. First, it can be seen that the cortical images
increase in width in response to increasing current levels. In addition, at
the 7-dB level, the images resulting from MP, BP, and CG stimulation
spanned nearly the entire 1.5 mm of the cortical recording array, while
the image resulting from the TP stimulus remained more restricted even
at the higher current levels.
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7.5.6.2 Current-source density analysis using field recordings
In addition to their usefulness in studying single- and multi-unit extracellu-
lar activity, by broadening the bandwidth of external instrumentation the
probes can be used to record field or population potentials. Dr. Gyorgy
Buzsaki’s group at Rutgers University uses Michigan probes to investigate
simultaneous unit and field activity in hippocampus and neocortex. He has
published several studies in which he performs current-source density (CSD)
analysis to precisely localize current sources and sinks in the awake rat in
order to investigate the cellular-synaptic generation of physiologically rele-
vant cortical potentials.93–96 CSD profiles are derived from field recordings.
Changes in the sign of the CSD as a function of depth are interpreted as a
change in the local divergence of current flow and correspond to the presence
of current sources or sinks.97

In one example of Buzsaki’s CSD work,94 he used Michigan probes to
study the mechanism of extracellular current generation in the neocortex
underlying sleep spindles and spike-and-wave patterns, two low-frequency
(<15 Hz) rhythms associated with the thalamocortical system. These spon-
taneous rhythms were compared to evoked potentials in response to stim-
ulation of various thalamic nuclei. Field potentials and unit activity were

Figure 7.12 Cortical images, derived from Michigan probe recordings for various
cochlear-stimulating electrode configurations (rows) and stimulus levels (columns)
in the guinea pig. The y-axis of each panel represents the silicon probe recording site
location relative to the most caudal site, and the x-axis represents the time after
stimulus onset. The gray scale represents normalized spike probability (see original
publication for color version of figure). (From Bierer, J. A. and Middlebrooks, J. C.,
J. Neurophysiol., 87, 478, 2002. With permission.)
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recorded simultaneously along trajectories perpendicular to the cortical lay-
ers using a 16-site silicon probe with a site spacing of 100 µm. For these
short-term chronic studies, recordings were obtained in both the anesthe-
tized and the awake rat using a movable probe.

In Figure 7.13, voltage vs. depth profiles is superimposed onto CSD maps
of spike-and-wave discharges (HVS) and thalamic evoked responses (VPLi,
VL, VPLc) in the awake rat and during Ketamine anesthesia. Thalamic evoked
field responses and spontaneously occurring spike-and-wave discharges
resulted in spatially similar localized sinks and sources in the various cortical
layers. The findings from this study indicate that the major extracellular cur-
rents underlying sleep spindles, HVSs, and evoked responses result from
activation of intracortical circuitry rather than from thalamocortical afferents
alone. The multisite recording technique allowed for the continuous, simulta-
neous recording of field potentials, current-source density distributions, and

Figure 7.13 Voltage vs. depth profiles, obtained using Michigan probes, superim-
posed on CSD maps of spike-and-wave (HVS) and thalamic evoked responses (VPLi,
VL, VPLc) in awake and anesthetized rats. Thalamic evoked field responses and
spontaneously occurring spike-and-wave discharges resulted in spatially similar lo-
calized sinks and sources in the various cortical layers (see original publication for
color version of figure). (From Kandel, A. and Buzsaki, G., J. Neurosci., 17, 6783, 1997.
With permission.)
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unit activity. The Michigan probe has become a powerful tool for CSD analysis.
Other examples of CSD studies performed using Michigan probes can be
found in References 98 to 102.

7.5.6.3 Chronic recording from behaving animals
Dr. Daryl Kipke of the University of Michigan is working to characterize
the electrode-tissue interface with the aim of developing techniques to
better control this interface to improve long-term functionality for even-
tual clinical use. Kipke’s group is studying a variety of electrode types
including microwires,27 polyimide,65 and the Michigan probe. For these
studies, the probes are implanted into cerebral cortex of the rat. Long-
term recordings (months to over a year) have been obtained in all suc-
cessful implants. The longest implant to date has been 15 months, at which
time the experiment was terminated for complications unrelated to elec-
trode stability. Signal-to-noise ratios have remained high throughout
implant durations, as evidenced in Figure 7.14. This figure shows data
taken 382 days after the implant.

7.6 Future directions

Solid-state processing technology has permitted the realization of a number
of novel devices for extracellular multichannel recording. Advantages over
conventional metal electrodes include batch fabrication, highly reproducible
geometrical and electrical characteristics, and small feature sizes. In addition,
some of the devices described are compatible with on-chip circuitry for signal
conditioning. These devices are being used routinely in acute and short-term
chronic experiments for recording single units and extracellular field poten-
tials. The future power of these devices, however, will lie in their ability to
make long-term chronic connections with the brain to provide control signals

Figure 7.14 Chronic data from a Michigan probe 382 days post-implant. The probe
was placed in barrel cortex of the rat. The left panel shows analog data from one
channel (sample rate, 40 kHz) that has been evoked using whisker stimulation, and
the right panel shows signal-to-noise ratios for all 16 channels of the probe. (Data
courtesy of Rio Vetter and Dr. Daryl Kipke.)
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for closed-loop prosthetic systems. There are several areas of research
focused on improving long-term chronic recordings.

Bioactive coatings hold much promise for improving the electrode-tissue
interface and enhancing chronic recording stability.103–105 Coating the surface
of the electrode may be advantageous for several reasons. First, the coating
may act as a mechanical buffer between a relatively rigid electrode substrate
and the soft neural tissue. In addition to making the electrode more tissue
friendly, this may improve positional stability. Second, the coating topology
could be made such that it promotes favorable geometrical reactions with
cells. Finally, it may be possible to seed the coating with biologically active
molecules such as neurotrophins or living cells to positively influence cellu-
lar behavior.

Reducing the number of output leads should also improve chronic life-
time by limiting tethering forces on the probe, thereby reducing relative
micromotion, migration, and consequent adverse tissue response. Silicon
probes are being developed with on-chip CMOS circuitry to amplify, multi-
plex, and transmit analog neural activity using a total of only three leads for
power and bidirectional data transfer. For future prosthetic systems, how-
ever, data and power transfer between the implanted unit and the outside
world should be achieved without any interconnect leads. Circuits and tech-
nologies are being developed for wireless operation and control of implant-
able recording106,107 and stimulation108–110 microsystems.
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8.1 Introduction

It has long been recognized that important features of biomedical signals
exist in both the time and frequency domains. More recently, a greater under-
standing of physiological systems has been achieved by articulating the
relationship between the time and frequency characteristics of biological
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signals. The most widely used tool for analyzing signals in the frequency
domain is the Fourier transform.1 Fourier methods assume that the signals
of interest consist of a (perhaps infinite) summation of sinusoids. This leaves
Fourier analysis poorly suited to model signals with transient components.
Alas, this is almost invariably the nature of signals of biological origin, in
which the information of interest is often well localized temporally (or spa-
tially). This is certainly the case in the electroencephalograph, the electrocar-
diogram, the myoelectric signal, and evoked potentials of many forms.

Despite its disadvantages, Fourier methods have been widely used in
the analysis of biomedical signals. In an attempt to localize information
temporally, the approach taken is to divide long-term signals into shorter
windows and perform a Fourier transform on each window. This is the short-
time Fourier transform (STFT), which yields a time–frequency representation
by expressing the frequency spectrum of each time window. By shortening
the windows of the STFT to achieve better time resolution, however, one
degrades the resolution of the signal in frequency. Longer data windows
improve the spectral resolution but, in degrading the temporal resolution,
may violate the assumption of stationarity within each window.

In the past decade, researchers in applied mathematics and signal pro-
cessing have developed wavelet methods, a powerful new framework for
analyzing transient phenomena in signals.2,15 The fundamental difference
between wavelet and Fourier methods is the manner in which they localize
information in the time-frequency plane. Whereas the STFT localizes infor-
mation in time–frequency cells that are of fixed aspect ratio, wavelet methods
are capable of trading off time and frequency resolution. Specifically, at low
frequencies the representation has good frequency resolution, and at high
frequencies good temporal resolution. This tradeoff has been shown to be
particularly adept at localizing information in physical signals, particular
those of biological origin.

This chapter first provides a brief account of the development of wavelet
methods, followed by an introduction to the mathematics of wavelet analy-
sis. In the context of the strengths that wavelet methods have to offer, the
application of these techniques in biomedical signal processing is described.
The final section of this chapter elaborates on a wavelet-based feature set
that has resulted in robust, pattern-recognition-based control of powered
artificial limbs.

8.2 A brief history of wavelets

The concept of analyzing signals at different scales or resolutions is not new.3

Only recently, however, has wavelet theory been unified, mostly due to the
work of Grossman (a theoretical physicist) and Morlet (a geophysical engi-
neer) in the late 1970s.4 Wavelet basis functions were shown to be effective
in localizing short, high-frequency sound waves, as well as subtle frequency
changes in long, low-frequency tones. In 1985, Meyer (a mathematician at
Ecole Polytechnique, near Paris) first demonstrated the construction of an
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orthonormal wavelet basis with excellent time–frequency localization prop-
erties.5 Shortly thereafter, Battle and LeMarie (colleagues of Meyer) came up
with an orthonormal spline wavelet using completely different techniques.6

In 1986, Mallat (a graduate student at Penn State University, a specialist
in computer vision) conceived of a pyramid algorithm for wavelet decom-
position and, in collaboration with Meyer, developed the theory of multires-
olution analysis.7 This framework explained all the “miracles” in the wavelet
bases constructed up to then and made it very easy to construct new
orthonormal wavelet bases. More importantly, multiresolution analysis led
to a simple and recursive filtering algorithm to compute the wavelet decom-
position of a signal.

A filtering analogy of wavelet decomposition led to the formulation of
the subband filtering approach. Here, lowpass and highpass quadrature
mirror filters (QMFs) simplified the implementation of wavelet analysis and
synthesis. By considering wavelet decomposition as a series of highpass and
lowpass filtering operations, wavelet packet bases were conceived8 that have
generalized and extended the capabilities of wavelet bases.

8.3 The theory of wavelets

This section provides a brief introduction to wavelet theory. This is by no
means meant to be an exhaustive treatment of wavelet mathematics but
simply is intended to provide a basic reference and to examine the properties
of the wavelet transform in relation to biomedical applications. Several excel-
lent texts offer a complete background for the interested reader.5,9,10,15 From
the point of view of the practitioner, there are fundamentally two types of
wavelet transforms:

1. Redundant transforms. These transforms include the continuous wave-
let transform and wavelet frames and provide an overcomplete de-
scription of the time–frequency plane. They are usually preferable
for signal analysis, feature extraction, and detection tasks, as they are
shift invariant.*

2. Non-redundant transforms. These are orthogonal and biorthogonal
wavelet bases. These transforms are desirable when some type of
data reduction is preferred, or when orthogonality of the represen-
tation is an important factor.

The computational complexity of a decomposition in terms of wavelet
bases using Mallat’s fast algorithm7 is typically orders of magnitude less
than even the most efficient algorithms for redundant transforms.11,12 Because
of the computational cost of redundant transforms, many researchers have

* We may say that a transform is translation invariant if, for a simple time shift in the input
signal, the transform coefficients experience the same simple shift. Due to the aliasing that
occurs in a discrete wavelet decomposition, the transform is not translation invariant.
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applied non-redundant transforms to signal analysis, feature extraction, and
detection tasks and have obtained satisfactory results.

8.3.1 The continuous wavelet transform

The continuous wavelet transform (CWT) provides a variable coverage of the
time-frequency plane. The transform is defined as:

where

where ψ(t) is a prototype window referred to as the mother wavelet. The
mother wavelet has the property that the set {ψa,τ(t)}a,τ∈Z forms an orthonor-
mal basis in L2(ℜ), the space of square-integrable functions.* The analysis
determines the correlation of the signal with shifted (by τ) and scaled (by a)
versions of the mother wavelet.

The parameter scale in the wavelet analysis is similar to the scale used in
maps. As in the case of maps, high scales correspond to a non-detailed global
view (of the signal), and low scales correspond to a detailed view. Similarly,
in terms of frequency, low frequencies (high scales) correspond to a global
information of a signal (that usually spans the entire signal), whereas high
frequencies (low scales) correspond to a detailed information of a hidden
pattern in the signal (that usually lasts a relatively short time). Figure 8.1
demonstrates the nature of a symmetric wavelet at various scales and trans-
lations. Note that, at small scales, a temporally localized analysis is done; as
scale increases, the breadth of the wavelet function increases, thereby analyz-
ing with less time resolution but greater frequency resolution. Notice, as well,
that the wavelet functions are bandpass in nature, thus partitioning the fre-
quency axis. In fact, a fundamental property of wavelet functions is that

where ∆f is a measure of the bandwidth, f is the center frequency of the passband,
and c is a constant. The wavelet functions may therefore be viewed as a bank
of analysis filters with a constant relative passband (a “constant-Q” analysis).
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8.3.2 The discrete wavelet transform

Fast wavelet transforms are obtained through multiresolution analysis; a pyra-
mid algorithm with its origins in image processing that was adapted for
wavelet analysis by Mallat and Meyer.7 The fast wavelet transform uses a
series of linear filters — lowpass and highpass — to decompose the signal
into low- and high-frequency components. The algorithm also combines these
filters with downsampling operations, that is, steps that decimate the signal at
each stage, halving the data each time. This feature accounts for the algorithm’s
speed, because the downsampling reduces the computations at each iteration
geometrically — at j iterations, the number of samples being manipulated
shrinks by 2j. This yields very efficient algorithms: most N-point wavelet
transforms have complexity on the order of O(N), whereas a Fourier transform
is of the order O(NlogN).13 If the transform’s complexity is CN (where C is a
constant), then C depends on the wavelet chosen.14 If C is small, then comput-
ing the wavelet transform requires about the same effort as trivial tasks such
as copying or rescaling a signal. Wavelets involving only a few terms subtend
great efficiency (a small value of C), such as those developed by Daubechies.15

In its discrete form, a = a0
j and τ = n ⋅ a0–j where j and n are integers; this

is referred to as the discrete wavelet transform (DWT). In this context, j controls
the dilation or compression of the wavelet function, and n controls the trans-
lation in time. If we choose a0 ≈ 1 and n ≈ 0, we are close to the continuous
case. The choice of a = 2j and τ = n ⋅ 2–j is the most common choice; this is
referred to as a dyadic wavelet basis. The dyadic form also simplifies the con-
straints on the mother wavelet to achieve another desirable property: orthog-
onality of the analysis windows, which subtends an efficient representation.

Figure 8.1 Some symmetric wavelets at various scales and locations. The couplet (a,
τ) marking each waveform denotes scale and shift, respectively: (a) time domain and
(b) frequency domain of each wavelet.
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One can interpret the discrete wavelet transform in a number of ways,
but the most common are via subspace analogy and multiscale filter banks.

8.3.2.1 Subspace analogy
In the dyadic case, the mother wavelet is

and the set {ψj,n(t)}j,n∈Z forms a sparse orthonormal basis of L2(ℜ).16 This
means that the wavelet basis induces an orthogonal decomposition of any
function in L2(ℜ):

where  Ωj,1 is the subspace spanned by {ψj,n(t)}n∈Z and ⊕ is the direct sum of
the subspaces. Thus, a complete description of the original signal is available
from a direct sum of orthogonal subspaces. The subscript 1 is used to dif-
ferentiate Ωj,1 from its dual space Ωj,0, which is defined as follows. A wavelet
function is always associated with a companion: the scaling function, ϕ(t),
which is also sometimes called the father wavelet:

and, like the wavelet function, the set {ϕj,n(t)}n∈Z forms a sparse orthonormal
basis of L2(ℜ). The scaling function induces a chain of nested subspaces:

where Ωj,0 is the subspace spanned by {ϕj,n}n∈Z.
What does this really mean? The nature of the scaling function is that a

projection of the original signal x(t) onto the space Ωj,0 is a lowpass operation.
Specifically, the projection of  x(t) onto Ωj,0 is an approximation at scale a = 2j:

where aj,n = 〈x(t), ϕj,n(t)〉 are the scaling coefficients. We define Ω0,0 (scale a = 20
= 1) to be the space of the original signal x(t); that is, A0[n] = x[n]. Thus, ΩJ,0
⊂ ΩJ–1,0 ⊂ … ⊂ Ω1,0 ⊂ Ω0,0 is actually a sequence of successively coarser
approximations of x(t) as scale ranges from 0 to J. The subspaces subtended
by the wavelet and the scaling functions are related such that:

      ψ ψj n
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meaning that Ωj,1 contains the detail needed to go from a coarser to a finer
level of approximation. The detail component of x(t) at scale a = 2j is:

where  dj,n = 〈x(t),ψj,n(t)〉 are the wavelet coefficients. This is a bandpass operation,
as DJ[n] = AJ+1[n] – AJ[n]. Therefore, the wavelet transform may be viewed as
a way to represent Ω0,0 as a direct sum of mutually orthogonal subspaces:

This concept is perhaps more clearly illustrated in Figure 8.2. The wavelet
transform processes a signal by decomposing it into successive approxima-
tion Aj[n] ∈ Ωj,0 and detail Dj[n] ∈ Ωj,1 signals. The approximation signal is
resampled at each stage, and the detail coefficients are kept. The aim of the
analysis is to arrive, starting from the original sampled signal x[n] = A0[n],
at a decomposition into detail and approximation signals:

This is the wavelet transform: for a decomposition into J scales, the transform
coefficients consist of J scales of detail coefficients and, at the Jth scale, the
lowest-level approximation signal.* Equivalently, one may retain the wavelet
and scaling coefficients which generate these signals:

* This is illustrated by example in Figure 8.5, in the section “Interpretation of the Wavelet Transform.”

Figure 8.2 Subband decomposition analogy of the wavelet transform. The symbols
surrounded by gray represent those subspaces kept intact by the wavelet transform.
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8.3.2.2 Multiscale filter banks
For those so inclined, it is instructive to repeat the theory of wavelet decom-
position in the language of signal processing. Let the map Ωj,0 → Ωj+1,0 be
represented by the operator H, and the map Ωj,0 → Ωj+1,1 be represented by
G. This is illustrated in Figure 8.3 as an operation on an N-sample signal x
= .

As the figure implies, the operators consist of two separate stages:
 and  are highpass and lowpass filters of length

L, respectively, and the ↓2 operator implies a decimation by 2. This may be
written as:

for n = 0, 1, …, N – 1. This makes intuitive sense, that the approximation
Ωj,0 → Ωj+1,0 should be obtained via lowpass filtering, and the detail Ωj,0
→ Ωj+1,1 by highpass filtering. If is a vector to be ana-
lyzed, the operators transform the vector x into two subsequences Gx
and Hx, of length N/2. Next, the same operations are applied to the vector
of the lower frequency band  Hx to obtain H2x and GHx of lengths N/4.
If the process is repeated J ≤ log2N times, the wavelet decomposition may
be then written as:

of length N. This is demonstrated in Figure 8.4. The wavelet transform
thus analyzes the data by partitioning its frequency content dyadically
finer and finer toward the low frequency region (and coarser and coarser
in the time domain).

The issue to be addressed now is, how are the filters h and g determined?
The operators H and G are called perfect reconstruction or quadrature mirror
filters (QMFs) if they satisfy the following orthogonality conditions:

Figure 8.3 Projection operators H and G.
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where * is the adjoint operator and I is the identity matrix. Various design
criteria (concerning regularity, symmetry, etc.) on the lowpass filter coeffi-
cients h can be found in Daubechies.15 Once the h are fixed, we can specify
the QMFs by setting g[n] = (–1)nh[L – 1 – n].

The QMFs are related to the wavelet and scale functions by:16

and

If H and G are QMFs, then the perfect reconstruction property allows
exact reconstruction of the original signal from the wavelet transform
coefficients.17 Because the wavelet bases are orthogonal, reconstruction
takes the form of upsampling (inserting zeros at every other sample) and
filtering by the QMFs, exactly the reverse operation of the subband
decomposition scheme.*

8.3.3 Interpretation of the wavelet transform

After the mathematic details presented above, an example might clarify
things a bit. Consider a N = 1024 point ramp function, depicted in Figure 8.5a.
The ramp is then subjected to a multiresolution analysis using a Symmlet-5
wavelet, decomposed to level 7 (the decomposition could have been carried
out to a maximum depth of J = log21024 = 10, but this would have unnec-

Figure 8.4 The subband coding analogy of the DWT.

* For orthogonal wavelet bases, the filters g and h are used for both decomposition and synthesis.
An alternative scheme, referred to as biorthogonal wavelet bases, allows perfect reconstruction
with synthesis filters that are different than the analysis filters.

HG GH HH GG* * * *= = = =0    and I

h n t t n[ ] ( ), ( )= −ϕ ϕ2 2

g n t t n[ ] ( ), ( )= −ψ ϕ2 2
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essarily crowded the plot*). Clearly, the detail signal D1[n] picks up the
sharpest detail of the step transition (the highest bandpass); the detail signals
from  D2[n] to  D7[n] describe the signal content in bandpass regions of
successively lower center frequency. The approximation signal A7[n] at level
7 provides the lowpass estimation of the signal.

This decomposition can also be represented by the wavelet coefficients
themselves, as shown in Figure 8.6. Note the decimation that occurs when
progressing from d1,n to d7,n. There are N/2 = 512 coefficients in d1,n, N/4 =
256 coefficients in  d2,n, and so on, until at level 7,  d7,n and a7,n have eight
coefficients each. This yields a total of 1024 coefficients, the same as the
original signal. Due to the perfect regeneration properties of the QMFs, the
original signal can be exactly reconstructed from the wavelet coefficients.
Note that signal filtering, denoising, or compression is possible by comput-
ing the wavelet coefficients and then modifying or eliminating some before
reconstructing the signal.

8.3.4 The wavelet packet transform

The wavelet packet transform5,18–20 is a generalized version of the wavelet
transform; it retains not only the low- but also the high-frequency subband,
performing a decomposition upon both at each stage. As a result, the tiling
of the time-frequency plane is configurable: the partitioning of the frequency

Figure 8.5 (a) A N = 1024 point ramp function, and (b) its multiresolution wavelet
analysis.

* Although a decomposition can carried out to its maximal depth J = log2N, the decomposition
may terminate at any level. This means that the process of dividing the frequency axis into
finer and finer segments toward the low frequency range stops, and the final detail and ap-
proximation signals are of length greater than one. This may be desirable if the subdivision of
bands beyond a certain scale does not yield subbands with a significant energy component.
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axis may take many forms to suit the needs of the application. This is
demonstrated in Figure 8.7.

Starting with a signal x of length N samples, the first level of the
decomposition generates the lowpass and highpass subbands (Hx and
Gx, respectively) as with the wavelet transform, each of half the length
of x. The second level decomposition generates four subsequences:  H2x,
GHx, HGx, and G2x halved in length again; the decomposition to this
level is shown in Figure 8.8.

Figure 8.6 The wavelet coefficients of the ramp function shown in Figure 8.5a. De-
composition has been carried out to level 7.

Figure 8.7 The time-frequency plane tiling of (a) a wavelet basis, and (b) an arbitrary
wavelet packet basis.

Figure 8.8 The first two levels of decomposition in a wavelet packet transform. The
lowpass operations (H) occur to the left, the highpass (G) to the right.
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This process is repeated J times, where J ≤ log2N, resulting in JN coeffi-
cients. For a subband at scale j, there are N/2j wavelet packet coefficients
sampled at fs/2

j spanning the entire time record. This iterative process gen-
erates a binary wavelet packet tree structure where the nodes of the tree rep-
resent subspaces with different frequency localization characteristics.

As an example, consider a sinusoid with a frequency that increases linearly
with time (a linear chirp). The binary wavelet packet tree of this signal is
depicted in Figure 8.9. Each subband in the full decomposition is separated
by dashed lines; the wavelet packet coefficients within each subband are
shown as solid lines. The vertical axis indicates the depth of decomposition;
the zero scale is actually the original signal. The horizontal axis is labeled
Frequency [Time], implying that, for a given scale (level), the center frequency
localization of each subband increases as one progresses from left to right.

The time-frequency localization of each subband is evident; within each
subband, the significant coefficients are temporally localized in the range
where the chirp passes through the frequency range corresponding to that
subband. The computational cost of this decomposition is on the order of
O(JN) ≤ O(Nlog2N).20

In subspace notation, the root node of the tree is Ω0,0. The node Ωj,k is
decomposed into two orthogonal subspaces H: Ωj,k → Ωj+1,2k and G: Ωj,k →

Figure 8.9 The binary wavelet packet tree for a 256-sample chirp signal. A Coiflet-5 wave-
let was used, which provides a good tradeoff between time and frequency localization. 
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Ωj+1,2k+1. Here, j denotes scale, as before, and k indicates the subband index
within the scale.* This may be expressed as:

for j = 0, …, J and k = 0, …, 2j – 1, which generates the entire decomposition
to scale J. A decomposition to scale J = 3 is shown in Figure 8.10.

The set of subspaces in the binary tree is a redundant set. Indeed, there

are more than  possible orthonormal bases in this binary tree.20 Each

subspace Ωj,k is spanned by  basis vectors . In a given

family of wavelet packet bases, the parameter j indicates scale, as before.

The parameters k and n roughly indicate frequency band** and the center

of the waveform, respectively. The vector wj,k,n is roughly centered at 2
jn, has

length of support ≈2j, and oscillates ≈k times. For j = 0, we have the original
signal space (the standard Euclidean basis [ℜN]).

For a J-scale decomposition, the resulting binary tree yields more than
 orthonormal bases (or coordinate systems), all of which offer a com-

plete description of the space of the original signal. The power of the wavelet
packet transform is that a “best basis” can be chosen for a specific task, if it
can be properly identified from the ensemble of possible candidates.

To determine the best basis, it is necessary to evaluate and compare the
efficacy of many bases. To this end, a cost functionmust be chosen to represent

Figure 8.10 A decomposition of Ω0,0 into binary tree-structured subspaces using the
wavelet packet transform (with J = 3).

* The wavelet transform has only two subbands per scale, high and low, with k = 0, 1.
** The binary tree subband structure, as generated by successive applications of H and G, is
called Paley or natural ordering. In this form, the frequency band of Ωj,k does not monotonically
increase with k. This may be corrected by Gray-code permutation.22
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the goal of the application. The best-basis selection algorithm has its origins
in signal compression,20,21 and the cost functions associated with compression
all entail some form of entropy measure. Saito22 has described a modification
to the best-basis algorithm to suit classification problems. Termed the local
discriminant basis algorithm, it replaces the entropy measure with distance
measures between classes of signals.

8.3.5 Time-frequency interpretation

One of the most important ways of interpreting the information content in
a signal is through its time–frequency response (TFR). The time–frequency
representation tends to be more intuitive than time scale, perhaps because
of the historical use of time–frequency methods such as the short-time Fou-
rier transform and the Wigner–Ville distribution. The TFR of the wavelet
transform is computed by translating scale into frequency. The generation
of the TFR of a wavelet transform is a frequent requirement of many inves-
tigators, and it is surprising that the mechanics of this task are overlooked
in many texts.

Consider a signal of length  (n0 = 3) sampled at fs Hz. The
tiling of the time-scale grid (with a wavelet decomposition to scale J = log2N
= 3) will look like that shown in Figure 8.11a. The selection of a dyadic
sampling grid (a = 2j, τ = n2j) means that the resulting TFR will be critically
sampled; there will be N discrete time–frequency cells.

For a given information cell, the temporal resolution is ∆t = 2j ⋅ Ts, and
the scale resolution is ∆a = 2J–j. The subscript 1 or 0 on the scale parameter
denotes whether the subband is detail (bandpass) or approximation (lowpass).
As expected, the lowest frequency subband is composed of the approxima-
tion coefficients from the highest scale level. At scale level j, there are
((NTs)/(∆t)) = N ⋅ 2–j =  information cells. The subband at each scale j
< J is described by  detail coefficients. At scale J, one bandpass subband
is described by  detail coefficients, and one lowpass subband is
described by  approximation coefficients.

Figure 8.11 The tiling of the time-scale domain (a) and the time-frequency domain
(b) of the DWT. In (a), the scale is subscripted by a 1 for detail subbands and 0 for
the approximation subband.
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Translating this time-scale response into a time–frequency response pro-
ceeds as follows. Referring now to Figure 8.11b, the temporal resolution of
a given cell is still ∆t = 2j ⋅ Ts. To compute the frequency segmentation
corresponding to scale, we may identify the vertical distance from 0 Hz to
the bottom of each cell as f, and the height of that cell as ∆f. On this grid, ∆f
= (∆a/2J)(fs/2) = 2–j(fs/2). The distance f to the lower bound of a cell is given
by f = ∆f ⋅ q, where q = 1 if the subband consists of detail coefficients and q
= 0 if it is an approximation subband. Here, we have chosen a definition of
∆t and ∆f so as to yield a critically sampled time–frequency grid. It is inter-
esting to note that ∆t ⋅ ∆f = (2J ⋅ Ts)(2–jfs/2) = 1/2, which is somewhat greater
than the minimum set by the Heisenberg bound. A chosen wavelet therefore,
need not meet the Heisenberg bound but rather must satisfy ∆t ⋅ ∆f ≤ 1/2 to
avoid overlap amongst adjacent cells in the TFR.* This critically sampled
grid also ensures perfect reconstruction of the original signal. The details of
constructing the TFR of the wavelet packet transform are somewhat more
involved than the wavelet transform. For details, the reader is referred to
Simoncelli et al.23

8.4 Wavelets in biomedical signal processing

The reader should be cautioned that, as with many tools, there have been
inappropriate uses of the wavelet transform:

“When all you have is a hammer, everything is a nail.”

For the most part, however, there have been some remarkable advances in
biomedical signal processing that exploit the capabilities of the wavelet and
wavelet packet transform. An important aspect of biomedical signals is that
the information of interest is often a combination of phenomena that are
transient (e.g., spikes and action potentials) and diffuse (e.g., small oscilla-
tions, and semiperiodic activations). This requires analysis methods that are
sufficiently versatile to capture events that present these extremes in
time–frequency localization. It is this ability of the wavelet transform that
has motivated its use in biomedical applications.

The popularity of wavelets in biomedicine is evidenced by the steadily
growing number of publications: two special issues published in IEEE Engi-
neering in Medicine and Biology Magazine (March/April 1995 and October
1995), workshops at many biomedical engineering conferences, and some
excellent texts24,25 and review papers26,27 specifically addressing biomedical
applications of wavelets.

The continuous wavelet transform (CWT), in essence, performs a corre-
lation analysis upon the signal of interest. Correspondingly, one can expect

* Most wavelets transforms satisfy ∆t ⋅ ∆f ≤ 1/2 sufficiently; any overlap is not severe enough
to distort the TFR.
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its output to be a maximum when the signal most resembles the mother
wavelet ψa,τ(t). In this sense, the CWT behaves as a multiscale matched filter.
This property of the CWT has motivated its use as a detector, looking for a
pattern (or elements of a pattern) that may be scaled by various amounts.
The CWT has been used in this context for detecting microcalcifications in
mammograms28 and the QRS complex in the ECG signal.29

The ability of the wavelet transform to offer good frequency resolution
at low frequencies and good time resolution at high frequencies has made
it appealing for the time–frequency analysis of many biological signals.
Recent examples of this include the characterization of heart beat sounds,30,31

the detection of ventricular late potentials in the ECG,32–35,50 and the analysis
of the EEG.36–38

The efficiency of representation offered by orthogonal wavelet trans-
forms has made them an attractive choice in data compression and noise
removal; this can be achieved by modifying or discarding certain wavelet
coefficients that are insignificant.39 Indeed, wavelet packet based compres-
sion has set the standard for fingerprint image compression, offering a 20:1
compression ratio, as compared to the 5:1 ratio offered by JPEG encoding.14

Orthogonal wavelet decomposition has been found to be very useful in
image coding40 and compression of magnetic resonance images41 and dig-
ital mammograms,56 the ECG,42,43 and the myoelectric signal.44,45 They have
also been used for noise removal in evoked response potentials46 and in
the ECG.47

Wavelet representations have also been used as feature sets in pattern
recognition problems. The problem of characterizing ECG patterns is of
enormous interest; it is not surprising that attempts have been made to use
wavelet-based feature sets. It has been shown that wavelet features out-
perform a set of morphological features extracted from a quadratic
time–frequency distribution when classifying heart sounds.48 Others have
successfully used Mallat’s local extrema representation49 to recognize car-
diac patterns.50,51 Wavelet coefficients have been used for identification of
respiratory-related evoked potentials,52 image texture segmentation,53 and
classification of magnetic resonance images.54 Wavelet and wavelet packet
coefficients have also been successfully used in myoelectric signal classifi-
cation for control of prosthetic limbs.55,56

Wavelet transforms have also been used for characterization of soma-
tosensory event related potentials for tracking cerebral hypoxia,57 pitch
detection of speech signals,58 and many applications in biomedical imaging.26

This list is by no means comprehensive, but rather represents the diversity
of wavelet applications in biomedicine.

The next section elaborates upon the use of the wavelet transform in
pattern recognition. The control of powered artificial limbs using the myo-
electric signal requires a representative feature set to be computed in real
time. The computational efficiency of the orthogonal wavelet transform, and
its ability to model transient myoelectric signal patterns have resulted in a
control system of greater accuracy than its predecessors.
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8.5 Myoelectric control applications

8.5.1 Background

The myoelectric signal (MES), recorded at the surface of the skin, has been
used for many diverse applications, including clinical diagnosis, and as a
source of control of assistive devices and schemes of functional electrical
stimulation. This section details recent work that improves the functional-
ity and ease of control of powered upper-limb prostheses using the myo-
electric signal.

Many myoelectric control systems are currently available that are capa-
ble of controlling a single device in a prosthetic limb, such as a hand, an
elbow, or a wrist. These systems extract control information from the MES
based on an estimate of the amplitude59 or the rate of change60 of the MES.
Although these systems have been very successful, they do not provide
sufficient information to reliably control more than one function (or device);61

the extension to controlling multiple functions is a much more difficult
problem. Unfortunately, these are the requirements of those with high-level
(above the elbow) limb deficiencies, and these are the individuals who could
stand to benefit most from a functional replacement of their absent limbs.

In an attempt to increase the information extracted from the MES, inves-
tigators have proposed a variety of feature sets and have utilized pattern
recognition methods to discriminate amongst desired classes of limb activa-
tion. Most work in MES classification has considered the steady-state MES,
collected during a maintained (usually constant-force) contraction. Hudgins
et al.62 were the first to consider the information content of the transient
bursts of myoelectric activity that accompany the onset of contraction. These
data were acquired in a single MES channel, using a widely spaced bipolar
electrode pair placed on the biceps and triceps. The data were acquired by
triggering on an amplitude threshold of a moving average of the absolute
value of the transient waveforms. The structure inherent in the early portion
of these transient bursts (roughly the first 100 msec) suggested a promising
means of MES classification. Hudgins developed a control scheme based
upon a set of simple time domain statistics and a multilayer perceptron
artificial neural network classifier, capable of classifying four types of upper
limb motion from the MES acquired from the biceps and triceps. This control
scheme demonstrated greater discriminant ability than any other at the time
and allowed a user to evoke control using muscular contractions that resem-
ble those normally used to produce motion in an intact limb. This system
has been implemented as an embedded controller63 and is currently under-
going clinical trials.

Although the accuracy of Hudgins’ controller is good (roughly 10% error,
averaged over a set of 10 subjects), there is an obvious motivation to reduce
the error as much as possible. This would enhance the usability of the system
as perceived by the user and allow greater dexterity of control. A number
of approaches have appeared in the literature that have used the transient
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signal as prescribed by Hudgins, seeking to improve the accuracy of the
approach using dynamic artificial neural networks,64 genetic algorithms,65

fuzzy logic classifiers,66 and self-organizing neural networks.67

8.5.2 Wavelet based signal representation

Instead of focusing upon the classifier, the authors have demonstrated in
previous work that the classification performance is more profoundly
affected by the choice of feature set.56 Specifically, a wavelet-based approach
is described that, in direct comparison to Hudgins’ time-domain approach,
exhibits superior performance. The performance of Hudgins’ time-domain
(TD) feature set, and those based upon the short-time Fourier transform
(STFT), the wavelet transform (WT), and the wavelet packet transform (WPT)
were compared using a new dataset. This work is briefly described here.

A roster of 16 healthy subjects participated in the study. Each subject
generated six different classes of motion: closing/opening the hand, flex-
ion/extension of the wrist, and ulnar/radial deviation of the wrist. The data
were acquired from four channels located on the medial side, top, lateral
side, and bottom of the forearm, as shown in Figure 8.12. Each pattern
consists of two channels of 256 points, sampled at 1000 Hz. The data were
divided into a training set (100 patterns) and a test set (150 patterns).

Each of the STFT, WT, and WPT implementations were empirically opti-
mized to yield the best possible classification performance from the ensemble
of 16 normally limbed subjects. For the STFT, it was determined that (from
a number of taper windows) a Hamming window of length 64 points with
an overlap of 50% gave the best performance. When using the WT, a Coiflet
mother wavelet (of order four) yielded better accuracy than a host of other
wavelet families of varying order.15 The WPT experienced the best perfor-
mance when using a Symmlet mother wavelet (of order five). A number of
methods were considered as candidates to determine the best tiling of the
WPT. The most common approach to specifying the WPT tiling is by selecting
that which minimizes the reconstruction error, using an entropy cost func-

Figure 8.12 The electrode placement used in the four-channel MES acquisition. Four
bipolar electrode pairs (Red Dot®; 3M Corp.) were used with a reference at the wrist.
Although difficult to show on the figure, the top and bottom electrode pairs are at
the same level of the forearm.
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tion.68 This may be considered optimal for signal compression but may be
inappropriate for signal classification. A modified form of this algorithm,
called the local discriminant basis algorithm, has been proposed that seeks to
maximize the discriminant ability of the WPT by using a class separability
cost function.22 It is established in Englehart et al.56 that this discriminant
cost function does indeed produce the best classification performance.

From each subject, the TD, STFT, WT, and WPT feature sets were
computed. Also considered was the stationary wavelet transform (SWT),
which does not decimate the signal at each stage, as does the standard
discrete WT.69 Subsequently, each feature set was subject to dimensionality
reduction using principal components analysis (PCA), so as not to over-
whelm the classifier with high-dimensional data. It is shown in Englehart
et al.56 that the application of PCA is critical to the success of the time–fre-
quency-based feature sets, and that PCA is clearly superior to other forms
of dimensionality reduction. Although the classification performance is not
sensitive to the dimensionality of the PCA-reduced feature set, it was
demonstrated that at least 5 PCA features are needed, and more than 30
unnecessarily burdens the classifier; 20 PCA coefficients are used in the
analyses described here.

Figure 8.13 shows the classification error for each of the candidate feature
sets, averaged over all 16 subjects, using a linear discriminant analysis clas-
sifier. Clearly, the time-domain feature set performs very well with four
channels of MES (as compared to one used by Hudgins), with an error of
roughly 4.8%. The STFT does not fare as well, most likely due to its inability
to efficiently capture the energy of the signal in the time–frequency plane.
The performance of the WT approaches that of the TD feature set, and the
WPT surpasses it, due to the adaptive nature of the time–frequency tiling
afforded by the local discriminant basis algorithm. The stationary wavelet

Figure 8.13 The classification error associated with each feature set, averaged across
all 16 subjects.
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transform performs best of all, due to the fact that it is translation invariant.*
Added computational expense is associated with the SWT, but this is not
enough to preclude a real-time implementation on modern microprocessors.
This improved classification accuracy directly translates into more robust
control of a prosthetic limb.

8.6 Conclusions

This introductory view of wavelets provides the practitioner with a brief
history, the basic theory, and the fundamental motivation for their use in
biomedical signal processing. It should be respected that the use of wavelets
should be motivated by their strengths and an understanding of the biology
and physics of the problem under consideration, rather than the fact that
their use may be considered fashionable. Nonetheless, many advances attrib-
utable to wavelets have been made in the past decade, as they are shown to
outperform the best techniques otherwise available.

8.7 Further reading

Reviews of wavelet theory as applied to signal processing in general can be
found in References 1, 11, 70, and 71. Other information beyond the scope
of the discussion here includes wavelet types,16 biorthogonal transforms,38,72

translation invariant methods,73–79 and matching pursuit.80 By far, the greatest
resource for wavelet information is the Internet. It is impossible to summa-
rize the diversity of information available online, but the reader is directed
to some “meta” sites that provide direction to literature, software, and dis-
cussion groups. These include:

http://www.amara.com/current/wavelet.html
http://www.wavelet.org
http://www.mathtools.net/Applications/DSP/Wavelets/
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9.1 Introduction

The goal of this chapter is to provide the researcher with a general context
for the design of neuroprosthetic devices. Specifically, the practical issues
surrounding the design and development of devices that will actually be
used are presented. Concepts are given and exemplified by referring to the
development of powered prosthetic elbows. In short, this chapter attempts
to describe the overall design challenges (the “forest”) rather than the details
of any specific area (the “trees”).

Neuroprosthetic devices are objects that interact with the nervous system
to perform a function that maintains or improves the health and quality of life
of an individual. They can be broken down into three classes: those that make
use of neural measurements as an input to control a mechanical device that
replaces a function of the body (for example, a prosthetic hand that uses myo-
electric based control); those that, based on some action or situation, create an
output signal that is transmitted to a nerve to have a desired action (for example,
neuroprosthetic bladders); and those that have both neural inputs and neural
outputs (for example, devices aimed at bypassing spinal cord damage).

Even when neural signals can be reliably measured, interpreted, and
transmitted, a device must be constructed to perform the required function.
The technical demands on such devices may be significant, as they typically
require their own power sources and cannot take advantage of the ability
of the body to repair damage and compensate for wear. Neuroprosthetic
organs that process material may require supplies of material and the ability
to discharge waste material. Further, internal devices must work within strict
temperature limits or else surrounding tissues will be destroyed.

To be useful (in the eyes of the user) the device must improve both health
and quality of life, it must be reliable, the performance of the device must
be predictable, the device must be safe and not create other health hazards
as a result of its operation, and the effort and concentration required in
training and day-to-day use must be reasonable. These are significant chal-
lenges. The use of the device will be compared to the ability of the user to
“make-do” and adapt to life without using the device. The ability of people
to adapt and find innovative solutions to challenging situations after the loss
of function of a limb or organ is significant. This is, however, the level of
function that must be surpassed if the device is to be used. Such mundane
features as the appearance, operating life, or time between recharging bat-
teries of the device often have a significant impact on the very practical
decision that a user makes about using a device.

This chapter will present a general classification of different types of
devices and the challenges faced in their practical design. A review is pre-
sented of current approaches to the design of a number of current neuro-
prosthetic devices: limbs, the bladder, and the ear. Finally, the impact of
current technologies on the design of practical devices is briefly discussed.
The primary example used in this chapter will be the powered, myoelectri-
cally controlled prosthetic elbow.
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9.2 The device classes

9.2.1 Devices with neural input

This class of neuroprosthetic devices consists of those that base their oper-
ation, either directly or indirectly, on measurements of neural activity (see
Figure 9.1). The measurements are then interpreted to create control signals
appropriate for the device. Those signals are then used to control the action
of the device, be it movement, the release of materials, or some other action.
In most cases, some sort of feedback exists. This feedback is critical for the
body or device to regulate its action. In some instances the feedback may be
entirely confined to the device; in other cases, the body’s natural senses (such
as vision) and nervous system may provide the feedback.

9.2.2 Devices with neural output

In this class of devices the stimulus for action does not arise from measure-
ment (direct or indirect) of neural activity but from some other action (for
example, pushing a button). This input signal is generally processed and
manipulated to create a signal that is designed for transmission to a nerve
(see Figure 9.2). Because this signal is to be transmitted back into a nerve,
the design must take into account knowledge of other associated neural
connections. Devices, such as pacemakers, which respond to the needs of
the body but not to direct measurement of neural signals, fall into this
category as they generate signals that interact with the nervous system. A
group of devices that is placed in this class (rather than the second class) are
those that are used to implement functional neuromuscular stimulation.
These devices measure a nervous signal or some other input signal and
transmit this signal, via electrodes, to a muscle. In this way external devices
can control aspects of the body over which the subject has lost control.

Figure 9.1 Interactions with a neuroprosthetic device that uses measurement of neu-
ral signals as a source of control information.
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9.2.3 Devices with both neural input and neural output

This third class of device essentially replaces the transmission function of
the nervous system or modifies a nerve signal to achieve desired goals
(Figure 9.3). Both its output and input are neural signals so that the chal-
lenges of accurate interpretation of a measured nerve signal and of creating
an appropriate, interpretable output signal are significant. In general, devices
in this category fulfill the role of transmission of the nervous signal and as
such do not have significant material or power requirements (relative to
devices that actually move or manipulate material).

Figure 9.2 Interactions with a neuroprosthetic device that creates a signal that is
transmitted to a nerve to achieve a desired function.

Figure 9.3 Interactions with a neuroprosthetic device that measures neural activity
and transmits it (or a modification of it) back to the nervous system.
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9.3 The design challenges

The challenges in designing practical neuroprosthetic devices are many. They
generally include signal measurement, signal interpretation, performing the
desired action, intent interpretation, signal generation, and signal transmis-
sion. These challenges are outlined here from the point of view of the
designer of a practical device. A specific device may require consideration
of some or all of these challenges.

9.3.1 Signal measurement

For a device to be useful and to be used it must be reliable. The ability to
measure a signal from neural inputs over a span of time without the need
for significant medical intervention is critical. Components that gather the
signals must do so in a way that is not subject to a response from the body
that inhibits their function, either directly or through a side effect. Conquer-
ing these challenges requires a range of efforts and solutions, including the
creation of implantable electrodes that use materials and designs that avoid
these problems, the careful placement of surface electrodes to avoid skin
abrasion or local pain, and the development of other sensors to measure
various quantities the represent the state of the body.

9.3.2 Signal interpretation

The neural signal, once measured, must be interpreted; the designer must
have the answer to the question, “What does the signal mean?” The body’s
network of nerves is extremely complex, offering many opportunities for
interaction of neural signals with related (or sometimes unrelated) actions
and significant feedback (usually to the central nervous system). This net-
work is also nonlinear and the signals measured may not be directly inter-
pretable in terms of the quantities and variables engineers and scientists may
choose to describe the resulting actions. The parts of the body that the
measured signals would normally control and interact with are, in general,
far more complex and nonlinear than the devices used to replace them. In
many cases, the state of the art of a device represents a first-order solution
to a highly complex problem.

Artificial neural networks often can achieve high levels of robust per-
formance, yet the internal signals within those networks are not meaningful.
In most cases where neural measurement is used to control a device, the
measured signals are those from within the network of nerves. By analogy
with artificial neural networks, these signals may not have any apparent or
simple meaning. Significant amounts of experimentation on the system con-
cerned must be performed in order to arrive at an interpretation of a neural
signal that can be used to infer a desired action (for example, to flex the
limb). This correlation between a measured neural signal and the intended
action represents a significant challenge, especially as the details almost
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certainly vary from individual to individual and because injury or disease
may alter “normal” patterns of activity.

9.3.3 Intent interpretation

This challenge is analogous to the challenge of signal interpretation but
applies to inputs that indicate the state of the body and not the action
intended by the body. For example, future artificial hearts may respond to
measurements of oxygen or carbon dioxide levels within the blood or an
input from a physician indicating a lack of oxygen in some organ. Having
such an input then requires the decisions to be made – what should be done?
In this example, should the heart rate be increased or lowered? Are other
aspects of the body that are unmeasured (such as, the presence of internal
bleeding) important in making this decision? The body is a complex system
with many possible solutions to a given problem but also with many possible
outcomes to a single action. Designers must focus on the whole body and
in creating responses to specific problems.

9.3.4 Performing the desired action

Once an action is required, the device itself must be able to adequately
perform the action. In the case of prosthetic limbs, significant energy is
required to manipulate objects. Power and material are often required. Pace-
maker batteries last for years and performance of the pacemaker itself
degrades “gracefully” as power levels drop. Replacement of the battery
requires minor surgery but this is infrequent enough that it is not a significant
deterrent to the use of pacemakers. Prosthetic limbs also work on batteries.
In this application, however, limbs must be designed with removable battery
packs so that a single day of practical use is possible. This has a significant
impact on limb design. Challenges surrounding the realistic performance of
a device are often those that limit the development of practical devices. The
amazing capabilities of the body make the challenges of designing replace-
ment parts significant.

9.3.5 Signal generation

When a neural signal is to be created, enough knowledge of the system must
exist to understand what signal is required to achieve a given goal or require-
ment. This is the inverse of the signal interpretation problem. A designer
may be able to create an input that indicates a desired action. However,
inserting a neural signal into the midst of a complex array of neurons
depends on knowing the body’s neural representation corresponding to the
desired action and a careful and complete understanding of other possible
results of the neural signal. Examples are the muscle fatigue and muscle
cramps that can result when the output signal of a functional neuromuscular
controller is not carefully controlled. If the neuroprosthetic device functions
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to gather sensory information, a large quantity of detailed information may
have to be processed and transmitted to nerves.

9.3.6 Signal transmission

Even when a signal can be created that will do the appropriate thing without
inducing other problems, the practical issues of transmitting the signal back
to a nerve with an approach that is reliable and robust over the long term
can be challenging. Other more practical issues often can have a great impact
on the usefulness of the neuroprosthetic devices. For example, the devices
must by mounted and supported so that their operation is not affected by
movement of the user. The techniques used to locate the device must not
cause irritation or other problems for the user.

9.4 An example: prosthetic arms

A limb is a complex set of tissues. Limbs are the primary way in which we
interact with the physical world. The loss of a limb through disease or
accident is a traumatic occurrence for which physicians and engineers have
few solutions. In terms of the variety and complexity of tasks few neuro-
prosthetic devices offer as many challenges to be overcome. One of the
simplest joints in the human body is the elbow and, because of this, the
powered prosthetic elbow will be used to illustrate examples of the types of
challenges outlined in the previous section.

The human arm has many uses, and an arm amputee using a neuro-
prosthetic device has an expectation that the prosthesis will be capable of
performance approaching that of the human arm. In fact, discussions with
amputees show that many amputees have expectations that their robotic
arms will be much more powerful based on various science-fiction stories.
This expectation that an artificial device should be in some way better than
the biological tissues it attempts to replace is a non-technical challenge faced
by all those who assist patients in the training and use of these devices.

9.4.1 State-of-the-art prosthetic elbows

The ideal prosthetic arm would replace all of the functions of the natural arm.
It must be strong, but also gentle, and fast, but also capable of precision, it
must be able to operate with a range of stiffness. It must be able to sense all
of those senses that the arm possesses (e.g., heat, pressure); it must look and
move in a manner that gives the appearance of the natural limb. Further, the
arm must respond correctly and naturally to the neural commands that are
sent to it. All sensing capabilities of the arm must be translated back into neural
signals and transmitted back into the body. These are challenging requirements
that are discussed in more detail below. A complete historical review of pros-
thetic arms is presented in Mann.1 Two of the more common, commercially
available neuroprosthetic limbs are the Boston arm2 and the Utah arm.3

©2003 CRC Press LLC



The performance of commercial prosthetic elbows does not approach
that of the intact arm. They are capable of lifting a maximum load that is
typically much less than 10 lb; for example, the Boston elbow can lift 9 lb at
the hand.4While most prosthetic elbows are fitted with some type of mechan-
ical clutch to hold static loads, these clutches do not mimic natural behavior.
Elbow speed varies slightly with the limb’s orientation relative to gravity,
but typical limbs move with a maximum movement time from one limit of
motion to the other (roughly 135 degrees) of about 1 sec; for example, the
Utah arm will flex against gravity in 1.1 sec.4

Several limbs also incorporate other modes of movement. For example,
keeping the limb rigid during walking causes the amputee to appear unnat-
ural. In order to overcome this, the Utah arm incorporated a powered “free-
swing” mode, and the Boston arm incorporates a mechanical “free-swing”
mode. The goal of these modes is to allow the arm to swing naturally during
walking. In order to change the behavior of the limb from a movement-
controlled mode to a free-swing mode (or any other mode), some sort of
switching is required. This can be accomplished by the use of switches or
by the identification of special features in the neural inputs (for example,
the Utah arm uses a rapid simultaneous contraction of two neural inputs to
switch between modes).

Commercial powered limbs work on removable, rechargeable batteries.
These batteries must be removable because they are not capable of providing
the limb with enough energy for a full day of use. Amputees requiring a
prosthetic elbow also require terminal devices to allow them to interact with
environment. While beyond the scope of this discussion, the need to control
further degrees of freedom, such as a hook or hand, requires either a greater
number of operation modes (and the complexity of switching between them)
or more inputs.

9.4.2 Signal measurement and interpretation

The human arm responds to a large number of nerves that can control a
wide variety of movements. Even restricting the discussion to prosthetic
elbows, many muscles cross the elbow joint and each muscle has many motor
units which are controlled by different neural inputs. Questions and hypoth-
eses about how these neural commands work together to produce the coor-
dinated, smooth motions of a limb abound and present many challenges.5

Variations from individual to individual make data analysis difficult. Possi-
ble changes in neural behavior as a result of the amputation or perhaps the
body’s adaptation to the amputation further complicate the need to under-
stand the relation between neural signal and intended action.

Neuroprosthetic limb designers have developed a range of solutions to
the challenge of measuring signals that can be used to control the limb. In
general, commercial limbs use measurements of myoelectric activity by
using surface electrodes. These electrodes (typically mounted inside the
socket of the limb so that in use they sit on the surface of the stump over
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appropriate muscles) sense the neural signals as they are transmitted
throughout a muscle or group of muscles. The detected signals contain
superimposed information from active motor units of any muscles close
enough to the electrode to make their signal measurable. All of the signals
are further modified due to the nature of transmission through the hetero-
geneous material in the arm between the active muscles and the electrodes.
The raw signals measured in this way do not appear to differ significantly
from white noise. The use of surface measurement of these signals has
proven to be a practical, reliable, and robust technique of gaining information
on the neural input to the limb.

Other inputs are possible, including the use of cables arranged so that
rounding of the shoulders will flex the elbow, the use of switches that convert
some other body movement into a command for the elbow, and the use of
signals measured from other muscles. The typical drawback encountered
with these inputs that couple another action of the body to the motion of
the elbow is the loss of a degree of freedom; however, directly coupling the
motion of a part of the body to the motion of the limb can allow a kind of
feedback. This approach, incorporating extended physiological propriocep-
tion, has a number of benefits and has been a subject of recent research.6

Two basic approaches exist to extract useful information from this form
of neural activity measurement. The differences in approach reflect deci-
sions made about the level of physiological meaning assumed in use of
the measured signals. The first approach is fairly commonly used, with
variations in the details of implementation, in most myoelectric prosthetic
situations.2,3 Signals are measured using surface electrodes. Typically, the
signals are processed by first rectifying the signal and then calculating a
mean squared amplitude estimate. No attempt is made in this type of
approach to differentiate between different muscles or motor units that
may be contributing to the myoelectric signal. The second approach uses
an array of electrodes to collect information on the spatial distribution of
the signal over the surface of the arm.7 This information is processed to
determine more accurate estimates of the signals in the muscles. This
second approach requires significantly more computational effort and is
far more complex than the first approach.

The use of surface electrodes also can cause problems ranging from skin
irritation with prolonged use to the presence of extraneous components in
the measured signals (such as the so-called movement artifacts, which result
from the movement of the electrode as the muscle contracts and changes the
limb geometry).

9.4.3 Intent interpretation

After the measurements are taken they must be interpreted. A significant
amount of effort has been, and continues to be, put into establishing the
meaning of these signals. In fact it is not necessary to be able to determine
the physiological meaning or the intent behind the signals in order to use
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them to control a prosthesis. Several prosthetic control schemes8 base the
action of the prosthesis on the magnitude of a single measured signal. For
example, a low signal may correspond to a closed hand, and a higher signal
may cause a hand to open. In the case of a joint, a low signal below an
established threshold would cause the arm to remain stationary, a signal
above a certain higher established threshold may cause the arm to flex, and
a signal between the two thresholds would cause the arm to extend. By
extrapolation, higher levels of discretization of the magnitude can achieve
more actions. The limit on this control approach is the amputee’s ability to
gain a facility at precisely regulating the signal amplitude. This is compli-
cated by the lack of any close relationship between the original meaning of
the signal and its use. Also, amputees often have difficulty regulating these
signals without much practice and focused concentration. These difficulties
limit the number of levels of signal magnitude that can be differentiated.
Recent work has identified characteristics of the myoelectric signal during
the onset of activity that can be used to switch between different devices or
control actions.9

The measured signal can be interpreted in other ways. One of the
common ways of interpreting the signal relies on having signals from two
muscles in an agonist–antagonist configuration. For example, in the case
of an above-elbow amputation, signals from the biceps muscle remnant
and from a triceps muscle remnant can be used together to infer something
about the intended movement of the limb. In particular, it is common
practice to first rectify and average the individual signals and then use the
difference between the signal amplitudes as the control input. Specifically,
a large difference in the signals implies a large joint velocity, and a small
difference implies a small joint velocity. Care is taken to ensure that a “dead
zone” exists so that neural activity below a certain threshold does not result
in any motion.

While this approach is more physiological than the switching control,
in reality the relationship between measured neural or myoelectric activity
and limb movement is far more complex. It also results in limb motion that
appears to be very robotic. That is, prostheses using this control scheme
move in a manner that is easily distinguishable from the movement of a
healthy limb. As will be discussed more below, appearance is a critical factor
in designing a prosthetic limb that will be used. In fact, many prosthetic
arms now incorporate separate modes of operation (e.g., the free-swing
mode in the Utah arm) that ensure that the limb has a more natural appear-
ance during walking. In order to detect when a switch between modes of
operation (controlled movement and free swing) is desired, sudden co-con-
traction events are used. When the amputee suddenly contracts both mus-
cles, the prosthesis will switch modes.

Research efforts are extending the approach of using two antagonistic
muscles to generate control inputs. Efforts by Hogan10 suggest using the sum
of the two signals as an indication of limb stiffness, thus mimicking the
natural arm in which co-activation of antagonist muscles results in a stiffness
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increase of the limb. Preliminary experiments on a prosthesis emulator used
for the evaluation of new control schemes indicated significant promise in
this approach. However, significant changes in limb design are necessary
before such an approach can be used in a practical commercial limb.

9.4.4 Performing the desired action

If the intent of the user is known the limb must be able to execute this
movement. Knowing what to do is only part of the problem. In many cases,
the significant challenges are actually accomplishing the desired tasks. In
the case of the prosthetic elbow, determining what the desired action should
be is a significant challenge but most commercial limbs are severely limited
in their mechanical performance.

An actual limb has very complex mechanical properties. Commercial
limbs respond to inputs by moving at specific velocities, without regard for
any contact between the limb and the environment. Muscles, as actuators,
have very different properties from electric motors and mechanical trans-
missions. One of the fundamental differences between these actuators is the
stiffness (or more generally, the impedance), the response of the actuator
when it is forced to move from its commanded equilibrium position.

Muscles have relatively low stiffness when compared to motors and gear
sets.11 Typical robotic control schemes have the goal of ensuring that the robot
is moving as commanded. Many commercial prosthetic controllers share this
feature. Designers must consider what would happen if the limb is forced to
move by an external force, as might occur when bumping an object or in
attempting to carry an object for which the weight exceeds the lift capacity
of the arm. Only two possibilities are possible: either the motor and trans-
mission prevent the motion from occurring or the device is designed so that
it is possible for an external force to move the limb. If the motion is prevented,
both the limb and the amputee must support the applied load. As impact
loads can be significant this would generally result in damage to the pros-
thesis and pain for the amputee as the load is transmitted from the prosthesis
to the residual limb. This is why commercial limbs will move when a sufficient
load is applied to them (they are “back-drivable”).

For the second possibility, consider a limb that is moving as directed, at
the speed corresponding to the measured muscle signals, but bumps into an
object. The object may be moved or damaged. More commonly, the object
is too heavy to be moved by a prosthetic limb and too strong to be damaged
by it. The result is that the controller causes the arm to apply as much force
as it can to achieve the desired movement. When that force surpasses the
maximum force that can be generated by the motor, the limb is forced to
move from its commanded position, overpowering the motors and creating
a high-pitched squealing sound. As one of the main goals is to provide the
amputee with the ability to participate in society and to feel acceptable, this
high-pitched sound is a significant drawback for many users as it brings
attention to their missing limb.
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The general idea of the appearance (or cosmesis) of the limb is significant
to amputees.12Approximately 75% of arm amputees who choose not to wear
a prosthesis have looked for a device that appeared the same as their sound
arm.13 For many individuals, the need to have a limb that looks like it is real,
both when stationary and when in motion, is one of the major factors dictating
the level of use of the prosthesis. Also of significance is the manner in which
the amputee supports the limb; the fit of the socket is critical for the long-
term comfort and to prevent irritation of the residual limb during use.

One feature of the way that the healthy body responds to neural
controls is the lack of a requirement for concentration. For most people,
activities such as listening, keeping the heart beating, or using a limb to
walk or move a sandwich from the plate to the mouth do not require
significant focus and concentration. Amputees learning to use a new pros-
thetic limb can require very significant levels of concentrated mental effort.
Training periods that are too long with too little indication of progress and
a return to normal function can reduce the morale and interest of the
amputee to a point where interest in gaining a facility in using the device
disappears. The most advanced neuroprosthetic limbs will be unused if
the training requirement is too long and difficult. Each individual user may
have a different level of tolerance for extensive training and a different
level of desire to master the device.

Finally, for many prosthetic devices power use is an issue. Pacemakers
use power at a rate that allows them to function for years before new batteries
are needed. However, for prosthetic limbs significant power is necessary; in
fact, one view of the interaction of a limb and the world is to describe it as
the controlled distribution and absorption of kinetic energy. An arm provides
energy to an object as its velocity increases and absorbs energy as its velocity
is reduced. The need for removable and/or rechargeable batteries in pros-
thetic arms has a significant impact on the geometry of the limb and the
efficiency of space usage. An increase in the efficiency of the limb or its use
will lengthen the time before it is necessary to replace or recharge the bat-
teries. When a design is achieved that allows limbs to be used for a complete
day of use, many other aspects of the designs can change. Under such
conditions, batteries could be distributed in the device and charging occur
overnight when the limb is not in use.

Given the limited performance of current technology, many advances in
artificial limbs are possible. One promising approach is to construct the
prosthetic limb using biomimetic principles. That is, the limb can be designed
so that its mechanics mimic an intact limb. With this approach, muscle signals
might be fed directly to actuators without the need to interpret the signal or
perform extensive manipulations on the signal.

9.4.5 Signal generation and transmission

Commercial prosthetic limbs do not provide direct feedback to the user to
replace the sensations that were present in the amputated limb. The volume
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of sensory information to be transmitted is such that researchers concentrate
on provision of very limited sensing back to the user.

9.5 Other neuroprosthetic devices

While entire books or chapters could be written on each of these devices,
this section summarizes the current state of a number of these devices with
reference to the design challenges given above. Specifically, the ear (cochlear
implant) and the bladder are parts of the body for which commercial neu-
roprosthetic devices have been developed. These two areas are discussed
briefly here as examples of where the technology can lead. The large body
of work on pacemakers and similar cardiovascular devices that interact with
the nervous tissue surrounding the heart is not discussed here.

9.5.1 Cochlear implants

These neuroprosthetic devices are intended to provide hearing to the deaf.14

They function by converting sounds picked up by a microphone into signals
that are transmitted with an array of small, implanted electrodes to the
auditory nerve. A microphone worn by the user collects sound information
that is processed, commonly with digital signal processing (DSP)-based
hardware to process and extract features from the measured sound. A signal
is then created that is transmitted to the implanted portion of the device
(often using radiofrequency [RF] technology). The signal is then used to
stimulate the auditory nerve with electrodes. These electrodes must be care-
fully placed to generate useful signals in the auditory nerves. While no claim
is made that hearing is restored, companies such as Advanced Bionics
(www.bionicear.com) and AllHear, Inc. (www.allhear.com) suggest that their
devices provide enough sensation and information about the sound envi-
ronment for many to recognize speech, especially in conjunction with expe-
rience in other techniques such as lip reading.

The challenges confronting the design or design improvements to
cochlear implants follow the general outline presented here. Collecting the
input signal (sound) using a microphone should be done in a way that allows
the user to participate in society without significant, visible signs of the use
of the device. Perhaps the biggest challenge in the design of these neuro-
prosthetic devices is dealing with the large volume of information in the
measured sound. Current solutions to the problem involve extracting fea-
tures from the sound or processing the sound in a fashion that reduces the
information content to a level that can be transmitted into the nervous
system. By improving the level of understanding of the way that the healthy
ear functions these solutions can be improved so that a larger amount of
more accurate information can be transmitted to the auditory nerves.

The components that process the signals and generate the signal to be
transmitted to the implants are external units that must be carried by the
user. Further development of signal processing electronics to reduce the size
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and power requirements of this part of the technology will provide a far
more user-friendly product that is less intrusive into other aspects of the
users life. Even when the signal is properly generated, it must be transmitted
to the nervous system. Careful development of finer arrays of electrodes (or
the equivalent) and development of techniques for implanting, locating, and
calibrating these electrodes are two other important steps in moving these
devices forward.

9.5.2 Bladder

The loss of bladder control presents an individual with a medical problem
that also has serious social implications. Regaining control of the bladder
allows these individuals to improve their health and participate and con-
tribute to society without fear of embarrassment. Commercial neuropros-
thetic bladders (for example, the Vocare system made by Neurocontrol Corp.;
remote-ability.com) provide the patient with an external unit to control when
the bladder will empty. These units generate signals that are transmitted to
an implanted receiver, which uses pacemaker-like technology to activate
appropriate nerves. Future challenges in neuroprosthetic bladder develop-
ment center on device design to make the devices smaller and less obtrusive
and to perhaps develop approaches that allow the user control of the device
without the need for an external triggering unit.

9.6 Conclusions

The design of actual, usable neuroprosthetic devices requires an understand-
ing of the complex details underlying the function of the body the device is
intended to replace. For the devices that are developed to be practical and
used by the client group they were designed for, a holistic approach must
be taken to their design. The chapter has outlined the basic nature of the
challenges facing neuroprosthetic device designers. Ideally, the devices must
be able to perform the required actions in a way that does not impact the
users’ health in another way. Muscles and nerves have fundamentally the
same principles of operation as their technological equivalents — motors
and wires.
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10.1 Introduction

Beginning in the 1960s, interest was generated among auditory physiolo-
gists, engineers, and otologists in devising implantable electronic hearing
devices for the restoration of hearing. The idea perhaps first was conceived
around 1800 when Alesandro de Volta inserted two metal electrodes, from
the electrolytic cell he discovered, into his ear canals and reported a
bubbling sensation. Nevertheless, attempts over the next 50 years to
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understand the phenomenon were sporadic. In the mid-1800s, alternating
current was tested, to no avail. Wever and Bray, in 1930, reported that the
electrical response recorded in the vicinity of the auditory nerve of a cat
was similar in frequency and amplitude to the sounds to which the ear
had been exposed.9,48One of the first attempts to stimulate the VIIIth nerve
was by Lundberg in 1950, who did so during a neurosurgical operation.9,48

Djourno and Eyries, in 1957, placed electrodes on the auditory nerve and
stimulated them at different pulse rates, and the patient was able to
distinguish such words as papa and allo.9,48 These early observations were
the forerunners of today’s cochlear implant device, the world’s first suc-
cessful neural prosthesis. This technology also spun off the development
of three other types of implantable hearing devices to address the specific
types of hearing losses prevalent worldwide. Each of the four technologies
seeking to improve the auditory input to the brain over the VIIIth cranial
nerve will be reviewed in this chapter. Virtually all types of hearing loss,
except for supramedullary brain damage have been ameliorated by
implantable electronic otologic prosthetic devices: bone conduction
devices, middle ear implantable hearing devices (MEIHDs), cochlear
implants (CIs), and auditory brainstem implants (ABIs).

10.2 Review of auditory mechanisms

The ear, of course, provides one of the five senses of the human body. The
outer ear, consisting of the pinna and outer ear canal, is basically the sound
gathering portion of anatomy. The input impedance at the entrance to the
ear canal would be important for the acoustic load of earphones but is of
little consequence for the consideration of, say, implantable middle ear
devices. Our sense of directionality is dependent on differential arrival times
at the outer ear, and the binaural difference in loudness and arrival time at
the auditory cortex of the brain is the neurophysiological basis of determin-
ing directionality of sound.

The outer ear is connected to the middle ear by the tympanic membrane
through the ear canal. The middle ear consists of the tympanic membrane,
ear ossicles (malleus, incus, and stapes), an attic air space dorsal to the middle
ear space, the middle ear space containing the ossicles, the antrum with air-
containing air cells, and the aditis ad antrum, which connects the antrum
and middle ear space. As the impedance-matching portion of the auditory
pathway, the middle ear converts variations in air pressure into variations
in fluid pressure (perilymph in the cochlea), where the footplate of the stapes
enters the cochlea or inner ear. This impedance mismatch from air to fluid
mechanics is accomplished by the middle ear anatomy and mechanics, with
the primary basis of middle ear impedance matching being the surface area
ratio of the tympanic membrane and the footplate of the stapes. For normal
sound transmission (but not excessively high frequencies) the ossicles act as
a unit, a solid body, and the footplate moves as a piston. Hence, the middle
ear transfer function would involve the acoustic input pressure at the tym-
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panic membrane and the middle ear output being the same as the input
pressure in the scala vestibuli of the cochlea (through the stapes footplate).
Transfer function and impedance characteristics are important for middle
ear hearing devices when the ossicular chain is preserved, residual hearing
is unimpaired and the ability of high fidelity of amplification is provided by
a MEIHD.

The inner ear is the cochlea, a fluid-filled chamber where displacement
of the fluids by a traveling wave is converted into a nerve action potential
by hair cells. The 30,000 hair cells act as miniature displacement transducers
that respond to deformations in the perilymph (cochlear fluid). They elicit
action potentials that are tonotopically arranged (in an ordered frequency
array) both in the cochlea and the brain. Cochlear outer hair cells respond
to the traveling wave in the cochlea, have a contractile function (actin fila-
ments), and serve as controllable amplifiers for the inner hair cells, which
send action potentials to the auditory cortex. Loss of outer hair cells results
in about a 60-dB loss of hearing. The inner ear normally encodes frequencies
by responding to the cochlear fluid movements where different frequencies
cause maximum vibration amplitude at different points along the basilar
membrane in the cochlea. The threshold for hearing is 10–11 M of movement
by the tympanic membrane with a dynamic range of 120 dB (sound pressure
level, or SPL). Higher frequencies cause traveling waves in the basal portions
of the basilar membrane, while lower frequencies affect apical regions of the
membrane. This is called tonotopic organization (frequency selectivity) and
the cochlear acts as a spectrum analyzer.

In reality, the “sensorineural” hearing loss that is treated by hearing aids
and MEIHDs is the same pathology as is indicated for cochlear implants:
loss of inner ear hair cells. In moderate to severe hearing loss, the reduction
in hair cell numbers is such that sensitivity to sounds has been reduced;
amplified sounds or ossicular movements recruit a greater portion of the
remaining hair cells and socially adequate hearing is restored. In profound
hearing loss, the hair cell population is so low that neither acoustic ampli-
fication by hearing aids nor mechanical overdrive by MEIHDs can provide
adequate restoration of hearing. Direct stimulation of spiral ganglion cells
by passing electrical current across these nerves effectively bypasses the hair
cell transducers and initiates action potentials to the first relay in the auditory
pathway to the brain, the cochlear nucleus. In yet a third form of neural
hearing loss, the VIIIth cranial nerve, the statoacoustic nerve, has been dam-
aged or diseased and the auditory pathway interrupted. This most often
occurs during surgical removal of acoustic neuromas, tumors that invade
the VIIIth nerve. In this instance, for patients with no VIIIth nerve, neural
prostheses have been designed for provision of an auditory signal by directly
stimulating the cochlear nucleus in the brain stem by electrical means. The
auditory brainstem implant is the most recent of neural prostheses to be
implanted for a form of neural deafness. Still, it may be appropriate to refer
to all of the above forms of deafness simply as “sensory” impairments, as
hearing is one of the five senses.
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10.3 Hearing losses

Approximately 10% of any nation’s population has a hearing loss of one
type or another. It is estimated that 21.9 million U.S. adults have hearing
loss, 15.2 million of those having moderate to severe loss. About 4.7 million
use hearing aids and 2.3 million are unsatisfied with their hearing aids. There
are two basic mechanisms for hearing loss. In one, conductive hearing loss, the
mechanically conductive pathway to the inner ear is impaired, although the
inner ear works fine. The second loss mechanism, sensorineural hearing loss,
involves the nervous system, meaning that the conduction to the inner ear
is operative but the transduction mechanism to a nerve action potential by
hair cells is impaired; the sound signal does not get conveyed to the auditory
cortex of the brain. When devices are implanted to amplify or restore hearing,
they deal with mechanics or neural stimulation, depending upon the hearing
loss type. In some individuals, there is a mixed hearing loss, meaning both
conductive and neural impairments exist.

The etiology of hearing loss is varied. Chronic infections of the middle
ear can lead to erosion of the ossicles (conductive loss) or bacterial or viral
invasion of the inner ear, causing loss of hair cells (sensorineural loss). Some
antibiotics containing aminoglycosides (used to treat infections) are ototoxic
and kill hair cells. Today, five genes are known to be related to hearing, and
genetic causes of hearing loss are just being understood. For example, a
hereditary defect on the gene connexin-26 creates a protein necessary for the
conveyance pathway of potassium within the inner ear. Potassium contrib-
utes to the large generator potential of the hair cells and the absence of that
gene results in hearing loss. Hair cell damage due to excessive noise (noise
pollution) is a more recent phenomenon in our younger populations because
of portable audio systems and high-fidelity, powerful, stereophonic ampli-
fiers. Other chemical pollutants or oxygen radicals from air, water, foods, or
smoking are suspect in hearing loss, as they may adversely affect hair cells.
Outright damage to the ear from trauma is another cause of hearing loss.
Finally, aging is correlated with hearing loss, presbycusis possibly being
related to long-term exposure to any or all of the above or simply the normal
loss of hair cells with age.

Hence, approaches to restoring hearing by implanted devices and direct
intervention into the sensory nervous system require an understanding of
the mechanism of loss and whether the implantable hearing device amplifies
sound to a reduced population of hair cells, restores the mechanical connec-
tion to a normal population of hair cells, or restores the ability to initiate
action potentials to the brain in an otherwise normal cochlea (auditory nerve
is present), except for the absence of hair cells.

10.4 Types of implantable hearing devices

The four categories of implantable hearing devices (IHD) are classified
according to the types of hearing losses in individuals. These categories
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are bone conductors, middle ear implants, cochlear implants, and auditory brain-
stem implants. When conductive hearing loss is present, a bone conduction
IHD such as the bone-anchored hearing apparatus (BAHA; Entific Med-
ical Systems, Gothenberg, Sweden) seeks to restore hearing by vibratory
conduction through the skull to the inner ear. Bone conduction devices are
intended for use with conductive hearing loss, whereas the remainder of
the IHDs seek to restore hearing due to sensorineural hearing loss. Sensory
hearing impairment is addressed by MEIHDs and the cochlear implant.
MEIHDs treat moderate, moderate-to-severe, and severe hearing losses by
amplification of sound signals through implanted transducers. These
amplification mechanisms utilize either piezoelectric crystals or electro-
magnetic transducers where greater displacement of the footplate of the
stapes will activate a greater number of the (reduced) hair cell population
and thus amplify sounds. Cochlear implants treat profound sensory hear-
ing loss and such patients essentially hear nothing without their implant
being activated. The hair cell population is essentially decimated with
profound hearing loss and only the fibers of the spiral ganglion cells that
project to the auditory nerve remain. The CI provides direct bipolar or
monopolar electrical stimulation to the spiral ganglion cells according to
their tonotopic (frequency) arrangement within the cochlea. Finally, total
deafness due to the loss of the VIIIth nerve during tumor removal is treated
by direct electrical stimulation of the brainstem cochlear nucleus, the first
relay of the VIIIth nerve en route to the auditory cortex. The auditory
brainstem implant (available from Cochlear Corp.; Englewood, CO) pro-
vides multielectrode stimulation of the surface of the cochlear nucleus.

10.4.1 Bone conduction devices

Currently, one implantable bone conduction device is commercially avail-
able, the bone-anchored hearing apparatus (BAHA) (Figure 10.1). It has
been widely used in Europe since 1977 and is FDA-approved in the United
States.31,49,50 This percutaneous titanium system is implanted in more than
7000 patients as a hearing prosthesis and for the attachment of prosthetic
noses, ears, eyes, etc. The attachment is based on the physiological phenom-
enon of osseointegration (or osteofixation), where the titanium interface
becomes attached to living bone tissue through the cell matrix ground sub-
stances such as glucose aminoglycans. The principle of bone conduction
amplification is that an external sound-processing device converts auditory
signals into mechanical vibratory signals and conveys them to the percuta-
neous post that is osseointegrated into the post-auricular region of the tem-
poral bone. Basically, the output speaker of a hearing aid circuit is physically
coupled to the titanium post. There is no airborne sound, but the vibrations
in the skull are conveyed to the inner ear and hair cells are bent by the
normal physiological mechanism. The middle ear is bypassed. Patients with
conductive hearing loss up to an average bone threshold of 70 dB or who
are unable to wear an air-conduction hearing aid can benefit from the BAHA.
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It was recently approved by the FDA for bilateral implantation and attempts
are being made to amplify sounds using more powerful systems (BAHA
Cordelle II) so as to partially restore both conductive and sensorineural
hearing losses.46

10.4.2 Middle ear devices

Ten middle ear implantable hearing devices (MEIHDs) are in active stages
of research, development or commercialization at this time globally: Uni-
versity of Dundee, in Dundee, Scotland; IMPLEX GmbH Hearing Tech-
nology, in Ismaning/Munich, Germany; Otologics LLC, in Boulder, CO;
Rion Corporation, in Tokyo, Japan; St. Croix Medical, in Minneapolis, MN;
University of Sheffield, in England; SOUNDTEC, Inc., in Oklahoma City,
OK; Symphonix Devices, Inc., in San Jose, CA; Technical University, in
Dresden, Germany; and University of Virginia, in Charlottesville, VA. Five
devices use electromagnetic or motor actuators19 for mechanical micro-
movements of the ossicular chain and five devices use piezoelectric ceramic
or piezoelectric–hydroacoustic actuators.47 Electromagnetic devices are
characterized by high efficiency and variable placement of the implant
magnets. Piezoelectric MEIHDs are characteristically small and simple,
electronically speaking, but are also less efficient than their magnetic coun-
terparts. An advantage is that piezoelectric devices have been made totally
implantable, as early as the 1970s.

Middle ear implants are one of the newer technologies in hearing
restoration but the concepts behind the technology are the oldest, the first
electromagnetic hearing amplification having been tested in 1935. The first

Figure 10.1 Bone-anchored hearing aid (Entific Medical Systems; Gothenberg, Swe-
den). The external sound processor and percutaneous abutment and titanium implant
screw are shown on the left; the abutment screws into an osseointegrated fixture in
the temporal bone behind the ear. The diagram on the right shows the sound transfer
pathway to the inner ear through the temporal bone. Vibration of the cochlear capsule
activates the hair cells.
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clinically wearable devices were made in the early 1970s in Japan and late
1990s in Germany. The first FDA-approved device was implanted in 200044

followed by a second in 2001,24 with two other devices late into clinical
trials at this time. The current MEIHD application is for sensorineural
hearing loss in ears with normal middle ear mechanics, which is charac-
teristic of the greatest number of hearing-impaired people worldwide.32

Functional gain is the most important rehabilitation parameter for all
IHDs. For MEIHDs, the position of the FDA is that comparisons for efficacy
and safety should be made with the nominal or best alternative hearing
technology available to a hearing-impaired patient, in this case a hearing
aid. That is, the gain above that of the (control) optimally fit hearing aid (or
other device) is the functional gain criterion for device evaluation of efficacy.
Today’s high-performance, digital, programmable hearing aids provide a
rigorous standard of comparison for substantial equivalency. MEIHD com-
parisons against either unilateral or bilateral hearing aids for equivalency in
performance are still a matter of investigation. Additionally, a new standard
is emerging for comparison of different IHD performances: laser Doppler
interferometry. This contactless means of measuring displacements is being
used on human temporal bones for middle ear mechanical evaluations and
functional gain ex vivo.16

IMPLEX GmbH, Munich, Germany, has been commercializing the totally
integrated cochlear amplifier (TICA) (Figure 10.2).29,54 Having received the
CE mark with its first implantation in Europe (June 1998), the TICA consists
of a totally implantable system with a microphone, rechargeable lithium
battery, sound processor, and piezoelectric driver with a titanium-coupling
rod that vibrates the head of the stapes or incus. Because of the necessary
osseointegration of the coupling rod to produce the push–pull mechanical
transduction that sets the fluid in the cochlea in motion, the TICA design is
being modified for a hook-type attachment to the incus, stabilized with
ionomeric cement, for more assurance of mechanical connection between
actuator and ossicle. The microphone is located under the skin in the ear

Figure 10.2 Totally integrated cochlear amplifier MEIHD (IMPLEX GmbH; Munich,
Germany). On the left is shown the implant portion with implantable microphone
and driver. Shown on the right is the implanted device with the microphone above
the ear canal and piezoelectric driver on the incus.
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canal for detection of sounds gathered by the outer ear and is especially
designed with a silicone rubber collar to prevent tissue overgrowth onto the
diaphragm of the microphone. Some occurrences of acoustic feedback (the
eardrum driven by the transducer and becoming a speaker) due to the
microphone pickup in the ear canal have necessitated partial ossicular dis-
connection in some patients. The rechargeable battery allows 60 hours of
continues use by patients and requires 90 minutes to recharge the battery,
which has a projected lifetime in vivo of 5 years. Such a direct-drive MEIHD
has a maximum power output of 90 dB at 4000 Hz and a maximum functional
gain of 50 dB at 3000 Hz. Functional gain is the improvement over their
preexisting condition or control comparison.

At this time, at ten sites in the United States, Otologics, Inc., is con-
ducting Phase II clinical trials on the middle ear transducer ossicular sim-
ulator (MET), currently a partially implantable device (Figure 10.3).14 An
implantable transducer designed around an electromagnetic motor with
associated electronics and an externally attached Button (external audio
processor) drive the ossicular chain by a thin probe that is surgically placed
onto the incus in a laser-drilled hole. The aluminum-oxide vibrating probe
is connected to the incus by a fibrous union (scar tissue). The Button is
attached to the patient’s head by transcutaneous magnetic coupling. Like
the TICA, the MET contains a digital sound processor (two channels and
12 digital filter bands) that is programmable by means of NOAH-based
fitting software.

Rion Co., Ltd., and Sanyo Electric Co., Ltd., in Japan collaborated with
the Japanese government and pioneering otologists Suzuki and Yanagihara
beginning in 1978.20,28,47 In 1983, they began clinical investigations, producing
the first clinically wearable MEIHD (Figure 10.4). Using piezoelectric tech-
nology, they developed two types of implantable hearing aids (IHAs), a
partially implantable hearing aid (PIHA) and a totally implantable hearing

Figure 10.3 Middle ear transducer ossicular stimulator MEIHD (Otologics, Inc.; Den-
ver, CO). The implant portion (left) contains a receiving antenna, demodulating
circuitry, and electromagnetic driver on the end of the cable. The external Button
sound processor (right) contains microphone, battery, transmitting antenna, and mag-
net for transcutaneous attachment.
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aid (TIHA). Two types of implantable batteries were developed, a recharge-
able and non-rechargeable type. Noteworthy was the implantable recharge-
able battery, which became a forerunner of IHD technology. The IHAs were
designed for patients with chronic middle ear dysfunction and, interestingly,
all the recent MEIHD designs are made keeping in mind those patients for
whom middle ear function is normal. A piezoelectric bimorph is attached
to the head of the stapes and driven by an amplifier. In the PIHA, an external
behind-the-ear receiver contains microphone, battery, sound processor, and
transmitting antenna. The received environmental sounds are processed and
transmitted transcutaneously by radio frequency to the receiver demodula-
tor unit under the skin. This internal receiver drives the piezoelectric
bimorph as an ossicular vibrator. In Japan, approximately 100 patients have
been implanted with either the TIHA or PIHA, and U.S. FDA approval is
being sought.

St. Croix Medical recently completed Phase I clinical trials and was
approved in 2001 by the FDA to begin Phase II studies on its Envoy system,
a totally implantable MEIHD (Figure 10.5). The Envoy uses piezoelectric
ceramic transducers placed on the malleus or incus and stapes. A first piezo-
electric transducer (the sensor) on the malleus or incus detects tympanic
membrane motion in response to sound. The sound signal is processed by
a programmable digital circuit and is used to drive the second transducer
(the driver) that is attached to the stapes by ionomeric cement. Programming

Figure 10.4 Partially implantable MEIHD (Rion Co.; Tokyo, Japan). The implant por-
tion is shown on the left with a mounting fixture to aid placement of the piezoelectric
driver on to the head of the stapes. The external sound processor (right) contains a
microphone, power supply, and radiofrequency transmitting circuitry for conveying
the sound signal to the implantable portion.
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of the implanted digital chip by an audiologist is accomplished with bidi-
rectional telemetry. Personal programming also utilizes the telemetry link to
allow the patient to change volume, select a desired environmental setting,
or place the Envoy in standby mode. Normally, the incus is interposed
between the malleus and stapes, but, to prevent mechanical feedback to the
sensor, the incus is surgically resected, interrupting the normal conductive
pathway to the cochlea. Analogous to acoustic feedback in hearing aids, the
output transducer could drive the input sensor and create oscillatory feed-
back unless the pathway was interrupted.

The Direct System is manufactured by SOUNDTEC, Inc., and is an
electromagnetic, partially implantable system, the only implant component
being a rare earth, permanent magnet in a titanium canister and attached
by fibrous tissue around the incudo–stapedial joint (Figure 10.6).16,24 The
external sound processor consists of analog or digital sound processor,
battery, microphone, and electromagnetic coil, packaged for behind-the-
hear or in-the-canal wear by the patient. The external electromagnetic coil,
currently worn in the ear canal, produces a magnetic field that interacts
with the permanent magnet implant across the intact tympanic membrane.
The Direct System, approved by the FDA for implantation in 2001, is the
only contactless MEIHD with an intact ossicular chain, and the principle

Figure 10.5 Envoy system MEIHD (St. Croix Medical; Minneapolis, MN). Totally
implantable, the sound processor is powered by a pacemaker-type battery. The sensor
transducer is a piezoelectric pickup for vibrations from the malleus or incus. Sounds
are processed and conveyed to the piezoelectric driver transducer (also piezoelectric),
attached by probe to the stapes.
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of operation is like that of an acoustic speaker, with a driving coil and
magnetic driver directly driving the ossicular chain mechanically. Middle
ear mechanics demonstrate that the closer a transducer is located to the
footplate of the stapes, the higher the frequency response. This is due to
the rocking motion of the stapes at higher frequencies. The magnetic
implant of the Direct System is the closest to the stapes footplate of all
MEIHDs, with an intact ossicular chain producing the high-frequency
amplification sought after with this technology. Phase II clinical trials at
ten U.S. sites were completed on 103 patients, and Canadian regulatory
agency approval is also anticipated late 2001.

The Vibrant Soundbridge, manufactured by Symphonix Devices, Inc.,
was the first MEIHD to attain FDA approval for marketing in the United
States (2000) and Europe (CE mark) (Figure 10.7).43,44 Approximately 667
patients worldwide, 110 in the United States, have received the Vibrant
Soundbridge, which has a unique electromagnetic configuration. The float-
ing mass transducer is an integrated magnet-coil unit that produces the
auditory frequency vibrations on the incus where it is attached. Semi-
implantable, the Vibrant Soundbridge system has an implantable electronics
package that receives both power and the auditory signal through a trans-
cutaneous radiofrequency link. The signal transmitted across the skin is via
an amplitude-modulated signal to the internal receiver in the vibrating ossic-
ular prosthesis (VORP; the electronics package). The VORP contains a mag-
net for transcutaneous attachment to the skin and antennae alignment, a
demodulator, and a cable connecting to the FMT. The auditory processor
contains a transmitting coil and microphone, with programmable multiple-
band digital signal processor, modulator circuit, and battery.

Figure 10.6 Direct System MEIHD (SOUNDTEC, Inc.; Oklahoma City, OK). This
semi-implantable electromagnetic device is shown on the left; the sound processor
and electromagnetic coil are worn in the ear canal. The magnet implant portion is
surgically placed through the ear canal and attached around the incudostapedial
joint. The implant portion (right) is a permanent magnet hermetically sealed in a
titanium canister.
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Technical University in Desden has been exploring a hydroacoustic
transmission principle where vibrations from a piezoelectric driver are con-
veyed to a fluid-filled conductor that is in contact with the perilymphatic
fluid of the cochlea.26 The ossicular chain is intact and, presumably, because
the air-to-fluid impedance matching function of the middle ear is bypassed
and compensated for by this hydroacoustic transducer, the MEIHD demon-
strates a high-frequency response.

Using guinea pigs and human temporal bones, Pellegrin Hospital at
University of Bordeaux12 has been investigating a piezoelectric vibrator
application where the vibrator is placed onto a round window and the
ossicular chain is left intact. A platinum ball tethered on the end of the
piezoelectric bender bimorph is (slightly) spring loaded onto the round
window; thus, no attachment device or polymer is necessary.

The Case Western Reserve University32,33 researched a semi-implantable,
middle ear, electromagnetic hearing device (SIMEHD) during 2 years of Phase
I clinical testing. The functional gain observed was not superior to the control
acoustic hearing aid and the project was discontinued. In the SIMEHD, an
implanted electromagnetic coil interacted with a magnet attached to the incus
using dental cement. In more recent investigations, the magnet, coupled to the
tympanic membrane, is being used as a mechanical sound detector. It interacts
with the electromagnetic coil, the changing magnetic environment of the coil
becoming a sensor. This detected signal can then be processed, converted into
electrical stimuli, and presented to intracochlear electrodes for cochlear implant
stimulation. Thus, their original MEIHD technology is now being investigated
for inclusion in a totally implantable cochlear implant device.

The University of Virginia, Charlottesville,45 has also been investigating
a middle ear electromagnetic device; in this instance, a magnet is placed on

Figure 10.7 Vibrant Soundbridge MEIHD (Symphonix Devices, Inc.; San Jose, CA).
This semi-implantable electromagnetic device is shown on the left, where a trans-
ducer (magnet and encircling coil) is attached to the incus. The internal receiver
demodulates an radiofrequency signal containing frequency and amplitude informa-
tion. The middle ear placement is depicted on the right; the hardwired, hermetically
sealed transducer is attached to the incus.
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the round window membrane of the cochlea. This membrane moves in the
opposite direction of the oval window membrane under the footplate of the
stapes. Thus, it too is a reflection of the cochlear fluid movement that activates
hair cells and produces the transduction from fluid movement into afferent
action potentials toward the cochlear nucleus. Mechanically sound in princi-
ple, the biomedical hurdle remains one of permanent attachment of the mag-
net to a constantly growing epithelium of the round window membrane.

The University of Dundee1 MEIHD research is directed toward the
design of hearing implants and prostheses for ear surgery using a multilay-
ered piezoelectric actuator for directly driving the ossicles. This work has
been carried out in collaboration with the University of Edinburgh, forming
the collaborative United Kingdom Middle Ear Research Group.

Xomed-Treace, Inc.,23 was the first commercial venture in the United
States to design a MEIHD, and the company received the first FDA investi-
gative device exemption to clinically test the electromagnetic device in the
early 1980s. In collaboration with the Hough Ear Institute (Oklahoma City,
OK), this venture has employed the magnetic coupling technology that is
now in use worldwide for positioning cochlear implants, as well as MEIHDs
and auditory brainstem implants. This approach first used rare earth magnet
formulations placed onto the ossicular chain. Early failures with hermeticity
and excessive mass loading on the ossicular chain led to corporate abandon-
ment of the project by Xomed-Treace. This beginning, however, became the
forerunner of the SOUNDTEC Direct System now entering commercializa-
tion almost two decades later. The pioneer use by Xomed-Treace and Hough
Ear Institute of reduced-mass and increased-strength rare earth magnets for
sound transduction at the incudo–stapedial joint and their determination of
ossicular mass loading limits became critical constituents in the success of
today’s MEIHD technology.

In the 1980s, Gyrus-ENT22,27,35,51 worked on a partially implantable elec-
tromagnetic design that was directed toward patients with chronic middle ear
disease and, as such, had partial destruction of the ossicular chain. Because
there was a conductive loss as well, their design incorporated a permanent
magnet (samarium cobalt) into either a partial ossicular replacement prosthesis
(PORP) or total ossicular replacement prosthesis (TORP). Hence, the ossicular
chain was reconstructed with a prosthesis that was magnetically responsive
to an electromagnetic field emanating from the ear canal and crossing the
tympanic membrane. Difficulties encountered during the limited clinical trials
for this device included alignment of the magnet in the prosthesis with the
electromagnetic coil and electromagnetic coupling, sizing of the implant to
allow for vibratory movements, and preloading of the ossicular replacement.
A corporate decision was reached to discontinue the research.

NanoBioMagnetics, Inc., in collaboration with the University of Okla-
homa Health Sciences Center, is exploring applications of nanotechnology
in MEIHDs. Additional miniaturization of implantable device components
can lead to increased safety, performance, and implant life. No results have
been published to date.
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Stanford University19 was the site for some of the pioneering electro-
magnetic MEIHD concepts. Investigators glued an AlNiCo magnet to the
umbo of the malleus on the outside of the tympanic membrane and placed
an electromagnetic coil either in the ear canal or outside of the ear on the
post-auricular skin. This same basic concept of driving a movable permanent
magnet with a fixed electromagnet was tested acutely on patients undergo-
ing other procedures in the operating room where the magnet was placed
on the incus and round window membrane. No mechanical advantage over
the umbo site was observed. However, when the magnet implant was
clipped to the malleus, one subject wore an 85-mg implant for 22 months
without adverse effects or changes in air conduction hearing thresholds up
to 400 Hz. This work led to important discussions regarding mass loading
of the ossicular chain. Early data were related to the limitations of loading
that would impair residual hearing of a person with an intact ossicular chain
and a MEIHD.

Resound Corporation41 investigated the placement of a disc-shaped
magnet onto the outside of the tympanic membrane. This magnet was then
driven using the same principle used in research at Stanford University
and Case Western Reserve University and for the SOUNDTEC Direct Sys-
tem. For the Ear Lens, as it was called, an electromagnetic coil was placed
externally at the ear level or around the neck as a collar. This non-implanted
IHD held the magnet onto the tympanic membrane by surface tension of
a drop of oil between a custom-molded silicone rubber “lens” and the
tympanic membrane. Shortcomings in the available battery power neces-
sary to drive the large electromagnetic coils caused this commercial venture
to be discontinued.

Sheffield University2 is investigating the direct drive approach using
an integrated electromechanical device where the electromagnetic coil and
a central magnet (like an acoustic speaker diaphragm with central magnet
and surrounding coil) are in direct contact with the head of the stapes. In
this MEIHD, the coil is linked to an external amplifier and microphone
either by direct connection outside of the ear or by a radiofrequency trans-
mission link. The required driving forces for mechanical stapes vibration
are in the range of 0.16 to 16 µN and must produce amplitudes of the stapes
between 0.1 and 10 nm.

Based on auditory physiology, MEIHD technology has several limitations: 

1. One cannot regain frequency sensitivity by pushing the basilar mem-
brane harder.

2. When the cochlear amplifier (outer hair cells) is lost, internal noise
is generated by external amplification.

3. Prolonged overdrive of the diminished population of hair cells may
exacerbate the underlying hearing loss.

For long-term restoration of hearing, then, cochlear implant technology may
be the optimal methodology.
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10.4.3 Cochlear implants

The technology underlying the 30 or more cochlear implant devices inves-
tigated over the last 20 years sought to stimulate the available neurons of
the auditory nerve (spiral ganglion cells) by passing current in the vicinity
of those neurons.30,39 The challenge included not only safely electrically depo-
larizing auditory neurons but also conveying meaningful information about
speech to the auditory cortex. Preclinical research on cochlear physiology,
electrode design, current delivery, stimulus paradigms, speech encoding,
and biomedical engineering has taken place in the United States,25,37,42,53

Australia,8 France,7 Austria, United Kingdom,52 Switzerland,10 Denmark,
West Germany,3 and Spain.4

The two physiological hypotheses for auditory frequency discrimination
have been modeled in CI technology. The place principle states that the basilar
membrane of the cochlea has the ability to separate out different frequencies
from complex sounds. It states that neurons have characteristic frequencies
and that the VIIIth nerve has a tonotopic organization. The temporal principle
states that a time pattern in sounds can convey information about the sound
spectrum (frequency distribution of energy) within that sound to the audi-
tory cortex. How the spectra of sounds are distributed in the auditory cortex
is the basis of speech discrimination. Spectral analysis by the normal cochlea
is also dependent on the intensity of sounds. Both principles are involved
in hearing and were considered in the design of speech processing algo-
rithms for the CI. For example, localized, controlled, charge-balanced, bipha-
sic waveforms are used to depolarize selected pools of neurons according
to their frequency specificity along the cochlea. Stimulating different elec-
trodes depending upon the frequency of the signal restores the filtering
function of the cochlea and presents electrical stimulation coded for inter-
pretation of loudness and pitch information.

Common features of a contemporary CI device include a microphone,
external sound processor and power supply, transmitting circuitry,
receiver/stimulator package, and electrode array. The microphone picks up
sounds and the sound processor filters and selects information that is con-
verted into electrical signals that are transmitted to the intracochlear array of
electrodes. For example, the voicing frequency may be coded as the electrode
pulse rate.18 Both the encoded signal and power are transmitted transcutane-
ously, using radiofrequency antennae, to a demodulator that assigns the
speech information to the electrode array. Single-channel systems use only
one electrode, while multichannel systems employ up to 31 electrodes. Vari-
ations occur in the packaging and location of external sound processors,
microphones, and power supplies, but an attracting pair of magnets on the
surface of and under the skin are usually used to align the antennae and hold
the external devices onto the head. Cochlear implant devices differ in elec-
trode design, type of stimulation, and mode of signal processing. Contempo-
rary CI systems include AllHear, Inc., in Aurora, OR; Clarion, Advanced
Bionics, Inc., in Sylmar, CA (Figure 10.8); Nucleus, Cochlear Corporation, in
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Englewood, CO (Figure 10.9); Digisonic, MXM Co., in Vallauris, France;
Ineraid, Symbion, Inc., in Provo, UT; Laura Flex, Antwerp Bionic Systems, in
Belgium; and COMBI-40+, MED-EL Corp., in Insbruck, Austria (Figure
10.10). In the research phase is the University College London implantable
device (UCLID), employing a percutaneous connector link between the
speech processor and electrode array. The Clarion, Nucleus and COMBI-40+
are approved for patient use in the United States.

Figure 10.8 Clarion II Bionic Ear system CI (Advanced Bionics, Inc.; Sylmar, CA).
The ear-level sound processor (left) contains microphone, battery, sound processing
circuitry, transmitting antenna, and magnet for attachment to the head of a patient.
The implant (right) contains a receiving antenna, demodulating circuit, and planar
contact electrode array (31) at the end of the cable. Both Clarion and Nucleus electrode
arrays are curved to fit inside the cochlear canal.

Figure 10.9 Nucleus 24 Contour CI (Cochlear Corp.; Englewood, CO). The ear-level
sound processor (right) contains a microphone, battery, sound processing circuitry,
and transmitting antenna with magnet in its center for attachment to the head of a
patient. The implant (left) contains a receiving antenna, demodulating circuit, ground
(ball) electrode, and semibanded electrode array (22) at the end of the second cable.
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10.5 Signal processing

Signal processing strategies, the conversion of the speech signals into elec-
trical stimuli, vary from device to device. Processing algorithms over 30 years
sought either to preserve waveforms or preserve speech envelope informa-
tion or preserve spectral features from speech (such as formants). Develop-
ment of single-channel CI devices began in the 1970s (House/3M and its
later iteration, Vienna/3M single-channel implants25); they are relatively sim-
ple in design and cost, using a single electrode, but they became a clini-
cal–engineering controversy based on the principle of channel theory and
additional information transfer that became possible through multichannel
CI systems. Loudness and temporal variations in speech but limited spectral
information were conveyed to deaf patients but their open set speech rec-
ognition scores were extremely limited. Important information is contained
in the speech signal up to 4000 Hz.

10.5.1 Cochlear electrode types

Electrode design for the CI critically evaluates their placement, number and
spacing, orientation with respect to spiral gangion cells, and configuration.53

Usually placed within the scala tympani (intracochlear), electrode stimulus
paradigms preserve the “place” mechanism of the cochlear for coding fre-
quencies. The multichannel electrode array of a CI consists of a flexible
silicone rubber carrier, in some instances, shaped to fit inside of the scala
tympani, with noble metal (usually platinum) electrodes spaced within the
bony modiolus of the cochlea. Because high-frequency neurons are at the
basal end of the cochlea, the further the electrode insertion, the lower the
frequency response of the stimulation. Most electrode arrays do not extend
more than 30 mm into the scala tympani so as to minimize damage to
cochlear neurons from insertion trauma. The number of electrodes and spac-

Figure 10.10 COMBI-40+ CI (MED-EL Corp.; Insbruck, Austria). The ear-level sound
processor (upper) contains a microphone, battery, sound processing circuitry with
ear hook for attachment to the ear, and transmitting antenna with magnet in its center
for attachment to head of a patient. The implant (below) contains a receiving antenna,
demodulating circuit, ground (ball) electrode, and split electrode array (12 pairs) at
the end of the second cable.
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ing between them affects the resolution for coding those frequencies, within
the constraints of the number of surviving neurons and the spread of elec-
trical excitation. Electrode design seeks to discretely depolarize a local pop-
ulation of neurons.15Approximately 30,000 branches (normal cochlea) of the
auditory nerve theoretically can be divided and assigned frequencies by the
receiver– stimulator–electrode design. In reality, current spreads symmetri-
cally in the cochlea, and an isolated set of neurons is difficult to stimulate.
This is especially so with monopolar stimulation but constrained to a degree
with bipolar stimulation. Channel theory predicts that separation of neuronal
depolarizations within the cochlea will facilitate frequency analysis and
speech discrimination by the cortex.36

Currently, CI devices offer either monopolar or bipolar electrode arays
or both. The AllHear is a single monopolar CI. The Digisonic has 15 chan-
nels for intracochlear implantation and a multiarray with three insertion
leads for ossified cochlea where spiral ganglion cells are positioned
between electrode arrays for depolarization. Ineraid, the only percutaneous
cochlear implant device, is no longer manufactured; it used six electrodes
spaced 4 mm apart, with the four apical electrodes in monopolar configu-
ration. The Nucleus device uses up to 22 electrodes spaced 0.75 mm apart;
electrodes 1.5 mm apart are used as bipolar pairs. The Clarion, CII Bionic
Ear also provides both monopolar and bipolar configurations and uses
up to 31 electrodes. The COMBI-40+ uses 12 pairs of electrodes equally
dispersed over 26.4 mm (C40+S) or a split compressed electrode array of
five and seven pairs, to be used in an ossified cochlear where drilling and
electrode insertion are performed in a monopolar configuration. The
UCLID employs 8 to 22 active electrodes. Recent CI developments place
the electrode array as close to the inner wall or spiral ganglion of the VIIIth
nerve as possible.

10.5.2 Types of cochlear stimulation

The two types of stimulation, analog and pulsatile, depend on how infor-
mation is presented to the electrodes. In analog stimulation, the acoustic
waveform is replicated and presented to the electrode. For multichannel
systems, the acoustic waveform is bandpass filtered and presented to all the
electrodes simultaneously in analog form.38 The neural plasticity of the brain
is allowed to sort out the information and formulate a meaningful auditory
percept.40 Neurophysiologically, a disadvantage of this simultaneous analog
stimulus paradigm is channel interaction, or a lack of discretization of infor-
mation. In pulsatile stimulation, electrodes deliver a narrow set of biphasic
and charge-balanced pulses, the amplitude being related to the height of the
envelope of the filtered waveforms. Rate of stimulation affects speech rec-
ognition performance and this is likely due to the pulses not overlapping
(or not being simultaneous). Both analog and pulsatile stimuli can be sent
transcutanously by radiofrequency transmission or percutaneously by hard-
wire as with the Ineraid.
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Multichannel CI devices began to appear in the 1980s and immediately
questions arose as to how many electrodes were best and what kind of
information should be transmitted to each electrode. The Ineraid first used
the compressed analog (CA) speech-processing algorithm. In CA, the signal
is first compressed with automatic gain control, then filtered into four con-
tiguous frequency bands with center frequencies. The filtered waveforms
have individual gain controls, then are fed to the four intracochlear elec-
trodes. The CA algorithm uses analog stimulation, delivering continuous
analog waveforms to four electrodes simultaneously. Channel separation has
not been optimally demonstrated with CA processing.

The next iteration of speech processing algorithms in multichannel CI
devices is a continuous interleaved sampling (CIS) strategy, using non-simul-
taneous, interleaved pulses.17,55 The pulse amplitudes were derived from the
speech envelopes, which were derived by full-wave rectification and low-
pass filtering. Several CIS parameters have been optimized over the years
that have increased speech recognition in quiet from the initial single-channel
results of 5 to 15% to over 80% today. Pulse rate and pulse duration at each
electrode vary from patient to patient so the programmable receiver–stimu-
lator is mapped for each patient. Pulses between 100 and 2500 pulses/sec
are being used at approximately 33 µsec/pulse. Sound delivery (non-simul-
taneous) by speech processors can be 18,200 pulses/sec (COMBI-40+), 14,000
pulses/sec (Nucleus 24 Contour), or 250,000 pulses/sec (Clarion CII Bionic
Ear). Stimulation order of the electrodes has been used to optimize channel
separation,5 sometimes from apex to base of the cochlea and sometimes
staggered to maximize spatial separation between stimulated electrodes. The
compression of the speech envelope outputs is the important determinant
of pulse electrical amplitudes. The speech-processing algorithm must ensure
that the range of acoustic envelope amplitudes conforms to the auditory
dynamic range of the patient. Dynamic range is the range between barely
audible speech and uncomfortably loud sounds. Implant patients may have
dynamic ranges of only 5 dB, hence CIS strategies use nonlinear compression
functions to fit the patient’s comfort. Such logarithmic functions are pro-
grammed into the patient’s map in the erasable programmable read-only
memory of the speech processor.

In addition to continuously improving speech-processing algorithms,
additional improvements have occurred in CI technology. For example,
reverse telemetry was first incorporated into the multichannel CI by the
Nucleus Neural Response Telemetry (NRT). Here, interrogation by the
digital processor of the cochlear environment can report selective electrode
viability in stimulating the spiral ganglion cells. A brief set of current pulses
is delivered to an electrode while a second electrode nearby records the
neural response. This response is essentially an intracochlear recording of
wave I of the electrically evoked auditory response (EABR) that allows an
audiologist to optimally assign electrode stimulations. Thresholds of audi-
tory nerve stimulation can also be accurately detected and better establish
the dynamic range of a patient’s hearing.
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10.5.3 Auditory brainstem implants

If the auditory nerve has been damaged, a modified CI device can accomplish
direct stimulation of the cochlear nucleus when electrodes are placed in a
carrier for placement onto the surface of the medulla, over the cochlear
nucleus.11,34 Auditory brainstem implants by Cochlear Corp. and Digisonic
have been approved for use in humans, and patient data are just being
compiled at this time (Figure 10.11).

10.6 Summary

The types of hearing losses experienced today by every population range
from mild to severe, most commonly involving loss of inner ear hair cells
and the transduction method for initiating the auditory percept. This sensory
loss is being ameliorated today, not only by classical acoustic hearing aids
but by implantable, sophisticated electronic devices. Middle ear, direct drive
mechanical systems (applicable for 19 million Americans) are an emerging
technology after electrical neuroprosthetic cochlear implants, which have
limited application (about 1 million in the United States). Nevertheless, over

Figure 10.11 Auditory Brainstem Implant (Cochlear Corp.; Englewood, CO). The
wearable speech processor (upper) has an ear-level microphone and associated trans-
mitting antenna, and the magnet for attachment contains the batteries and sound
processing circuitry. The implant portion (below) is comparable to a cochlear implant
with a ball and ground electrode but with a flat surface array of electrodes at the
end of the second cable that is placed on the medullary surface, over the cochlear
nucleus. The implant also contains a receiving antenna, attaching magnet, and de-
modulating circuit.
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40 research endeavors worldwide have resulted in three leading cochlear
implant devices and six promising MEIHDs. The future technological direc-
tions of these neuroprosthetic devices include further miniaturization, total
implantation, and greater lifetimes in vivo. If recombinant or other genetic
means of restoring (hair cells) hearing do not emerge, then IHDs will con-
tinue as a viable bioengineering approach to hearing loss.
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11.1 Introduction

In the eighteenth century, Luigi Galvani, an Italian physician, observed that
dissimilar metals, attached to a frog’s leg and connected together, can cause
the frog’s skeletal muscles to contract. Subsequently, natural philosophers,
and later physiologists, have come to appreciate that electricity is one of the
key features associated with the control of the body. Based upon the pio-
neering work of Einthoven in studying the role of electricity in the sensory
and motor parts of the body, it has become clear that the contraction of all
muscle is associated with local electrical fields and that, by the discriminate
application of externally applied electrical fields, one can intervene with
damaged or diseased parts of the nervous system and thereby restore lost
functions. The first, and most lifesaving, example of this electrical interven-
tion is the cardiac pacemaker, which was developed in the middle of the last
century and has become a standard therapeutic approach to a variety of
cardiac arrhythmias and pathologies.

The extension of this successful therapy to other sensory and motor
systems has fostered the neuroprosthetic field. This field is in its infancy but
is experiencing great interest in both academic and commercial sectors. With
the widespread availability of VLSI (very-large-scale integration) circuitry
and with the emergence of microfabrication technologies, researchers are
now able to build interfaces to the nervous system with greater complexity
than could have been imagined only a few decades ago. These interfaces are
being built of highly biocompatible materials that contain feature sizes com-
parable to the neurons that the devices are intended to interact with. Further,
our understanding of the function and dysfunction of the nervous system
has improved to the point that, in many cases, researchers have suggested
plausible interventional routes whereby neuroprosthetic systems could
expect to be efficacious. It is clearly the right time for this technology.

About a half century ago, Brindley, at Cambridge University in England,
conducted a bold set of experiments wherein he tried to restore a visual
sense to a few individuals who had become profoundly blind. These pio-
neering experiments did not result in the restoration of useful vision in
these subjects, but they did indicate that the concept could be entertained
seriously. Thus, the visual neuroprosthetic field was born. Because the tech-
nological innovations described above had yet to be developed, little
progress was made in the field up until the last decade. Over this last 15
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years, many individuals have begun working in this field, and, while clinical
systems are still probably a decade away, it is becoming clear that such
systems will likely find their way into the operating rooms of major hospi-
tals around the world.

This chapter provides an overview of some of the progress that has
been made in this field. We will describe the anatomy and physiology of
the visual pathways and human-engineered systems that have been
designed to interface with neuronal ensembles at the levels of the retina,
the optic nerve, and the visual cortex. We describe animal experiments that
support the safety of these systems, and preliminary human experiments
that are beginning to demonstrate the efficacy of the approach. It is stressed
that the human experimentation is still in its infancy, and as a result the
findings are mixed and inconclusive, but encouraging. However, the
increased numbers of experimenters working in the area, the acceleration
of technological innovation, and the commercial impetus to develop suc-
cessful clinical systems make it clear that visual neuroprosthetic systems
will provide, perhaps, the first interventional systems that could restore
useful vision to those with profound blindness. Useful vision in this context
will not be vision as enjoyed by normally sighted individuals. First-gen-
eration systems will be pixelized, will contain small numbers of pixels, and
will recreate narrow field views of the visual world in front of the blind
subject. However, it is hoped that such systems will allow the subject
independent mobility without requiring a guide dog or a family member
or friend, at least in familiar environments, and perhaps even in unfamiliar
visual environments.

11.2 Anatomy and physiology of the visual pathway

Despite almost a half century of experimentation, the best site for implement-
ing a visual neuroprosthesis has yet to be resolved. As will be seen in subse-
quent sections, numerous sites have been investigated, each with its relative
merits and shortcomings. To provide a better understanding of each neuro-
prosthetic approach and to give grounds for comparing the competing
approaches, an awareness of the underlying neural system is necessary. As
details of the visual pathway are readily available in any elementary anatomy
and physiology text, the discussion here is limited to a short review highlight-
ing the potential sites for a neuroprosthesis. In particular, we have chosen to
highlight the neural organization of these sites and how this organization
relates to a neuroprosthetic application. The majority of the information pro-
vided in this section comes from either well-known neuroscience texts1,2 or
the excellent Web site http://www.webvision.med.utah.edu.

The visual pathway, highlighting the points where vision neuroprosthe-
ses have been or could be implemented is shown schematically in Figure
11.1. Light entering the eye falls upon the retina, located at the back surface
of the eye. Here, photoreceptor neurons convert the electromagnetic energy
of the light into electrochemical signals. This is the first stage of a series of
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retinal neurons that process features of the visual scene. The axons of the
last of the series, the retinal ganglion cells, are collected together into the
optic nerve (ON). These axonal fibers are reorganized at the optic chiasm (OC)
and then project to a number of subcortical structures through the optic tract
(OT). The majority of these axons form synapses in the lateral geniculate
nucleus (LGN) of the thalamus, where another series of neurons further
process the visual scene. In turn, the axons of the LGN neurons project
through the optic radiation (OR) to the cerebral cortex. Here, a hierarchical
scheme of visual processing occurs over much of the posterior region of the
occipital cerebral cortex. The regions subserving this processing are collec-
tively called visual cortex (VC).

A number of themes are common to the neural organization at all sites
along the visual pathway. The first of these is that, for any neuron along the
pathway, its receptive field describes the type of the visual stimuli that causes
the neuron to respond. The receptive field characterization of a neuron
details the nature of the visual stimulus (location in visual space, shape, size,
intensity, color, etc.) that optimally drives the neuron and how the neuron’s
activity changes for other than the optimal stimulus. For example, a partic-
ular photoreceptor neuron may reserve its greatest response for a small blue
spot of light at a particular location relative to central vision. Most probably,
external electrical stimulation of the same neuron could evoke in a similar
percept. A related and very critical theme for a neuroprosthesis is that the
map from visual space to neural space is visuotopic. That is, the neurons at
any site along the visual pathway are arranged so that their receptive field
locations form an organized and approximately linear map of visual space.
This implies that nearby objects in visual space evoke activity in nearby

Figure 11.1 Schematic view of the visual pathway, highlighting points where a visual
neuroprosthesis has been or could be investigated. This illustration also shows the
concept of visuotopy with the letters A and B. The visuotopic organization of the
pathway results in nearby objects in visual space being represented in nearby neurons
throughout the visual pathway.
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neurons. Hence, the outline of a rectangle presented in visual space will
result in activity in a similarly shaped arrangement of neurons. The arrange-
ment of neurons may be differentially stretched in each axis, rotated, and
evenly slightly warped but still would appear as the outline of a rectangle.
Presumably, external electrical stimulation of the same ensemble of neurons
will result in the perception of the outline of a rectangle. A last theme is that
the visual pathway represents a massively parallel method of signal process-
ing. Associated with this parallelization are a number of distinct processing
pathways found in primates, including humans. The principal two path-
ways, the M pathway (for magno, or large) and the P pathway (for parvo, or
small), begin at the retina and are segregated throughout much of the visual
pathway. It is thought that the M and P pathways represent two broad
features of an object in visual space: where the object is located and what
the object is, respectively. At this point, it is unclear whether a neuropros-
thesis should (or could) preferentially evoke activity in the M pathway, the
P pathway, or both pathways in order to provide the best percept. Never-
theless, due to the segregation of the two pathways, there could be a pref-
erence for stimulating one pathway over the other at various points along
the visual pathway.

11.2.1 Retinal anatomy and physiology

If one were to observe a normal human retina through an ophthalmoscope,
one would see the gross morphological features illustrated in Figure 11.2.
On the right side of the figure is the head of the optic nerve, also called the
optic disk. A number of blood vessels originate from approximately the center
of the optic disk and spread to cover much of the inner retina (the side of
the retina closest to the lens). These vessels are supplied by the central artery
and vein of the retina, which pass through the optic nerve. The outer retina
(the side of the retina farthest from the lens and not visible in the figure) is
perfused by the blood vessels running behind the retina in the choroid. The
blood vessels on the inner retina and in the choroid form the retinal and
choroidal circulations, respectively. To the left of the optic disk, one observes
a small (~1.5-mm diameter) darker region of the retina devoid of major blood
vessels. This region is called the fovea and it subserves the approximately 6
degrees of central vision, equivalent to a 10-cm-diameter circular region at
a distance of 1 m. The fovea and the closely surrounding region are called
the macula lutea or, more commonly, the macula. As the macular region is
not readily seen in the figure, a dashed line indicates the border of the
macula. This region, having a diameter of approximately 5 mm, subserves
the approximately 20 degrees of the central visual field. This is equivalent
to a 35-cm-diameter circular region at a distance of 1 m, or approximately
the entire screen on a standard 15-inch monitor observed at 1 m. As the
optics of the eye are relatively linear, the magnification factor (millimeters
of neural tissue per degree of visual space) is approximately 0.25 throughout
the retina.
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The retina has a laminar neural organization, a highly simplified view of
which is presented in Figure 11.3. This organization consists of three nuclear
layers (layers of neuronal cell bodies) separated by two plexiform layers
(layers of synaptic connections). An inner and outer limiting membrane as
well as an outer epithelial layer surround the neural retina. As the photore-
ceptors are located in the outermost nuclear layer in humans, the description
logically starts with the outermost layer. The retinal pigmented epithelium (RPE)
is not properly part of the neural retina but bears discussion due to its
association with pathologies of the retina. This layer provides critical nutri-
ents to the photoreceptors as well as phagocytosis of the exhausted compo-
nents of the photoreceptors that are shed on a daily basis. The outer nuclear
layer (ONL) consists of the photoreceptor neurons that convert light’s elec-
tromagnetic energy into electrochemical energy. In humans, there are two
morphological classes of photoreceptor neurons, rods and cones. Cone pho-

Figure 11.2 Normal human retina as viewed through an ophthalmoscope, highlight-
ing the regional specialization of the retina. The optic nerve head, also known as the
optic disk, is where the axons of the retinal ganglion cells are collected together into
the optic nerve as these axons course towards their subcortical targets. This region
is devoid of photoreceptors. Additionally, the blood vessel of the retinal circulation
originates from the optic nerve head. The fovea, the region of darker pigmentation,
subserves the central 6 degrees of visual space and is the region of greatest visual
acuity. The photoreceptors in this region are primarily cones. The macula lutea,
outlined with a dashed line, subserves the central 20 degrees of visual space. Both
rod and cone photoreceptors are found outside the fovea, with rod photoreceptors
becoming more prevalent the farther one is from the fovea. The two principal sources
of untreatable blindness, age-related macular degeneration and retinitis pigmentosa,
are characterized by loss of photoreceptors in the macular region and outside the
macular region, respectively. (Adapted from Webvision. With permission.)
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toreceptors are functional in typical daytime viewing conditions and mediate
color vision. Humans have three subclasses of cone receptors (S, M, and L)
that are most sensitive to blue, green, and red colors, respectively. Rod recep-
tors become functional only at low light levels and, hence, are associated with
night vision. As all rod receptors are most sensitive to a single color (blue-
green) in humans, at night we can only distinguish relative intensity. Both
rod and cone photoreceptors utilize graded voltage potentials to signal a
change in stimulus intensity. That is, a change in luminance results in a change
in the membrane potential, not an action potential. The densities of rod and
cone photoreceptors vary with distance from the fovea (or with retinal eccen-
tricity). Within the fovea, the photoreceptors are exclusively cones. For the
first 10-degree radius about the fovea, covering approximately the macular
region, the density of cone photoreceptors drops off rapidly to approximately
1/20th the density at the center of the fovea. An inverse relationship occurs
with the density of rod photoreceptors, starting with a nil density at the fovea
that grows rapidly for the first 20-degree radius about the fovea. The outer
plexiform layer (OPL) separates the ONL and the inner nuclear layer (INL) and

Figure 11.3 Schematic diagram of the organization of the retina, highlighting the
principal cells of the retina and the nomenclature of the neural retina. Light entering
the eye passes through the entire neural retina before being transduced into electrical
signals by the rod and cone photoreceptors of the outer neural layer. These signals
are processed in a columnar fashion by the bipolar cells of the inner neural layer and
the retinal ganglion cells of the ganglion cell layer as well as being processed hori-
zontally by the horizontal and amacrine cells of the inner nuclear layer. The axons
of the retinal ganglion cells are collected together into the nerve fiber layer, which
lies between the ganglion cells and the inner surface of the retina, or the epiretinal
surface. (Adapted from Webvision. With permission.)
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is the region where the photoreceptors of the ONL form synapses with the
two classes of neurons of the INL (bipolar and horizontal neurons). Like
photoreceptors, both bipolar and horizontal neurons utilize graded voltage
potentials. The third class of neurons of the INL, amacrine cells, fire action
potentials. The inner plexiform layer (IPL) separates the INL and the ganglion
cell layer (GCL) and is the region where the bipolar and amacrine neurons of
INL form synapses with GCL neurons. The neurons of the GCL consist almost
exclusively of action potential firing retinal ganglion cells (RGC). The axons of
the RGC form the nerve fiber layer (NFL) as they cross the inner surface of the
retina, heading towards the optic disk. These fibers are unmyelinated until
they reach the optic disk. The inner limiting membrane (ILM) separates the
retina from the vitreous humor.

Visual information is processed from the outer to inner layers in a colum-
nar functional organization. That is, the activity of a ganglion cell is modu-
lated by the photoreceptor and bipolar neurons along a column from the
inner to outer retina. This way the visuotopic map is preserved across the
layers of the retina. Additionally, the horizontal and amacrine neurons inte-
grate information across the neighboring regions of visual space. The degree
of convergence of information across visual space depends on the retinal
eccentricity of the ganglion cell. At the fovea, there is a one-to-two relation-
ship between photoreceptors and ganglion cells; hence, the fovea is the
region of greatest visual acuity. As one moves to the periphery, a large
number of photoreceptors drive a single ganglion cell.

The degree of convergence is reflected in the receptive field properties
of the RGC. At the fovea, the receptive field size is on the order of a few
minutes of arc. At the outer edge of the macula, the receptive field size is as
large as 3 to 5 degrees. The majority of the ganglion cells are optimally driven
by a center-surround stimulus, or small circular of light at one intensity (or
color) surrounded by an annulus of light at another intensity (or color). Cells
of the M pathway, representing only 8% of the RGC, are best driven by a
luminance difference between the center and surround. Two possible lumi-
nance differences are possible: a well-lit circle surrounded by a dark annulus
(ON ganglion cell) or a dark circle surrounded by a well-lit annulus (OFF
ganglion cell). Cells of the P pathway, representing 80% of the RGC, are best
driven by a color difference in the center and surround. The two types of
optimal differences are green vs. red and blue vs. yellow. The remaining 12%
of the retinal ganglion cells do not fall into the M or P classification and have
uncharacterized function.

The receptive field characteristics of bipolar cells are very similar to those
of the RGC. In response to the reduction of neurotransmitter release by
photoreceptors with increased illumination, bipolar cells either depolarize
or hyperpolarize; hence, the two classes of bipolar cells are ON center and
OFF center. The opposing surround is thought to result from lateral inhibi-
tion by horizontal cells. The similarity between bipolar cell and RGC recep-
tive field properties is thought to be the result of RGC receiving exclusively
excitatory input from a small number of bipolar cells.
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11.2.2 Organization of the optic nerve and tract

Together, the optic nerve and tract cross along the ventral surface of the
brain. From the retina to the optic chiasm (the intersection of the nerves from
the left and right eyes), the nerve is called the optic nerve (ON) and, from the
chiasm to the subcortical targets, it is called the optic tract (OT). In humans,
both the nerve and tract have a diameter of approximately 3 mm. The length
of the optic nerve is approximately 50 mm, and the tract is approximately
30 mm. Neither the nerve nor the tract has neuronal cell bodies. Instead,
each carries the approximately 1,200,000 axons from the retinal ganglion cells
of each eye.3 (In comparison, the auditory nerve has around 30,000 fibers.)
The optic nerve contains the axons of the visual fields nasal and temporal
to the fovea for a single eye. At the optic chiasm, the fibers are reorganized
so that the optic tract contains almost exclusively the axons representing the
contralateral visual hemifield. In addition to the RGC fibers, the central
artery and vein of the retina pass through the optic nerves, approximately
in the middle of the nerve.

Indications suggest that the fibers of the optic nerve are visuotopically
organized with the upper retina (lower visual field) represented along the
dorsal side of the nerve, the central retina along the lateral side, and nasal
visual field along the medial size;4,5 however, this visuotopic organization
appears to vary along the length of the nerve. The distribution of P and M
fibers within the nerve and tract is unclear at this time, but, as the M fibers
have twice the conduction velocity, they likely have a larger diameter. As
the optic nerve and tract are axonal extensions of the retinal ganglion cells,
they have the same receptive field characteristics.

11.2.3 Anatomy and physiology of subcortical structures

The axons of the RGC target three subcortical structures, the superior colli-
culus, the pretectum, and the lateral geniculate nucleus (LGN), with the major-
ity (90%) targeting the LGN. The superior colliculus and the pretectum are
located on the roof of the midbrain and are associated with saccadic eye
movements and pupillary reflexes, respectively. As blindness results when
the LGN is damaged but these two structures are preserved, neither structure
is well suited for a vision neuroprosthesis.2 The LGN is a small structure
(approximately 7 × 7 mm by 2 mm deep) located on the ventral side of the
thalamus. The neurons of the LGN are often considered relay neurons,
merely receiving input from the RGC and passing the same on to cortex, but
this is an overly simplistic view of the LGN. The LGN has six independently
acting lamina arranged as six upside down U’s stacked in the ventral–dorsal
axis. Each lamina receives input from only one of the P or M pathways and
only one of the contralateral or ipsilateral eyes. Due to the much higher
proportion of P neurons, four laminae are dedicated to this pathway. Each
lamina is visuotopically organized and the visuotopic maps are registered
between lamina so that all neurons in a ventral–dorsal path have receptive
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fields in the same region of visual space. Almost half of the neurons of the
LGN (representing nearly half  of the area of the LGN) have receptive fields
in the foveal or surrounding region. Although a neuroprosthesis could take
advantage of this unique neural organization, the LGN generally has not
been considered a potential site due to the surgical difficulties in its exposure.

11.2.4 Visual cortex anatomy and physiology

The final stage of the visual pathway is the visual cortex. Even within the
cortex, visual processing continues to be a hierarchical operation with the
M and the P pathways segregated. Of the LGN axons projecting to visual
cortex, almost all project to the gyri lining the calcarine fissure, a large
sulcus running anterior–posterior along the medial surface, just anterior
to the occipital pole. This 2500- to 3200-mm2 region is known as primary
visual cortex or visual area 1 (V1) to indicate that it is the first region of
visual processing at the cortical level. The region is also called striate cortex,
due to its unique laminar appearance with certain histological stains, and
Area 17, from Brodmann’s classification of the regions of cerebral cortex.
The regions of cortex subserving visual processing that surround V1,
including the lateral surface of cortex anterior to the occipital pole, are
called visual areas 2, 3, 4, and 5 (V2, V3, V4, and V5), indicating somewhat
the hierarchy of visual processing.

All of these cortical areas have a similar laminar structure, consisting of
six neural laminae arranged in planes from the pia mater to white matter,
with a total thickness of approximately 2 mm in humans. Visual processing
is performed both in a columnar manner, with information passing between
neurons in a column from pia mater to white matter, and in a horizontal
method, where information is integrated across a number of columns. Gen-
erally, the fourth lamina from the pia mater (layer 4) receives input from the
preceding stage in visual processing, layers 2 and 3 project to the next stage
in processing, and layer 6 projects back to the preceding stage in processing.
In V1, layer 4 is further subdivided into four sublaminae, 4A, 4B, 4Cα, and
4Cβ. The latter two sublaminae receive LGN input from the M and P path-
ways, respectively. Consistent with the general architecture of cortical lam-
ina, layer 6 in V1 projects back to the preceding stage in processing, the LGN
in this case. Each of the areas of visual cortex is visuotopically organized.
Consistent with the columnar processing of information, the visuotopic maps
are registered between lamina so that all neurons in a column from pia mater
to white matter have receptive fields in the same region of visual space.
Almost half of the neurons in any visual area (representing nearly half the
size of the region) have receptive fields in the foveal or surrounding region.
The foveal region of visual space is represented at the posterior part of V1.

With the exception of some neurons of layers 4Cα, and 4Cβ, which have
LGN-like receptive fields, the receptive field characteristics of V1 neurons
are much richer than those of the preceding stages of processing. Here, the
receptive fields continue to have subregions preferring illumination (ON

©2003 CRC Press LLC



regions) and lack of illumination (OFF regions) but the subregions are elon-
gated, more of a hotdog in a bun shape than circular with an annular
surround. The elongation of the subregions leads to a preference for bars of
particular orientation, resulting in the new receptive field characteristic of
orientation preference. The segregation of the retinal input from each eye,
so carefully preserved in the laminar structure of the LGN, becomes less
distinct at the cortical level. Here, a neuron may be best driven by the
contralateral eye or ipsilateral eye, or be equally driven by both eyes. This
leads to the receptive field characteristic of ocular dominance, the measure
of which eye is the dominant driving source. Similar to visuotopy, nearby
neurons tend to prefer the same orientation and receive input from the same
eye, observed both when examining a column from pia to white matter and
when traversing across cortex. Further, when traversing across cortex, one
tends to observe slow changes in either the preferred orientation or preferred
eye, or both. A complete sequence of orientations (0 to 180 degrees) and eye
preferences (contralateral to ipsilateral and back to contralateral) occurs over
approximately a 1-mm2 area of cortex. Although it is tempting to map the
changes in orientation and eye preferences as a square 1 × 1-mm grid over-
laying the visuotopic map, recent studies have suggested that the prior two
maps have a much more complex organization.6 These studies have shown
the existence of regions where the preferred orientation (or eye dominance)
rapidly changes and other regions where the same orientation (or eye dom-
inance) is preferred for a few millimeters.

After V1, the organization of the visual pathway becomes more complex
and the optimal visual stimuli become less clear. Throughout the visual
pathway to V1, the M and P pathways pass through the same neural struc-
tures but target different lamina in order to remain distinct. In V2, the
pathways begin to diverge with the pathways targeting neighboring hori-
zontal subdivisions of V2. Past V2, the pathways completely diverge. The P
pathway heads toward posterior parietal cortex and principally targets
visual areas on the dorsal aspect of occipital cortex. The M pathway heads
toward inferior temporal cortex and principally targets visual areas on the
ventral aspect of occipital cortex. Further, the simple hierarchical organiza-
tion is replaced with a more complex connectivity as can be seen in the block
diagram of the visual area interconnections shown in Figure 11.4.7,8 Finally,
concurrent with higher level feature extraction, the receptive field character-
istics V2 neurons and those of subsequent visual areas become much more
intricate. For example, some neurons of inferior temporal cortex are most
responsive to features that appear like a face.9 Due to complexity of the
interconnectivity and the receptive field characteristics, visual areas beyond
V1 have not been proposed as sites for vision prostheses.

11.2.5 Pathologies leading to blindness

The leading causes of untreatable blindness are age-related macular degenera-
tion (AMD), retinitis pigmentosa (RP), accidents, and cancers. Additionally,
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blindness can be caused by glaucoma and diabetic retinopathy, but these
two pathologies currently are treatable and blindness can be prevented if
treated at an early stage.

Age-related macular degeneration is pathology of the retina character-
ized by the progressive loss of central vision, generally occurring in the
elderly. It is the leading cause of blindness in developed countries, with an
estimated 2,000,000 individuals having some form of AMD in the United
States. For unknown reasons, the pigmented epithelium of the retina degen-
erates, leading to a subsequent degeneration of the photoreceptors and fluid
leakage into the neural retina. As this occurs in the macular region, central
vision is compromised, leading to the loss of the ability to distinguish fine
detail. Retinitis pigmentosa is an inherited pathology of the retina charac-
terized by the loss of peripheral vision and night vision. An estimated 100,000
individuals are affected by RP in the United States. For unknown reasons,
the rod photoreceptors degenerate. As these are the principal photoreceptors

Figure 11.4 Schematic representation of the hierarchical processing of information
along the visual pathway. The two principal pathways (M for magnocelluar pathway
and P for parvocellular pathway) are represented by thick black and thick dark-gray
arrows, respectively. These pathways are thought to represent the location (where)
and the type (what) of objects in visual space, respectively. Beyond V1, the hierar-
chical organization becomes somewhat less clear, suggesting that these regions would
not be prime candidates for visual neuroprostheses. (Adapted from Van Essen.7)
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outside the macula, peripheral vision is lost. Further, as these photoreceptors
are functional only in dim light, night vision is compromised. Individuals
with advanced RP have tunnel vision, only seeing objects with the centrally
located cone photoreceptors. Despite the degradation of the outer nuclear
layer in both of these retinal forms of blindness, there are reports that inner
nuclear and retinal ganglion layers are partially preserved, having 80 and
30% of the neurons found in a normal eye, respectively.10–12 On the contrary,
another group has reported more significant cell loss in transgenetic animal
models of RP.13 Further, this group reports that the remnant neurons become
so disorganized and dislocated within the neural retina that the laminar
structure of the retina is not apparent in histological sections.

For other sources of blindness, typically accidents and cancer, either the
eye is lost or the visual pathway is disrupted downstream from the retina.
In either case, the earliest site in the visual pathway that vision prostheses
would be possible is the LGN.

11.2.6 Concluding remarks

Of the neural structures described previously, only the photoreceptor layer of
the retina, ganglion cell layer of the retina, the optic nerve, and the cerebral
cortical region V1 have been proposed as potential sites for a vision neuro-
prosthesis for restoration of function in the blind. These sites principally have
been proposed due to the relative ease of surgical access, with perhaps the
exception of the optic nerve, and the suggestion that the pathology leading to
blindness leaves the remnant neurons somewhat functional.13 As will be seen
in the subsequent sections, some success has been achieved for all four poten-
tial sites. However, due to the need to use “heavy-handed” methods in order
to evoke a useful percept, it is likely that only a crude sense of vision will be
possible in the near term. Nevertheless, using the progress in cochlear neuro-
prostheses as an example, once an even partially useful vision neuroprosthesis
becomes available steady improvements will occur and a more useful sense
of artificial vision will result. When these second and subsequent generation
vision prostheses appear, it is likely they will be specifically designed to take
better advantage of the characteristics of the underlying neural system.

11.3 Elements of a visual neuroprosthesis

In order for a visual neuroprosthesis to become an accepted therapeutic
approach to sight restoration, it is clear that those who will utilize this
technology must realize that they will not be receiving sight like those with
normal vision. It is also clear that a clinically acceptable system must be
virtually invisible. This means that the components must be integrated into
normal systems typically worn by individuals such as eyeglasses and an
external package not much larger than a pocket organizer. While such invis-
ibility would be the eventual goal of a commercial system, first-generation
experimental systems are not expected to be so constrained.
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A visual neuroprosthesis will be a complex system containing a num-
ber of interconnected elements. A block diagram of the elements that a
visual prosthesis will likely contain is shown in Figure 11.5. It must contain
the following components: a video encoder to capture the visual field in
front of the user of the system, signal-processing electronics to transform
the video image into a set of discrete signals that can be used to control
the injection of current through the neural interface, some mechanism by
which these processed signals and electrical power can be delivered in a
wireless fashion to the implanted neural interface, stimulator electronic
circuitry to control the currents injected through each electrode in the
neural interface, and the neural interface that evokes the neuronal excita-
tion. As this minimum set of components will be present in some form in
a retinal, optic nerve, or a cortical visual prosthesis, we will expand upon
these elements in the following sections.

11.3.1 Video encoder

The electrical currents that will be injected at some site into the visual
pathways must be related to the visual scene in front of the blind subject
using the visual prosthesis. Thus, the first key element in the prosthesis is
the video encoder (this element would mimic the lost function of the pho-
toreceptors in the retina and transform visible images into electrical images).
For cortical or optic-nerve-based visual neuroprostheses, this system could
be a photodiode array, a dedicated CCD (charge-coupled device) array, a
conventional video camera, or a miniaturized video camera, mounted within
a pair of eyeglasses worn by the subject (to achieve invisibility of this device).
For a retinal-based visual neuroprosthesis, the encoder could be integrated
into the neural interface and, therefore, reside within the plane of the retina.
This would have the obvious advantage that the optics of the eye could be

Figure 11.5 Schematic representation of the elements of a visual neuroprosthesis.
With the exception of retinal neuroprostheses, all of the devices reviewed in this
chapter consist of the items illustrated. Retinal devices, due to their location, might
not require telemetry and use very simplistic signal-processing and stimulator elec-
tronics. Further, these devices derive their power from ambient light. The video
encoder essentially replicates the function of the photoreceptors, that is, transforming
the visual signal into an electrical signal. The signal-processing electronics perform
necessary filtering and remapping. As external electronics cannot be as efficient as
the biology, which has been tuned through millions of years of evolution, external
power may be necessary. The stimulator electronics convert the video signals into
electrical signals that more effectively stimulate neurons. The interface to the neurons
is provided by an array of electrodes.
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used to project an image of the world onto the encoder. Thus, the acquisition
of visual information could function more naturally, without the use of head
movements for image acquisition (normal eye movements could provide
part of this function).

The spatial resolution of early generation retinal, optic nerve, or cortical
visual neuroprosthetic systems is expected to be quite low because of the
limited numbers of electrodes in the neural interface. Thus, just about any
conventional video camera could provide adequate spatial resolution for a
laboratory-based system. As the temporal resolution of the human visual
system is relatively low (on the order of 30 Hz), conventional, inexpensive
video cameras can easily provide adequate spatial and temporal resolution
for a laboratory experimental system. For a clinical device, miniaturized
video cameras are already commercially available. Shown in Figure 11.6 are
glasses that contain a miniaturized camera in the bridge of the glasses. The
very small aperture of the camera (1 mm) makes it virtually invisible and
provides for a very large depth of field without the use of additional lenses.
The camera provides a color NTSC signal and allows for encoding images
at distance, and for encoding of text when the text is brought close to the
glasses. Also shown in the figure are examples of images of text (font size
12) and an office encoded with this camera and sent to a black and white
monitor (the photographs were taken off the monitor screen).

11.3.2 Signal Processing

As discussed earlier in this chapter, the foundation upon which a visual
prosthesis will be built is the notion that the visual system is organized into
a hierarchical sequence of maps. One of the most relevant maps is called
visuotopy: points in space that are close to each other excite neurons at various
levels in the visual pathways that are also close to each other. If this visuo-
topic mapping were perfectly conformal and linear, then a high-quality
neural “image” of the visual space would be found at each level in the visual
pathways. This is not the case, however. The visuotopic map is only confor-

Figure 11.6 Example of video encoder. The first panel illustrates glasses that contain
a miniaturized camera in the bridge of the glasses and the associated electronics that
easily could fit into a pocket. The electronics provide a standard color NTSC signal.
The second panel illustrates printed text as viewed through the camera, and the third
panel shows one of the authors of this chapter as viewed through the camera. Both
panels have been converted to gray scale.
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mal when considered from a low-resolution perspective. If one studies the
visuotopic organization with high spatial resolution techniques, it becomes
clear that the mapping is somewhat locally random. Recent work by Warren
et al.14 have shown that one can use the relative location of a neuron in the
cortex to predict where spots of light projected in visual space will excite
the neuron. However, this can only be done with an accuracy of about 1/2
degree of visual angle. This uncertainty reflects the nonconformal nature of
this visuotopic organization.

Signal-processing electronics must accomplish a number of tasks. First,
the electronics must transform the signal coming out of the video encoder
into a set of discrete signals, one for each electrode in the neural interface.
Next, the encoder must be able to adapt the incoming light signals into a
range of stimulus levels that is appropriate for the neurons that are being
stimulated; that is, the range of stimulus levels must be the same regardless
of the level of ambient illumination (a bright, sunny afternoon or a dimly lit
restaurant). This will require an automatic gain control circuit that will
duplicate the adaptation properties of the human photoreceptors. The signal-
processing electronics could also perform image compression, somewhat like
that achieved with the MPEG techniques used to compress audio and visual
images in digital cameras and DVD video disks. Finally, the signal-process-
ing electronics may have to accomplish remapping of the visual image such
that a vertical line in visual space evokes the percept of a vertical line. The
degree to which this remapping may be required will depend upon the
degree of randomness in the visuotopic organization at the implant site and
the degree of plasticity that remains in the subject’s visual system. This
problem of remapping of visual space into appropriate signals is being
pursued by the Eckmiller laboratory in Germany.15 While this level of signal
processing appears highly complex, recent developments in integrated cir-
cuit technology will make this a complex but achievable task.

11.3.3 Telemetry and power interface

In order to achieve the challenge of developing an invisible clinical visual
neuroprosthesis, it will be necessary to use a wireless link by which power
and video signals are delivered to the implanted neural interface. The design
constraints of such a wireless link are such that they are only recently becom-
ing possible due to recent advances in integrated circuit technology. The
wireless link could be mediated by radiofrequency or by light, and recent
work on integrated optical systems and cellphone technologies are making
these approaches tenable. The telemetry link should be bidirectional so the
implanted electronics can inform the external electronics of the need for more
or less power. In order to minimize excessive power requirements of the
transmitting electronics, it is expected that the distance between the trans-
mitter and receiver will be on the order of a centimeter. This suggests that
the receiving coil will likely be implanted under the scalp (for a cortical
prosthesis) or within the eye for a retinal based system. The coupling of
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power between transmitters and receivers can be achieved with very high
efficiencies over such short distances. One possible design would be the use
of transmitting coils built into the image-encoding eyeglasses. Such a design
will have the advantage that registering the transmitting coil over the
implanted receiving coil can be readily accomplished and will not vary
significantly during the course of normal daily activities of the wearer. Fur-
ther, the external electronics would consist only of the eyeglasses, signal-
processing electronics, and the telemetry circuitry.

In order to ensure that the telemetry system does not deliver damaging
levels of heat and radiation to the tissues near the implanted electronics, the
frequency of the radiated power must be limited and the efficiencies of the
implanted electronics must be very high. Further, the implanted receiver
must be very small and have ultra-high reliability, considering that the
implanted electronics will be immersed in the corrosive environment of the
human body, possibly for decades. Finally, the bandwidth of the telemetered
video signals will depend upon a number of factors. As the number of
electrodes in the implanted neural interface increases, the bandwidth of the
transmitted signals increases. If the signal-processing electronics use clever
encoding strategies, the bandwidth of the video signals can be significantly
reduced. It is clear that all these design considerations present the design
engineer with very significant challenges.

An experimental wireless power and video signal telemetry link has
been designed and fabricated by Dr. Phillip Troyk at the Indiana Institute of
Technology. This system is intended to be used in a cortical visual prosthesis.
The system has a modular design so that failure of any individual compo-
nents will not cause failure of other modules. The system has also been
designed to consume little power and to facilitate the interconnection of
neural interfaces.

11.3.4 Neural stimulator

The video signals will have to be processed to make them compatible with,
and appropriate for, stimulation of neurons at some level in the visual path-
ways. Thus, the next major element in the visual prosthesis is the neural
stimulator. As we have discussed earlier, an experimental visual prosthesis
system may use external stimulator electronics, which would offer the
advantage that commercially available electronic stimulators could be used.
However, clinical systems will likely require that the stimulator electronics
be implanted near to the neural interface. The stimulator will most likely be
a digital device, which will facilitate its development and minimize power
dissipation by the device. Thus, the stimulator will likely contain on-chip
memory locations, with one location dedicated to each electrode in the neural
interface. These memory locations will be updated via the telemetry link as
the image being encoded changes. The considerations associated with the
design of a neural stimulator have been discussed in a paper by Jones et al.,16

and this design has been implemented in a VLSI (very-large-scale integra-
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tion) chip. The problems of hermetically sealing the electronics, however,
represent one of the more formidable challenges for the design engineer.

11.3.5 Neural interface

Any visual prostheses will require an interface between the nervous system
and internal and external electronics, a so-called brain–computer interface.
This interface should be thought of as an active element that transduces
electronic currents that flow in the human-engineered devices that are
connected to the device into ionic currents that flow in the human body.
While most materials accomplish this transduction to a limited degree,
certain materials do this relatively well. However, some of these materials,
such as silver, are toxic to the neurons in the immediate vicinity. Platinum
is a highly biocompatible material but it is not particularly effective in
transducing electrons into ions. Oxidized iridium, on the other hand, is
not only biocompatible but is also an excellent electronic-to-ionic trans-
ducer. It is the material of choice today and is generally being used in most
implantable neural interfaces.17

In other human-engineered implant systems, the interface between the
living and non-living has generally been difficult to develop. The human
body has developed numerous defense systems that have specifically
evolved to ward off intrusions into the body. These biological defense sys-
tems are so effective that most devices that are implanted in the body even-
tually either become degraded into harmless molecular species or become
sealed off by a fibrotic tissue capsule. The challenge of the bioengineer is to
thwart this biological process with the use of materials that the body recog-
nizes as benign. While this seems like a straightforward task, the more one
delves into the problem, the more complex it becomes.

11.3.5.1 Physical biocompatibility

11.3.5.1.1 Density of the implant system. Ideally, the implant system
must appear invisible to the host tissue. The invisibility applies not only to
the chemical nature of the surfaces that come in contact with the host tissue
but also to the physical aspects of the implant. Specifically, if the density of
the implant is not identical with that of the host tissues, gravity or kinematic
accelerations associated with normal body movements can produce shear
forces between the implant and the host tissue. If these shear forces are
sufficiently large, the implant can migrate through the tissue, or at least
experience micromovements with respect to the host tissue. These micro-
movements can produce a chronic inflammatory response to the host tissue
due to chronic mechanical irritation of the neurons near the implant. This
problem is exacerbated in the visual pathway, where saccadic eye move-
ments can produce large accelerations of the eye. Any neural interface that
is implanted within the eye could be subjected to particularly large shear
forces if the density of the implant differs significantly from the host tissues.
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11.3.5.1.2 Physical barriers. The cells of the nervous system are in a
homeostatic equilibrium with their local environment. Each cell exchanges
nutrients and waste products with the extracellular fluid surrounding the cell,
and these molecules eventually become transported into or out of the capil-
laries that support the tissues. Implanting large structures into the nervous
system, even if their surfaces are biochemically invisible, could disrupt this
exchange of nutrients and wastes. This aspect of physical biocompatibility is
particularly relevant in various tissues of the visual system such as the retina.
The oxygen that nourishes the retina comes from two sources: the choroidal
and retinal circulations. Similarly, the carbon dioxide waste is also removed
from the retina via these two circulations. The choroidal circulation is a highly
vascularized bed that ramifies throughout the choroid (located between the
pigment epithelium and the sclera) and, because of its proximity to the pho-
toreceptors, provides the major nourishment of the outer retina (photorecep-
tors, horizontal cells and bipolar cells). It also nourishes the pigment epithe-
lium. Any implant system placed at any point between the choroid and the
retina must not act as a significant barrier to the exchange of oxygen and
carbon dioxide between these tissues, or retinal degeneration could be exac-
erbated by the implant system. The retinal circulation nourishes the cells in
the inner retina (the ganglion cells, amacrine cells, and, to some degree, the
bipolar cells). As the retinal circulation is integrated with the retina itself, it
is difficult to imagine how an implant system could be interposed between
the retinal circulation and the cells it supports. However, the existence of any
molecular exchange between the vitreous humor and the inner retina could
be compromised by implant systems placed on the retinal surface. The degree
to which molecular exchange between the pigment epithelium and the retina
takes place and its importance in retinal support are not clear.

11.3.5.1.3 Mechanical compliance of the implant system. The neural tis-
sues into which a visual prosthesis will be implanted are relatively compliant,
compared with the materials with which the implant system is typically
constructed. Further, the tissues into which (or onto which) the implant is
inserted typically experience relative movements due to gross movements of
the body or more subtle displacements due to blood pulsations or to respi-
ration. Because of the compliant nature of the host tissues, the tissues can be
slightly compressed or distended as a result of these mechanical displace-
ments. Clearly, if the implant materials are virtually noncompliant, a mechan-
ical compliance mismatch can develop at the interface between the host
tissues and the implant. Polymeric materials are generally more compliant
than the metals and silicon used in many implant systems. It is likely that
future generation implant systems may profitably utilize new generations of
polymeric materials to mitigate this potential compliance mismatch problem.

11.3.5.1.4 Tethering produced by lead wires. While clinical visual pros-
theses will eventually be wireless devices, where power and signals will be
delivered across living tissues via some sort of telemetry system, this might
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not be the case for first-generation systems. The goal of many first-generation
visual prostheses will be to demonstrate proof of concept, that the system
can produce functional (but probably very limited) vision. These first-gen-
eration systems are likely to have lead wires that run from the neural inter-
face that is implanted in the host tissues to some sort of a connector, mounted
at some stable site on the body. Even if signals and power are delivered
across the skin via some form of telemetry, the size of today’s VLSI circuitry
is such that it is still likely that some form of lead wire system will still be
used between the implanted neural interface and the implanted telemetry
and stimulating VLSI circuitry. Thus, it is quite likely that any first-generation
visual prosthesis will have to deal with the problem produced by tethering
from these lead wires. The problem of tethering can be best appreciated by
considering a cortically based visual prosthesis, where an array of electrodes
is implanted on or in the visual cortex, and a connector is attached behind
the ear. Even if the mechanical problems outlined above are dealt with, any
motion of the brain with respect to the skull will result in the generation of
relative motion between the brain and neural interface, which could produce
potential chronic inflammation. These problems can be partially mitigated
by various strain-release lead wire architectures and by anchoring of the lead
wires to the cortex near the implant site. However, these measures will only
will reduce, not eliminate, the tethering problems.

11.3.5.2 Biological biocompatibility
While the goal of achieving a biological invisibility of the neural interface is
daunting, the problem is mitigated to some degree by two factors: a judicious
choice of the materials from which the interface is constructed and the well-
documented immunologically privileged nature of the nervous system to
foreign materials. The implantation of any neural interface, at any site in the
nervous system, can be thought of as creating a wound at that site, no matter
how benign. There is an extensive literature on the mechanisms and kinetics
of wound healing that go well beyond the scope of this chapter, and the
reader who is developing neural interfaces is encouraged to become familiar
with this literature. To summarize for the purposes of this chapter, the nature
of the wound healing response will depend upon the nature and extent of
the wound and the materials from which the wounding device are manu-
factured. We will consider below the issue of materials.

Again, the quest for safe implant materials has been pursued for many
decades and has been inspired by the development of implantable joints,
pacemakers, catheters, cosmetic applications, and orthopedic devices, to
name but a few more prominent devices. There is also an extensive literature
on the biocompatibility of a wide spectrum of materials, but implant systems
currently under development use a subset of these materials: silicone, silicon,
platinum, iridium, gold, polyamide, parylene, Teflon, and PMMA
(poly[methyl methacrylate]). These materials are used for various purposes
in the construction of a neural interface: structural, charge carrying, elec-
tronic-to-ionic transduction, and insulation. These materials have been used
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because they provide the architectural and functional properties from which
a neural interface can be constructed and because they are generally regarded
as being quite biocompatible.

11.4 Subretinal neuroprosthetic approach

As some of the neural retina, with the exception of the photoreceptor layer,
is preserved for both age-related macular degeneration12 and retinitis pig-
mentosa,10,11 a reasonable approach to the restoration of vision under these
pathologies is the replication of the function of the photoreceptors. (Another
group, however, has reported more severe retinal degeneration in animal
models.13) From a simplistic engineering viewpoint, the photoreceptors of
the outer nuclear layer appear as a tightly packed array of light-to-current
transducers, a function readily replicated by arrays of semiconductor pho-
totransducers. Two research groups have focused on replacing the function
of photoreceptors with an engineered system: (1) the Optobionics group, led
by Alan Y. Chow and Vincent Y. Chow; and (2) a consortium centered in
Tubingen, Germany, led by E. Zrenner.18 In the general sense, both groups
have proposed a similar approach. An array of phototransducing elements
is placed in the subretinal space, between the pigmented epithelium and the
degenerating outer nuclear layer. Each element (or subunit) consists of a
semiconductor-based photodiode and an electrode. Light striking the pho-
todiode causes a photocurrent that flows between the electrode and a refer-
ence electrode, the entire back surface of the array. The result is a voltage
gradient that is intended to stimulate the dendrites of the bipolar cells in the
outer plexiform layer. Because the stimulating electrodes are placed in the
subretinal space, this tactic has been termed the subretinal approach.

The scheme is tantalizingly simple, requiring no external power or con-
trol signals. Further, the fabrication of the photodiodes can be tailored to
provide either positive or negative current in response to illumination, with
the intention of mimicking the operation of ON and OFF bipolar cells. Both
groups have suggested that, in theory, no signal processing would be nec-
essary, as they claim that the entire neural network of the visual pathway
would be stimulated in a physiologically normal manner. The success of
such an approach depends upon three assumptions. First, the bipolar cells
of the dysfunctional retina persist and function in a somewhat physiologi-
cally normal manner. Second, the photodiodes can produce sufficient current
under normal illumination levels. Third, the electrodes can be placed in close
enough proximity to the bipolar cells such that the induced photocurrent
excites the bipolar cells. As will be discussed in this section, the validity of
these assumptions, particularly the second, remains very controversial.

11.4.1 Optobionics group

The Optobionics Corporation, a privately held company located in Wheaton,
IL, has developed the Artificial Silicon Retina (ASR), which entered into
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clinical trials of its safety in the summer of 2000. (Optobionics, Artificial
Silicon Retina, and ASR are trademarks of the Optobionics Corporation.)
This device represents the commercialization of the scientific research of
Chow and Chow, two brothers who continue to provide the scientific lead-
ership of the company. Much of their research has centered on the safety
and efficacy of a subretinal neuroprosthetic device.

In their early research, Chow and Chow showed that a simple combi-
nation of an electrode placed in the subretinal space and a photodiode could
become the basis of a visual prosthesis.19 Using a single, very large gold
electrode (36 mm2 surface area or about twice the size of the macula in
humans) acutely implanted into the subretinal space of an anesthetized
rabbit, they observed that illumination of a photodiode connected to the
electrode induced cortical activity. The cortical activity, measured by elec-
trodes placed on the scalp of the rabbit, had amplitude and temporal char-
acteristics similar to the visually evoked potential measured in the unoper-
ated eye. Further, the magnitude of the cortical-evoked potential could be
modulated by adjusting the intensity of the stimulus or the size of the
photodiode. With a charge density of 100-nC/cm2, resulting from 12-klux
illumination (similar to a bright, sunny day) on a 29-mm2 photodiode, the
magnitude of evoked potential was similar to the visually evoked potential
measured in the unoperated eye.

Having shown a proof of concept, their research moved into the design
and test of an array of photodiodes and electrodes manufactured by standard
semiconductor methods. In a series of articles, they have reported on the
biological response to an implanted array and the ability to evoke neural
activity with the array.20–25 The test ASR has remained relatively unchanged
except in its thickness throughout these studies. At the macroscopic scale,
the device is a 1- to 3-mm-diameter disk (0.8- to 7-mm2 area), initially being
250 µm thick and reduced to 50 µm thickness in the most recent report. At
the microscopic scale, the test ASR is an array of photodiode and electrode
elements, each element being approximately 20 × 20 µm by the thickness of
the disk. Insulating moats (10-µm width) separate neighboring elements,
resulting in a density of approximately 1100 elements/mm2. Each element
consists of a photodiode created by variously doped layers of silicon, sand-
wiched between two layers of gold. On the front side of the array (side
closest to the light), the gold electrode is etched to the same dimension of
the photodiode. Light reaching the photodiode passes through the gold layer,
which is relatively transparent due to its thinness. The gold on the backside
of the array forms a single sheet and acts as a return electrode. As gold does
not readily adhere to silicon, a chromium adhesion layer is place between
the gold and the silicon. The photodiode is responsive to light in the 500- to
1100-nm wavelength range, which covers most of the typical range in
humans (360 to 830 nm) plus adding an infrared (IR) response.

In these reports, histological examinations and the electroretinogram
(ERG) were used to assay the tissue response to the implant. In chronically
implanted cats, they observed a significant loss of cells in the outer nuclear
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layer but insignificant changes in the cell density for both the inner nuclear
layer and retinal ganglion layers.24,25 Additionally, the appearance of giant
cells indicated an inflammatory response to the implanted device. As AMD
and RP are characterized by the loss of the outer nuclear layer, its loss in
these animal experiments is considered inconsequential. Outside the site of
implant, the retina had a normal laminar arrangement. The lack of a signif-
icant immune response to the implant is not surprising as the device is
constructed from well-tolerated materials. Photic stimulation of the
implanted eye resulted in an ERG similar to the unimplanted eye. This also
is not an unexpected result, as the implant is relatively small and implant
materials are well tolerated. If the device led to an out-of-control immune
response, it likely would have been apparent in the histology long before
affecting the ERG.

The ERG response for IR stimulation was used to verify the implant
continued to be functional.24 The ASR is much more sensitive to IR stimula-
tion than the native photoreceptors. These data indicated that the test ASR
continued to function as a photodiode array for up to 11 months, the longest
time duration reported. However, the magnitude of the ERG took 1 to 2
months to reach its maximum and began to degrade after 4 months. From
the data provided, the ERG response had a magnitude of up to 75 µV, and
the sign of the response depended on the type of photodiode utilized (neg-
ative or positive current generating). The latter finding is a clear indication
that this ERG response is simply a stimulus artifact. If the ERG represented
neural activity and the two polarities were equally effective at eliciting
activity, the two ERGs would be equal and similarly signed. If one polarity
were more effective, the more likely case, the ERG would appear when the
illumination is initiated for one polarity and when the illumination is termi-
nated for the other polarity. At the end of the study, the arrays were explanted
and examined. It was found that the gold electrode material was degraded
or absent for active devices, suggesting that the gold electrodes were being
dissolved into the tissue by electrical stimulation. Alternative electrode mate-
rials, platinum and iridium oxide, have been investigated but no specific
recommendations are available at this time.23

In addition to animal experiments, Optobionics has initiated FDA-
approved clinic trials to investigate the safety of the ASR in humans. The
device currently in clinical trials is a 2-mm-diameter disk of 25 µm thickness.
Each photodiode and electrode element has the same 20 × 20-µm dimensions
with 10-µm moats separating adjacent elements. Given the approximately
3500 elements on the device, the total photodiode (and electrode) surface
area is around 1.4 mm2. In comparison, the devices used in their animal
experiments, which had a complete lack of neural response for what should
be effective stimulation, had a photodiode area of up to 7 mm2. The only
device where a neural response was assuredly observed had a surface area
of around 30 mm2 and then under aggressive stimulation.19 The results of
these clinical trials are only available in abstract form at this time.26 The
implants are reported to be well tolerated and have not resulted in infection,
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inflammation, or retinal detachment. Additionally, the implants are reported
to have improved the recipient’s visual function; however, these results are
only available as recipient testimonials, not controlled scientific studies. Care
must be taken to distinguish the improvement due to the activity of the
device and the improvement that occurs simply by the introduction of the
device. It has been established that a transient, functional rescue of a dys-
functional retina occurs in animal models as the result of surgical interven-
tion into the subretinal space, even if the intervention does nothing more
than expose the subretinal space. Nevertheless, the test of the biocompati-
bility of the materials and the development of the implant techniques make
the ASR a groundbreaking device.

11.4.2 Southern German group

The southern German consortium, centered in Tubingen, has primarily
investigated various engineering design issues for a subretinal implant. Their
test device, called a multiphotodiode array (MPDA), is very similar to the one
described in the previous section.27 The individual photodiode and electrode
elements are the same size, 20 × 20 µm, but the moats between elements are
only 5 µm wide, leading to a density of 1600 elements/mm2. Instead of
covering the entire inner surface of the photodiode, the electrode of each
element is an 8 × 8-µm square located at the center of the photodiode. The
smaller electrode size allows more incident light to reach the photodiode
and the electrode layer to be thicker. Gold, iridium, and titanium nitride
have been investigated as electrode materials. The remaining inner surface
of the element is insulated with silicon oxide, which is transparent to light.
Details of the silicon doping used to create the photodiodes are not available.

This group took a very different approach, and arguably more useful
approach, to the proof of concept. Using retinas isolated either from newly
hatched chickens or Royal College of Surgeons (RCS) rats, they have shown
that photic stimulation of the MPDA modulates the activity of retinal
ganglion cells.27,28 This method allows a much finer assay of the impact of
electrical stimulation than the ERG and cortical potentials, which measure
the mass action of large groups of neurons. In these experiments, a retina
is removed from an animal and is sandwiched between the MPDA and a
multisite recording electrode, with the ganglion cell layer closest to the
recording electrode. To activate the MPDA, a spot of light of known size
and illuminance is shined through the recording electrode and retina. Their
recording electrode, consisting of an array of small metal electrodes
sparsely distributed across a glass slide, is transparent to light. With this
device, one can pick up the spiking activity of individual retinal ganglion
cells which is easily distinguishable from the graded potentials of the
photoreceptors and bipolar cells. To assure the ganglion cell activity is the
result of the MPDA stimulation, the photoreceptor layer was damaged for
these experiments. In the case of the chick retina, this was done by an
unspecified method. In the case of the RCS rat, it is not necessary to damage
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the photoreceptor layer; this strain of rats is a well-known model for
retinitis pigmentosa and, in mature individuals, has almost no residual
photoreceptors. Tests with sham devices were used to verify the results
were not due to residual photoreceptors.

In both of these species, the activity of individual ganglion cells could
be modulated by light, presumably by the activity of the MPDA. However,
very strong illuminance was necessary, between 10 and 100 klux (outside on
a bright day). Further, as the diameter of the light was reduced, it became
more difficult to evoke any ganglion cell activity. For example, with a 70-
klux, 0.250-mm-diameter spot of light illuminating approximately 80 pho-
todiodes, a barely perceptible change in the activity of one ganglion cell
could be detected but only through repeated trials. When only a few pho-
todiodes were illuminated, ganglion cell activity could not be induced
regardless of the illuminance level. From these results, this group has con-
cluded that a passive photodiode array cannot provide a useful sense of
vision under normal lighting conditions.29

This group has extensively studied the biological tolerance to the materials
being implanted and how coatings can enhance the tolerance.30 Using disso-
ciated retinal cells from a neonatal rat, the cell adhesion to various coated and
uncoated implant materials were tested. To enhance adhesion, three different
coating materials were examined, poly-L-lysine, poly-D-lysine, and laminin.
When applied to an iridium surface, all three coating materials significantly
improved the cell adhesion over an uncoated surface. Of these, the best adhe-
sion was seen with poly-L-lysine, with approximately 75% of cells adhering.
Therefore, all implant materials were coated with poly-L-lysine prior to testing.
Of the implant materials tested (silicon, silicon oxide, silicon nitride, iridium,
and titanium nitride), only titanium nitride exhibited a significantly poor cell
adhesion. In comparison to the control (poly-L-lysine on glass), only 30% of
the cells adhered after 28 days of culturing. This poor adhesion was not
considered to be due to release of toxic materials and subsequent cell death,
as cells readily adhered to a poly-L-lysine-coated glass coverslip introduced
into the same Petri dish. As this group had proposed using a titanium nitride
electrode, which they report has the greatest safe charge injection capacity, this
was a discouraging finding. One of their electrode materials, gold, was not
tested. The geometry of the MPDA does not appear to affect cell adhesion.
With an iridium electrode, the adhesion was the same as the control. When
using a titanium nitride electrode, the cell adhesion was improved but still
was poor in comparison to the control. It is unclear whether the MPDA was
active or inactive during these tests. An interesting but apparently untested
comparison could be made between an active and inactive MPDA, thereby
investigating whether the electrodes release toxic substances when active.

In addition to these in vitro tests, in vivo tests of the long-term function
and biological tolerance of the MPDA have been performed in both rabbit and
pigmented rat (Long Evans).27,28 The ERG response to infrared stimulation (300
mW/cm2 at 940 nm) was used to validate the survival of the implant. The
details of the time course of the ERG magnitude are not available but are
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reported to be stable for up to 20 months, the longest time duration tested.
Concurring with their excised retina experiments, there was no sign that IR
stimulation resulted in activation of the inner retina. Without activation of the
inner retina, the MPDA cannot provide functional restoration of sight. The
white-light-induced ERG and postmortem histological examination assayed
the biocompatibility of the implant but only in the rat model. A reduction of
the ERG response was reported in three of five rats but the magnitude and
time course were not detailed. Four months after implantation, the retina
above the implant site exhibited a nearly complete loss of the outer nuclear
layer as well as atrophy in the outer plexiform layer. As mentioned earlier, the
loss of the photoreceptor layer is considered inconsequential. The thickness of
the inner nuclear layer and inner plexiform layer were reported to be
unchanged but it is unclear what it was compared against. The cell densities
in the inner nuclear layer and the ganglion cell layer were similar to those
observed away from the implant site. However, the stain utilized was insen-
sitive to cell type and the authors clearly concede that its is possible, but
unlikely, that all neurons have been replaced by other cell types. Additionally,
the excised tissue was tested for glia fibrillary acidic protein (GFAP), a general
marker expressed by glia in degenerating retina and Muller cells and astro-
cytes in the retina. In comparison to controls, GFAP expression was more
prevalent in the implanted retinas. The reason for the increased expression
and its impact are not clear at this time. From these results, this group has
concluded that a subretinal neuroprosthesis will survive in the long term and
is well tolerated. To validate the functional restoration of vision, they have
proposed implanting the MPDA in RCS rats, which have a degenerated pho-
toreceptor layer. However, they recognize the lack of a generally accepted and
unambiguous method of verifying the restoration of function.

Due to the relatively strong illuminance necessary to induce neural
activity by the passive MPDA, this group is also activity investigating an
active subretinal device.28,31 Such a device would be very similar to the
epiretinal approach but would place the array of stimulating electrodes in
the subretinal space. This approach is still in the proof of concept phase at
this time. In their proof of concept tests, an isolated retina is placed on a
multisite stimulating electrode, photoreceptor side closest to the electrodes,
and the activity of a retinal ganglion cells is monitored with single micro-
electrodes. They have found that ganglion cell activity can be induced with
a relatively low median charge of 0.4 nC. However, due to the small size of
their electrodes (80 µm2), the charge density is 500 µC/cm2, well above the
safe limit for most materials. At this point, an active subretinal device must
be considered in the investigational phase.

11.4.3 Summary

Having a test device in clinical trials notwithstanding, the subretinal
approach has many unresolved problems. Principal among these is whether
a passive device can generate sufficient current to evoke ganglion cell activity
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under normal lighting conditions. In their most recent report, the southern
Germany group concluded that it was not possible and has moved to an
active device.29 The Optobionics group believes it is possible and has moved
to clinical trials of the device’s safety.

In the reports where adequate details are given regarding the nature of
the illumination, an effect on the subsequent neural pathway occurred only
for relatively bright lights over relatively large regions of the test prosthesis.
The Optobionics group reported that large, electrically evoked cortical poten-
tials could be had with 12-klux illuminance applied to a photodiode having
a 30-mm2 surface area.19 Using a finer assay of subsequent neural activity,
retinal ganglion cell activity, the southern Germany group reported that a
small but noticeable modulation could be had with a 70 klux, 250-µm-
diameter spot.28 Although the 10- to 100-klux range of illuminance is phys-
iologically relevant, this level of illuminance is typically only seen outside
in bright sunlight. More typical ranges of illuminance encountered are 1 to
1000 lux. The Illuminating Engineering Society of North America (IESNA)
recommends illuminance levels of 260, 520, 700, and 2200 lux for a hotel
room, library reading room, laboratory, and hospital operating room, respec-
tively. Further, the lack of a noticeable neural response to IR stimulation casts
further doubt on the applicability of a passive device. Specifically, because
the published IR-induced ERG data do have a b-wave component, which
indicates activity in the inner retina, neural activation is unlikely.24,28

Assuming one could develop sufficient current at the commonly encoun-
tered illuminance or if one assumes that the device is operational only in
bright light, a passive subretinal device has a significant design flaw in that
it cannot adapt to varying light levels. Assuming a linear response, such a
device would be functional over 1 to 2 orders of magnitude of illumination.
In contrast, our natural vision functions over 7 orders of magnitude. Nev-
ertheless, it can be argued that a functional device that operates with some
limitations would be an improvement over blindness.

Another area of concern is the destruction of the remnant photoreceptor
layer and well as a significant impact on the outer plexiform layer resulting from
the implant.25,28 These cytological changes are presumed to be the result of the
device blocking the free flow of nutrients and waste between the neural tissue
and its blood supply. Both groups have proposed mesh-like subretinal implants,
which would allow free flow, but the fabrication method for such devices is not
clear. Unlike the outer retina, the inner retina appears unaffected by the implant.
However, the studies to date simply examine the density of cells in each of the
inner nuclear layer and retinal ganglion cell layer without examining the pos-
sibility of a functional consequence of the implant. Additionally, expression of
GFAP by the glial cells is increased, but the consequence is unclear.

11.5 Epiretinal neuroprosthetic approach

As an alternative to stimulating the remnant bipolar cells in the dysfunctional
retina, other research groups have proposed placing stimulating electrodes
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on the inner surface of the retina and stimulating the remnant retinal gan-
glion cells. Reports indicate that significant portions of the retinal ganglion
cells survive even in the end stage of pathologies such as age-related macular
degeneration12 and retinitis pigmentosa,10,11 giving credence to this approach
(however, a significant disorganization of the retina has been reported in
animal models13). The principal research groups investigating this approach
are (1) a group led by Humayun and de Juan, which was located at Johns
Hopkins University but recently has moved to the University of Southern
California; (2) a collaboration between MIT and Harvard, led by Rizzo and
Wyatt; and (3) a consortium centered in Bonn, Germany, initially led by
Eckmiller and now led by Eysel.32 In the general sense, all three groups have
proposed a similar approach. An array of surface electrodes, attached to the
inner surface of the retina between the vitreous humor and the inner limiting
membrane, provides the interface to the neural retina. Driven by signal-
processing electronics, patterns of these electrodes are electrically stimulated
to produce a similar pattern of phosphenes, a consequence of the visuotopic
organization of the ganglion cells. In a clinical device, the signal-processing
electronics will be placed within the eye with both the power and the control
of the signal-processing electronics provided by an optical or radio frequency
link. As the stimulating electrodes are placed on the surface of the retina,
this tactic has been termed the epiretinal approach.

This approach tries to make use of the advantages of a retinal prosthesis,
chief of which is a simple, linear visuotopic organization, while recognizing
what the other neuroprosthesis groups have long ago recognized, the need
for more power and signal-processing capability than is available from sim-
ple phototransducers. The success of this approach depends upon four
assumptions. First, the retinal ganglion cells of the dysfunctional retina per-
sist and function in a somewhat physiologically normal manner. Second, the
neural interface can be permanently attached to retinal without significant
damage. Third, useful percepts can be had at safe stimulation levels. Fourth,
patterned percepts can reliably be created.

11.5.1 Humayun and de Juan group

The Humayun and de Juan group initially began their work as part of
collaboration between Johns Hopkins University and North Carolina State
University. More recently, they have moved to the University of Southern
California. Additionally, this group has a commercial relationship with Sec-
ond Sight, a privately held company located in Valencia, CA, which is testing
a retinal neuroprosthesis in clinical trials. This group has primarily investi-
gated the biological aspects of an epiretinal implant, including a large num-
ber of experiments in human volunteers.

In their early research, they showed that electrical stimulation of the
inner retina results in neural activity of the retina, or a general proof of
concept.33 These experiments were performed both with isolated bullfrog
eyecup preparations and with in vivo rabbit retinas. Using platinum, bipolar
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stimulating electrodes, manually placed on the inner retinal surface, they
excited the tissue with biphasic current pulses of between 50 and 300 µA
amplitude, lasting 75 µs per half phase. Each electrode had around 0.13 mm2

surface area and the tips of the bipolar pair were 200 µm apart. A second
bipolar electrode, manually placed between the stimulating electrodes and
the optic disk, sensed the neural response. In response to electrical stimula-
tion, they observed a 2-msec long waveshape that had the appearance of an
extracellular measured action potential. No response was observed if the
stimulating electrodes were placed 1 mm off the retinal surface or if the
recording electrodes and stimulating electrodes were placed on opposite
sides of the optic disk. They reported that, for current levels as low as 50 µA
in the bullfrog and 150 µA in the rabbit, a neural response could be observed.
This is equivalent to charge densities of 3 and 9 µC/cm2, respectively. This
is well within the safe current density levels (<100 µC/cm2) for platinum.17

Their data indicate that the average magnitude of the neural response grew
from 10 µV (peak to peak) to 20 µV as the current was increased from 150
µA to 300 µA in the rabbit preparation. This growth likely indicates that
more ganglion cells were being excited at larger current levels but their report
claimed the growth was not significant. In addition to using normal rabbits,
they also tested a rabbit model of a degenerate photoreceptor layer, caused
by intravenous injection of sodium iodate well before testing. With this
preparation, they were able to observe a neural response but the requisite
current level increased to 200 µA.

Having shown that electrical stimulation of the retina can produced
localized neural activity, this group began investigating two key issues for
a clinical device: (1) the possibility of selective stimulation of particular
structures through changes to the stimulus paradigm, and (2) the biocom-
patibility of the implant materials, particularly the method of adhering the
implant to the retina. The first area was explored by computation modeling
studies of electrical stimulation of retina.34 In particular, these studies were
directed at distinguishing which neural structure is activated by electrical
stimulation, the soma of retinal ganglion cells or passing axons from other
retinal ganglion cells, the latter being between the stimulation source and
the somas. To provide visuotopically organized stimulation, it is preferable
to stimulate the somas and not the axons. The results of the study suggest
that there is a penchant for stimulating the soma but the preference was
slight. No specific recommendations for changes in the stimulus paradigm
came from this work.

The biocompatibility issue was investigated with electrode arrays, both
passive electrodes and actively stimulated electrodes, chronically implanted
in animals. In both studies, the array consisted of large platinum disks placed
in a silicone matrix. For the passive studies, the entire array was 3 × 5 mm
by 1 mm thick. Specific details of the active electrodes are not available. The
results from the passive implants suggest that the implant materials are well
tolerated, indicated by both histological and electrophysiological examina-
tion.35 However, the metrics employed solely indicate that the implanted
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retina continues to function and does not ensure that the retina under the
array functions normally. No histological comparisons were made between
the retina under the implant, approximately 15 mm2 in area, and the remain-
der of the retina, over 1000 mm2. In the second set of studies, the electrodes
were stimulated with 0.05 or 0.1 µC/cm2 charge densities, 10 to 12 hours a
day for up to 60 days. The stimulation did not cause any gross changes in
the function of the retina but the finer assay of tissue histology has yet to be
done.36 Interestingly, these researchers chose not to utilize a charge density
where a pathological tissue response is expected, thereby providing a posi-
tive control. In both studies, one or two retinal tacks were used to hold the
arrays in place. This group has additionally investigated the use of bioad-
hesives to attach the electrodes to the retina but did not make any specific
recommendations.37 As these studies are ongoing, the safety and efficacy of
their epiretinal approach is yet to be established; however, it is clear that this
group is addressing the key issues.

While performing this animal research, this group also studied the per-
cepts resulting from electrical stimulation of the retina in blind human vol-
unteers.38–40 Initially, they investigated the most basic question: Does electri-
cal stimulation by bipolar electrodes, manually placed on the retinal surface,
evoke a percept in the blind? In a sense, this experiment repeated their earlier
animal experiments but here they could ask the more germane question:
what current level leads to a percept? They found that percepts could be
evoked with charge densities of threshold between 160 to 3200 µC/cm2 with
platinum electrodes. These percepts were reported to range in size from a
pinhead to the size of pea, at a distance of 30 cm. Further, the visuotopic
organization of percepts, in a wide sense, was verified by stimulating widely
separated regions of the retina. Interestingly, the size of the percept, and its
brightness, did not appear to vary with retinal location. In a second set of
experiments in blind volunteers, these researchers investigated the electrode
spacing necessary to evoke distinct percepts. At the minimum spacing tested,
435 µm, the two phosphenes were distinct and separated by just over 1
degree. This spacing is consistent with the known magnification factor of
the retina, approximately 250 µm per degree of visual space. In these exper-
iments, the electrodes had diameters in the 50- to 100-µm range.

In a third set of experiments, using an array of electrodes, arranged either
as a 5 × 5 grid or a 3 × 3 grid with the 400-µm-diameter platinum electrodes
at 600 µm center-to-center separations, the percept of a fused line could be
evoked by the stimulation of a line of electrodes on the array. Further,
stimulating either a row or column of electrodes evoked distinct line per-
cepts. When stimulating a U-shaped and box-shaped grouping of electrodes,
the percepts were reported as an H shape and a box shape, respectively. The
reliability of these shaped percepts was not reported. Due to incomplete or
inconsistent information in their published reports, it is difficult to estimate
the charge density necessary to evoke these percepts. It appears that thresh-
old for the H-shaped percept required a charge density of about 300
µC/cm2.40 This charge density is the theoretic maximal safe charge density41
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but greatly exceeds the practical safe limit (25 to 75 µC/cm2) for long-term
stimulation with platinum.17 These investigators recognize that their charge
densities would be unsafe in a long-term neuroprosthesis32 and have pro-
posed overcoming this problems by either using activated iridium elec-
trodes, with a practical safe charge density of up to 3000 µC/cm2, or using
different electrode configurations.40 With 600-µm center-to-center spacing of
electrodes, the resulting phosphene centers would be separated by 2.4
degrees, a rather poor pixelization of the visual world. Yet, to increase the
resolution, the electrode spacing would have to be reduced, resulting in
reduced electrode size and increased current density.

11.5.2 MIT and Harvard group

The MIT and Harvard collaboration has primarily investigated the engineer-
ing aspects of an epiretinal implant but more recently they have begun to
pursue human psychophysical experimentation as a proof of concept.32 Their
earlier work investigated the microfabrication and electronic design of the
stimulating electrodes as well as the signal-processing electronics. This, of
course, led to studies of the stimulation parameters necessary to evoke
percepts and power requirements of the necessary devices.42 Although their
human psychophysical results have only been presented in abstract and
preprint form, their results indicate that, while percepts can be induced by
electrical stimulation of the retina, the ability to generate a patterned percept
appears limited. The pattern of the percept did not follow the anticipated
pattern in the majority of the cases and the reliability of the percept (similar
description for the same pattern of stimulation) was only 66%.18 Interestingly,
a normally sighted volunteer had an 82% reliability.44 It is unclear whether
the normally sighted volunteer gave a more reliable report due to being more
accustomed to visualizing objects or if this is an indication that the blind’s
dysfunctional retina is more disorganized than expected. Further, the charge
densities necessary to produce a percept, up to 28 µC/cm,2 approached the
safe, long-term limit.44

Their animal research has centered on both the long-term ability to evoke
activity in the visual cortex, measured by evoked potentials, in rabbits and
the question of what neural structures are excited by electrical stimulation
of isolated rabbit retina.45 This latter research has opened the possibility of
investigating stimulation paradigms with arrays of electrodes that effectively
produce patterned activity. In these experiments, a microfabricated electrode
array was used for both stimulation and recording. The platinum black-
coated, gold-stimulating electrodes were 10 µm in diameter and were placed
on 25-µm centers. The recording electrodes had the same diameter and were
placed on 70-µm centers. The retina was stimulated with anodic first, bipha-
sic current pulses of between 0.01 and 20 µA amplitude, lasting 400 µsec per
half phase. The threshold for observing an extracellular action potential
ranged from 0.06 to 1.8 µA. However, the method appeared to very prefer-
entially excite the passing ganglion cell axons and not the underlying retinal
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ganglion cells. Generally, the observed extracellular action potential was held
to be due the ganglion cells soma becoming active due to antidromic prop-
agation. Clearly, it is more desirable to provide somatic stimulation, allowing
one to take advantage of the visuotopic organization of the ganglion cells
bodies. However, it is not necessary that somatic stimulation be used.

11.5.3 Northern German group

The northern German consortium, centered in Bonn, has primarily investi-
gated the signal-processing aspects of an epiretinal implant. To provide a
more natural percept, this group started the development of specialized
electronics, called a retinal encoder, that mimic the function of the retina and
can automatically adjust its operation based upon conversational input from
the user.15 More recently, they have started an active program of primate
experimentation but much of their results in this area are only available in
abstract form. In these tests, they verified that their neural interface, called
the Multi-Microcontact Array (MMA), could be secured to the retina by
retinal tacks and that cortical activation could be had by stimulation.46 How-
ever, these tests were of limited duration, lasting 6 to 8 hours, and their
principal purpose appeared to be defining the precision of locating the MMA.
The functionality of the array was tested only in a very gross sense and,
then, no details the stimulus parameters were provided. Only limited histo-
logical examinations were performed.

These results have been expanded upon by optically imaging the acti-
vation of visual cortex in the cat while stimulating patterns of electrodes on
the retina. The results indicate the existence of a relationship between the
stimulation pattern and the pattern of activity in primary visual cortex.47

However, the occurrence of a similar pattern of activity in visual cortex does
not speak to the associated percept.

The northern German group has also performed computation analyses
in an attempt to resolve the most likely neural structure activated by stim-
ulation. In what is likely the most extensive study of all three groups, this
group argues that one can selectively stimulate the desired target, the soma
of retinal ganglion cells, by the simultaneous control of current at multiple
electrode sites.48

11.5.4 Summary

Despite its relatively late entry into vision neuroprosthesis research, the
epiretinal approach has made great strides but there are many yet to be
resolved problems associated with this approach. The ability to access the
neural retina has been established with novel surgical approaches. A general
proof of concept, that electrical stimulation of the inner surface of the retina
evokes action potentials, has been shown with isolated animal retinas.33,45

The Humayun group has shown the more specific proof of concept that
patterned visual percepts can be invoked by patterned electrical stimulation,
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a result found in blind human volunteers with either AMD or RP.38–40 How-
ever, in more controlled studies, the MIT group has found only a weak
relationship between a percept and the anticipated percept due to electrical
stimulation. Blind volunteers reported a percept that had a “reasonable
relationship” to the anticipated percept only around 40% of the time. Further
the reliability of the percept was low, with the same precept being described
only 66% of the time when presented with the same pattern of electrical
stimulation.18 Using an alternative approach to investigate patterned stimu-
lation, the northern German group has shown that stimulation of the inner
retina by an array of electrodes results in a visuotopically organized pattern
of activity in primary visual cortex, as observed by intrinsic optical imaging.47

Although an excellent method of investigating the relationship between
electrical stimulation and cortical activation, this method says little about
the relationship between patterned stimulation and perception. Collectively,
these results argue that patterned perception may be possible but that it is
not necessarily assured and further investigations are warranted. Well-
defined and appropriately implemented psychophysical tests, particularly
ones addressing the reliability of the percept, must be performed before this
question is fully resolved.

An associated issue concerns which neural structures are being activated.
Given the organization of the retina, it is possible that the passing retinal
ganglion cell fibers, which lay between the stimulating electrodes and the
soma of the retinal ganglion cell, are being activated. A number of compu-
tational studies that have addressed the issue34,48 have concluded that the
cell bodies can be preferentially activated, but their results have not been
verified in a biological preparation. The one attempt to study preferential
activation in an excised retina used a vastly different electrode configuration
and did not provide any means of extrapolating to the configurations pro-
posed by other groups.45 However, if this research were expanded upon, one
could readily investigate how to preferentially stimulate the cell bodies of
the retinal ganglion cells.

To ensure long-term function and stability of perception, the array of
stimulating electrodes must be securely attached to the retina. As the retina
is a thin, delicate structure, just the fixation of a passive device to the retina
is problematic. Further, as the electrode array and signal processing are
active devices, there are additional concerns regarding the neural tissue
response to both chronic electrical stimulation and heating, the later due
to the power dissipations by the electronics. Preliminary results are avail-
able that indicate that both the electronics and electrodes can be secured
to the retina via retinal tacks without serious complications.35 These results
are just now being expanded upon to include the effect of chronic electrical
stimulation on tissue.36

Although the key assumptions introduced earlier have only partially
been addressed, the three principal research groups are clearly investigating
the crucial issues. It appears that retinal tacks can attach thin film electrode
arrays to the retina without serious complications. To induce a neural

©2003 CRC Press LLC



response, the charge density often exceeded the safe, long-term limit.17 In
reaction, most epiretinal devices utilize relatively large electrodes but this
leads to relatively widely spaced phosphenes. Finally, the reliability of a
patterned percept is presently under study for the epiretinal approach.

11.6 Optic nerve neuroprosthetic approach

The optic nerves provide the sole conduits of visual information from the
retina to the lateral geniculate nucleus in the thalamus. In certain visual
pathologies, such as age related macular degeneration or retinitis pigmen-
tosa, where a subpopulation of ganglion cells has been spared, but in which
cells of the outer retina are completely degenerate, the optic nerve offers a
possible site for intervention via a neural interface.

A group of researchers from the Catholic University of Louvain in Brus-
sels has seriously entertained this as a candidate intervention site for a visual
prosthesis.49,50 They have tested the concept in a series of experiments con-
ducted over the past 4 years in a single human volunteer with retinitis
pigmentosa. The team has implanted a self-sizing spiral cuff electrode array
around the right optic nerve of this volunteer. The electrode array consists
of four surface electrodes on the inner surface of the cuff. When implanted
around the optic nerve, currents can be passed in a bipolar fashion between
groups of these surface electrodes in order to achieve some degree of stim-
ulation selectivity in the population of nerve fibers. The use of cuff electrodes
to stimulate peripheral nerves has a long history.51 In many cases, such
electrodes can provide long-term stimulation, with little biological compli-
cations.52 Recent improvements in the implanted system involve wireless
telemetry of stimulus signals to the implanted array.

The surgical access used in the implantation is complex. The lead wires
in the implant system were fed under the skin, down the neck to a telemetry
unit implanted near the collarbone. In this one subject, there has been no
report of complications from the surgery or breakage of the lead wires.

The subject has been stimulated intermittently over the 4-year period of
the implantation, and studies of phosphene thresholds and their spatial
location have been monitored. Wide ranges of phosphenes have been able
to be evoked with this system. They span a region extending 85 horizontal
degrees and 60 vertical degrees in front of the observer (the observer points
to the perceived phosphene location). The phosphenes range in size from 1
to 50 square degrees, and for a given bipolar stimulation regime the location
of the phosphene, its intensity, and its size are a function of the stimulation
current. As the stimulus current is increased by a factor of three, the location
of the perceived phosphene migrates from the edge of the phosphene space
to the center of the space. The absolute thresholds for evoking a just percep-
tible phosphene vary with stimulus pulse duration and whether the stimu-
lation is delivered as a train or as a single biphasic pulse. For single biphasic
pulses of 213 µsec durations, the average thresholds were about 350 µA,
while for 17 pulse trains, delivered at 160 Hz, the thresholds for perceptions
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dropped to about 15 µA. When the stimuli were delivered at a low repetition
rate, the phosphenes were observed to flicker, but they fused into a steady
percept when the stimulus rate was between 8 and 10 Hz. The steady percept
produced by these stimuli fades out after 1 to 3 seconds. The brightness of
all evoked phosphenes varied with stimulus intensity, and ranged from
“dim” to “average” as the current strength was increased by a factor of three.

The researchers claim that the phosphene space is sufficiently stable that
they have been able to predict a phosphene’s size, location, and intensity
from the stimulation parameters used to evoke the phosphene. This is clearly
a critical issue if optic nerve stimulation is expected to restore any form of
useful vision.

A useful visual sense can only be built from multiple phosphenes,
evoked at predictable locations. The Belgium team has used interleaved
stimulation to evoke patterns of from 4 to 24 phosphenes, and the subject
has been able to identify simple objects using these phosphene fields by
scanning the objects using a head-mounted camera.

It is clear from these observations that this approach is unlikely to be
able to recreate a high-resolution visual sense in those implanted with the
four-electrode cuff. However, the researchers suggest that visually guided
mobility and some forms of task performance do not necessarily require a
high-resolution visual sense. They suggest that with sufficient training, a
subject implanted with an optic nerve array could use this limited visual
input to achieve simple visually guided mobility (at least in familiar envi-
ronments). However, a number of issues require additional research before
this approach could be considered tenable. Issues that relate to this potential
intervention site are (1) how significant and how viable is the population of
optic nerve fibers that are still functional; (2) does electrical stimulation of
the optic nerve spare it from continued degeneration or does constant stim-
ulation accelerate the process; (3) how many phosphenes, evoked by optic
nerve stimulation, are required to produce given levels of visual task per-
formance; and (4) would other electrode array designs that penetrate into
the optic nerve produce more focal stimulation of optic nerve fibers and
better control of phosphene location and intensity?

Researchers at the University of Utah have conducted experiments
addressing this last issue. They have developed a unique electrode array
architecture that was designed to provide highly selective electrical access
to a number of the nerve fibers in the sciatic nerve.53 This device, the Utah
Slanted Electrode Array (USEA), is shown in Figure 11.7, and its access to
the fibers in the nerve is depicted in Figure 11.8. It is built from silicon and
contains 100 electrodes designed to penetrate the epineurium that surrounds
the nerve and the perineuria that surround the individual fascicles within
the nerve. The length of each electrode varies along the length of the array,
with 0.5-mm-long electrodes on one side of the array, and 1.5-mm-long
electrodes on the opposite side of the array. Each electrode is electrically
isolated from its neighboring electrodes with a moat of glass at its base, and
each electrode has a lead wire connected to a bond pad at its base that is
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Figure 11.7 Potential neural interface, the USEA, for access to the optic nerve. The array of 100 electrodes, shown to the left, has been
successfully used in peripheral nerve of cats. As each row of 10 electrodes has a unique length, ranging from 0.5 to 1.5 mm, each row
of electrodes accesses a unique depth in the nerve, as shown in the center panel. Thus, this structure could potentially access 100
unique axonal fibers within a nerve, as illustrated in the right panel. The distance between rows (and columns) of electrodes is 400 µm.

 



brought out to a percutaneous connector. The tips of each electrode are
metalized with platinum or iridium to facilitate the transduction of electrons
in the wires into ions in the nerve. The entire structure, with the exception
of the metalized tips, is insulated with silicon nitride or polymeric materials.

The Utah researchers have inserted the USEA into the sciatic nerve of
the cat and measured the amount of electrical current required to evoke a
twitch in the muscles innervated by the motor neurons of the sciatic nerve.53

They found that single biphasic current pulses in the 5- to 20-µA range were
generally sufficient to evoke muscle twitches. They also studied selectivity
of stimulation by monitoring which muscles were excited when currents
were passed through each of the implanted electrodes. They found that each
of the muscles of the lower leg and ankle could be individually stimulated
with currents passed through appropriate electrodes in the implanted array,
and that individual muscles often could be activated by multiple electrodes
in the array. Finally, these electrodes appeared to activate specific indepen-
dent subsets of motoneurons. Such an electrode array architecture holds
promise for an optic nerve interface.

11.7 Cortically based neuroprosthetic approach

As described earlier, the visuotopic organization of the visual pathways has
motivated much of the effort at developing retinal, optic nerve, and cortically
based vision neuroprostheses. An artist’s conception of what a cortically
based visual prosthesis might look like is shown in Figure 11.8. While a
practical cortically based visual prosthesis has yet to be developed, the
concept was first seriously entertained about 30 years ago. Before describing

Figure 11.8 Artist’s concept of a cortically based visual neuroprosthesis. A small
camera, located in the bridge of a pair of glasses, encodes the visual scene. This signal
then drives a small array of electrodes implanted into primary visual cortex. The
signal-processing electronics, not shown, convert the video signal into controlled
current pulses on each of the electrodes, resulting in the percept of the same pattern
seen by the camera.
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recent work in this field, we will explore the historical foundations of this
approach to limited sight restoration.

The earliest work in this field was focused on implanting electrodes
arrays on the surface of the primary visual cortex; this work was motivated
by the pioneering findings of Hubel and Wiesel54 and others that the visual
cortex also had a visuotopic organization. Further, while access to the pri-
mary visual cortex requires specialized neurosurgical techniques, this region
of cerebral cortex is surgically accessible without great difficulty, and it is
protected by the skull from mechanical insult. Thus, the primary visual
cortex seemed to be a good target for a first generation visual prosthesis.

11.7.1 Historical overview

Two efforts were launched in the 1960s and 1970s to explore this possibility:
one by Brindley in England,55 and one by Dobelle and colleagues at the
University of Utah.56 Both approaches proposed to stimulate visual phos-
phenes using arrays of platinum electrodes implanted under the dura, but
on the surface of the visual cortex. The main difference between these two
approaches was in the means by which stimulation signals were to be passed
across the scalp. Brindley had developed an array of inductively coupled
transmitting coils that were worn over the scalp and receiving coils attached
to each electrode that were implanted under the scalp. Dobelle used a per-
cutaneous connector mounted behind the ear, with each electrode connected
to one of 64 pins in the connector.

Patients were implanted with these devices and extended periods of
testing were conducted. The subjects were able to perceive points of light
when currents were passed into the visual cortex, but two problems made
the approach impractical. First, the currents required to evoke visual phos-
phenes were in the 1- to 10-mA range, current levels deemed unsafe for long-
term chronic stimulation. Further, if future generation systems would require
larger numbers of electrodes, summated currents could reach dangerous
levels that could produce seizures. Second, the currents passed through
electrodes evoked phosphenes that interacted in a nonlinear fashion. Specif-
ically, the location of phosphenes that were evoked with current injections
through individual electrodes was altered when currents were passed
through groups of electrodes. This meant that the electrodes would have to
be spaced at large intervals, making the concept of contiguous phosphene
based percepts impossible. However, the experiments provided additional
support for the visuotopic organization of human visual cortex and demon-
strated that patterned electrical stimulation could evoked discriminatable
patterned percepts: When stimulated with a subset of six electrodes, subjects
could read Braille characters faster than with their sense of touch.57

The cortically based vision neuroprosthetic field then lay fallow for a
number of years until a group of researchers in the Neuroprosthesis Program
at the National Institute of Health conducted a series of acute experiments
using electrodes that penetrated into visual cortex of human volunteers.58,59
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The experiments were based upon the premise that, because the normal
input to the visual cortex was layer 4C, electrodes that penetrated the visual
cortex to this depth could produce much more focal stimulation of cortical
neurons, with much lower current levels than were achieved with surface
electrode arrays. This hypothesis was borne out in their experiments where
it was shown that phosphenes could be evoked with electrical currents in
the 1- to 10-µA region and that two distinct phosphenes could be evoked by
current injections into electrodes as closely spaced as 500 µm. The electrodes
used by the NIH team were of a map pin architecture. Each electrode was
at the end of a 1.5-mm-long insulated needle, and each had a thin insulated
wire bonded to the end of the needle. The interconnection of the wire and
the electrode was insulated with a small bead (creating the map pin shape).
The NIH team also used pairs and triplets of map pin electrodes to investi-
gate the dependence of evoked phosphenes on electrode spacing. While
these experiments demonstrated the benefits of penetrating electrodes over
surface electrodes, the use of individually inserted map pin electrodes was
an impractical approach to implantation of large numbers of electrodes.

11.7.2 Electrode arrays

The problem of creating high-count arrays of penetrating microelectrodes
that could be easily implanted into cerebral cortical tissues was attacked
independently by two research teams: one led by Wise at the University of
Michigan,60 and one led by Normann at the University of Utah.61 Both groups
wanted to capitalize upon newly developed silicon microfabrication tech-
nologies to build high-count arrays of penetrating microelectrodes because
of the biocompatibility of silicon. Both teams are capable of making electrode
arrays with hundreds of needles, and both teams have demonstrated that
these arrays can be implanted chronically, often with little tissue insult. The
difference between the arrays is in the way that they are fabricated. The
Michigan array is built using conventional photolithographic techniques that
result in very precise and reproducible array geometries. The Utah Electrode
Array is built using micromachining techniques and requires more hands-
on effort. Each needle in the Utah array has an approximately cylindrical
cross section that rends the cortical tissues it is inserted into rather than
cutting them. The Michigan arrays can have multiple electrode sites on each
needle, and each needle has a rectangular cross section and may cut rather
than rend the cortical tissues it is inserted into.

11.7.3 Animal experiments

These complex electrode array geometries were designed to be implanted
into cerebral cortex to a depth of 1.5 to 2mm; however, the Utah team
discovered that arrays containing very large numbers of individual elec-
trodes cannot simply be pushed into the cortex of experimental animals.
Rather, just as a staple can be inserted into a block of wood if it has sufficient
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momentum and velocity, these arrays require high velocity insertion to fully
insert them. To achieve this end, the Utah team has built a pneumatically
actuated insertion tool.62 This insertion tool is capable of full insertion of a
100-electrode array in fewer than 200 µsec (an insertion velocity on the order
of 7 m/sec).

Both the Utah and the Michigan electrode arrays have been used in
scores of electrophysiological experiments in a variety of sites in the nervous
system in rats, turtles, cats, monkeys, guinea pigs, and ferrets. They have
been used in both stimulation and recording applications in both acute and
chronic preparations. Histological studies indicate that there is usually a little
localized bleeding associated with their implantation, but this usually
resolves itself quickly, and single- and/or multi-unit recordings can be made
within an hour or two of implantation. The fact that single-unit recordings
can be made with these complex devices provides the best evidence that the
neurons near the electrode tips have not been significantly damaged by the
insertion process. The fact that recordings can be made on a chronic basis
indicates that the materials used in their manufacture are biocompatible.

The efficacy of the Utah Electrode Array as a means to stimulate neural
tissues has been studied in a series of chronic behavioral experiments con-
ducted in cats.63 Rather than training cats to respond to a visual task, Rousche
decided to train cats to respond to auditory stimuli (cats seem to always
attend to auditory stimuli while this is not the case for visual stimuli). Cats
were trained to press a lever whenever they detected an auditory tone
delivered through a loudspeaker that was initiated by a different lever press.
When proficient at this task, the cats were implanted in the auditory cortex
with a Utah array. After the implant, the cats were periodically electrically
stimulated via the implanted array rather than aurally stimulated. If the
electrical stimulation evoked a percept, the cats pressed the lever. These
experiments demonstrated that the cats were able to detect presumed elec-
trically evoked auditory percepts for current injections in the 1- to 10-µA
range, a range well within the safe limits of chronic stimulation.

11.7.4 Human experimentation

The success of these animal experiments suggests that the stage may be set
for short-term human experimentation with both the Michigan and the Utah
electrode arrays. While such experimentation has yet to be conducted, issues
to be resolved are:

Can phosphenes be evoked in every electrode that is implanted in visual
cortex?

What is the variation in threshold currents required to evoke such
phosphenes?

What is the nature of the phosphenes from electrode to electrode?
Does stimulation of each electrode always evoke spots of light or do

some electrodes evoke spots of darkness?
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What is the stability of the phosphene thresholds over time?
What is the visuotopic organization of the stimulated electrodes and

the evoked phosphenes?
What is the minimum separation between stimulated electrodes that

evokes two separate phosphenes?
How does current injection in one electrode affect phosphene percepts

evoked in neighboring electrodes?
Do simple spatial patterns of electrical stimulation evoke patterned

percepts that can be discriminated from other patterns of electrical
stimulation?

The answers to these questions will provide the most complete proof of
concept to date that electrical stimulation of visual cortex via an array of
penetrating electrodes could eventually restore a useful visual sense in indi-
viduals with profound blindness. This will set the stage for a series of chronic
human experiments where electrodes will be stimulated with more complex
spatial patterns, and eventually with signals originating from a portable
video camera.

11.8 Conclusions

This chapter has provided a brief overview of the physiological foundations
upon which visual neuroprosthetic systems have been built. The chapter has
described four intervention sites where a neural interface could be effectively
used to stimulate neurons in the visual pathways: the subretinal sites, epiret-
inal sites, the optic nerve, and the primary visual cortex. Research in the
field of visual neuroprostheses has been invigorated over this past decade
due to recent advances in microfabrication of physical devices, VLSI elec-
tronic circuitry, and wireless telemetry. These technological innovations, cou-
pled with improved understanding in the systems-level sensory neuro-
science, are making the field of neuroprostheses into a reality. The authors
of this chapter hope that the readers understand and appreciate four main
points that were elaborated upon in the chapter:

• The use of small, passive photodiode arrays cannot produce sufficient
currents to focally excite second-order retinal neurons with physio-
logical levels of retinal illumination. Any such visual neuroprosthesis
will require active electronics to boost the relatively small signals that
are produced by small photodiodes.

• In order to optimally excite neurons, it will be important to position
the stimulating electrodes very close to the neurons one is trying to
excite (within a few microns). This means that the electrode must have
dimensions that are similar to the size of the neurons one is trying to
stimulate. Because of the location of the neurons within tissues, this
constraint argues for a penetrating (or needle-shaped) electrode geom-
etry and argues against the use of planar or surface electrodes.
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• Stimulation of neurons is best accomplished with highly localized
current injections. This again is best achieved with a penetrating
electrode geometry.

• The recent work in visual neuroprosthetic systems has not yet result-
ed in the development of functional clinical systems. However, this
work has resulted in the development of new classes of basic research
instruments (electrode arrays) that will enable researchers to better
understand the physiology of neuronal stimulation and sensory sig-
nal processing. These devices can be used in animals, and are now
beginning to be used in human volunteers.

It is clear from what we have presented in this chapter that the field of
visual neuroprostheses is rapidly emerging and that clinical systems are
likely to become available over the next decade. What is also clear is that
research should be continued in developing systems that can be applied
at the retinal, optic nerve and cortical levels. Successful visual neuropros-
thetic systems in all three interventional sites will give the ophthalmic
surgeon or the neurosurgeon entirely new approaches that will provide
limited but functional restoration of sight in those who have lost this highly
prized sensory modality.
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12.1 Introduction

Damage or disease of the central nervous system results in a variety of
deficits including sensory loss, tonic contraction of muscle (spasticity), cog-
nitive impairment, impairment of biological functions, and the loss of voli-
tional control over the extremities. Current treatment methodologies for
these deficits include the use of pharmacological agents, physical therapy
and rehabilitation, and surgical intervention. Also, other treatment method-
ologies could be available at some time in the future, such as neural regen-
eration. One method that is currently available and often overlooked for the
treatment of deficits resulting from central nervous system trauma, however,
is the use of neural prostheses that effect motor function.

Aneural prosthesis is a device that uses electrical stimulation to interface
directly to the nervous system to restore function. A motor prosthesis is
defined as a device that electrically stimulates a nerve (or nerves) innervating
a muscle (or series of muscles) for restoring functional movement or biolog-
ical function. The purpose of this chapter, therefore, will be on how the
principles of electrical stimulation, as realized in a motor prosthesis, can be
used to overcome motor and functional losses. To this end, this chapter will
be structured to provide the reader with the following information:

• Clinical applications of the motor prosthesis
• Characteristics/design of the motor prosthesis
• Commercial and research motor prostheses
• Future avenues of development for motor prostheses

12.2 Clinical applications of motor prostheses

The motor prosthesis, as stated in the introduction, can be used to restore
loss of movement or biological function after damage to the central nervous
system. Damage to the central nervous system can take several forms, the
result of either trauma or disease, and the effects of the damage can vary
greatly. In fact, even with the same trauma or disease the effects on the central
nervous system can vary greatly from individual to individual. This presents
a unique problem for the use of motor prostheses as a rehabilitation tool.
Therefore, before discussing motor prostheses and ongoing research in this
area, it is first necessary to examine some of the diseases and traumas that
can affect the central nervous system and define what the general needs of
the individual will be given the pathology.

12.2.1 Injury to the spinal cord

The first area of central nervous system trauma to be discussed will be
injuries sustained to the spinal cord. The reasons for presenting this topic
first are that the greatest levels of success with applications of motor pros-
theses have been achieved with spinal cord injuries. Injuries of the spinal
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cord result in different types of disorders depending upon the level of the
injury and the spinal cord tracts involved (Figure 12.1). Trauma to the spinal
cord is usually the result of an automobile or diving accident, or a missile
wound,1 often secondary to a fracture or dislocation of the vertebral column.
This results in severance or compression of the cord by the fractured bone
and edema (tissue swelling). As would be expected, the most mobile areas
of the vertebral column are the most susceptible to injury. An injury to the
lumbar or thoracic area results in paraplegia (paralysis of the lower extrem-
ities), while an injury to the cervical area results in tetraplegia (paralysis of
both the upper and lower extremities). Secondary to the loss of motor func-
tion below the level of the injury is the subsequent death of the spinal nerves
from those segments at the level of injury (denervation), muscle spasticity,
and muscle atrophy. Muscle atrophy is the degeneration of the muscle tissue
with a resultant loss in muscle strength due to the loss of neuronal input.
Because of this, the muscles that are to be stimulated by the motor prosthesis
will undergo a strengthening regimen to build up mass and strength before
the introduction of the system.2

The loss of voluntary movement and the resultant effects upon motor
tasks are only one effect of spinal cord injury; there is also a subsequent loss
in the autonomic functions of the nervous system. In the cases of high
cervical level injuries, sustained at the second cervical level and higher, loss
of the ability of the brain stem to control the diaphragm results in the inability
to breathe voluntarily. In the case of both cervical and lumbar level lesions,
bladder, bowel, and sexual functions are lost. The loss of these functions can
lead to secondary complications, including urinary tract infections, impacted
bowel and constipation, and difficulties with procreation.3

Figure 12.1 Overview of the human spinal cord and the motor/biological function
associated with each level.
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12.2.2 Injury to the brain

Injury to the brain can result in many different types of disorders depending
upon the areas involved (Figure 12.2). Most often, in addition to motor
deficits, there are also deficits in cognitive and sensory functions. The cog-
nitive and sensory effects of brain damage are outside of the scope of dis-
cussion for the applications of a motor prosthesis. However, it is important
to note that the use of motor prostheses as a rehabilitation tool does depend
upon the cognitive capabilities of the individual. If cognitive function is
impaired greatly by the extent of the injury to the brain, the effects of motor
prostheses for the restoration of function can be hindered. However, motor
prostheses can still be effective as tools for motor relearning. This will be
discussed later in this chapter.

One common cause of damage to the brain is that resulting from a cere-
brovascular accident (CVA) or stroke. A stroke occurs when a blood vessel
within the brain is either blocked or ruptured, resulting in a loss of blood flow
to the area of the brain supplied by the vessel.1 This loss of blood flow leads
to neuronal death and subsequent losses in motor, sensory, and cognitive
function depending on the size and location of the lesion. These losses, how-
ever, may not be permanent and it is possible for individuals to learn to
compensate and correct for these deficits with rehabilitation therapy.4The most
common form of stroke involves the motor area of the brain in one hemi-
sphere.5 This results in hemiplegia (paralysis of the side of the body opposite
to the hemisphere involved). Secondary to the loss of motor function are
cognitive changes, depending on which hemisphere is involved; hyperreflexia
(exaggerated stretch reflexes); muscle spasticity (tonic levels of muscle con-
traction independent of voluntary control); and muscle atrophy.

Another common form of brain injury is cerebral palsy. Cerebral palsy
is the term used to define a wide range of movement disorders that occur
during or shortly after birth. These disorders are caused by an accident (falls
or other sudden trauma to the brain), brain infection (bacterial meningitis
or viral encephalitis), or medical incidents during childbirth (such as birth
asphyxia trauma, when oxygen flow to the brain has been cut off tempo-
rarily).1,6 All of these conditions lead to neuronal death to parts of the brain
similar to that experienced with stroke. Unlike stroke, however, the motor
effects are quite different. Most often (80% of the time), these children expe-
rience what is known as spastic cerebral palsy.7 In spastic cerebral palsy, the
muscles are stiffly and permanently contracted, leading to difficulties in
performing motor tasks. Other types of cerebral palsy include dyskinetic
cerebral palsy, characterized by uncontrolled, slow, writhing movements;
ataxic cerebral palsy, which effects balance and depth perception; or a mixed
form that combines the other three types to some degree.7

Brain injuries are also sustained by a quick and sudden trauma to the
head as can occur during an automobile or sporting accident. In this case,
the trauma to the head results in the rupture of blood vessels on the surface
of the brain and tissue swelling, causing an increase in intercranial pressure.
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Figure 12.2 Schematic of cerebellum with approximate locations of important motor, sensory, and cognitive areas.
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If not relieved, this increase in pressure results in neuronal death, and sub-
sequent loss and impairment of motor function if the motor areas of the
brain are involved.

12.2.3 Diseases that affect neural function

Numerous diseases of the nervous system can result in a loss of neuromus-
cular function. However, these can be roughly divided into those that lead
to neuronal death, those that result in the loss of the myelin sheath around
the neuron preventing the conduction of action potentials, and those that
affect the generation or release of neurotransmitters. Of the three categories,
for the application of motor prostheses only those diseases that cause neu-
ronal death can be treated. More specifically, only those diseases that do not
affect the nerve going to the muscle have benefited from the use of these
systems. Current motor prosthesis technology is dependent upon the artifi-
cial generation of action potentials in the nerve going to the muscle to cause
muscle contraction. Anything that affects action potential conduction in the
nerve and the subsequent excitation of the muscle via the neuromuscular
junction will prevent effective use of the motor prosthesis. Therefore, the
applications of motor prostheses to the restoration of function in such dis-
eases as multiple sclerosis and neuropathy are limited at this time.

Table 12.1 Summary of Neurological Conditions and the Associated Deficits

Note: Highlighted in the table are specific applications to which motor prostheses have been
developed and employed. Also indicated are what are believed to be possible future
avenues of motor prosthesis investigation.
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Table 12.1 provides a summary of the expected deficits associated with
brain injury, spinal cord injury, and certain diseases of the nervous system.
Not all the deficits listed will occur with each injury or disease, and each
individual will present a unique case. The highlighted areas in the table are
those areas to which the motor prosthesis can and has been applied for use
as a rehabilitation tool. Also given in the table are some suggestions of what
are believed to be possible future applications for motor prostheses. As can
be seen in this table, the motor prosthesis can be a valuable clinical tool for
the restoration of motor function, the restoration of biological functions, and
for motor relearning and training.

12.3 Motor prosthesis design

The applications of motor prostheses for the restoration of function have
produced a variety of system designs, each directed toward a particular
clinical use. However, all of the systems developed have certain character-
istics in common and adhere to certain design criteria that are aimed at
providing the greatest functional benefit and user acceptance. The major
components of the motor prosthesis system are:

• The stimulus delivery system, consisting of the electrode and lead
wires, that provide stimulation of the nerve

• The control unit, responsible for interpreting the operational com-
mand generated by the user and converting that information into
muscle stimulation

• The command interface, which records signals generated by the user
and converts that information into operational commands for the
motor prosthesis (Figure 12.3)

Figure 12.3 Block diagram showing the fundamental components of the motor pros-
thesis and the interaction patterns with the intended user.
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12.3.1 Stimulus delivery system

Currently, all motor prostheses operate by the electrical activation of nerves
leading to muscles to elicit a muscle contraction. However, the methods by
which the nerve can be stimulated are varied. One method by which a muscle
can be electrically excited is with surface electrodes (Figure 12.4). These
electrodes are placed on the surface of the skin directly over the point where
the nerve and muscle are joined (motor point). These electrodes require the
use of a conductive media and adhesives to ensure contact with the skin or,
more commonly, are imbedded in an adhesive pad to ensure quick and clean
placement.8,9 The advantages to the use of the surface electrode are the
relatively low cost of the electrode and the noninvasive method of placement.
The disadvantages to the use of these electrodes are that only those muscles
for which the motor point can be accessed from the skin can be electrically
stimulated, and the placement of these electrodes requires an individual with
knowledge and experience on the location of the motor point. In addition,
the power requirements for such a system are usually higher given the large
voltages (approximately 80 V) required in order to drive the current across
the skin impedance.10

The second method by which the muscle can be electrically stimulated
is to use percutaneous electrodes (Figure 12.4). The percutaneous electrode
is inserted through the skin with a needle near the motor point of the
muscle. The electrode can consist of a single strand of stainless steel wire
or multiple strands.11,12 These electrodes are barbed at the end, usually by
bending the end of the wire, to ensure that the electrode is anchored after
insertion and is not removed with the needle. By crossing the skin barrier,
the use of the percutaneous electrode reduces the amount of power

Figure 12.4 Schematic drawing representing the different types of electrode designs.
Not represented in this drawing is the intramuscular (implanted) electrode type.
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required to electrically stimulate the muscle and allows easier access to
muscles that lie deeper under the skin. The drawback to this method,
however, is that the skin has been compromised, which can lead to skin
irritation and possible infection. This requires greater diligence on the part
of the motor prosthesis user, or, more likely, the attendant or caregiver, to
keep the entrance sites for the electrode clean. Percutaneous electrodes are
also susceptible to breakage due to stress at the skin–muscle interface,
requiring the reinsertion of new electrodes.

A final method by which the muscle can be electrically stimulated is
with electrodes that are implanted completely within the body and do not
cross the skin barrier (Figure 12.4). These are referred to as implanted elec-
trodes, of which there are three major categories. The first type is the epimy-
sial electrode, which consists of a platinum–iridium disk imbedded in a
reinforced silicon pad and sutured near the motor point of the muscle.13 The
second type of implanted electrode is the intramuscular electrode, which is
similar to the percutaneous electrode in that it is inserted with a needle
directly into the motor point of the muscle. The electrode is constructed of
stainless steel wire, but it has an umbrella-type of anchor at the end con-
structed of polypropylene to maintain its position in the muscle.14 The final
type of electrode is the nerve cuff electrode, which consists of one to three
metallic (generally platinum–iridium) bands imbedded in a silicon sheet that
encircle the nerve going to the muscle.15–17

The advantages to the use of the implanted electrodes are that in most
cases they are selective in the muscle that they stimulate, being located near
the motor point of the muscle. The exception to this is the nerve cuff elec-
trode. The use of this electrode can ensure selectivity only if the nerve
contains motor nerves that innervate a single muscle. A nerve containing
fibers for multiple muscles would have all of the muscles excited by the use
of this electrode, unless other techniques were employed to ensure some
degree of selectivity.18 Other advantages to the use of the implanted elec-
trodes are that they require less power to elicit a contraction within the
muscle, which is of prime consideration in the development of implanted
motor prostheses. However, the primary drawback to their use is the level
of invasiveness, as surgery and multiple incision sites are required for their
placement and replacement is difficult.

12.3.2 Control unit

The control unit of the motor prosthesis is the key component to the system,
and consists of two parts (Figure 12.3). The first part is the command pro-
cessor. The command processor is used to interpret user-generated signals,
as recorded from a variety of human–machine interfaces, as command sig-
nals to operate the various functions of the motor prosthesis. These functions
can include control over the system state (on/off/idle/lock) and selection
of activation patterns to be delivered to the muscles via the stimulus delivery
system. The output of the command processor is relayed to the control
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processor of the unit. The control processor converts the signals generated
by the command processor into actual function. The processor determines,
based upon the activation pattern identified by the control processor, the
specific muscle stimulation levels necessary to achieve the pattern. It is this
information which is then delivered by the lead wires and electrodes to the
muscle to generate purposeful contraction.

12.3.3 Command interface

The command interface, or human–machine interface, is the sensing system
that records user-generated signals to operate the motor prosthesis (Fig-
ure 12.3). Numerous types of user-generated signals have been used in the
past for control of motor prostheses. These include the use of muscle activity
(electromyogram, or EMG) from a muscle under voluntary control,19–22 joint
angle transducers,23,24 switches,25,26 respiration,27 voice activation,28–30 and
even a cortical signal.31 Independent of the type of control signal used, the
interface design has followed a set of criteria aimed at achieving optimal
performance and user acceptance. Several researchers have outlined these
criteria as they pertain to both prosthetic and motor prosthetic control.23,32,33

What follows is a summary of these criteria, with subdivisions between the
engineering aspects of the device and the user concerns.

The signal criteria set goals and expectations for the user-generated
signal, allowing optimal performance of a motor prosthesis. The first crite-
rion in this category for the command interface is to use the least number
of input channels possible to control all functions of the system. This is
because studies have shown that as the number of inputs increase, control
and accuracy can be negatively affected.34 The second criterion is to provide
the greatest amount of information possible per input channel per unit of
time. This is referred to as information content and is expressed mathemat-
ically as:35,36

I = T/τ log2 n (12.1)

where I is information content in bits, T is transmission time in seconds, τ
is the minimum time required for a level change in seconds, and n is the
number of discrete levels.

Some studies have also defined the information outflow rate (IOR),
related to the information content.37 The IOR considers the accuracy in
achieving a discrete level and the transition rate. The equation is as follows:

IOR = (accuracy/transition rate) × information content (12.2)

Information content is the same as calculated in Eq. (12.1).
Another criterion of the signal is to reduce the amount of noise in the

signal, as measured by the signal-to-noise ratio (SNR). A value of 20 decibels
has been given as a possible acceptable value for motor prosthetic control.38

©2003 CRC Press LLC



The final signal criterion refers to how quickly the input signal can change
states. This is defined as the transition rate for the signal.

The next category of criteria for an acceptable command interface
includes those that define the performance goals and the structure for the
control interface. The first is accessibility, which is defined as having direct
access to as many functions as possible. This implies the ability to multitask
(parallel processing) instead of using menus and submenus to control
functions (serial processing). The next criterion is durability. The interface
should be able to withstand normal usage, and its lifetime should approach
that of the user. Interference is the concept that the interface should not
interfere or hinder the performance of normal activities or movement, nor
should these activities interfere with the recording and interpretation of
the signal. Processing is the measure of the interval between the initializa-
tion of a command and the appropriate response of the system, involving
the transition rate and signal processing involved. A maximum value for
this is approximately 200 msec, at which point the individual will begin
to perceive the delay between thought and action.39 The design of the
interface should also be robust. This implies that the interface will provide
the same level of performance without compensation by the user, regard-
less of changes in placement or in the quality of the signal. In addition,
the interface should be repeatable, responding with the same output for a
given input each time, with little drift or change. Finally, the interface
should have good resolution, allowing the user to generate both large and
small changes in position and/or force.

The final category of criteria are those that reflect the wants and needs
of the user as determined by socioeconomic factors. Cosmesis is impor-
tant in that the controller should not draw additional attention to the
disability of the individual. The interface should also be as inexpensive
as possible and should be easy to put on and take off. Ideally, the user
should be able to accomplish this alone. Anything that is too complex or
requires a lengthy donning period could lead to rejection. Related to this
is the concept of ease of use, which implies that use in the controller
requires a minimum training period and little concentration for use. One
method of achieving this is to use the concept of extended physiological
proprioception (EPP).40,41 EPP is a prosthesis control technique that allows
the user to accurately perceive the static and dynamic characteristics of
the device through natural proprioceptive sensations. Finally, the inter-
face should be free from all electrical hazards and the materials used
should be biocompatable.

The objective with the design of the command interface to the motor
prosthesis is to adhere to these criteria as closely as possible. Not all appli-
cations of the motor prosthesis will require the use of all of these criteria,
nor has there been an interface developed which has met all of these criteria.
However, how close an interface comes to meeting these criteria ensures
how well the interface, and the motor prosthesis, will be accepted and used
by the potential recipient.
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12.4 The first motor prostheses

The previous sections of this chapter have provided the reader with an
introduction to the motor prosthesis by defining clinical applications of the
device and outlining motor prosthesis design. At this point, it would now
be worthwhile to review the predecessors of the modern-day motor pros-
theses which were essential in defining the design criteria and provided
insight into how electrical stimulus could be used in the treatment of various
clinical pathologies.

12.4.1 The cardiac pacemaker

The cardiac pacemaker, although not considered by many to be a true motor
prosthesis, is included here because the lessons learned and the technologies
developed are the basis for most motor prosthetic developments. Damage
or disease of the cardiac tissue can result in a number of conditions where
the electrical impulses to contract the heart are not generated or the impulses
have failed to be conducted throughout the cardiac tissue.42 The cardiac
pacemaker is an implanted device that delivers artificial electrical impulses
to the cardiac tissue to enhance or control the contraction of the heart to
correct for these conditions.

The design of the cardiac pacemaker is similar to that described for the
motor prosthesis. The stimulus delivery system is made up of lead wires
and electrodes, which can be located on the surface of the heart (epicardial
electrodes), inside the muscle of the heart (intramyocardial electrodes), or
within the cavity of the heart pressed against the lining (endocardial or
intraluminal electrodes).43,44 The lead wires travel to the control unit, which
is an implanted device located some distance from the heart in the thoracic
area. This device controls the generation of the electrical pulses delivered to
the heart based upon a sensing system that takes the place of the command
interface of a motor prosthesis.

The lead wire design of the cardiac pacemaker is similar to the lead wire
design in the motor prosthesis. The lead wire consists of multiple stands of
wire, helically wound, in an encapsulating sheath.43,45 The multistrand
approach to the lead wire ensures that electrical impulses can still be deliv-
ered even if one of the strands breaks due to stress on the wire. Stress on
the wire, however, is reduced by the helical coil structure. This structure acts
like a spring, allowing for stretching and bending, reducing breakage. The
encapsulating sheath acts to further reduce stress on the wire by allowing
the wire to move freely in the body by preventing tissue adhesions. The
sheath also provides insulation of the wire from the body, ensuring proper
electrical conduction and preventing unwanted biological reactions.

The electrode in the cardiac pacemaker has to withstand repeated move-
ment of the tissue and the associated stresses resulting from that movement.
The electrode–lead wire interface must also be able to withstand these
stresses, especially given the fact that the stress will be concentrated at this
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point. Finally, the material from which the electrode is constructed has to be
biologically compatible. The design that was developed for the electrode
was a platinum or platinum alloy disk or probe imbedded in a support
structure constructed from the same material as the encapsulating sheath.43

The materials used ensured good biocompatibility, while the use of the
platinum stimulating electrode provided the ability to continuously excite
muscle tissue without electrode corrosion occurring. The support is contin-
uous with that of the lead wire sheath, reducing stresses at the electrode
wire interface and reducing the chance of breakage.

The control unit of the cardiac pacemaker is called the implanted pulse
generator (IPG). It is constructed of a titanium or stainless steel package.43

The metallic package of the implant allows it to act, in some cases, as the
return anode for the delivery of electrical pulses. This principle is used in
most implanted motor prostheses. Communication with the implant, for
programming of the system or adjustment of parameters for electrical stim-
ulation, is provided by a radiofrequency (RF) link. A receiver coil is located
in the implant package, and, with an external coil placed over the implant,
information can be sent to the system without the need for surgery to adjust
the system.

The cardiac pacemaker, described here, did not begin to take that form
until the 1950s and 1960s, although the first indications of using electrical
stimulation to control the heart muscle can be found as early as 1930.46 The
reason for this rapid change in the design of the system and its widespread
clinical use can be found in the introduction of the transistor in the 1940s.
The transistor allowed smaller devices to be developed and eventually to be
implanted within the body. At the same time, with the advances being made
in the pacemaker design, individuals began to apply the concepts of electrical
stimulation to the control of the extremities.

12.4.2 Hand and foot stimulators

The first motor prosthesis for the restoration of function is the system devel-
oped by Liberson and colleagues in 1961.47 The system that was developed
was used to correct for footdrop in individuals with hemiplegia. Footdrop,
as is common after stroke, is the inability to lift the foot correctly during the
swing phase of gait. This results in the toes not clearing the ground, causing
the individual to trip and fall. Because of this, most individuals with hemi-
plegia will adopt a shuffling gait so as not to lift the foot off the ground. The
first motor prosthetic system developed by Liberson corrected for footdrop
by stimulating the peroneal nerve in the leg using surface-mounted elec-
trodes. Stimulation of this nerve caused the contraction of the tibalis anterior
muscle, resulting in dorsiflexion of the foot and allowing the toes to clear
the floor. A switch was located in the sole of the shoe, which closed the
circuit when the foot was lifted off the ground and stimulated the nerve.
Approximately 100 individuals were treated with this system, achieving
some level of gait improvement.
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Long and Masciarelli accomplished the application of motor prosthe-
ses to the upper extremity shortly after the work of Liberson.48 The system
that was developed was used to control hand function in individuals
with a cervical level injury at the fourth and fifth levels. This was accom-
plished by using electrical stimulation in combination with a hand and
wrist splint. A surface electrode was placed over the motor point of the
extensor digitorum communis to provide for finger extension. Finger
flexion was achieved by using the splint to hold the middle and index
fingers together and force them into opposition to the thumb using a
spring. The splint was also used to stabilize the wrist. A potentiometer
was mounted on the opposite arm to control the level of stimulation
delivered to the extensor muscle. As stimulation was increased, the acti-
vation of the extensor muscle overcame the stiffness of the spring allow-
ing the hand to open. When the stimulus level was decreased, the stiffness
of the spring dominated the muscle, and the hand closed. This device
was tested in one individual for a period of 16 months, allowing for an
increased level of independence; however, the device did not see wide-
spread clinical acceptance or use.

These first motor prosthetic systems established the fact that electrical
stimulation could be effectively used to restore function to individuals with
central nervous system injuries or diseases. However, these first systems
were quite simple in that activation was only over a single muscle, the
human–machine interfaces relied upon simple switches or potentiometers,
and surface-stimulating electrodes were cumbersome and did not provide
specific activation. The challenges facing development of the motor prosthe-
sis included activating multiple muscles, developing better user interfaces,
advancing the technology to remove as much external hardware as possible,
and broadening the user population for these devices.

12.5 Limitations of a motor prosthesis

Before continuing on to a review of current commercial and research motor
prostheses, it would be beneficial at this point to review the limitations of
the motor prosthesis. These limitations are areas of future research, and effort
is ongoing to overcome these limitations to increase the clinical applications
of these devices and to provide greater function with the existing systems.

The first limitation of the motor prosthesis, introduced briefly in the
discussion of spinal cord injury, is the problem of denervation. The motor
prosthesis operates by electrically activating the nerve to the muscle. The
reason for this is that by stimulating the nerve it is possible to activate
parts of the muscle not accessible by the surface. This allows for the
recruitment of more motor units and the generation of greater muscle force.
In addition, the stimulation of the nerve requires a smaller charge, thus
less energy, than that needed to recruit the muscle fiber directly.49 Fig-
ure 12.5 illustrates the differences in charge required to activate a nerve vs.
a muscle fiber, as indicated by the strength–duration curve. Charge in this
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case is the relationship between pulse width and stimulus amplitude,
represented mathematically as:

Q = PW × A (12.3)

where Q is the charge, measured in columbs, PW is the pulse width of the
delivered charge (measured in seconds), and A is the amplitude of the
stimulus pulse, measured in amperes.

As can be seen in the graph, it requires a substantially greater charge
to activate a muscle fiber than the nerve going to the muscle. These higher
charge levels are also at the point where tissue damage can occur. Tissue
damage in this case is the result of direct heating of the tissue or by the
creation of toxic chemicals due to the electrochemical reactions being
driven at the electrode-tissue interface.50 Therefore, for these reasons motor
prostheses are not used for those cases where the nerve to the muscle has
atrophied or the nerve can no longer be stimulated due to the loss of the
myelin sheath.

The second limitation of the motor prosthesis is the problem of muscle
spasticity. Muscle spasticity is the tonic level of muscle activation that can
occur with some central nervous system injuries or diseases. In this case,
action potentials are spontaneously active in the nerve, which in turn gen-
erates muscle contraction, which prevents the use of the motor prosthesis

Figure 12.5 Strength–duration curve comparison of the charge required to excite a
nerve compared to that of a muscle fiber. The differences in charge required to excite
muscle fiber alone preclude this method as a means of restoring function with a
motor prosthesis.
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for the restoration of function because the current designs rely upon gener-
ating action potentials in the nerve to control contraction. However, given
the ability of the motor prosthesis to generate an action potential, it can be
seen how this can be applied to the problem of spasticity. The action potential
generated on a nerve by the motor prosthesis travels in both directions from
the stimulation site, both down to the muscle and back toward the spinal
cord. However, with the nerve cuff electrode, it is possible to generate an
action potential in only one direction.51 If an action potential is traveling
from the central nervous system to the muscle at the same time the artificially
generated action potential is traveling up the nerve, both potentials will meet
and cancel each other out. This principle, referred to as collision blocking
(Figure 12.6), can be used to control spasticity and could be applied to some
of the injuries and diseases discussed earlier.

The final limitation of the motor prosthesis is the limited number of
feedback signals available. In Figure 12.3, the system design of the motor
prosthesis indicated performance and environmental feedback being sent to
the user. However, in most motor prosthesis applications, this feedback
information is limited to visual and auditory feedback, with little or no
information from sensory receptors (e.g., touch, temperature, pain) or muscle
proprioceptors (e.g., joint position, force).52,53 The user of the motor prosthesis
must be continually monitoring the output of the system visually, and rely
upon whatever machine information is being sent back through auditory

Figure 12.6 The principle of collision blocking. (A) The natural progression of an
action potential from the neuron down the axon. (B) With the application of an
electrical pulse, action potentials can be generated in both directions. (c) With a nerve
cuff electrode, pulses can be generated so that they travel up the neuron toward the
direction of the cell body so that they can block any impulse traveling down the nerve.

(A)

(B)

(C)
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and visual cues. This places a high cognitive demand upon the user of such
a system, which makes the motor prosthesis, at times, difficult to use and
implement. Several methods have been explored to provide sensory feed-
back though electrical stimulation of areas where sensory function is
intact54,55 or by recording from the nerves going to cutaneous receptors and
then passing this information onto the motor prosthesis.56,57 However, the
issue of feedback to the user is one that has yet to be addressed in a satis-
factory manner.

12.6 Commercially available motor prostheses

The results achieved with the first motor prostheses, and the clinical success
of the cardiac pacemaker, have led to the development and marketing of
several motor prosthetic systems for clinical use. Figure 12.7 shows the clin-
ical deployment of two of the commercially available motor prosthetic sys-
tems in recent years. Although the field of motor prosthetics is relatively
new, it can be seen that after their introduction there has been an increasing
application of motor prosthetics in the rehabilitation field. If this curve is
projected out at its current rate, there will be more than 100,000 motor
prostheses in use by the year 2010. Although only two motor prosthetic
systems are shown in Figure 12.7, several are commercially available for use.
The goal of this section will be to review these systems. In order to facilitate
this discussion, the commercial systems will be divided into three groups

Figure 12.7 Plot of number of commercially available motor prostheses implanted
since 1976. Only the information about two of the systems, one for the upper extrem-
ity and one for bladder and bowel restoration, are shown.
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based upon their function: those for upper extremity movement, those for
lower extremity movement, and those used for organ systems.

12.6.1 Upper extremity motor prostheses

Four motor prostheses are commercially available for the restoration of func-
tion in the upper extremity. Most of these systems are directed towards the
restoration of hand function after a spinal cord injury; however, these sys-
tems have also found applications for motor relearning after stroke, and one
is specifically marketed for this purpose.

The first system to be reviewed is the Bionic Glove, also known as the
Tetron Glove, originally marketed by NeuroMotion, Inc.58,59 This device was
designed for individuals with a cervical level injury at the sixth and seventh
level to augment the natural tendonesis grasp to provide active hand func-
tion. Individuals with this level of spinal cord injury will have active control
over shoulder and elbow movement and active wrist flexion. However, there
is no remaining control over the muscles for the hand to provide for grasp.
Therefore, they rely upon the use of the tendonesis grasp to acquire objects.
Tendonesis grasp is a naturally occurring phenomenon due to the length of
the finger flexor tendons. The primary finger flexors are in the forearm, and
the tendon for these muscles crosses both the wrist and the finger joints. As
the wrist is extended (pulled up against gravity), tension on the finger flexor
tendons increases, causing the tendon to pull the fingers into flexion. This
grasp, while allowing the hand to close, is often insufficient in force to allow
an individual to grasp an object.

The Bionic Glove augments this grasp by stimulation of the finger and
thumb flexors and the finger extensors using surface-mounted electrodes.
The system consists of three electrodes that are placed over the motor
points of the muscles to be stimulated, with the return anode located
proximal to the wrist. Metal studs are located on the back of each electrode,
which can connect to a stainless steel mesh located inside a neoprene glove.
When the glove is worn, the studs interface with the mesh, completing the
stimulus delivery system. The control unit for the system is located on the
forearm portion of the glove and provides for the electrical activation of
the muscles. A position transducer attached to the wrist provides control
over the unit. As the individual flexes the wrist, the finger extensor muscles
are stimulated to provide hand opening. When the wrist is extended,
stimulation to the extensors is decreased and the stimulation of the finger
flexors is increased.

The Bionic Glove achieved limited clinical success, being implemented
in 37 individuals by 1996.59 The device was found to improve function during
activity of daily living (ADL) assessments, providing the ability to grasp and
manipulate larger and heavier objects could be accomplished without the
system. The exercise regimen used to strengthen the atrophied muscles also
demonstrated therapeutic benefits in that individuals, after several months
of using the system, no longer required it for use in ADL tasks.58
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The second commercially available system also uses a surface electrode
delivery system for the restoration of hand grasp. This device is the Hand-
master system, marketed by Neuromuscular Stimulation Systems, Ltd.30,60–62

This device is designed for individuals with a cervical-level spinal cord
injury sustained at the fifth level and for individuals with hemiplegia. The
device consists of three to five electrodes used to stimulate the finger flexors
and extensors and the thumb flexor muscles. However, unlike the Bionic
Glove, these electrodes are permanently mounted in an orthotic brace. This
makes the system easier to use than the Bionic Glove because individual
electrode placement is not required each time the system is used. The orthotic
brace also prevents movement at the wrist, but this stability is essential in
individuals with a C5-level injury who have completely paralyzed wrist
flexors and extensors.

The control unit of the system is external and independent from the
brace, with a belt clip to allow the unit to be worn about the waist. Control
over the application of the electrical stimulation is accomplished by a series
of switches and a potentiometer. The switches are used to electrically stim-
ulate either the finger flexors or extensors to control the degree of hand
opening and closing, with the potentiometer used to control the degree of
thumb flexion. Two additional push-button switches allow the user to
increase the level of grasp force.

The location of the switches and the potentiometer are on the control
unit and require the use of the opposite hand for control. While this arrange-
ment may not be ideal for individuals with a spinal cord injury, it is appli-
cable for individuals with hemiplegia. The Handmaster system, in fact, has
been proven to be a valuable clinical tool for these individuals. Results in
subjects tested with this system have indicated a reduction in spasticity as
measured by improved ranges of motion about the hand and wrist joints,
and better hand function.60 This device is currently available in Europe, with
approval by the Food and Drug Administration (FDA) to begin marketing
and sales in the United States.

A third commercially available system is the AutoMove AM800, marketed
by Stroke Recovery Systems, Inc.63 This device, like the others, uses surface
electrode technology to activate the muscles. However, unlike the other
systems, this device is marketed solely as a motor recovery device for indi-
viduals who have sustained hemiplegia. The device uses three to five elec-
trodes to activate the muscles of the wrist and hand. Control over the appli-
cation of the stimulation is accomplished by the recording of muscle activity
from the same electrode set. When the attempt to active a muscle is recorded
(i.e., a twitch in the EMG signal), the command is sent to the control unit to
active the muscle electrically. In this manner, the motor command from the
individual is augmented by electrical stimulation. This makes it possible for
the brain to relearn how to activate the muscle, reducing the effects of
hemiplegia. The electrical activation of the muscles also reduces spasticity
in these individuals. This device is currently available in the United States
and is FDA approved.
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A final motor prosthetic system that is commercially available is the
Freehand System, marketed by NeuroControl Corp.64–68 This device, unlike
the other devices discussed, is an implanted system aimed at restoring hand
function to individuals with a cervical level spinal cord injury at the fifth or
sixth level. The device consists of an implanted stimulator, located in the
chest, with lead wires for eight stimulating electrodes. These lead wires are
tunneled under the skin and are connected to implanted electrodes located
in or on the motor points of the muscles of the forearm and hand. The
stimulation parameters, and the power to the implanted device, are provided
through a RF coil placed on the skin over the implant. The external control
unit, which contains the information on the muscle activation patterns and
the batteries, communicates with the implant via the coil.

The Freehand system provides the individual with two grasp patterns,
a palmar grasp and a lateral grasp. In the palmar grasp, the thumb is brought
into opposition to the fingers and the fingers are flexed against the thumb.
This grasp is useful in acquiring and holding objects such as drinking glasses
and books. In the lateral grasp, the fingers are flexed and the thumb is flexed
against the side of the index finger. This grasp is useful is acquiring and
holding objects such as pencils, forks, and keys.

The user of the Freehand system has complete control over the degree of
hand opening and closing, as well as the selection of grasp, through the use
of a transducer mounted on the shoulder opposite to the arm implemented
with the Freehand system. The shoulder transducer consists of two parts, a
push button switch and a joystick. The switch is used to operate the binary
functions of the system, such as grasp selection and turning the system on
and off. The joystick, which spans the glenohumeral joint of the shoulder,
provides the input signal to control hand opening and closing. The shoulder
range of motion is mapped directly to the degree of hand opening and closing.
By moving the shoulder through the range of motion, the user can position
the hand at any point between full hand opening and full hand closure.

The Freehand system has achieved a modest level of success, being
implemented in over 200 individuals worldwide. The device has been dem-
onstrated to improve grasp force in individuals with sustained tetraplegia,
to improve performance on ADL assessments, and to improve hand posture
and joint range of motion.67,68

12.6.2 Lower extremity motor prostheses

Currently, there are five commercially available motor prosthetic systems for
the restoration of function in the lower extremity. However, given the com-
plications in the biomechanics of the lower extremity, the focus has primarily
been on providing systems that correct for footdrop in individuals with
sustained hemiplegia or for providing standing in individuals with sustained
paraplegia. Walking has been achieved to a limited extent; however, these
systems are dependent upon the use of a walker or crutches in conjunction
with the system to provide upright stability.
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Five systems are currently available to correct for footdrop: WalkAid,
originally marketed by NeuroMotion, Inc.;69,70 Odstock Dropped Foot Stimula-
tor (ODFS), made available for use by the Department of Medical Physics
and Biomedical Engineering, Salisbury District Hospital, United King-
dom;71,72 MicroFES, made available for use by the Institute for Rehabilitation
in Ljubljana, Slovenia;73,74 Footlifter, marketed by Elmetec A/S;75 and PNS
2000, marketed by BarMed Pty., Ltd. All of these systems provide for the
electrical activation of the muscle with surface-mounted electrodes. These
systems consist of one or two electrodes, placed over the peroneal nerve to
cause foot dorsiflexion and knee flexion (withdrawal reflex). An external
control unit is mounted on the calf or above the knee using Velcro straps.
Control over the system is provided by either a foot-mounted switch to
record when the foot is lifted off of the ground or a push-button switch to
control the application of stimulation. These systems can also be placed into
an exercise mode to improve muscle strength and reduce muscle spasticity.
These devices have experienced a modest level of clinical acceptance, with
7500 to 10,000 devices currently in use.75

The Parastep system,26,76,77 marketed by Sigmedics, is the only commer-
cially available system for the restoration of standing and walking in indi-
viduals with sustained paraplegia. This device has been implemented in
over 600 individuals to date.78 The device consists of an external control unit,
surface electrodes, and push-button switches that are mounted on a walker.
This system is to be used in conjunction with the walker to provide upright
stability and to move the individual forward. Six electrodes are used in this
system, four to provide upright standing and two to elicit rudimentary
stepping. Standing in the system is provided by the electrical activation of
the quadriceps muscles to fix the knee in extension and activation of the
paraspinals and the gluteal muscles to provide lower back stability and hip
extension. Stepping is achieved by the stimulation of the peroneal nerve, as
in the footdrop systems, to activate the withdrawal reflex. Control over
stepping is achieved by the push-button switches, one for each leg. When
the button is pressed, the leg is stimulated to achieve knee flexion and ankle
dorsiflexion, while the quadriceps of the other leg are stimulated to accept
the weight of the individual. The control unit for this system is worn around
the waist of the individual and contains the power source and the electrical
activation patterns for each individual.

12.6.3 Organ system prostheses

The commercial applications of motor prostheses for the restoration of bio-
logical function are focused on the restoration of bladder and bowel function
and in the restoration of respiratory function in those individuals with a
high cervical level spinal cord injury. Four systems have been identified for
use in bladder control and/or bladder continence: Brindley–Finetech system,
marketed by NeuroControl Corp.; LEVATOR Turbo CS200 Continence Stimu-
lator, marketed by Ferraris Medical, Ltd.; Interstim, marketed by Medtronic,
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Inc.; and a stimulator marketed by Dobelle Institute Avery Laboratories. All
of these stimulators are available in the United States and generally operate
along the same principles, stimulation of the sacral nerves to control bladder
and urethral contraction.

The Brindley–Finetech Bladder Controller, also known as the VOCARE
system in the United States,79,80 consists of two electrode pairs and a stimu-
lator implanted within the body and an external control unit worn around
the waist. The electrodes are implanted near the second through fourth sacral
nerves bilaterally in the sacral canal after they have been exposed by a
laminectomy. The stimulating electrodes provide for the contraction of the
bladder wall to induce urine flow. The location of the electrodes on the
second through fourth sacral nerves also provides for contraction of the
lower bowel and relaxation of the anal sphincter in approximately 50% of
the recipients of the system, promoting regularity and greatly reducing the
time of the bowel program.3 Control over the system is maintained by the
user, with a switch selector on the external control unit to allow the individ-
ual to control micturition and defecation.

The system has achieved a great deal of clinical success, being imple-
mented in over a thousand individuals worldwide.3 Implementation of this
system is also frequently accompanied by a dorsal rhizotomy of the second
through fifth sacral nerves. This improves continence and prevents invol-
untary urethral sphincter contraction with the electrical contraction of the
bladder wall. The problem with this, however, is a loss of reflex erection,
ejaculation, perineal sensation, and an alteration in reflexive defecation.
These drawbacks have somewhat limited the acceptance of this system,
primarily by males.

Four systems are commercially available for use in the restoration of
respiration or to provide for coughing in individuals with high cervical level
spinal cord injuiries: Quik-Coff system, marketed by B&B Medical Technol-
ogies outside of the United States; Diaphragm Pacing system, marketed by
Dobelle Institute Avery Laboratories; Atrostim system, marketed by Atrotech
Oy, Finland; and T154, marketed by MedImplant, Austria. These devices,
except for the Quik-Coff system, are implanted devices that stimulate the
phrenic nerve to cause contraction of the diaphragm to restore respiration
without ventilatory support. These implanted devices, except for the T154,
are available in the United States for use in high tetraplegia.

The Quik-Coff system is a surface-electrode system developed to assist
individuals with cervical level spinal cord injuries with coughing.81 Surface
electrodes are placed on the abdominal wall, in conjunction with an abdom-
inal binder, to activate the external and internal oblique muscles. An indi-
vidual who wishes to initiate or needs assistance with a cough uses a push-
button switch to activate the muscles. Coughing can be accomplished on
a single cough attempt or multiple attempts (up to four) separated by 1-,
2-, 3-, or 4-second intervals. The control unit of the system is a small,
battery-powered device the size of a pager that can be worn around the
waist with a belt clip. Results with this system are encouraging, indicating
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that expiratory pressure can be increased up to two and a half times of
what can be achieved with no assistance.81 This can greatly reduce pulmo-
nary complications associated with spinal cord injury.

12.7 Current research motor prosthetic systems

Ongoing studies in the area of motor prostheses are focused at expanding
the current applications of the systems. This is achieved by providing for
more channels of activation to recruit more muscles, improving the electrical
stimulation technology, and expanding the clinical indications for motor
prostheses. This section will attempt to provide an overview of current
research in this area, again dividing the systems into those for use in the
upper extremity, the lower extremity, and for the restoration of organ system
function.

12.7.1 Upper extremity motor prostheses

Several investigators are working in the area of upper extremity motor
prostheses with the goal of either providing for a greater restoration of
function or improving motor prostheses technology. One series of systems
aimed at providing both greater function with the motor prostheses and
advancing motor prostheses technology are the implanted stimulator tele-
meters (ISTs) being developed at Case Western Reserve University. These
newer systems are an expansion of the Freehand system mentioned earlier
and are the first implanted, sensor-driven motor prostheses ever to be devel-
oped. The IST systems provide for a greater restoration of function by allow-
ing more muscles to be incorporated into the electrically stimulated hand
grasp, up to a maximum of 16 muscles. Examples of improved function
include the fact that individuals using these systems are provided with
electrical stimulation of the triceps muscle to allow for active elbow flexion
and extension, which can greatly increase their usable workspace.82 In addi-
tion, these individuals are provided with electrical activation of the finger
intrinsic muscles,83 which has improved grasp strength and helped maintain
a more natural hand posture.

The technology of the IST systems is also an improvement upon motor
prosthesis technology in that the RF link with the implanted system provides
for two-way communication. This has allowed for the implantation of the
command interface for the users of this device. The implanted joint angle
transducer (IJAT) available with this system is a Hall effect sensor that is
implanted into the bones of the wrist.24,55As the individual moves their wrist
in flexion and extension, the IJAT system provides an output of the joint
angle that is used to control the degree of hand opening and closing in the
same hand. The IST system also allows for electrodes to be placed on muscles
under voluntary control and uses the EMG signal to provide control over
the hand grasp55 in those cases where the individual does not have active
wrist extension.
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Another system designed at providing greater function with motor
prostheses and advancing motor prosthesis technology is the system devel-
oped at Tohoku University in Japan.27–29,84–88 This system is designed as a
multipurpose system that can be used to restore complete upper extremity
function regardless of the level of injury, to provide for standing and
walking, and for therapeutic use. The system provides for up to 64 channels
of stimulation delivered through the use of percutaneous electrodes. Con-
trol over this system is provided either with a respiration (sip-puff) con-
troller or through voice recognition software. Stimulation patterns to be
delivered to the muscles are based upon EMG activation patterns recorded
during the accomplishment of different tasks in able-bodied individu-
als.84,86 This device has been demonstrated to be useful in the restoration
of function in individuals with a cervical level injury at the fourth level
where shoulder and elbow control are also required and for walking in
individuals with thoracic level injuries.

The disadvantages of the research systems described above are that they
all involve placement of materials inside the body that may be considered
unacceptable by some of the end users of these devices. Therefore, some
investigators are focusing on the development of surface stimulation systems
for use in the upper extremity. The ETHZ-ParaCare system, now being mar-
keted in Europe as the Compex Motion system, is a new system that provides
for four channels of stimulation using surface-mounted electrodes.78,89 The
control unit device is a small, pager-sized system that can be clipped onto
a belt or placed inside a pocket, with overall control of the system by the
user being provided by electromyographic signals under voluntary control.
The control unit can be programmed using a graphical interface, and the
interface and the memory cards inside the control unit are interchangeable.
This allows the system to be individually tailored to each individual and
applied quickly and easily. The four channels of stimulation in the system
can be expanded in multiples of four, although how this is accomplished or
the maximum number of available channels has not been reported. Cur-
rently, ten individuals have used this system for walking, hand grasp, and
treatment of shoulder subluxation.90

A final series of investigations into the uses of motor prostheses for the
upper extremity are those that have examined the effects of electrical stim-
ulation on motor relearning.5,60,91–94 In addition to shoulder subluxation, the
effects of hemiplegia on motor control can include the inability to activate
natural movement patterns in the upper extremity to interact with the envi-
ronment, as well as paralysis of certain muscles. Investigations at several
universities and institutions.91–94 are directed toward systems that can record
trace activity of muscles in the forearm and hand and then apply electrical
stimulation to the same muscle to achieve full muscle recruitment. This is
the same concept as discussed in the section on the AutoMove AM800. By
amplification of muscle activity, the goal is to retrain motor cortical areas
using positive feedback mechanisms. This should provide for a more efficient
recruitment of the muscle to achieve grasping and movement.
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Other investigators are also addressing paralysis and spasticity in the
hemiparetic hand.5,60,89,91 A common occurrence with hemiplegia resulting
from stroke is the inability to active the finger flexors to achieve hand closure,
in conjunction with a tonic level of activity in the extensor muscle groups
of the forearm in hand. These systems are designed to address these two
needs separately to provide for efficient hand grasp. The principle of collision
blocking, as discussed earlier, is used in some systems to prevent the tonic
level of contraction for the finger extensors by preventing the conduction of
the action potential along the motor neuron to the extensor muscle. When
finger extension is required, these systems turn off the blocking pulses,
allowing finger extension to occur. When finger flexion is required, these
systems then block the action potentials to the finger extensors while at the
same time stimulating the finger flexors to close the hand. Other systems
address this problem by increasing the stimulation to the finger flexors
without blocking the extensors, with the idea that the flexors are stronger
than the extensors and will overpower them to allow for hand closing. The
difficulty with many of these systems, however, is that stimulation is
achieved through the use of surface or percutaneous electrodes, both of
which have been unacceptable to the end user of the device because of the
unpleasant sensation elicited by the electrical stimulation.

12.7.2 Lower extremity motor prostheses

Current research trends for the lower extremity motor prosthesis, such as
in the upper extremity, are directed toward increasing the functional capa-
bilities of the motor prosthesis and advancing the technology. To this end,
several different investigations have been identified that are aimed at
improving walking and standing using motor prostheses. The research
being conducted at the Salisbury District Hospital95 is directed toward
providing standing in individuals with sustained paraplegia using sacral
root stimulation. The system that has been developed, the lumbosacral
anterior root stimulator implant (LARSI), uses 12 intradural electrodes
placed on the second lumbar through the second sacral anterior roots in
the cauda equina. Postsurgical stimulation of each of the roots individually
is performed to identify joint movement generating capabilities and nerve
stimulation combinations to achieve upright standing. Currently, two indi-
viduals have received the system and, even though standing is possible,
they have encountered difficulties in attaining a good posture due to exces-
sive hip flexion occurring with the sacral root stimulation. Current research
by this group is underway to reduce hip flexion to achieve upright, hands-
free standing.

The Praxis-24 system being developed by Neopraxis Pty., Ltd.96,97 is an
implanted system that provides for up to 22 channels of electrical stimula-
tion. This system is designed to provide for upright standing and walking
for individuals with sustained paraplegia, in addition to providing for blad-
der control. Electrodes placed adjacent to the motor nerves in the quadriceps,
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hamstrings, ankle, and gluteal muscles provide standing and walking func-
tions. Additional electrodes are placed near the motor nerves for the psoas
muscle to provide for hip flexion. Control over the system is accomplished
using gyroscope and accelerometers to record limb position, with overall
control being maintained by the user through a touch-sensitive LCD screen
on the control unit.

Bladder function in this system is achieved by the placement of three
electrodes near the first through third sacral spinal nerves, exposed by a
laminectomy. Another electrode is placed over the conus medullaris at the
twelfth thoracic/first lumbar level to remove the need for the dorsal rhizo-
tomy. This system has currently been implanted in two individuals with a
modest degree of success. These individuals have been able to achieve stand-
ing while being able to manipulate objects with one hand. In addition, the
system has been able to provide bladder emptying in one subject with
pressures of 50 to 70 centimeters of water.97

Another system that is directed toward walking and standing in indi-
viduals with sustained paraplegia is the 16-channel neural/epimysial stim-
ulator that is being developed under the European “Stand-Up-And-Walk”
(SUAW) project.98 This work is early in the research phase and limited infor-
mation is available; however, the results have been encouraging and warrant
mention here. The device is an implanted system using a combination of
muscle- and nerve-stimulating electrodes, with overall control over walking
being maintained by the individual with push-button switches. This device
has been implemented in two individuals, with one individual being able
to achieve standing and short distance walking, while the other individual
is still in the training period for the device.

A final system under development for standing and transfers in indi-
viduals with sustained paraplegia is the implanted system under develop-
ment at Case Western Reserve University.99,100 The implantable receiver used
in this system is identical to the early upper extremity system that led to the
development of the Freehand system. The system provides for eight channels
of stimulation, delivered by the use of epimysial and intramuscular elec-
trodes. The electrodes are placed bilaterally in the vastus lateralis, gluteus
maximus, and semimembranosus muscles to provide for knee and hip exten-
sion. The other two electrodes are placed near the twelfth thoracic and first
lumbar nerve roots to provide for stimulation of the erector spinae to provide
trunk extension. Control over the system is maintained by the user with a
push-button switch, independent of the control unit for the device, which is
a portable unit worn around the waist.

This system has been implemented in 13 subjects to date,100 all of whom
have been able to achieve upright standing with the use of a walker. In most
cases, the legs have supported approximately 80 to 95% of the body weight,
allowing the users to perform limited, one-handed manual tasks.101 Ongoing
research is being directed toward achieving longer standing times in this
system before muscle fatigue requires the individual to turn the system off.
Work is also directed toward trying to achieve the distribution of all of the

©2003 CRC Press LLC



body weight to the legs to allow for hands-free standing and limited mobility
with the use of a walker.

The clinical research on the standing and walking motor prostheses and
the advances being made there are mirrored by the ongoing research aimed
at correction of gait in individuals with hemiplegia. At least three series of
investigations are ongoing to correct for footdrop in hemiplegia. Two of these
research systems, like the commercially available systems, rely upon stimu-
lation of the peroneal nerve to elicit ankle dorsiflexion. However, the stim-
ulation and control methods are different. The system developed at the
University of Aalborg102 uses nerve cuff electrodes to record activity from
the sural nerve which innervates the heel region. By monitoring activity in
this nerve, it has been possible to record heel strike and the toe-off phase of
gait. This signal has then been used in place of the external switches used
in the other systems to provide stimulation to the peroneal nerve when
required. The systems being developed in Ljubljana103 have focused more
on the implantation of the stimulating electrodes, with placement of the
electrode on the peroneal nerve to avoid issues with electrode placement
and unwanted recruitment of sensory nerves in the skin. This system has
also been expanded to stimulate other muscles in the leg to provide for
standing and walking for individuals with sustained paraplegia.104,105

The third clinical system under development is the footdrop system
under investigation at the Cleveland FES Center.106,107 This system differs
from many of the others discussed in that stimulation of the muscles to
correct for foot drop is not achieved by stimulation of the peroneal nerve.
Instead, percutaneous electrodes are used to individually excite muscles of
the lower leg, as well as those around the knee and hip, to improve gait. In
addition, studies with this system have examined the effect of electrical
stimulation on motor relearning in the lower extremity. The results of this
system are better than what has been achieved with the other systems in
that stimulating the individual muscles instead of the peroneal nerve to elicit
the withdrawal reflex eliminates concerns about accommodation to the stim-
ulation over time.108

12.7.3 Organ system prostheses

Although the commercial applications of motor prostheses for the restora-
tion of organ system functions have been limited at this time, there are
numerous investigations ongoing into using motor prostheses for the res-
toration of these functions that should result in a variety of commercial
systems in the future. One series of investigations is directed toward using
motor prostheses for the treatment of upper airway disorders. Research at
the National Institutes of Health109–111 is directed towards the development
of motor prostheses that can be used to stimulate the genioglossus nerve
to open the hypopharynx to correct for sleep apnea. Sleep apnea is a con-
dition in which the tongue muscles relax during sleep, resulting in restric-
tion and blockage of the hypopharynx. Studies are also being conducted on
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stimulation of the thyroarytenoid muscles to prevent aspiration in dysph-
agia and on stimulation of the thyroarytenoid muscle to correct for spas-
modic dystonia, a voice disorder that prevents effective communication.

Another area of investigation for the use of motor prostheses for the
restoration of organ system function is in the area of cardiac assist devices.
The cardiac assist device differs from the cardiac pacemaker in that skeletal
muscle is used to repair or reinforce cardiac muscle. The skeletal muscle is
conditioned to convert the fibers to a fatigue-resistant variety and is electri-
cally stimulated to contract when the heart contracts to increase blood pres-
sure and blood flow. The most common muscle used is the latissimus dorsi,
which is removed from its origin on the back and hip, inserted into the chest,
and wrapped around the heart. Investigations at the Milwaukee Heart
Institute112 have been directed toward the development of a motor prosthesis
that can sense the contraction of the heart and then provide the stimulation
of the latissimus dorsi to assist in the contraction. This device, called the LD
Pace II, has undergone successful animal testing and has been implanted in
one human subject to date.112

The use of motor prostheses for the restoration of respiration after spinal
cord injury is another area of investigation. Numerous studies have inves-
tigated the possibility of electrically stimulating the phrenic nerve to elicit
contraction of the diaphragm and restore breathing.113–116 The difficulty in
using these systems, however, are that individuals are reluctant to undergo
surgery for a system that may damage the nerve. Research being conducted
at Case Western Reserve University has addressed this concern by develop-
ing two different motor prosthetic systems.117,118 The first system electrically
stimulates the intercostal muscles using intramuscular electrodes to provide
for respiration in the cases where the phrenic nerve is lost or damaged or
where surgery is undesired by the individual. The second system also
employs the use of intramuscular electrodes, but these are placed on the
motor point of the diaphragm. By using these approaches, these research
systems have been able to successfully address the problems of phrenic
stimulators developed in the past. The diaphragm stimulator has already
been successfully implanted in one human subject.118

Afinal area of investigation for the use of motor prostheses for restoration
of biological functions is in the area of the restoration of bladder, bowel, and
sexual functions. The objective of these studies has been the development of
systems that restore all of these functions and accomplish this without the
need for a dorsal rhizotomy. This involves primarily stimulation of the puden-
dal afferent pathways to prevent incontinence and to increase bladder volume.
Studies at the University College London119,120 and Case Western Reserve
University121 show promise in the use of this method to avoid the dorsal
rhizotomy, with four individuals being implanted with the sacral posterior
and anterior root stimulator implant (SPARSI) at the University College Lon-
don. Recipients of the SPARSI system have been shown to have a significant
reduction in reflex incontinence with stimulation of the second through fourth
sacral roots120 with accompanying increases in bladder volume.120
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12.8 Future avenues of investigation

The previous sections of this chapter have attempted to present the clinical
applications of motor prosthetics and the systems that have been or are being
developed to address these needs. As can be seen from these previous sec-
tions, a great deal of work has been accomplished in the area of motor
prosthetics; however, it is far from being complete. The clinical need to
increase the user base of these systems not only warrants investigations into
how to apply these systems to address central nervous system pathologies,
but also investigations in how to improve the technology and functionality
of these systems. This section will attempt to introduce where work is just
starting or needs to be accomplished in order to address the clinical needs
for these systems.

12.8.1 New clinical applications

The previous sections on the commercial and research motor prostheses may
leave the reader with the false impression that motor prostheses are only
effective for use in individuals with a spinal cord injury, with some minor
applications to individuals recovering from stroke. The reason for this one-
sided application of the motor prosthesis, however, lies in one of in the
fundamental limitations of these systems. Current technologies for the sys-
tem rely upon an intact motor neuron to the muscle in order to generate a
muscle contraction. If the nerve is damaged or lost, then the usefulness of
the current motor prosthesis technology for the treatment of central nervous
system deficits is lost.

The limitation that an intact motor nerve must be present in order to
generate a muscle contraction has limited the application of motor prosthe-
sis technology in the areas of neuropathy, amyotrophic lateral sclerosis, and
other diseases where the myelin sheath of the nerve has degenerated and
thus the nerve is no longer capable of conducting an action potential or
where the nerve fibers themselves are attacked by the pathogen and thus
lost. However, in these conditions, there is a definite need for a device that
can restore functional movement or biological function. Solutions to this
problem may lie in the areas of nerve and cellular regeneration. Even if full
nerve regeneration cannot be accomplished so that the connection between
the brain and the muscle is restored, the ability to regenerate nerves or
reinnervate muscle can be extremely beneficial. If a nerve can be restored
to a muscle, even if no longer connected to higher nervous system functions,
the motor prosthesis can be used to excite this nerve to cause the muscle
to contract.

Motor prostheses can also be used, although not in a traditional sense,
to aid in the area of neural regeneration in the spinal cord. It has been
suggested122–124 that the motor prosthesis, or more importantly the electrical
currents generated by the motor prosthesis, can be used to guide axonal
growth for regenerated nerves so that they make functional connections
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between the central and peripheral nervous systems. Motor prostheses could
also perform an important role in maintaining muscle mass and strength
while nerve regeneration was occurring so that, once the connection was
completed, the individual would not have lost the ability to control the
extremities in a functional manner, requiring months of therapy to rebuild
muscle mass and tone.

Another possible role for motor prostheses, which has been suggested
several times in this chapter, is in a role of reducing muscle spasticity that
can occur in cases of sustained hemiplegia or cerebral palsy. The method
of collision blocking, introduced earlier in this chapter, has been demon-
strated to be theoretically possible to prevent action potential conduction.
The goal with a motor prosthetic system, therefore, would be to make this
theory a reality in a working clinical system. Such a system not only would
have to prevent the conduction of unwanted action potentials but would
also have to allow muscle contraction to occur when the user desired to
generate a movement.

12.8.2 Technology development

The hypothetical clinical applications of the motor prosthesis, and even
current ongoing research, will require further advances in the technology of
the motor prosthesis in order to accomplish these goals. One area that will
require attention will be on the development of implanted components.
Although research is being directed at this time on non-implanted, non-
invasive systems, future directions in motor prosthetic development will
require the use of implanted technologies. This will be necessary in order to
address the cosmesis and ease of use requirements for the system. A series
of external devices that may draw unwanted attention to the user or that
will require a long period to don and doff will most likely lead to rejection
of the device. However, the increasing amount of technology that will be
required to be implanted into the body will require a great deal of surgical
time and increase the risk to the recipient of the system. Technologies will
be required that allow for placement of the devices into the body quickly
and easily.

The BION system, developed at the AE Mann Institute for Biomedical
Engineering, is aimed at advancing the technology of the motor prosthesis
by addressing these needs.125–127 The key component of the system is the
BION, which is a small, injectible, single-channel stimulator. This stimulator
is encased in a ceramic package, with the power and the simulation param-
eters being provided to the BION by a RF link. The objective of this system
is to remove much of the implanted technology and lead wires associated
with the other systems and instead have all communication be conducted
by the RF link. This system has been reported to be capable of providing up
to 255 independent channels of stimulation and has already been applied
for uses in shoulder subluxation.127 Shoulder subluxation is a condition
common in hemiplegia where the paralysis of the rotator cuff muscles results
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in partial dislocation of the humeral head, resulting in pain and an inability
to use the shoulder effectively. This system has also been applied to strength-
ening of the quadriceps muscle in individuals with osteoarthritis, although
tests are still in the early clinical stage127 and with stimulating the pudendal
nerve to treat overactive bladder.127

The demands on the development of implanted technologies for motor
prosthesis user will also be complicated by the fact that these systems will
be required to restore greater and greater function. This places demands on
the amount of hardware that is implanted and raises issues on how these
different components of the system will communicate. For example, if the
technology used by the Freehand or Praxis system is developed further to
allow for up to 32 or 64 channels of stimulation, this will result in numerous
lead wires that will need to be tunneled under the skin, with all of them
originating from a central processor, an arrangement that will be highly
undesirable to the physician who has to implant such a system. Likewise,
external systems will have multiple lead wires running from various areas
on the individual to a central processor, which will most like result in a lack
of cosmetic appeal. These issues will most likely be addressed through the
development of modular, implanted systems that will be able to communi-
cate with a limited need for wires or antennas.

The increasing complexity of these newer systems, with more functions
and more components, will place greater demands upon the power supply
to these systems. Although battery technology is developing due to advances
in telecommunications and computer science, these batteries are not
designed with biological issues in mind. Most are not biocompatable, nor
do they meet the voltage and current requirements to allow for muscle
stimulation for periods of months to years. Battery technology will need to
be directed toward the specific goals of biocompatibility and the ability to
replace the battery easily in the implanted system or to allow for quick and
efficient recharging. One possibility for the development of a power source
for use in the human body are the developments in the area of biofuel cells.128

These cells will make use of the body’s own chemistry and structure, with
the introduction of some components, to provide the power to drive these
systems. Research in this area is evolving and realization of these systems
in vivo has yet to be accomplished.

The increasing complexity of newer motor prosthetic systems will also
require increasing complexity in the command interface. Information
requirements for the system will increase, with subsequent decreases in the
number of input channels available. Generating these high information con-
tent signals will also have to be accomplished while at the same time ensur-
ing that the interface is easy and understandable to use. The most likely
avenue of investigation for command interfaces that will be able to meet the
needs of the complex system will be to derive command signals from the
cortex. Numerous investigators are examining the feasibility of extracting
control information from the motor and pre-motor areas of the brain.129–131

These studies have resulted in the control over a robotic arm in primate

©2003 CRC Press LLC



studies. The animal in this case moves their arm and the robot mirrors this
movement. These studies are instrumental in demonstrating that by record-
ing from just a few neurons in the motor and pre-motor areas, it is possible
to reconstruct arm movement. Areas of future investigation with these stud-
ies will need to address the ability to think of movement and have a system
respond instead of having the system mirror movement. Issues of biocom-
patibility and human implantation need to be explored, as do ways of allow-
ing cortical signals to control not only functional movement but system state
(e.g., turning the system on/off, selection of exercise modes), as well.

12.9 Summary and conclusion

The objective of this chapter was to provide the reader with a sufficient
background in the area of motor prosthetics in order to allow them to begin
to conduct their own research in this area. To this end, a review of past motor
prostheses was presented, as well as an overview of the technology that has
been employed to date. As can be seen from this review, motor prostheses
have achieved a great deal of clinical success; however, they are still
underutilized by rehabilitation practitioners. In order for motor prosthetics
to continue to develop as a field, it is necessary for research to continue into
expanding the clinical applications of these devices, to continue to develop
the technology so that it becomes an integral part of the individual for which
the system is designed, and to educate individuals as to what has been
developed and what is currently in the research stages so that these devices
can see greater clinical use.
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13.1 Introduction

In recent decades, the development of neural prostheses has benefited
greatly from technological advances, particularly in the area of greater
miniaturization and integration of microelectronics. The development of
glass microelectrodes early in the 20th century and the later development
of metal wire microelectrodes in the 1950s1 gave the neurophysiologist new
insights into the operation of the nervous system. As early as the 1960s, it
was being proposed that integrated circuit (IC) fabrication techniques
could be employed to develop improved devices. By the early 1970s,
devices had been fabricated and a design had been published for an
implantable monolithic wafer electrode.2,3 In 1975, Wise and Angell pub-
lished an improved version4 of their 1970 design, which included transistor
buffer amplifiers.

Since this time, microelectromechanical systems (MEMS) techniques
have improved markedly and have been used to develop a variety of dif-
ferent microelectrode structures. These techniques are reviewed in other
chapters of this volume. The problems relating to the integration of micro-
electronic circuitry onto these MEMS structures for neuroprosthetic applica-
tions are often regarded as problems that will be overcome with the continual
reduction of feature size (driven by demand from the microelectronics indus-
try) and complementary metal-oxide semiconductor (CMOS)-compatible
MEMS processes (driven by demand from the MEMS industry). Nonetheless,
the integration of MEMS technologies with microelectronics for neuropros-
thetic applications presents particular problems. It is the intention of this
chapter to present the reader with an overview of the available microelec-
tronics technologies and approaches that have been used to integrate these
with MEMS-based microelectrode structures. This is done within the context
of some generic “MEMS neuroprosthetic systems,” outlined below. First,
however, it is necessary to make a case for increasing integration in neuro-
prosthetic applications.
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13.1.1 The need for integration

The use of MEMS-based microelectrode structures offers clear advantages.
They allow more precise stimulation with lower stimulation current require-
ments than would otherwise be obtainable with larger devices; this was
recognized at an early stage in attempts to develop a prosthesis that stimu-
lated the visual cortex.5 Large numbers of electrode sites provide for redun-
dancy and the possibility to compensate for drift of individual neurons in
and out of range of the recording or stimulation electrode.6,7 Miniaturization
also facilitates the placement of large numbers of electrode sites in small
volumes of relatively inaccessible tissue, which provides advantages over
other approaches.8

In and of itself, miniaturization of the electrode structure alone is not
an ideal solution. Neuroprostheses have suffered, and may still suffer, from
reliability problems when a large amount of wiring is used to interconnect
the many different components involved: cuff electrodes, controller, etc.
By introducing an even larger number of electrodes, through miniaturiza-
tion, these problems are compounded. Additionally, the MEMS structure
itself is at a disadvantage when connected by a large number of cables.
MEMS-based microelectrodes have often been designed to be floating
structures, so that they are able to move with the nervous system. Attaching
wires to the device has a tethering effect. Not only are the connections
liable to break through mechanical stress, but the device is now more likely
to move relative to the neurons that it is stimulating/recording from,
causing unwanted tissue damage. This is of great concern in retinal pros-
theses where the mechanical properties of the retina have been likened to
those of wet tissue paper.

Furthermore, the use of MEMS-based devices for recording in neuropy-
siological investigations where implantation and mobility of the specimen
have not been of such concern9 has revealed an additional problem — that
of dealing with the sheer volume of data generated by systems incorporating
large numbers of microelectrode recording sites capable of recording details
of individual action potential spikes. This is of particular concern in
implanted neuroprosthetic systems where real-time control is imperative yet
computing power, as well as electrical power to supply the computing ele-
ment, is limited. 

Thus, the need for intelligent MEMS-based microelectrode devices has
been established that offer reduction or elimination of interconnecting leads
and distribution of computing power. It then becomes necessary to consider
the approach to be taken to achieve this desirable goal. The details of this
are considered below, but the researcher/designer is faced with one initial
decision to make: whether or not to select a monolithic approach, in which
the microelectronics is integrated into the same substrate from which the
microelectrodes are machined, or a hybrid approach, where the electrodes
and microelectronic circuitry are fabricated using different and often incom-
patible technologies, and then later assembled into one unit.
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The hybrid approach enables the designer to select the most appropriate
technology for each component. The Fraunhöfer Institute has, for example,
achieved some remarkable results with regeneration electrode devices fab-
ricated on polymer substrates.10,11 However, technology for fabricating elec-
tronic components using polymers is in its infancy. Therefore, signal pro-
cessing circuitry is fabricated on a silicon chip that is bonded to the polymeric
electrode structure.12

There are, however, several disadvantages to the hybrid approach. The
first is that of cost. Once the batch production regime of microfabrication
has been abandoned and components have to be handled individually, costs
increase dramatically. For research purposes, however, this is not of such a
great concern as the economies of scale are not there, and one will often wish
to examine different combinations of components as potential solutions to
a problem. Of greater concern is that of reliability. Each additional compo-
nent that must be assembled into a system increases the chance of system
failure, and each additional bonded joint is a potential point of failure.

The disadvantage of the monolithic approach is that a compromise tech-
nology has to be developed, and this may not necessarily lead to the best
possible system performance. Monolithic solutions will generally take longer
to develop than hybrid solutions, and the initial expenditure on research
will be greater; they will generally lag hybrid approaches in performance
but should eventually yield less expensive and more reliable solutions.

It is now possible to summarize the reasons for, goals, and require-
ments of greater integration of microelectronics with MEMS-based elec-
trode structures:

• Reduce or eliminate interconnecting leads.
• Distribute intelligence.
• Minimize power consumption.
• Minimize device area (volume).
• Improve reliability and longevity of implants.

Device area is usually referred to rather than volume because microelectronic
circuits are usually fabricated on one side of a silicon wafer and have neg-
ligible height in comparison to the other two dimensions. Power consump-
tion must be minimized not only from the point of view of the difficulty of
transmitting electrical power across the skin, but also from the point of view
of power dissipated from the implanted device into the surrounding tissue.
Najafi and Wise13,14 provide an example of this consideration.

13.1.2 Noise sources in recording

The neuroprosthesis will consist of either recording electrodes or stimulation
electrodes, or both. When considering stimulation, the circuit design prob-
lems that arise are concerned with selecting the electrode combination to be
used, efficiently delivering a stimulating current, controlling the shape and
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charge balance of the stimulating pulse, and ensuring that the device has
sufficient power to perform the required stimulation. These circuit design
considerations are dealt with in further detail below. Recording differs from
stimulation in that, while the latter involves the delivery of relatively large
signals into a resistive/reactive load, the former involves trying to detect
relatively small voltage signals through a large source impedance. Before
discussing the circuitry that has been proposed to solve the problems that
this gives rise to, it is useful to lay out the problems to be solved by the
recording circuitry in more detail.

The noise sources encountered when recording can be classified as those
intrinsic to the electrode design, over which the designer of the microelec-
tronic circuitry has no control, and those over which the designer of the
microelectronic circuitry has control. In the first camp, one has the source
impedance of the electrode-tissue interface and the spreading resistance of
the microelectrode recording site. In his analysis of noise sources related to
electrode design, Edell15 concluded that the spreading resistance of the elec-
trode site was what would provide a physical limit to recording site size and
hence selectivity. One other noise source over which the designer of the
microelectronics has no control is the slow base-line drift, or even the half-
cell potential, of the recording-site tissue interface.13 Those aspects over
which the designer of the microelectronic circuitry has considerable control
are those relating to noise in the signal-processing circuitry itself, electro-
magnetic pick-up (or interference [EMI]), and stimulation artifacts. One must
also consider the problem of bias currents passing across the microelec-
trode–tissue interface.

Consideration of signal processing, or amplifier noise, and EMI provides
additional support for integrating amplifiers as close as possible to the micro-
electrode recording sites. EM pick-up is caused by induction of currents from
an external source of EMI (e.g., radiofrequency sources, although mains
electricity supply lines are also problematic). The normal solution to this is
to employ a differential amplifier with a high common-mode rejection ratio
(CMRR); this is a measure of how well the amplifier responds when the
same signal appears on both inputs (for a differential amplifier, the output
should be zero) and is defined as the ratio of the gain in difference mode to
the gain in common mode (the same signal applied to both inputs; see
Bogart24). This, of course, requires that the signals induced in the two leads
of the amplifier by the same EMI source be as similar as possible. EMI is
partially related to the area of any circuit loops into which currents are
induced, so normally an effort is made to minimize the area of any loops in
the circuit; however, this is usually more applicable to printed circuit board
(PCB) design than integrated circuit (IC) design.

Capacitive coupling between the tracks that connect the recording sites to
the inputs of the amplifiers is also a potential source of interference (cross-talk),
where a large signal on one recording site appears as an artifact in the record
of an adjacent site. Najafi et al.16 have analyzed how this affects electrode design
and scaling for silicon-based devices, concluding that cross-talk should not be
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expected to be a limiting factor for purely recording devices, and data are
presented to assist in the design of mixed recording/stimulating devices.

The importance of having the highest possible gain on the first amplifi-

cation stage, situated as electrically close as possible to the recording site,

should also be mentioned when discussing noise sources. Consider two

amplification stages, the first with gain A1 and the second with gain A2. The

total voltage noise due to the first amplifier stage (referred to input) will be

VN1, and the noise referred to input of the second stage will be VN2. Ideally,

VN1 will be insignificant compared to the voltage noise level present in the

signal, but this may not always be achievable. We consider these signals to

be random processes and thus sum their squares. Thus, the total noise

contribution arising from the amplifiers will be VN = .

From this it is possible to see that any gain above unity provided by A1

will tend to make the VN1 term dominant, thus the noise arising from sub-
sequent circuitry may be neglected, although the designer should not take
this as an allowance for bad design of subsequent analog stages. Note, for
instance, that noise appearing on the power rails, or through other mecha-
nisms, due to poorly designed analog or digital stages can feed back and
degrade the performance of the initial amplification stage.

The question of interference from unwanted bioelectric sources, such as
EMG, straddles the divide between microelectronics design and microelec-
trode design. The use of insulating nerve cuffs is generally effective in exclud-
ing or significantly reducing interference from extraneural sources. However,
their effect of amplifying signals within the nerve trunk being recorded from
may well counteract a primary reason for using MEMS-based microelectrode
devices: increased recording selectivity.

Edell’s analysis has elegantly demonstrated that by recording differen-
tially between two adjacent sites on the device, utilizing the common-mode
rejection characteristics of the amplifier, the magnitude of the signal drops
off with the square of distance when the distance to the source becomes much
greater than the distance separating the two recording sites.15When the source
is closer to the pair of recording sites, the magnitude of the signal would be
inversely proportional to distance (approximately). This suggests that differ-
ential recording between adjacent sites could be effectively employed to
reduce noise and increase specificity of recording. Unfortunately, a simple
differential configuration also has a “dead spot” directly between the two
recording sites. On a typical MEMS-based microelectrode structure, these
recording sites will either be on the same bar or shank, or on adjacent bars
or shanks. In the first case, the recording sites will be most sensitive to the
sources along the axis of the shank — those most likely to have been damaged
by insertion or where connective tissue would have grown around a chronic
implant. In the second case, the healthiest tissue, from which one would wish
to record, lies precisely in the dead spot between the two recording sites.
Clearly, then, a simple differential configuration cannot be readily adopted.
Alternative recording site/reference electrode layouts could be investigated
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for differential recording. This would, however, have an impact on the micro-
electronics design. Generally, it would be desirable to situate the differential
stage as electrically close as possible to the electrode sites involved to benefit
from the CMRR of the amplifiers. With good analog circuit design, however,
the designer may prefer to use computing power to combine the signals
appearing at different electrode sites once they have been digitized. One
reason that this may be beneficial is that it would be a much more flexible
approach, perhaps enabling the processor to track individual signal sources
to some extent. Information lost due to the implementation of differential
recording in hardware cannot be recovered again.

13.1.3 MEMS neuroprosthetic system outlines

From the literature, it is possible to generalize three different situations for
MEMS-based neuroprosthetic systems and to identify similarities and dif-
ferences between them that affect the circuit design. These are systems
located in the central nervous system (CNS), systems located in the periph-
eral nervous system (PNS), and those located in the eye (retinal prostheses).
With this in mind, it is possible to outline generic systems, and use these as
a basis for discussion of the individual circuit elements involved. Many of
these circuit elements will overlap from one system to another, but there are
some unique problems to be solved for the different applications; particularly
when one considers the retinal prosthesis.

13.1.3.1 CNS applications
In this generalization, prostheses applied to the brain are considered. The
spinal cord represents something of a transitional area, exhibiting some of
the characteristics one may find relating to prosthetics applied to the brain
and some of those relating to the PNS. Specific examples of such prostheses
include visual prosthetics applied to the visual cortex,5,17,18 prosthetics
applied to the auditory brain stem,19,20 and those applied to the motor cor-
tex.21,22 It is useful to note that the latter represent, to some extent, an attempt
to link CNS and PNS prosthetics in the case of spinal cord injury. It has been
proposed that lost sensation and control in paralyzed limbs can be restored
by recording from the motor cortex and interpreting and transmitting these
commands to a PNS element of the prosthesis. This would, in turn, electri-
cally stimulate the PNS/muscles to achieve the desired effect. Proprioceptive
signals recorded from the PNS would be used to control this stimulation
and those returned to the CNS element of the prosthesis would provide
conscious feedback of the process by stimulating the sensory cortex of the
patient.23 This is, perhaps, one of the most challenging systems so far pro-
posed for MEMS-based neuroprosthetics. The principle characteristics of the
environment encountered by prosthetics applied to the brain, from an elec-
tronics point of view, are the relative mechanical stability, the potential of
mounting connectors on the skull, the relative lack of EMG and other inter-
ference, and complexity.
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We can, therefore, identify a generic CNS neuroprosthetic system con-
sisting of a fairly substantial two- or three-dimensional electrode array, pen-
etrating up to a few millimeters into the brain. Although the complexity of
brain means that the signal processing and identification overhead involved
can be relatively large, the location of the device in the relatively stable and
shielded environs of the skull means that a relatively large area of silicon
real estate can be located relatively near to the electrode structure itself.
Additionally, the skull provides a good anchor point for percutaneous con-
nectors, which can be employed (e.g., work of Dobelle et al.18), although
some may still prefer the radiofrequency (RF) induction coil or other trans-
cutaneous approaches. The length of wiring is of less concern when all
elements of a system can be mounted in close proximity, but the number of
connections required, particularly to percutaneous connectors, is still a mat-
ter of interest. This is because of the pulsation of the brain with blood flow
and the potential tethering effect of the connector or other elements of the
system. The sort of generic system that we consider can be illustrated by the
works of Dobelle18 and Kennedy et al.22 (see Figure 13.1a).

13.1.3.2 PNS applications
The PNS differs from the CNS in that the complexity of the system decreases
as one considers more distal locations; there is even some evidence for
functional organization within the nerve trunk itself. Nerve cuff solutions
have been applied to the PNS with considerable success in the past, but more
complex systems for standing and walking have suffered from problems of
cable failure.25 Where such systems have employed more proximally located
cuff electrodes (at the ventral roots, for example), the success of the system
has been limited by the selectivity of the electrodes employed.26

It is noted that while the PNS has evolved to withstand many decades of
repeated mechanical stress from joint flexion and muscle contraction, the same
is not true of metal wires. Locating prosthetic systems beyond the relatively
protected confines of the spinal column can be problematic; even here, space
is at a premium, implying a requirement for a miniaturized system.

The PNS prosthesis will typically employ two-dimensional regeneration
electrodes or probe-type devices,16,27,28 although at least one group has pro-
posed that a three-dimensional array would be required to interface in a
highly selective manner to individual nodes of Ranvier.29 One of the appli-
cations typically proposed for such a system is standing and walking in
paraplegics. Here, it is proposed, the highly selective nature of the MEMS-
based microelectrode structures can be drawn upon. The system could be
located in or near the spinal column with electrodes situated in the ventral
roots for stimulation and devices situated in the dorsal roots providing
sensory feedback for closed-loop control.6,30 Another proposed application
is to provide control and sensation for prosthetic limbs.10,27,28

The generic PNS prosthesis therefore consists of a number of microelec-
trode structures at several discrete locations within the PNS. These will typ-
ically perform minimal signal processing, due to the difficulty of supplying
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such locations with cabling for power and signal transmission. Ideally, such
devices would not project from the nerve trunks into which they had been
implanted, due to mechanical considerations, and wireless communication
and power would be employed. Control would be centralized, typically in a
unit implanted beneath the skin with a coil for RF coupling; this latter item
is not dealt with in this chapter (see Figure 13.1b). Injectable stimulators31,32

provide a well-developed example of this approach.

13.1.3.3 The eye
The retinal prosthesis has received much attention recently,33–37 and a typ-
ical system is outlined in Figure 13.1c. In such a system, an electrode array

Figure 13.1 (a) CNS (brain) prosthesis, characterized by co-location of recording and
stimulating sites with control and signal processing circuitry and a relatively stable
situation for per- or transcutaneous signal transmission. (b) PNS prosthesis, charac-
terized by distributed microelectrode devices with the requirement for more distrib-
uted intelligence and localized power regulation; per- or transcutaneous power and
data transmission is still required. (c) The retina prosthesis. For the purposes of this
work, the spinal cord lies somewhere between the CNS and PNS outline.
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designed to stimulate the retinal ganglion cells is implanted either on top
of or beneath the retina. Power and communications are provided by an
optical link either to the array itself or to a control circuit located within
the eye away from the array but connected by cables. The retinal prosthesis
is dealt with in some detail in Chapter 11 in this volume, and it possesses
some unique characteristics when it comes to the integration of microelec-
tronic circuitry.

Notably, a wireless approach appears to be the most practical when
transmitting power and data to the array. This implies that any circuitry
should consume as little power as possible, and the additional complication
of localized heating caused by power dissipated by the electronics also must
be looked at anew. Additionally, the delicate nature of the retina means that
any implant must be minimally invasive and mechanically compatible (i.e.,
soft, flexible, and shaped to the curvature of the eye) to minimize the damage
caused. This tends to point to the mutually incompatible goals of a polymeric
electrode structure and one with integrated electronics.

13.1.4 Power dissipation in integrated circuits

The power available for an implanted system will invariably be limited unless
a percutaneous connector is used, in which case the system will be relatively
generously supplied. Even so, power conservation is a question that needs to
be addressed. Power may be dissipated in one of several ways:38,39

• Static power dissipation
• Dynamic (switching) power dissipation
• Short circuit power dissipation
• Leakage power

Power is dissipated whenever current flows through a device that has a
voltage drop across it, given by the equation:

Power = I V

This static power dissipation is most prominent in analog circuits, where
resistors and bias chains are part of the circuit design. Analog circuits nor-
mally require that transistors be biased into a partially “on” state (conducting
current, with a voltage drop across them) in order to fulfill their function.
This is best combated by care in circuit design, ensuring that voltages and
quiescent currents are as low as possible.

Dynamic, or switching, power dissipation is the principle mode of cur-
rent loss in CMOS digital logic circuits. An ideal switch would go instanta-
neously from an open circuit condition (maximum voltage dropped across
it, but no current flowing) to short circuit (no voltage dropped across it, but
maximum current flowing). In such a case, no power would be dissipated,
as either V or I would be zero. However, switching involves the charging
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and discharging of capacitances within the circuit. This means that there is
a period in which the voltage across a switch is falling (or rising) while the
current is rising (or falling), leading to power dissipation in the device. The
power dissipated by a circuit switching at a frequency f with a capacitance
c is given by: 

Power = c f v2

Thus, losses can be reduced by reducing parasitic capacitances and by reduc-
ing the clock frequencies used, but more significantly they can be reduced
by reducing the supply voltage at which ICs operate.

In many circuit configurations, particularly digital logic, complementary
transistors appear across the power rails (see Figure 13.6, for example). Dif-
ferent threshold voltages and operating parameters mean it is possible when
switching that both transistors could be on at the same time. This momentary
short circuit condition dissipates power (short circuit dissipation) and is
related to the switching frequency as well as the technology employed.

Leakage current power dissipation occurs when subthreshold leakage
currents prevent transistors from turning completely off. Until recently, this
has not been a significant problem in ICs, but with ever-reducing feature
sizes it may become an additional consideration in circuit design.

13.1.5 MOS or bipolar?

The designer is faced with a number of possibilities when considering the
design of integrated circuitry for MEMS-based neuroprostheses: a bipolar
approach, MOSFET, JFET, or a mixed approach (usually bi-CMOS). It is now
becoming possible to integrate all these technologies with MEMS, although
CMOS is currently favored. Within this chapter, the focus is almost entirely
on CMOS circuitry, however it is necessary at this point to introduce and
dismiss other approaches. It is also intended to give the reader a very brief
introduction to transistors.

13.1.5.1 Semiconductor basics
The reader is referred to introductory books on microelectronic circuit design
and fabrication for a more complete treatment of this topic.24,39–42 Semicon-
ductor devices are commonly fabricated from silicon into which different
impurities have been introduced to alter its electrical characteristics. For the
purposes of this section, we consider n-type and p-type silicon. A diode is
formed by the interface between a region of n-type and p-type silicon and
allows electrical current to flow in only one direction (from p to n).

When integrated circuits are fabricated, the impurities that will form the
devices are introduced into different areas of the silicon wafer. Silicon with
introduced impurities is termed doped. Conducting layers, separated by insu-
lating layers, are then built up on top of the devices thus formed, to inter-
connect them in a meaningful manner. Typically these will be one or two
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layers of polysilicon (this is silicon, but with a different structure than that
of the silicon wafer), and two or more (up to six or more) layers of metal,
usually aluminum. The circuitry is usually no more than a few microns thick
and is located on the surface of a wafer typically half a millimeter thick.
Thus, it may be considered to be more or less two dimensional. Devices are
usually depicted in cross section when describing their function but are
typically depicted in plan view when laying out a design. Figure 13.2 illus-
trates a diode to familiarize the reader with this type of depiction.

13.1.5.2 Bipolar
The bipolar junction transistor (BJT) consists of a thin base region, sand-
wiched between the emitter and collector regions. These may be doped either
n–p–n or p–n–p (collector–base–emitter), leading to a device with two diode
junctions. During operation, a current applied to the base is used to control
the larger current that flows between collector and emitter. When construct-
ing analog circuits (e.g., amplifiers and filters), bipolar technology possesses
the advantages that it can achieve higher gains than similar field effect
transistor (FET) circuits and is not as noisy as metal-oxide semiconductor
field effect transistor (MOSFET) approaches. One of the principle disadvan-
tages when considering neuroprosthetic applications, particularly microelec-
trode recording, is the base current. This is very large in comparison to
MOSFETs and causes polarization and electrode drift. Additionally, BJT cir-
cuits typically consume more power than FET circuits. The BJT has generally
been superseded by MOSFETs in digital logic circuitry, due to far lower
power requirements of the latter.

13.1.5.3 The MOSFET
Afield effect transistor consists of a channel between source and drain, controlled
by a gate. In the depletion-type FET, a normally conducting channel is restricted
by applying a voltage to the gate, and in the enhancement-type FET a normally
nonconducting channel is made to conduct by application of a voltage to the
gate. In the metal-oxide semiconductor field effect transistor (MOSFET), the

Figure 13.2 (a) Diode in cross section. (b) Plan view (layout). Not to scale.
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gate electrode is separated from the channel by a thin insulating layer of silicon
dioxide (Figure 13.3). The properties of the device, for a particular fabrication
process, are primarily determined by the width and length of the channel (the
ratio W:L being known as the aspect ratio). These are usually specified in λ
(lambda) units; one λ unit being half the minimum feature size of the process.
This is to facilitate scaling of the design as fabrication technologies improve.

Circuits can be constructed from n-channel MOSFETS (n-MOS), p-channel
MOSFETS (p-MOS), or both types (complementary MOS, or CMOS). CMOS
is implemented using only enhancement-type transistors. Broadly speaking,
MOS approaches exhibit much lower power consumption that BJTs, but are
generally slower (p-MOS is the slowest and CMOS the fastest of the three).
That said, CMOS devices now effectively challenge BJTs in all but the most
demanding of applications. In analog terms, MOS solutions suffer from flicker
noise, which is inversely proportional to frequency and is significant in the
frequency range exhibited by neural signals (below 10 kHz); p-MOSFETs are
slightly less noisy than n-MOSFETs. However, they also exhibit very high
input impedances and exceedingly low (gate) bias currents in comparison to
BJTs. An additional characteristic of MOSFETs is the threshold voltage. This is
the voltage that must be applied between gate and source (VGS) in order for
the transistor to operate (“turn on,” in CMOS terms). IC fabrication processes
that mix CMOS and BJTs are now increasingly available. Known as bi-CMOS,
this technology allows the designer to select the most appropriate solution to
their problem by mixing MOSFETs and BJTs as required.

13.1.5.4 The JFET
The junction field effect transistor (JFET) is available only as a depletion-
type FET. It operates on the basis of a reverse-biased diode junction, which
closes off the conducting channel as the bias is increased. The principle
application of the JFET is in the input stages of amplifiers; they exhibit better
input characteristics than BJTs and better noise performance than MOSFETs.

13.2 Elements of a system

Diverse designs are employed in neurotechnology. This section introduces
the reader to the circuit elements that have been employed and also to one

Figure 13.3 Structure of a p-channel enhancement-type MOSFET. The channel lies
beneath the gate electrode (G). Applying a negative voltage to the gate induces
positive carriers (holes) in the channel region, connecting the two p-doped regions.
Not to scale.
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or two likely candidates. The intention is to enable the identification of
components that may be implemented in a system and the deciphering of
system block diagrams or circuit diagrams. The treatment focuses first on
the special case of the neuron–transistor junction, before discussing sequen-
tially: CMOS circuits in general, general system building blocks (such as
oscillators), circuits specific to recording (e.g., preamplifiers and filters), cir-
cuits specific to stimulation (e.g., current output DACs), and concluding with
brief discussion of elements more specific to CNS, PNS, and retinal prosthe-
ses. Due to overlap, the reader will find that some topics discussed in earlier
sections are also relevant to later sections. Najafi23 has provided a very
readable introduction to neuroprosthetic systems incorporating MEMS
devices, which is illustrated by specific examples. See also Chapter 6.

13.2.1 The neuron–transistor junction

Simple FET follower circuits have been used as headstage buffer amplifiers
for conventional microelectrodes in the past; their purpose being to provide
an interface (impedance match) between the very high impedance recording
site and relatively long cables with significant parasitic capacitance that
would otherwise attenuate the signals of interest. One logical approach for
integrated microelectrode arrays would, therefore, be to integrate FET fol-
lowers directly beneath metal recording sites, such that the gate conductor
of the transistor formed the microelectrode itself. Such devices have been
reported,43 although design is complicated by a number of problems, includ-
ing the need to provide noble metal gate metallization and ionic contami-
nation of the gate.43 Additionally, follower circuits typically have a gain of
slightly less than unity so the implementation of a follower circuit as the
first amplification stage introduces additional electrical noise while slightly
attenuating the signal of interest. Given these problems it may be preferable
to position recording sites slightly away from the amplification circuitry,
especially as modeling studies have suggested that, on the length scales
typically found in probes for CNS applications, parasitic capacitance and
cross-talk can be kept at a manageable level even when multiple intercon-
nection layers are implemented.16

Research led principally by Fromherz and Offenhäusser44–48 has, how-
ever, focused on this type of interface. In this particular approach, there is
no metallization on the gate of the FET used in recording. Stimulating
electrodes are fabricated by thinning the insulation film above doped con-
ducting tracks in the substrate. This approach is illustrated in Figure 13.4.
The main advantage of this approach is that the electrode sites on the array
are chemically virtually indistinguishable from the rest of the surface. This
has been put to good use in terms of surface modification for patterning
and studying cells in culture and is potentially interesting for biocompat-
ibility purposes. Other advantages are that there are no problems with
exposed fabrication layers at electrode sites (e.g., adhesion layers beneath
noble metal films or internal laminations of insulating/passivating films)
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and no concerns about long-term stability of metal electrodes or electro-
chemical activity at low frequencies, such as baseline drift, thus potentially
simplifying fabrication. At present, this approach appears only to be useful
for in vitro applications; however, studies into their electrical properties
have been undertaken,48–50 and the advantages noted make a brief summary
of these relevant to the present topic.

Flicker noise in MOSFET circuits is a significant design consideration
for neural signal recording. When a metal recording site is used, especially
at a distance from the MOSFET, then the designer can implement relatively
large transistors to reduce flicker noise problems. Najafi,14 for instance, used
145-µm-wide, 10.4-µm-long transistors; Ji,51 120-µm-wide, 15-µm-long tran-
sistors. (In both cases, input p-MOS transistors were used as they are less
noisy than n-type devices.) With a direct neuron–transistor junction, the gate
region (hence, the size of the transistor) is limited to the desired area of the
recording site. Offenhäusser et al.46 reported gate dimensions of 28 × 12 µm
down to 10 × 4 µm. In this case, recording is limited to neural signals of
greater than about 100 µV amplitude. In comparison, Bai et al.52 have
reported overall noise levels as low as 20 µV for very complex three-dimen-
sional recording arrays, and it is anticipated that noise levels can be reduced
to below those of the metal recording sites themselves. In the in vitro situa-
tion, however, neurons placed or grown directly over FETs can couple tightly
to the substrate. In this case, recorded signals can rise from several hundred
microvolts to millivolt amplitudes. Such sealing to metal microelectrodes
appears to be difficult to achieve. Unfortunately, when considering chronic
neural implants, the microelectrode structure is typically surrounded by
connective tissue that will prevent this type of seal from being achieved.53–55

The electrical mechanism by which the nonmetallized stimulation sites
of these devices couple to cells placed or grown over them has been stud-
ied.48–50,56 As may be expected, this is primarily a capacitive mechanism,
complicated by the placement and coupling of the cell body to the substrate.
This contrasts with metal microelectrode sites, however, in that when stim-
ulation is applied using the latter, they have to be operated in a charge-
balanced pseudo-capacitive regime in order to prevent degradation of the

Figure 13.4 Neuron–transistor junction and capacitive stimulation electrode.44–48 Not
to scale.

FET

cell

stimulation
site

©2003 CRC Press LLC



site through electrochemical activity. While the designer suffers from this
disadvantage with metal microelectrode stimulating sites, this is compen-
sated for by a number of advantages. The capacitance of these sites can
generally be made to be greater than with insulated sites. The effective
separation of the plates is typically a few angstroms3 due to the electrochem-
ical nature of the interface, surface roughening techniques can be used to
increase the effective plate area of the capacitor, and multivalent oxides (e.g.,
of iridium or tantalum) can be used as the interface layer. All these consid-
erations allow high charge densities to be achieved, resulting in more flexible
stimulation options.

13.2.2 General

A number of general considerations must be kept in mind when designing
CMOS circuitry for implantable MEMS for neuroprosthetics. First, capacitors
implemented on-chip tend to take up relatively large areas of silicon, which
is particularly valuable in PNS applications. Neural signals are of relatively
low frequency compared to those usually encountered in modern electronics,
and relatively large capacitors are generally required to create appropriate
filter circuits. Furthermore, while it is often possible to fabricate adjacent
capacitors that match relatively closely on an IC, absolute tolerances tend to
be poor. Where precision is required, devices may be laser trimmed, but this
adds considerably to the cost of the process. As a consequence, capacitors
are best avoided when possible.

Similarly, resistors are difficult to fabricate. Some processes provide solu-
tions to the creation of high value resistors on chip. Where this option is not
available, the designer has to resort to the unsatisfactory solution of a very
long polysilicon track, and this is only an option for low value resistors. To
overcome this problem in the design of integrated circuits, the active load
is used. This is a transistor biased on by connecting the gate to the drain pin
(Figure13.5c). This acts like a resistor, the exact performance being control-
lable by the choice of aspect ratio.

Transistor-level circuit diagrams can be quite daunting at first sight;
however, they generally consist of a few common motifs. These are repro-
duced in Figure 13.5, using shorthand notation for enhancement-type n-MOS
and p-MOS FETs. Note that source and drain are not distinguished; this is
because the transistors will normally be symmetrical and the substrate bias
is taken care of in very-large-scale integration (VLSI) design (for discrete
devices, the substrate may be biased to source or drain).

Following from the active load configuration, the single transistor
source follower and the common source amplifier are shown in Figures
13.5d and e. In the case of the source follower, the output will approximate
the input, the gain being close to but less than unity provided that the load
resistance is much greater than 1 divided by the transconductance of the
transistor (transconductance, gm, expressed as the ratio of output current to
the input voltage). In the common source amplifier, the current flowing
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through the drain resistor is controlled by the gate voltage (id = gmVGS).
Typically, the gain of such a configuration will be much lower than that
achievable using a common emitter BJT configuration. Note that in each
case, an active load can be used, and closely matched transistor character-
istics provide the designer with more options than would be available
when using discrete devices.

A further use of the availability of matched transistors is the current
mirror circuit (Figure 13.5f). Because the characteristics of these transistors
are almost identical and they are both biased by the same voltage, then
the current flowing through transistor A must be the same as that flowing
through B. Notice that by changing the aspect ratio of one of the transistors
it is possible to have a multiple of the current flowing through the other.

Figure 13.5 Common motifs in CMOS analog circuits. Shorthand notation for (a) n-
MOSFET; (b) p-MOSFET; (c) active loads; (d) source follower with active load; (e)
common source amplifier; (f) current mirror; (g) long-tailed pair (p-MOS) with cur-
rent minor active load; and (h) transmission gate.
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This is often made use of in analog circuits; a single biased transistor is
used to generate a reference current and a series of mirroring transistors
act as current sources for different parts of the circuit. Thus, variations in
supply to one part of the circuit are mirrored throughout and correct
operation is maintained.

The most common input arrangement for an IC amplifier is the differ-
ential pair configuration (Figure 13.5g); this is also known as a “long-tailed
pair.” In this case, p-type MOSFETs have been used as the input transistors.
The current source in the tail would typically be implemented as part of a
current mirror, or as a biased transistor. A current-mirror load is shown in
Figure 13.5g. The effect of this is that both sides of the amplifier contribute
to the output, despite its being taken from only one arm. It is at this point
that additional transistors may be added to adjust the gain of the first stage
and introduce feedback within the amplifier design itself.

One final analog building block of interest is the CMOS transmission
gate (Figure 13.5h). In this case, the MOSFETs are acting as analog switches.
They will either be high impedance (off) when x is the most negative voltage
in the circuit or low impedance (on) when x is the most positive. The con-
trolling signal would typically be a logic signal, so the analog signal being
switched would have to lie within the voltage range used for logic. In the
case of an implantable system, one would endeavor to minimize the number
of power rails and run analog and digital parts of the circuit from the same
supply, although this is not without its drawbacks. Transmission gates can
be implemented in CMOS, n-MOS, or p-MOS technologies, although there
is no bipolar equivalent. If CMOS is not available, the properties of the gate
will be degraded by the threshold VGS required for the transistor to turn on.
The transmission gate itself can form the basis of the analog multiplexer and
may also be used to discharge charge build up or apply test signals to the
inputs of amplifiers. One must be aware, however, of capacitive feedthrough,
both from input to output and from gate to channel.

Compared to analog circuitry, CMOS logic is much simpler to under-
stand. CMOS gates are shown in Figure 13.6. More complex gates are created
by adding combinations of transistors in series and in parallel. The function
of the circuit can be determined by treating each transistor as a switch, with
p-type MOSFETs being “on” when a logic 0 is applied to the gate, and n-
type being on when a logic 1 is applied. Complex logic functions are thus
built up by implementing series and parallel combinations, for each series
combination in the p arm, there must be an equivalent parallel combination
in the n arm, and vice-versa. Feedback from output to input would usually
indicate a latch function of some type.

13.2.2.1 Clocks and oscillators
Digital logic will normally require a clock signal to control it; this can be a
multiphase clock, with several different signals being distributed across the
circuit to effect appropriate control, and it may also be necessary to ensure
that clock edges do not overlap so it can be guaranteed that certain transistors
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turn off before others turn on. The simplest form of oscillator makes use of
the inherent delay present in logic circuits. A string of inverters, with the
output fed back to the input, will oscillate at a frequency related to the total
delay through the chain. More common, however, is the relaxation oscillator,
which comes in various forms based on the same principle. A capacitor is
slowly charged up and then rapidly discharged, creating a sawtooth wave-
form which is shaped to a square wave on the output. Figure 13.7 shows a

Figure 13.6 CMOS logic gates: (a) inverter, (b) NOR gate, (c) NAND gate.

Figure 13.7 Relaxation oscillator formed from two inverters.14,39
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simple relaxation oscillator based on two CMOS inverters. Notice that when
designing with discrete components, it is possible to use current sources and
current mirrors to control the current flowing into a capacitor and hence the
frequency of the oscillator. Once a square wave signal has been generated,
it can be divided down to create the necessary clock phases. Inclusion of
inverter chains in this logic can ensure that edges do not overlap.

Given the caveats regarding implementation of capacitors in integrated
circuits, it is apparent that such circuits cannot be relied on to oscillate at
precisely the desired frequency nor to be as stable as those that incorporate
quartz or similar resonators. Thus, these circuits cannot be relied on for
precise timing. One use for such oscillators has been the control of analog
multiplexers for multichannel recording probes.13,51,58,59 Here the clock signal
of the oscillator has been regenerated off-chip in order to decode and demul-
tiplex the recorded signals. Thus, frequency differences between individual
oscillators could be accounted for if necessary. Peeters et al.59 implemented
a two-wire system for recording probes, which obviously required an on-
chip oscillator for multiplexing.

Recent designs have, however, tended to rely on off chip clock sig-
nals,60–62 and Ji’s design51 implemented a serial communications protocol that
enabled the clock to be regenerated from the data received. This was
achieved by using multilevel logic signals (5 V on the I/O line toggled the
direction; 4 V was a logic 1, and 2V a logic 0; and bits were separated by a
0-V period, so that the logic received a series of pulses that could be used
to regenerate the clock). Injectable stimulators31,32 can use a similar approach,
whereby the RF carrier (of a few megahertz) used to power and communicate
with the device provides it with its primary clock signal.

The main problem with clocked logic, notably in recording applications,
is that of clock coupling through to the analog section. For example, Bai
et al.52 reported about 40 µV of noise on recovered demultiplexed signals,
compared to 20 µV of noise with nonmultiplexed signals. Coupling can be
through stray capacitance or through power line glitches; it is difficult to
separate digital and analog sections of circuitry on ICs in the manner that
is common for discrete circuit design, and decoupling capacitors are not
available. Various strategies are available for ameliorating this problem, the
most basic being good circuit design, care when laying out the circuit, and
good use of extraction and simulation from the layout.64

13.2.2.2 Power-on reset and mode control
It is recommended that logic circuits be supplied with a reset signal to ensure
that they can be put into a known state when desired. This is normally
performed by supplying an additional reset line to the circuit, but when
concerned about the number of wires attached to an implant it would be
desirable to eliminate a dedicated reset connection if possible. The first way
to do this is to ensure that a reset signal is supplied on power-up. This is
normally performed using a capacitor and flip-flop circuit. A transistor or
low resistance path to ground is placed so as to ensure that the flip-flop
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powers up in one particular state (reset signal active). When power is sup-
plied to the circuit, the capacitor will begin to charge, thus providing a
delayed signal to change the state of the flip-flop, inactivating the reset
signal.14,51A few caveats regarding this particular approach should be noted.
The first is that the power supply must ramp up to maximum much more
rapidly than the capacitor charges. This could be a problem with implanted
integrated circuits where not only is the size of the capacitor limited by
available silicon real estate, but the current available from an implanted
power source may also be limited.

Where an external clock signal has been made available, designs have
incorporated this into the power-on reset circuitry such that it is the first
pulse on the clock line that inactivates the reset signal.60 Designs for RF-
powered injectable stimulators and retina prostheses31,35,36,65 generally appear
to incorporate a synchronization sequence within the data transmission pro-
tocol that effectively resets the device. This approach can be effective when
function is relatively limited; however, state machine design can become
burdensome and demanding on silicon real estate. Additionally, without
careful implementation of power-up reset circuitry, one risks the possibility
that the device will power up in an unsafe state, and the safe power cycling
of stimulation circuits must be considered (see, for example, Loeb et al.31).

Because CMOS circuits, unlike bipolar circuits, can operate over a range
of supply voltages, this provides the designer with further options in reset-
ting or changing the operating mode of the circuit. Self-test features have
been implemented13,58 that are activated by raising the supply voltage above
normal operating voltage. Once again, this can be implemented by a flip-
flop activated by a transistor attached to the supply rail in such a way that
it does not reach threshold and turn on until the supply rail is raised to a
specific voltage. Ji and Wise58 also introduced a multilevel logic system
whereby a comparator was used to detect a 5-V signal on the signal I/O
line. This enabled the design to toggle between send and receive modes
without requiring an additional signal line.

13.2.2.3 Integrators
The integrator is a useful circuit element that functions as the name suggests
by integrating an input voltage signal. Electronic integrators are not perfect,
being limited by finite supply rail voltages, currents, and leakage; they are,
in fact, a form of low-pass filter. The designer has two basic forms to choose
from, both of which use a capacitor as the integrating element.40

A transconductance integrator involves conversion of the input voltage
to a current, usually through transistor action, which is used to charge a
capacitor. The output voltage is measured across the capacitor. A disadvan-
tage of this circuit is the need to place additional circuit elements in the
output circuit of the converter to provide feedback control, which can affect
noise performance or dynamic range. For this reason, operational amplifier
integrators are often preferred for such applications; this is essentially an
operational amplifier circuit with a capacitor in the feedback path.
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Beyond filtering, the principle application for integrators is to provide
sawtooth signals and reference slopes (as elements within relaxation oscil-
lators, for instance). These may be incorporated into analog-to-digital con-
verters or voltage-controlled oscillators for use in phase-locked loops.

13.2.2.4 Phase-locked loops
The phase-locked loop (PLL) is used to synchronize a system clock signal
with an incoming clock signal for which only the approximate frequency
range is known. They can also be used as frequency multipliers to synthe-
size high-frequency clocks from low-frequency reference signals. The prin-
ciple use of PLLs in neurotechnology has been in decoding the complex
multiplexed data signals generated by recording devices.66 The PLL (Figure
13.8) consists of a voltage-controlled oscillator (VCO), the control being
provided through an integrator element which ramps up at a rate deter-
mined by the input voltage, before being reset. The phase of the shaped
(square wave) output of the VCO is compared with input signal, and the
difference is fed back as a voltage through a low-pass filter to the control-
ling input of the VCO. The output of the PLL locks onto the reference signal
after a period of time determined by the filter in the feedback path; there-
after, synchronization can be maintained even if some transitions of the
reference signal are missed.

13.2.3 Recording

Further to the general circuit elements discussed in the proceeding section,
a number of elements have more specific application in the recording of
neural signals through MEMS-based microelectrode devices. These are, in
particular, preamplifiers, filters, switched-capacitor filters, and analog-to-
digital converters.

13.2.3.1 Signal preamplifiers
One of the earliest goals of MEMS-based electrodes for neurophysiological
applications was to be able to integrate signal preamplifiers as close to the
recording site as possible, thus reducing as far as possible the problems of
externally induced noise.4,43 Beyond the general requirements of good low
noise design, good power-supply rejection ratio (PSRR, a measure of the
immunity of the amplifier from noise on the power-supply lines), and low
power consumption, the designer is faced with additional problems not

Figure 13.8 Components of a phase-locked loop (PLL).
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normally encountered in amplifier design — specifically, baseline (DC) drift
of microelectrode recording sites, polarization of the recording site, and
charge build-up on the MOSFET gate.

It is known that even the passage of very small (fA) DC currents across
microelectrode sites can result in offset signals that are orders of magnitude
larger than the signals of interest.14 This generally precludes the use of low-
noise BJTs or JFETs as the input stage of preamplifiers, because the offset
voltages induced would tend to saturate the input stage of the amplifier,
and current flow may have a deleterious effect on the electrode site and
surrounding tissue. The FET solution then suffers from the possibility of
charge build up on the gate of the transistor. An additional problem, under
certain circumstances, is optically induced currents.67 The designer must
compromise the need for a high-input impedance, which must be at least
one order of magnitude greater than that of the site, against the requirements
of low gain at DC and a path of known impedance for bias currents and
discharge of charge build up. In discrete circuits this can be solved using a
high-value resistor and a relatively high supply voltage (e.g., ±12 V) to avoid
saturation of the first amplifier stage; more severe filtering would be per-
formed by subsequent circuits.68

A biased diode can be employed to provide the appropriate input resis-
tance required,13,69 often in conjunction with a transmission gate that can be
turned on to provide a discharge path to ground, if necessary. At least one
early design implemented a capacitor to decouple the recording site.67 This,
however, required considerable silicon real estate for the 30 pF capacitors
that were required, compared to capacitors of 3 pF or less employed in DC-
coupled designs with filters.13,58 More recent work by Bai and Wise69 has
reviewed a number of possibilities for DC baseline stabilization for a closed-
loop amplifier without any filtering. In this case, a closed-loop amplifier was
desired, as it was seen as providing more stable gain characteristics. 

Furthermore, it must be recognized that the high-frequency cut-off is
equally of importance when considering the noise performance of the sys-
tem. Normally, however, this is less problematic than the low-frequency cut-
off, as it can be implemented with a relatively small loading capacitor in the
output stage (see, for example, Ji and Wise58) or through design (for example,
Takahashi and Matsuo67 used the gate capacitance of the input transistor to
achieve a high-frequency cut-off). Further studies on noise performance for
integrated neural signal preamplifiers have recently been published.69–71

13.2.3.2 Filtering
As previously stated, filter design is compromised by the problems of con-
serving silicon real estate and fabricating low-tolerance capacitors on-chip;
in such cases, the designer may find it desirable to avoid continuous time
active filters where possible. Takahashi and Matsuo,67 however, used large
decoupling capacitors between recording site and amplifier, whereas Bai and
Wise69 have attempted to obviate the need to attenuate low-frequency com-
ponents in the preamplifier by careful input stage design. Otherwise, the
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preferred approach in preamplifier design has been to implement a diode-
capacitor filter58,60,72 (Figure 13.9); the equivalent resistance of the diodes is
relatively high, enabling the designer to use correspondingly small capaci-
tors to achieve the desired low-frequency response. This filter design would
normally provide negative feedback from the output stage of the amplifier
to the input stage.

The principle alternative to continuous time filtering is the switched
capacitor filter.39 This is implemented with CMOS switches, as indicated in
Figure 13.10. The switches are operated at a frequency much greater than
the highest frequency in the signal, and the circuit acts as an integrator (Vout

= f0c1/c2 ∫ Vindt). It can therefore be used to substitute continuous time inte-
grators in filter circuits. Because the transfer function of the circuit depends
on the ratio of the two capacitors, rather than their absolute values, it lends
itself to IC fabrication where the relative values of two components can be
controlled to a much greater degree than their absolute values. It is also
possible to tune the filters thus realized through the clock frequency.

Switched capacitor filters do, however, have a number of disadvantages
for the present application. First, there is the problem of clock feedthrough,
where transients appear in the output signal at the frequency of the clock
signal used. Furthermore, any noise in the input signal at or near the clock
frequency will be aliased down and appear in the output signal within the
pass-band. Finally, in addition to a generally reduced dynamic range com-
pared to continuous time-active filters, the switched-capacitor filter will
typically consume more power. This is due to the fact that power dissipation
in CMOS logic circuits is strongly related to clock frequency. For these rea-

Figure 13.9 Diode-capacitor lowpass filter that has been implemented in several
integrated neural signal preamplifier circuits.58,60,72

Figure 13.10 Principle of the switched capacitance filter.
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sons, the switched capacitor filter is probably not appropriate in the early
stages of a recording system; however, it could potentially be used to good
effect in some applications.

13.2.3.3 Analog-to-digital converters
The principle problem with multiplexing analog signals onto a single wire
for transmission to a centralized control unit of a neuroprosthesis is that the
signals, although amplified, are still susceptible to interference. For this
reason, conversion of the signals to digital format is desirable, and the
designer has a number of options by which to implement this.

At this point it will be assumed that a full reproduction of the recorded
single unit action potential is required. Normally one would use an upper
frequency of interest of 10 kHz, but for a best case when considering con-
verter design an upper frequency of 3 kHz will be assumed here.73,74 In this
case, the converter would have to sample the signal at least every 0.1 msec
(10-kHz sampling frequency). For 100 recording sites, this would require a
1-MHz converter, or several converters operating at lower frequencies. The
problem is not, therefore, as simple as it first appears to be. A variety of
analog-to-digital converter (ADC) designs can be selected for this purpose,
the most common and promising being the successive approximation ADC,
the flash converter, the sigma–delta converter, and integrating converters.
The function of these being outlined below. These converters will generally
need to be combined with sample and hold circuits to stabilize the input
signal during the conversion process. These contain capacitors that are
charged from the input signal through a digitally controlled switch.

13.2.3.3.1 Successive approximation ADC. The operation of the succes-
sive approximation ADC is illustrated diagrammatically in Figure 13.11. The

Figure 13.11 Illustration of the operation of a four-bit ADC. The input signal is shown
as a dashed line, and the test value of the DAC is shown as a heavy line. In the first
cycle (a), the most significant bit (msb) of the DAC is set and the output compared
to the input signal. The input signal is greater; therefore, the bit remains set at the
end of the step. Then (b) the next bit of the DAC is set. The input signal is less than
the output of the DAC so this bit is reset. This is repeated in steps (c) and (d) to give
a final value of 1010 after four steps.
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converter is comprised of a comparator and a digital-to-analog converter
(DAC), the output of which is compared to the analog input signal. The first
bit of the DAC is set and the output compared to the input signal. If the
input is less than the output of the DAC then the most significant bit is reset.
This sequence is then repeated for the next most significant bit and the
remaining bits in sequence. The number represented on the inputs to the
DAC is then the output of the ADC. This is a clocked circuit, and power
dissipation will be affected by clock frequency; this in turn will depend on
the number of bits used in the converter and the desired conversion time.

13.2.3.3 Flash ADC. The conversion time of the flash ADC is limited
only by signal delays through the circuit and the frequency response of the
analog components. It consists of a reference resistor chain and a number of
comparators related to the number of quantization levels desired. If an eight-
bit result is required, then 255 separate reference voltages are generated and
255 comparators are used to compare the input signal to each of these. The
output of the comparators is then converted to an eight-bit number using
conventional combinatorial digital logic. The power dissipation of the con-
verter and area of the circuit are related to the number of bits required in
the output. The converter will also be relatively inaccurate due to process
variations. There are alternatives to full-flash converters that incorporate
partial flash conversion of the signal. These designs trade reduced compo-
nent count for speed.

13.2.3.4 Sigma–delta ADC. The sigma–delta converter has recently
gained popularity due to the increasing speed of CMOS ICs. There are
various designs, but they essentially consist of a single comparator and an
integrator. In the simplest form, a number of pulses are supplied to the
input of the integrator over a specific time period. When the output of the
integrator reaches the value of the input signal then the number of pulses
supplied provides the output of the converter. This is the opposite of the
flash converter. For an eight-bit converter, for instance, 255 clock pulses
are required to effect the conversion. Sigma–delta converters are generally
the most accurate converters available; however, the conversion times
available and high clock frequencies suggest that they are not suitable for
the present application.

13.2.3.5 Integrating ADCs. Integrating ADCs are, perhaps, the most
useful form of ADC for the present application. The simplest form of inte-
grating ADC consists of a comparator, counter, current source, and capacitor.
The counter is started at the same time that the current source is applied to
the discharged capacitor. When the voltage across the capacitor is equal to
the input signal, the counter is stopped and the number it contains represents
the input signal level. The advantage of this approach is that the two halves
of the converter can be separated. The capacitor and comparator can be
implemented near the recording site, and the counter can be implemented
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on the central controller, which may not have so many design restrictions
as remote components of the system. Signals from several different sites can
be multiplexed together as pulse-width modulated (PWM) signals for trans-
mission via a single connecting wire. The speed of the converter is essentially
limited by the clock frequency, although the analog circuitry will itself play
a part at high clock frequencies. Process variations can also limit the accuracy
of the converter. Use of dual slope converters can help overcome this prob-
lem. In this case, the capacitor is charged for a fixed period of time from a
current source that is proportional to the input voltage. The capacitor is then
discharged using a fixed current source; the discharge time will be propor-
tional to the input voltage.

13.2.4 Stimulation

Following this review, only one major circuit element remains that is specific
to MEMS-based stimulators, and that is the stimulus delivery circuit and
associated digital-to-analog converter. The need for a stable power supply
must be kept in mind, however.

13.2.4.1 Voltage-output DACs
The output stage of a stimulator is normally designed to deliver biphasic
charge balanced pulses. For this purpose, current output DACs, as described
in the following section, are most appropriate. Applications for voltage-
output DACs would include ADCs, as described in the previous section, or
the control of current sources. Note that current output DACs can be used
in these applications with an appropriate current to voltage output stage.
Two common voltage-output DACs are shown in Figure 13.12, one based
on a summing amplifier and one on the R-2R ladder network.

13.2.4.2 Current output DACs
The conventional form of the current output DAC is shown in Figure 13.13.
It consists of a series of scaled current mirrors, with MOS switches to connect
them to the electrode site. In Figure 13.13 both the source and sink halves
of an eight-bit converter are shown, although not all the bits are shown. This
format has been implemented for a number of different designs.37,60,61 Nor-
mally, only one or a few converters would be implemented, with the outputs
multiplexed onto different electrode sites.

An interesting bi-CMOS version has been implemented by Kim and
Wise.75 In this version, scaled transistors supply current to the base connec-
tion of a BJT. The current flowing through the BJT is proportional to the base
current, thus a converter was realized with a much reduced transistor count,
the current mirroring transistors being rendered unnecessary. In addition,
the circuit was designed for reduced power operation. Tanghe and Wise61

also published an interesting circuit, where the same current source path
was used for both source and sink current mirror circuits. This should ensure
closer matching between source and sink currents.
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Another option to ensure balanced charge operation has been to use a
single-current source DAC and switch this between active and reference
electrodes using a H-bridge style circuit.36,76 Suaning and Lovell36 also imple-

Figure 13.12 Four-bit DACs: (a) based on a summing amplifier, and (b) based on the
R-2R ladder network. Both examples show inverting amplifiers so the outputs will
be negative. D3 is the msb; D0 the lsb.

Figure 13.13 Eight-bit current output DAC with source and sink outputs. Transistor
aspect ratios are for illustration only. Note that the data bits to the source transistors
(DPx) are inverted. Not all of the transistors have been shown.

-
+

Rf

R

2R

4R

8R

D3

D2

D1

D0

0

Vou t

(a)

-
+

0

R

Vou t

0

Vref

R R R

2R 2R 2R 2R

2R

(b)

D0D1D2D3

-

0

source

sink

1

1

2

1

128

1

64

1

1

1

2

1

128

1

64

1

DP0DP1DP6DP7

DN0DN1DN6DN7

©2003 CRC Press LLC



ment decoupling capacitors on the output of the bridge circuit to isolate the
electrode sites from DC bias.

An alternative approach has been described for injectable stimulators.31,32

In the system described by Loeb et al.,31 a steady-state polarization is main-
tained between capacitive working and reference electrodes. Stimulation is
by way of a current pulse (1.5 or 15 mA), which discharges the capacitor. A
smaller current (0.01 or 0.1 mA) then recharges the system. Stimulation is
principally effected by the high-amplitude pulse, and charge balance is main-
tained due to the longer recharge period at lower current.

13.2.5 Elements specific to CNS prostheses

The design constraints on prostheses located within the skull are a little more
relaxed than for prostheses that have components distributed throughout
the PNS. For this reason power regulation and communication are treated
as elements specific to PNS prostheses, because greater problems are antic-
ipated for PNS than CNS prostheses in this respect. As to elements specific
to CNS prostheses, the more complex and resource-hungry circuits discussed
are more likely to be implemented in CNS prostheses than in PNS prostheses.
At present, technologies are not sufficiently advanced to be able to pick out
particular circuit elements that are specifically applicable to CNS prostheses;
those discussed tend to represent elements that are desirable for both CNS
and PNS applications. More specific elements will appear as specialized
signal processing elements, as MEMS-based neuroprosthetic systems become
more application orientated.

13.2.6 Elements specific to PNS prostheses

Unlike components located within the skull, it is desirable that MEMS-based
components located in the PNS should have as few leads attached as possi-
ble. This leads to one aspect more peculiar to PNS prostheses and retina
prostheses than to CNS prostheses — specifically, radiofrequency (RF) com-
munication and power transmission. This has been a particular factor in
injectable stimulators31,32 and retinal prostheses. The unique problems asso-
ciated with this approach stem from its combination with MEMS and the
resulting restrictions on size and location, particularly with injectable stim-
ulators.36,65,77,78 Within this section, however, the aspects addressed will be
those of circuit design, particularly power regulation and approaches to
communication.

13.2.6.1 Voltage regulation
Voltage regulation of some degree may be required for implants with
wire connections, particularly if these incorporate sensitive circuitry and
some signaling is performed by voltage changes on the power supply
lines.13,58 RF-coupled power31,36,37,63 will be rectified and a large smoothing
capacitor will used across the input of the regulator. Voltage regulators
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operate from a reference voltage that will usually be in the form of a
zener diode. Ziaie et al.32 used zener diodes with BJTs, where the forward
voltage drop of the base-emitter junction is known (0.7 V) to form a basic
voltage regulator. More complex voltage regulators incorporate an ampli-
fier of some sort with a high current output stage. The basic principle is
illustrated in Figure 13.14. This amplifier could be as simple as a long-
tailed pair, but note that the input supply has to be smoothed sufficiently
by the capacitor to ensure operation.

Voltage regulators are going to be temperature hot spots on any die,
because they will incorporate one or more components that have a large
voltage drop across them with a large current flowing. This means that
design and location of power regulation circuits needs to be carefully con-
sidered. Not all parts of the circuit may require voltage regulation; where
stimulation is current controlled, for example, the rectified and smoothed
signal could be used (see, for example, Loeb et al.31).

Recently, an alternative to powering via RF coupling or implanted bat-
teries has been proposed: transcutaneous optical powering.79–81 Optical pow-
ering and even data may be supplied by an infrared (IR) LED array or laser
and converted to electrical power through PIN photodiode arrays. Edell79

also presented a scheme by which recorded signals would be transmitted
optically from the implant. Obviously this scheme has also received partic-
ular attention in retinal prosthetic applications.33,34

13.2.6.2 Communication schemes
Although IR powering and data transmission has been suggested for wire-
less implants,33–35,79–81 RF approaches appear to be more developed, prob-
ably due to the history of this technique in prosthetic applications. A
favored approach to data transmission has been the use of an amplitude-
modulated (AM) carrier.31,35,65 Fast switching of this carrier is achieved by
frequency modulating the original data and delivering this to a tuned
(resonant) antenna circuit. When the frequency of the signal deviates from
the resonant frequency of the circuit, a reduction in amplitude of the
transmitted signal results.

Figure 13.14 Principle of a voltage regulator based on an amplifier and reference
source. Note that the output will be a multiple of the reference (Vref) and that the
input voltage must be smoothed sufficiently to ensure that the reference is stable and
the amplifier can drive to at least Vout + 0.7 V.
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Demodulation of the transmitted signal can be achieved by filtering to
remove the carrier frequency, and the subsequent use of a comparator or
Schmitt trigger.32,35 This is essentially a relatively low open-loop gain ampli-
fier with some positive feedback. The positive feedback induces some
hysteresis in the circuit, making it noise tolerant to some degree. The
injectable devices described by Loeb et al.31 demodulate the transmitted
data by comparing short-term fluctuations in the received signal with a
longer term average.

Some groups have used pulse-width modulation (PWM) techniques, or
variations thereon, to encode the data.37,65 In this situation, the ratio of the
high (mark) period to the low (space) period of the AM signal provides the
indication of a logic 1 or 0. The usual way to decode these signals is to
implement a clock, possibly derived from the RF carrier frequency,31 which
drives a counter circuit. This would be used to count the time of a mark (or
space) in the incoming signal, and hence determine the value of the corre-
sponding bit.

Clements et al.37,76 implemented a delay locked loop (DLL) and a varia-
tion on PWM. Three taps from a voltage-controlled delay line were used to
determine whether or not the incoming signal represented a 1 or a 0. The
advantage of this approach was that data transmission would have relatively
little effect on the power level received by the implant, and a clock signal
could be derived from the incoming data. The DLL consisted of a string of
inverters, whereby the current controlling them (and hence the delay through
them) was independently controlled. Thus, the total delay could be adjusted
to the frequency of the incoming data in a manner reminiscent to the oper-
ation of a PLL.

Manchester encoding has also been implemented.31,35,82 Logic levels are
represented by a transition halfway through the bit; a logic 0 is represented
by a low to high transition, and a logic 1 by a high to low transition. Clock
signals may be recovered from this encoding scheme, and it has the addi-
tional advantage that the AM signal is low for exactly half a bit period, and
high for the other half.

The data transmission protocol for such implanted devices has generally
been of a broadly similar format. An initial reset or synchronization signal
would be followed by a binary address — the number of the device for
which the subsequent data were intended, and a set of stimulation param-
eters encoded in binary. The stimulation period either would be part of these
binary-encoded parameters or would be signaled in some manner by the
transmitter (e.g., the time the signal remains high following the last word of
data). Parameters would typically be programmed for every single pulse, as
preprogrammed parameters could become corrupted. If incomplete data
were to be received, this would be discarded until a new synchronization
or reset signal were received and the process would begin again.

Suaning and Lovell36 reviewed RF communications with neuroprostheses
in relation to their application, a retinal prosthesis. They implemented an
approach whereby parameters were set by counting down the number of
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pulses transmitted in a particular packet. Different timing mechanisms were
also implemented to ensure that data were correctly received. Although elec-
trode selection was implemented, device addressing was not. Suaning and
Lovell also implemented a reverse telemetry system that provided an indica-
tion of power levels supplied to the IC and to the stimulation circuitry. Con-
necting the supply voltage to the receiver antenna would cause a pulse that
could be detected by the transmitter during quiet periods in the transmission.

Following completion of stimulation, the voltages of interest would be
connected to resistor–capacitor circuits. These would discharge, and, upon
reaching a reference level, the telemetry pulse would be effected. Thus, the
time period between completion of stimulation and reception of the reverse
telemetry pulse would indicate the levels of these voltages. These could
be used as diagnostics, not only to confirm operation of the implant but
also as an indication the electrical characteristics of the tissue adjacent to
the electrodes.

13.2.7 Elements specific to retina prostheses

Most of the elements required by a retina prosthesis have been discussed in
the preceding sections. One unique approach to the retina prosthesis has
been to utilize arrays of photodiodes coupled to electrodes in such a way
that illumination of the photodiode would stimulate the adjacent tissue,33,34,83

power for the stimulation being derived from the incident illumination.
Although the practical application of this approach has been demonstrated,
at least one group feels that the intensity of illumination required to effect
stimulation would be too great for long-term application and has recom-
mended an array combined with an external power source for stimulation.34

This would have the added advantage of enabling the use of a higher
resolution array.

13.2.8 Other elements

The use of flexible polyimide microelectrode devices10,11,84,85 prevents the
direct integration of electronic devices onto the microelectrodes themselves
(a monolithic solution). Hybrid solutions, where different elements of a
system are produced using different technologies and then assembled, have
advantages in terms of cost and speed of solution. Schuettler et al.12 have,
for example, reported a hybrid system incorporating a micromachined poly-
imide electrode array and interconnection system, three bare dice of com-
mercially available ICs, and five passive components. A similar hybrid
approach, although with custom-designed ICs, has been used in the devel-
opment of a high-density connector system,86 and a flip-chip approach has
been proposed for contacting pincushion arrays.57,87 Another example of the
hybrid approach is an RF transmitter developed for biotelemetry.63 This
incorporated a surface-mount RF transistor with MEMS components (induc-
tor, metal–polysilicon capacitors, and a polysilicon resistor).
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13.3 Future directions

It is clear that we need to know a lot more about the nervous system and
likely tissue reactions to MEMS-based devices in order for the technology
to achieve its full potential. One can expect that application of the current
generation of technology can show the way in this respect (e.g., see Refer-
ences 9, 21, and 88). In addition, injectable stimulators and retinal prosthesis
projects are showing considerable promise in providing direct benefit to
patients from current technologies.

One of the clear implications for the future is that the low-power circuit
design techniques that have resulted from the demand for portable equip-
ment will be taken up and implemented in neurotechnology. It also seems
likely that the widening access to bi-CMOS processes on a multiproject basis
(e.g., through MOSIS in the United States and Europractice in Europe) will
result in increasing numbers of bi-CMOS designs, which are able to incor-
porate of the advantages of both bipolar and CMOS technologies.

What is more difficult to predict is the form that future circuit designs
will take: full custom, semicustom, monolithic with MEMS, hybrid, etc. The
mechanical properties of silicon and the biocompatibility results achieved
with polyimide substrate microelectrode structures by the Fraunhöfer Insti-
tute for Biomedical Engineering10,11 has led to further development of poly-
imide-based devices, including penetrating arrays.85 In cases where the elec-
trode substrate is not silicon, the fabrication process for the IC is not
constrained by enforced compatibility with the MEMS process.

The design problem appears challenging enough that full-custom
designs will, for the short term at least, provide the best solutions. The
designer is, however, increasingly provided for in terms of tools, technol-
ogies, and intellectual properties that can be brought to bear on the prob-
lem. The current industrial trend for System-on-Chip (SoC) designs that
incorporate analog and digital components on a single die should spin-off
increasing knowledge and improved technologies that can be taken up in
neuroprosthetics.

Another area of investigation is powering and control of implants. RF
has tended to be dominant in the past, with IR a relative newcomer. New
and innovative approaches to this problem would undoubtedly be welcome.

As mentioned, increased understanding of the operation of the nervous
system is essential. This is particularly important when the potential data-
gathering capacity of MEMS-based multimicroelectrode devices is considered
(e.g., one device with 100 recording sites, each sampling extracellular spikes
with information content to 10 kHz and eight-bit precision, implies a minimal
data rate of 16 Mbps and the necessary processing power to make sense of
the incoming data). Obviously, data compression and interpretation have to
occur near the recording site; the best way to approach this problem will be
informed by experimental results arising from the existing technology.

In 1991, Peeters et al.59 presented a design that illustrates some of the
ingenuity that has gone into solving the problems presented. A probe with
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ten recording sites was interfaced using only two wires: power and ground.
The signal arising at each recording site was amplified and these were then
multiplexed onto the input of a second amplification stage. An on-chip
oscillator was used to drive the multiplexer. The output of this stage was
compared with a reference voltage; any signals above a preset threshold
indicated neural activity at the site. This was signaled through a current
source that was connected across the power lines. The signal was pulse-
width modulated to indicate the active channel. Thus, activity on channel 1
would cause a current pulse of 10-µsec duration to be drawn from the power
supply, and activity on channel 10 would cause a 100-µs pulse; these pulses
were detectable by the external circuitry. The disadvantages of such a system
are quite apparent; however, the description provides considerable inspira-
tion when dealing with the problems posed to neurotechnology.
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14.1 Introduction

The past 30 years have witnessed the emergence of molecular electronics as
an important technology for the 21st century.1,2 While modern electronics
is based largely on silicon, molecular electronics is concerned with the
exploitation of organic and biological materials in electronic and opto-
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electronic devices. Serious research started in the United States in the 1970s
with pioneering work by Aviram, at IBM, who proposed a structure for a
molecular rectifier.3 Impetus was provided by the enthusiasm of Carter
working in the U.S. Naval Research Laboratory,4 and the field was epito-
mized by the elegant experiments on monolayer films undertaken by Kuhn
in Göttingen.5 However, the term molecular electronics dates further back,
to an ambitious project instigated by the U.S. Air Force in the 1950s in an
attempt to develop the integrated circuit.6 The idea, which was radically
different from other approaches to microelectronics, was to build a circuit
in a solid without reproducing the individual component functions.
Although analogies with the biological world are evident, the project
required technology that was not available at the time (and perhaps is only
now beginning to emerge), and little progress was made.

The subject of molecular electronics, as it has matured, can broadly be
divided into two themes, as indicated in Figure 14.1, although there is
substantial overlap. The first concerns the development of electronic and
opto-electronic devices using the unique macroscopic properties of organic
compounds (molecular materials for electronics). This division of molecular
electronics is already making a technological impact, the best-known exam-
ple being the liquid crystal display. Other areas in which organic com-
pounds are becoming increasingly important are organic light-emitting
displays, pyroelectric plastics for infrared imaging, and chemical and bio-
chemical sensors.

The second strand to molecular electronics (molecular scale electronics)
recognizes the dramatic size reduction in the individual processing elements

Figure 14.1 Scope of molecular electronics.

©2003 CRC Press LLC



in integrated circuits over recent years. Moore’s law — namely, the functions
per chip double every 1.5 years — will probably describe developments over
at least the next decade. The semiconductor industries have produced an
International Technology Roadmap on the future of complementary metal-
oxide semiconductor (CMOS) technology.7 Figure 14.2 shows the expected
growth in the density of the transistors in both the microprocessor unit
(MPU) and the dynamic random access memory (DRAM) of a CMOS chip
over the next decade. The prediction is for a 30-nm minimum feature size
(gate length) for the MPU and 1010 transistors per cm2 in the case of the
memory by the year 2012. These figures are regularly updated.

14.2 Conductive organic materials

The electronic and opto-electronic properties of silicon and gallium arsenide
derive from the covalent bonds formed between the individual atoms. How-
ever, semiconductive behavior is not restricted to inorganic materials. Cer-
tain organic compounds possess significant electrical conductivity.8,9 The
physical explanation can be found in the band theory for solids, one of the
great success stories of modern physics.

Whenever two identical atoms are brought close together, the electron
orbitals overlap and the energy level associated with each electron in the
separated atoms is split into two new levels, with one above and one below
the original level. Consider, for example, the formation of a hydrogen mol-

Figure 14.2 Semiconductor Industries Association roadmap for CMOS technology
showing the predicted growth in density of the transistors in the microprocessor unit
(MPU) and the dynamic random access memory (DRAM).7
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ecule from two separated atoms. When the two atoms approach each other
so that their 1s electron orbitals overlap, two new σ-electronic orbitals are
formed around the atoms, symmetric with respect to the interatomic axis.
In one orbital, the bonding orbital, the electron has a lower energy than in
the isolated atom orbital and, in the other, the antibonding orbital, an electron
has a higher energy.

In an extended solid many atoms can interact and many similar splittings
of energy levels occur. For a solid containing approximately 1026 (Avogadro’s
number) atoms, each energy level splits, but the energies between these split
levels are very small, and continuous ranges or bands of energy are formed.
Two such important bands are the valence band and the conduction band,
analogous to the bonding and antibonding levels of the two-atom model.
The energy gap, or band gap, between them is a forbidden zone for electrons.
Electrical conduction takes place by electrons moving under the influence
of an applied electric field in the conduction band and/or holes moving in
the valence band. Holes are really vacancies in a band but, for convenience,
they may be regarded as positively charged carriers.

An important feature of the band model is that the electrons are delo-
calized or spread over the lattice. The strength of the interaction between
the overlapping orbitals determines the extent of delocalization that is pos-
sible for a given system. An important material parameter is the mobility of
the charge carriers. This is defined as the carrier velocity divided by the
electric field and provides an indication of how quickly the carriers react to
the field (i.e., the frequency response of the material). The greater the degree
of electron delocalization, the larger the width of the bands (in energy terms)
and the higher the mobility of the carriers within the band. For many poly-
meric organic materials, the molecular orbitals responsible for bonding the
carbon atoms of the chain together are the sp3 hybridized σ-orbitals that do
not give rise to extensive overlapping. The resulting band gap is large, as
the electrons involved in the bonding are strongly localized on the carbon
atoms and cannot contribute to the conduction process. This is why a simple
saturated polymer such as polyethylene, –(CH2)n–, is an electrical insulator.

A significant increase in the degree of electron delocalization may be
found in unsaturated polymers (i.e., those containing double and triple
carbon–carbon bonds). If each carbon atom along the chain has only one
other atom (e.g., hydrogen) attached to it, the spare electron in a pz orbital
of the carbon atom overlaps with those of carbon atoms on either side,
forming delocalized molecular orbitals of π-symmetry. For a simple lattice
of length L = Na, where N is the total number of atoms and a is the spacing
between them, it can be shown that the total number of electron states in
the lowest energy band is exactly equal to N. This result is true for every
energy band in the system and applies to three-dimensional lattices. Allow-
ing for two spin orientations of an electron, the Pauli exclusion principle
requires that there will be room for two electrons per cell of the lattice in an
energy band. If each atom contributes one bonding electron, the valence
band will be only half filled.
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From the above it might be expected that a linear polymer backbone
consisting of many strongly interacting coplanar pz orbitals, each of which
contributes one electron to the resultant continuous π-electron system, would
behave as a one-dimensional metal with a half-filled conduction band. In
chemical terms, this is a conjugated chain and may be represented by a
system of alternating single and double bonds. It turns out that, for one-
dimensional systems, such a chain can more efficiently lower its energy by
introducing bond alternation (alternating short and long bonds). This limits
the extent of electronic delocalization that can take place along the backbone.
The effect is to open an energy gap in the electronic structure of the polymer.
All conjugated polymers are large band-gap semiconductors, with band gaps
more than about 1.5 eV, rather than metals (the band gap in silicon is 1.1 eV
at room temperature).

Figure 14.3 depicts the bond formation and electronic band structure of
a simple conjugated polymer, polyacetylene. The overlapping of the pz orbit-
als to form π bonds is shown in Figure 14.3a and the resulting band structure
in Figure 14.3b. The filled π band is the valence band, while the empty π*

band is the conduction band. Like silicon, the conductivity of polyacetylene
can be changed by the addition of impurity atoms. However, the term doping
is a misnomer, as it tends to imply the use of minute quantities, parts per
million or less, of impurities introduced into a crystal lattice. In the case of
conductive polymers, typically 1 to 50% by weight of chemically oxidizing
(electron withdrawing) or reducing (electron donating) agents are used to
physically alter the number of π electrons on the polymer backbone, leaving
oppositely charged counter ions alongside the polymer chain. These pro-
cesses are redox chemistry. The doping effect can be achieved because a π
electron can be removed (added) without destroying the σ backbone of the
polymer so that the charged polymer remains intact. The increase in con-
ductivity can be as much as 11 orders of magnitude.

Derivatives of the “basic” conductive polymers have been synthesized
to provide certain electronic features (e.g., band gap, electron affinity) and
to increase their processability. Figure 14.4 shows a few examples: poly-
pyrrole, polyparaphenylene, and polyphenylenevinylene. The monomer
repeat units are based on five-membered or six-membered (benzene) car-
bon ring systems.

The electrical properties of organic polymers such as those described
above are not directly comparable to those of silicon. In the latter, the three-
dimensional crystallographic structure provides for extensive carrier delo-
calization throughout the solid, resulting in a relatively high mobility.
Electrical conduction in polymers not only requires carrier transport along
the polymer chains but also “hopping” between these chains, which tend
to lie tangled up like a plate of spaghetti. Although some improvement in
the carrier mobility can be achieved by both increasing the order of the
polymer chains and by improving the purity of the material, the charge
carrier mobilities in organic compounds are usually quite low, making it
difficult to produce very high-speed electronic computational devices that
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Figure 14.3 (a) Chemical (π) bonding in polyacteylene. (b) Electronic band structure
showing the normally empty π* band (conduction band) and the normally filled π
band (valence band).

Figure 14.4 Chemical structures of conductive polymers: (a) polypyrrole, (b) poly-
paraphenylene, and (c) polyphenylenevinylene.
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are competitive with those based on silicon and gallium arsenide. None-
theless, other features make organic compounds attractive for certain types
of electronic device, as indicated in the following sections.

14.3 Thin-film architectures

Technological applications of new materials often require them to be in the
form of thin films. Many thin-film-processing techniques have already been
developed for the fabrication of electronic and opto-electronic components.
Well-established methods of organic film deposition include electrodeposition,
thermal evaporation, and spinning.2 The Langmuir–Blodgett (LB) technique,
self-assembly, and layer-by-layer electrostatic deposition are further means of
producing layers of organic materials; these methods allow ultra-thin-film
assemblies of organic molecules to be engineered at the molecular level.10,11

14.3.1 Langmuir–Blodgett technique

Langmuir–Blodgett films are prepared by first depositing a small quantity
of an amphiphilic compound (i.e., one containing both polar and nonpolar
groups) dissolved in a volatile solvent onto the surface of purified water.11

The classical materials are long-chain fatty acids, such as n-octadecanoic acid
(stearic acid), as shown in Figure 14.5. When the solvent has evaporated, the

Figure 14.5 Chemical formula for n-octadecanoic acid (stearic acid). The approximate
geometrical shape and dimensions of the molecule are shown on the right.
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organic molecules may be organized into a floating two-dimensional “crys-
tal” by compression on the water surface. As the area available to the organic
molecules is reduced, the floating film will undergo several phase transfor-
mations. These are, to a first approximation, analogous to three-dimensional
gas, liquid, and solid phases. The phase changes may readily be identified
by monitoring the surface pressure as a function of the area occupied by the
molecules in the film. This is the two-dimensional equivalent to the pressure
vs. volume isotherm for a gas. Figure 14.6 shows such a plot for a hypothet-
ical long-chain organic monolayer material (e.g., a long-chain fatty acid). In
the gaseous state (G in Figure 14.6) the molecules are far enough apart on
the water surface that they exert little force on one another. As the surface
area of the monolayer is reduced, the hydrocarbon chains will begin to
interact. The liquid state that is formed is generally called the expanded
monolayer phase (E). The hydrocarbon chains of the molecules in such a
film are in a random, rather than regular, orientation with their polar groups
in contact with the subphase. As the molecular area is progressively reduced,
condensed (C) phases may appear. There may be more than one of these,
and the emergence of each condensed phase can be accompanied by constant
pressure regions of the isotherm, as observed in the cases of a gas condensing
to a liquid and a liquid solidifying. In the condensed monolayer states, the
molecules are closely packed and are oriented with their hydrocarbon chain
pointing away from the water surface. The area per molecule in such a state

Figure 14.6 Surface pressure vs. area per molecule isotherm for a long-chain organic
compound showing the gaseous (G), expanded (E), and condensed (C) phases. The
surface pressure Π and area a are in arbitrary units (a.u.).
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will be similar to the cross-sectional area of the hydrocarbon chain (i.e., ≈
0.19 nm2 molecule_1).

If the surface pressure is held constant in one of the condensed phases,
then the film may be transferred from the water surface onto a suitable solid
substrate simply by raising and lowering the latter through the mono-
layer–air interface. This technique, introduced by Langmuir and Blodgett,11

is illustrated in Figure 14.7. In this example, the substrate is hydrophilic and
the floating condensed monolayer (Figure 14.7a) is transferred, like a carpet,
as the substrate is raised through the water (Figure 14.7b). Subsequently, a

Figure 14.7 Langmuir–Blodgett film deposition showing the transfer of amphiphilic
molecules from the surface of water onto a solid substrate.
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monolayer is deposited on each traversal of the monolayer–air interface
(Figure 14.7c). As shown in the figure, these stack in a head-to-head and tail-
to-tail pattern (Figure 14.7d); this deposition mode is called Y-type and is
that most frequently encountered. Instances in which the floating monolayer
is only transferred to the substrate as it is being inserted into the subphase,
or only as it is being removed, are also observed. These deposition modes
are called X-type and Z-type, respectively.

The organization of the organic molecules in LB assemblies may be
investigated by a number of analytical techniques including x-ray and neu-
tron reflection, electron diffraction, and infrared spectroscopy.11 Figure 14.8
shows an example of an atomic force micrograph (AFM) of a 12-layer, n-
eicosanoic acid LB film deposited onto single-crystal silicon.12 Lines of indi-
vidual molecules are evident at the magnification shown.

Monolayer and multilayer films bear a striking resemblance to the nat-
urally occurring biological membrane, as illustrated in Figure 14.9. The basis
for this structure is a bilayer of amphiphilic phospholipid molecules. Pro-
teins, shown as large globular molecules in the figure, are partially embed-
ded in and protruding from this layer. Many components of cell membranes
form condensed layers at the air–water interface, and some can be assembled
into multilayer films.13 Phospholipids, such as phosphatidic acid,14 are good
examples. However, chlorophyll-a, the green pigment in higher plants; vita-
mins A, E, and K; and cholesterol can also form condensed floating mono-
molecular layers. This has led to some work on LB biomimetic systems, in
particular, the development of biological sensors.15

Figure 14.8 Atomic force micrograph of a 12-layer, n-eicosanoic acid Lang-
muir–Blodgett film deposited onto silicon. Unfiltered data obtained with a Digital
Instruments Nanoscope III run in contact mode.12
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14.3.2 Self-assembly

Self-assembly is a much simpler process than that of LB deposition. Mono-
molecular layers are formed by the immersion of an appropriate substrate
into a solution of the organic material (Figure 14.10a). The best known
examples of self-assembled systems are organosilicon on hydroxylated sur-
faces (SiO2, Al2O3, glass, etc.) and alkanethiols on gold, silver, and copper.

10

However, other combinations include dialkyl sulfides on gold; dialkyl dis-
ulfides on gold; alcohols and amines on platinum; and carboxylic acids on
aluminum oxide and silver. The self-assembly process is driven by the inter-
actions between the head group of the self-assembling molecule and the
substrate, resulting in a strong chemical bond between the head group and
a specific surface site (e.g., a covalent Si–O bond for alkyltrichlorosilanes on
hydroxylated surfaces).

The combination of the self-assembly process with molecular recognition
offers a powerful route to the development of nanoscale systems that may
have technological applications as sensors, devices, and switches. For
instance, the complexation of a neutral or ionic guest at one site in a molecule
may induce a change in the optical or redox properties of the system. Fig-
ure 14.10b shows the proposed orientation of a derivative of the electroactive
molecule tetrathiafulvalene (TTF) on a gold surface.16 The incorporation of
the metal-binding macrocyclic structure is to enable the molecule to function
as a metal-cation sensor. Monolayers assembled onto platinum have been
shown to exhibit electrochemical recognition to Ag+ ions.

The self-assembly process, as described above, is usually restricted to
the deposition of a single molecular layer on a solid substrate; however,
chemical means can be exploited to build up multilayer organic films. A
method pioneered by Sagiv is based on the successive absorption and

Figure 14.9 Schematic diagram showing the structure of a biological membrane.
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reaction of appropriate molecules.17,18 The headgroups react with the sub-
strate to give a permanent chemical attachment, and each subsequent layer
is chemically attached to the one before in a very similar way to that used
in systems for supported synthesis of proteins.

14.3.3 Electrostatic layer-by-layer deposition

Another technique for building up thin films of organic molecules is driven
by the ionic attraction between opposite charges in two different polyelec-
trolytes. Figure 14.11 shows a schematic diagram of this layer-by-layer
assembly technique.19,20 A solid substrate with a positively charged planar
surface is immersed in a solution containing an anionic polyelectrolyte and
a monolayer of polyanion is adsorbed (Figure 14.11a). Because the adsorp-
tion is carried out at relatively high concentrations of the polyelectrolyte,
most of the ionic groups remain exposed to the interface with the solution,

Figure 14.10 Self-assembly: (a) self-assembled monolayer film of an alkanethiol on a
gold-coated substrate, and (b) possible orientation of a self-assembled layer of a
cation-sensitive, redox-active molecule.16
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thus the surface charge is reversed. After rinsing in pure water, the sub-
strate is immersed in a solution containing the cationic polyelectrolyte.
Again, a monolayer is adsorbed but now the original surface charge is
restored (Figure 14.11b), thus resulting in the formation of a multilayer
assembly of both polymers (Figure 14.11c). It is possible to use a sensitive
optical technique, such as surface plasmon resonance, to monitor, in situ,
the growth of such electrostatically assembled films.21 The layer-by-layer
method has been used to build up layers of conductive polymers (e.g.,
partially doped polyaniline and a polystyrene polyanion).22 Biocompatible
surfaces consisting of alternate-layers of charged polysaccharides and
oppositely charged synthetic polymers can also be deposited in this way.23

A related, but alternative, approach uses layer-by-layer adsorption driven
by hydrogen bonding interactions.24

14.3.4 Patterning

Patterning technologies are essential in the fabrication of most microlectronic
device structures. Planar components are normally patterned using photo-
lithography. Here, a surface is first covered with a light-sensitive photoresist,
which is exposed to ultraviolet light through a contact mask. Either the
exposed photoresist (positive resist) or the unexposed regions (negative
resist) can then be washed away to leave a positive or negative image of the
mask on the surface. This approach is routinely used in the fabrication of
devices based on inorganic semiconductors. However, difficulties can be
encountered when used with organic films, as the photoresists themselves
are based on organic compounds.

Figure 14.11 Schematic representation of the assembly of a multilayer architecture
by consecutive adsorption of anionic and cationic polyelectrolytes.19
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Brittain et al.25 describe a series of “soft” lithographic methods that
may be better suited to the patterning of organic layers. Pouring a liquid
polymer, such as polydimethylsiloxane (PDMS) onto a “master” made from
silicon forms a pattern-transfer element, as shown in Figure 14.12. The
polymer is allowed to cure to form an elastomer, which can then be
removed from the master (Figure 14.12a). This replica can subsequently be
used as a stamp to transfer chemical ink, such as a solution of an alkaneth-
iol, to a surface (Figure 14.12b).

Scanning microscopy methods offer a powerful means of manipulating
molecules. Careful control of an AFM tip can allow patterns to be drawn in
an organic film.26 Such techniques can also be used to reposition molecules,
such as the fullerene C60, on surfaces and to break up an individual mole-
cule.27 A further approach that has recently been developed at Northwestern
University is called dip-pen nanolithography (DPN).28 This technique, illus-
trated in the Figure 14.13, is able to deliver organic molecules in a positive
printing mode. An AFM tip is used to “write” alkanethiols on a gold thin
film in a manner analogous to that of a fountain pen. Molecules flow from
the AFM tip to a solid substrate (“paper”) via capillary transport, making
DPN a potentially useful tool for assembling nanoscale devices.

The chemisorption of the “ink” is the driving force that moves the ink
from the AFM tip through the water to the substrate as the tip is scanned
across this surface. Adjusting the scan rate and relative humidity can
control line widths. The current line-width resolution is 15 nm and spatial
resolution is less than 10 nm. These parameters are limited by the tip radii
of curvature associated with conventional AFM tips but in principle can

Figure 14.12 Schematic representation of an example of soft lithography: (a) forma-
tion of an elastomeric stamp, and (b) transfer of chemical “ink” to a surface.25
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be decreased through improvements in tip fabrication technology. DPN is
a direct-write nanolithographic process where one can pattern and image
with the same tool.

Recent developments of DPN have included an overwriting capability
that allows one nanostructure to be generated and the areas surrounding
that nanostructure to be filled with a second type of ink.29 Perhaps the
greatest limitation in using scanning probe methodologies for ultra-high-
resolution nanolithography over large areas derives from the serial nature
of most techniques; however, an eight-pen nanoplotter capable of doing
parallel lithography has been reported.30 The DPN method has also been
used to deposit magnetic nanostructures31 and arrays of protein molecules.32

There is also an intriguing link between the DPN process and LB
deposition. For example, if the DPN experimental arrangement shown in
Figure 14.13 is turned by 90°, a nanometer-scale LB trough, similar to those
reported that use a moving subphase to compress the monolayer film is
evident.33As the amphiphilic molecules flow down the AFM tip, supported
by a thin layer of water, their surface pressure will rise. The resulting
condensed monomolecular film is then transferred to a solid substrate;
however, in the case of DPN, the substrate is stationary while the “nano-
trough” moves in relation to it.

14.4 Molecular materials for electronics

14.4.1 Plastic electronics

Since the discovery of semiconducting behavior in organic materials, con-
siderable research effort has been aimed at exploiting these properties in
electronic and opto-electronic devices. Organic semiconductors can have
significant advantages over their inorganic counterparts. For example, thin
layers of polymers can easily be made by low-cost methods such as spin
coating. High-temperature deposition from vapor reactants is generally
needed for inorganic semiconductors. Synthetic organic chemistry also offers
the possibility of designing new materials with different bandgaps. As noted
in Section 14.2, the mobilities of the charge carriers in organic field effect

Figure 14.13 Dip-pen patterning technique showing the transfer of an “ink” onto
“paper” using the tip of an atomic force microscope (AFM).28
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transistors are low. Nevertheless, the simple fabrication techniques for poly-
mers have attracted several companies to work on polymer transistor appli-
cations such as data storage and thin-film device arrays to address liquid
crystal displays.34

Semiconducting organic films have been used similarly to inorganic
semiconductors (e.g., Si, GaAs) in metal/semiconductor/metal structures.
Perhaps the simplest example is that of a diode. Here, the semiconductor is
sandwiched between metals of different work functions. In the ideal case,
an n-type semiconductor should make an ohmic contact to a low work
function metal and a rectifying Schottky barrier to a high work function
metal.35 An early example is that of a phthalocyanine LB film sandwiched
between aluminum and indium–tin–oxide electrodes.36

Of particular interest is the possibility of observing molecular rectifi-
cation using monolayer or multilayer films. This follows the early predic-
tion of Aviram and Ratner (noted in the Introduction) that an asymmetric
organic molecule containing a donor and an acceptor group separated by
a short σ-bonded bridge, allowing quantum mechanical tunneling, should
exhibit diode characteristics.3 Many attempts have been made to demon-
strate this effect in the laboratory, particularly in LB film systems.37,38Asym-
metric current vs. voltage behavior has certainly been recorded for many
LB film metal/insulator/metal structures, although some of these results
are open to several interpretations as a result of the asymmetry of the
electrode configuration.

Organic thin films have also been used as the semiconducting layer in
field effect transistor (FET) devices.39,40 These are three-terminal structures;
a voltage applied to a metallic gate affects an electric current flowing between
source and drain electrodes. For transistor operation, the charge must be
easily injected from the source electrode into the organic semiconductor and
the carrier mobility should be high enough to allow useful quantities of
source–drain current to flow. The organic semiconductor and other materials
with which it is in contact must also withstand the operating conditions
without thermal, electrochemical, or photochemical degradation. Two per-
formance parameters to be optimized in organic field effect transistors are
the field effect mobility and on/off ratio.40

Figure 14.14 shows a schematic diagram for the possible structure of an
organic thin-film FET. In this arrangement, the organic film is deposited in
the final stages of FET fabrication. It is therefore not necessary for this layer
to withstand any post deposition, chemical, and thermal processing. Fig-
ure 14.15 shows how a series of transistor devices can be made on the same
silicon substrate incorporating different thicknesses of LB films. The silicon
serves as the gate electrode, while silicon dioxide forms the insulator. Exper-
imental data for such a device, using an organometallic complex as the
semiconductive layer, are shown in Figure 14.16.41,42 The graph shows the
dependence of the saturated source–drain current vs. gate bias voltage for
a device incorporating a film consisting of 59 LB layers of the iodine-doped
complex on top of the interdigitated source and drain electrodes.42 The slope
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Figure 14.14 Schematic diagram of a field effect transistor (FET) structure.

Figure 14.15 Plan view of organic transistors on a silicon substrate. The structure is
that shown in Figure 14.14. The gate is silicon. Silicon dioxide forms the gate insulator,
while the semiconductor is a Langmuir–Blodgett film. A stepped structure provides
different thicknesses of semiconductive film.42
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of the straight line gives a carrier mobility of 0.3 cm2 V–1 sec,–1 a relatively
high figure for an organic transistor device. 

The operating characteristics of organic transistors have improved mark-
edly over recent years. This has been brought about by both improvements
in the material synthesis and in the thin-film processing techniques.43–48 State-
of-the-art devices possess characteristics similar to those of devices prepared
from hydrogenated amorphous silicon, with mobilities around 1 cm2 V–1 sec–1

and on/off ratios greater than 106. The use of ambipolar thin-film devices
should lead to a significant simplification of complementary logic circuits.
Thin-film transistors based on organic semiconductors are likely to form key
components of plastic circuitry for use as display drivers in portable com-
puters and pagers, and as memory elements in transaction cards and iden-
tification tags.

14.4.2 Organic light-emitting structures

Reports of light emission from organic materials on the application of an
electric field (electroluminescence) have been around for many years.
However, there has been an upsurge in interest following the initial report
of organic light-emitting devices (OLEDs) incorporating the conjugated
polymer poly(p-phenylene vinylene) (PPV).49 The simplest OLED is an
organic semiconductor sandwiched between electrodes of high and low
work function. On application of a voltage, electrons are injected from
one of the electrodes and holes from the other; recombination of these
carriers then results in the emission of light. Electron- and hole-transport-
ing films may be deposited between the cathode and the emitting layer
and the anode and the emitting layer, respectively, to improve and balance
the injection of carriers. Figure 14.17 shows the structure of an OLED that

Figure 14.16 (Saturated drain-source current)0.5 vs. gate bias voltage for a thin-film
transistor incorporating 59 Langmuir–Blodgett layers of an iodine-doped charge
transfer complex on top of interdigitated source and drain electrodes.41,42
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uses a hole transport layer sandwiched between an indium–tin–oxide
(ITO) anode and a light-emitting layer. Work is focused on the use of low-
molecular-weight organic molecules and polymers and industrial interest
in the application of such materials to various display technologies is
considerable.50

Many techniques have been used in attempts to optimize the perfor-
mance of OLEDs. For example, an inorganic insulating layer, such as LiF,
may be inserted between the cathode and the emissive material.50 The ITO
anode electrode can be treated (e.g., with an oxygen plasma51) to reduce the
turn-on voltage. Bilayer anodes such as ITO/polyaniline,52 ITO/poly-(3,4-
ethylene dioxythiophene),53 and ITO/phthalocyanine54 have also been
shown to be beneficial.

The thin polymeric or oligomeric layers required for OLEDs are usually
deposited by spin coating or thermal evaporation. The LB technique and
layer-by-layer self-assembly offer alternative methods for building up ultra-
thin organic films of nanometer dimensions. These approaches to thin-film
deposition allow the thickness requirements of OLEDs to be fully explored
in the laboratory. They may also offer certain advantages for the fabrication
of devices containing ultrathin organic films and/or alternate-layer films. In
a similar manner to the use of LiF noted above, improvements in device
efficiency may be achieved by the insertion of an LB film “spacer” between
the emissive film and the cathode.55 The relatively ordered nature of LB
arrays of molecules may be exploited in light-emitting structures. For exam-
ple, the preferential alignment of the molecules can result in polarized light
emission.56,57 Langmuir–Blodgett deposition can also be used to control the

Figure 14.17 Organic light-emitting device structure incorporating a light-emitting
layer and a hole transport layer sandwiched between an indium–tin–oxide (ITO)
anode and a metallic cathode.
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positions of luminescent species within metal mirror microcavities, allowing
the optical mode structure of the cavities to be probed by both the emission
and absorption of the chromophore.58

14.4.3 Chemical sensors

The development of effective devices for the identification and quantification
of chemical and biochemical substances for process control and environmen-
tal monitoring is a growing need.59,60 Many sensors do not possess the spec-
ifications to conform to existing or forthcoming legislation; some systems
are too bulky or expensive for use in the field. Inorganic materials such as
the oxides of tin and zinc have traditionally been favored as the sensing
element;61 however, one disadvantage of sensors based on metallic oxides is
that they usually have to be operated at elevated temperatures, limiting some
applications. As an alternative, there has been considerable interest in trying
to exploit the properties of organic materials. Many such substances (in
particular, phthalocyanine derivatives) are known to exhibit a high sensitiv-
ity to gases.62 Lessons can also be taken from the biological world; one
household carbon monoxide detector currently being marketed is designed
to simulate the reaction between CO and hemoglobin. A significant advan-
tage of organic compounds is that their sensitivity and selectivity can be
tailored to a particular application by modifications to their chemical struc-
ture. Moreover, thin-film technologies, such as self-assembly or layer-by-
layer electrostatic deposition, enable ultra-thin layers of organic materials to
be engineered at the molecular level.63

There are many physical principles upon which sensing systems might
be based; changes in electrical resistance (chemiresistors), refractive index
(fiberoptic sensors), and mass (quartz microbalance) have all been exploited
in chemical sensing. The main challenges in the development of new sensors
are in the production of inexpensive, reproducible, and reliable devices with
adequate sensitivities and selectivities.

While many sensing devices may show adequate sensitivities, the selec-
tivity can be poor. A semiconductive polymer may show a similar change
in electrical resistance to a range of oxidizing (reducing) gases. To get around
this difficulty, one approach that is being embraced enthusiastically by
researchers is to use an array of sensing elements, rather than a single device.
This is the method favored by nature. The human olfactory system, depicted
in Figure 14.18a, has many receptors cells (sensors), which are individually
nonspecific; signals from these are fed to the brain via a network of primary
(glomeruli layer) and secondary (mitral layer) neurons for processing. It is
generally believed that the selectivity of the olfactory system is a result of a
high degree of parallel processing in the neural architecture. Artificial neural
networks (Figure 14.18b) can, to some extent, emulate the connectivity of
the olfactory neurons.64 The electronic nose is an attempt to mimic the human
olfactory system, and several companies now market such equipment.60,65

Individual sensors can be based on polymer films. Each element is treated
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in a slightly different way during deposition so that it responds uniquely on
exposure to a particular gas or vapor. The pattern of resistance changes in
the sensor array can then be used to fingerprint the vapor.

An alternative technique to using an array of sensing elements is to
make multiple measurements on one sample. For example, discrimination
between different vapors may be achieved by monitoring the complex
electrical admittance of a sensing layer at several frequencies (admittance
spectroscopy). Figure 14.19 shows the frequency behavior, at room temper-
ature over the range of 10–1 to 103 kHz, of the capacitance of an LB film of
a coordination polymer formed by the reaction of the bifunctional
amphiphilic ligand, 5,5′methylenebis (N-hexadecylsalicylideneamine) and
copper ions in an interfacial reaction at the water surface.66,67 The measure-
ments were undertaken in both nitrogen gas and ethanol vapor (3.3%). The
inset shows the transient behavior measured at a fixed frequency (1 kHz)
when the ethanol vapor was turned on and off. On exposure to other
vapors, similar transient responses were noted. The percentage changes in
the capacitance and conductance, normalized to the vapor concentrations,
are shown in Figure 14.20.

It is evident that the capacitance increases when the device is exposed
to ethanol and acetonitrile, with a greater fractional increase for the aceto-
nitrile. This is consistent with the strongly polar nature of the latter solvent
(dipole moment for acetonitrile = 3.92 Debye compared to 1.69 Debye for

Figure 14.18 (a) Human olfactory system. (b) Artificial neural network.
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ethanol). A decrease of capacitance is observed with the nonpolar benzene,
almost certainly associated with the swelling of the film. From a practical
sensing viewpoint, it is clear that monitoring the admittance at four frequen-
cies provides a means of discrimination between the vapors studied.

14.5 Molecular scale electronics

The “bottom-up” approach to molecular electronics offers many intriguing
prospects for manipulating materials on the nanometer scale, thereby pro-
viding opportunities to build up novel architectures with predetermined and
unique physical and/or chemical properties. Two relatively simple examples
are described below: the incorporation of an electric polarization into a
multilayer array and the use of conductive nanoparticles to realize single
electron devices. The possible exploitation of the electronic properties of
DNA is also discussed.

14.5.1 Molecular superlattices

It is widely recognized that pyroelectric materials have considerable advan-
tages over narrow bandgap semiconductors, such as mercury cadmium tel-
luride (CMT), as detectors of infrared radiation. In addition to their broader
spectral sensitivity, pyroelectric detectors possess the advantage of efficient
operation at ambient temperatures, obviating the need for expensive cooling
systems that are required for their CMT counterparts.68

For a material to be pyroelectric, it must possess a noncentrosymmetric
crystal structure with a unique polar axis.69 Furthermore, if the material is
to form the basis of an efficient pyroelectric detector, it must be fabricated

Figure 14.19 Capacitance vs. frequency for a coordination polymer Lang-
muir–Blodgett film in nitrogen and exposed to ethanol vapor (3.3%). The inset shows
the transient behavior measured at a fixed frequency (1 kHz) when the ethanol vapor
was turned on and off (indicated by the arrows).66
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in thin-film form. Conventionally, two broad approaches have been taken to
producing pyroelectric thin films: the first is to grow a single crystal of a
material such as triglycine sulfate, which belongs to one of the polar space
groups, and to thin the crystal by slicing, mechanical grinding, or etching;
the second, and more satisfactory method is to grow a thin polycrystalline,
nonpolar film and to render it pyroelectric by applying a large electric field
(“poling”). This is particularly applicable to ceramics, which can be depos-
ited by radio frequency sputtering, and to polymers, which can be spin-
coated onto a suitable substrate.

Several advantages make LB films particularly attractive candidates for
pyroelectric materials. The most important is that the sequential deposition
of single monolayers enables the symmetry of the film to be precisely
defined; in particular, layers of different materials can be built up to produce
a highly polar structure. Second, the polarization of an LB film is “frozen-
in” during deposition, and it is therefore not necessary to subject the film to
a poling process. The third advantage is that the LB technique uses
amphiphilic organic materials which possess low permittivities, ε, and the

Figure 14.20 Average changes in (a) the capacitance, ∆C, and (b) the conductance,
∆G, for a coordination polymer Langmuir–Blodgett film, measured at four frequen-
cies and for three different vapors.66
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figure of merit for voltage responsivity p/ε (where p is the pyroelectric
coefficient) is expected to be large. Finally, the LB method enables the prep-
aration of much thinner films than are usually attainable by more conven-
tional techniques.

Figure 14.21 illustrates the principle of a superlattice consisting of acid
and amine molecules whose dipole moments are in opposite senses but when
deposited in Y-type LB film form are aligned in the same direction. Infrared
studies have indicated that the deposition results in a proton transfer from
the acid head group to that of the amine, giving rise to an overall polarization
component perpendicular to the multilayer plane.70

Many LB materials deposited as alternate-layer films or as X- or Z-type
layers exhibit such behavior, including polymeric compounds and phos-
pholipid materials.71 The latter compounds can possess large dipole
moments associated with their head groups. The pyroelectric coefficients
of multilayer acid/amine LB films can be about 10 µC m–2 K–1 and depend
on the thermal expansion coefficient of the substrate, indicating the pres-
ence of a significant secondary contribution (i.e., as a result of the piezo-
electric effect) to the measured pyroelectric response.68,70 Although these
pyroelectric coefficients are still less (by about a factor of three) than those
measured for polyvinylidene fluoride, a well-known pyroelectric polymer,
the dielectric constants are also less, providing comparable figures of merit
for infrared detection devices. Alternate-layer LB structures can also exhibit
a significant second-order nonlinear optical response (e.g., second-har-
monic generation).11

Figure 14.21 Schematic diagram of an organic superlattice formed by the alternate-
layer Langmuir–Blodgett deposition of a long-chain acid and a long-chain amine.
The dipole moments associated with the polar head groups are shown on the right.68
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14.5.2 Single electron devices

Progress down the Moore’s law curve (Figure 14.2) has enabled the design
of electronic structures on a scale where quantum mechanical effects become
important. The current flow in such devices can be determined by tunneling
through energy barriers and may also exploit the fact that charge is quantized
in units of e (1.6 × 10–19 C). Consequently, there has been much interest
focused on single-electron devices, in which the addition or subtraction of
a small number of electrons to or from an electrode can be controlled with
one-electron precision.72,73

A single-electron tunneling device is a structure based on the principle
of Coulomb blockade, where the number of electrons on an island (semicon-
ducting or metallic dot) is controlled by a capacitatively coupled gate, as
depicted in Figure 14.22a.

The associated change in Coulomb energy on addition of one electronic
charge is conveniently expressed in terms of the capacitance, C, of the island.
The extra charge changes the electrostatic potential by the charging energy,
e2/C. This charging energy becomes important when it exceeds the thermal
energy kBT, where kB is the Boltzmann constant (1.38 × 10–23 JK–1) and T is the
absolute temperature.

A second condition is that the barrier between the electron reservoir and
the island is sufficiently opaque that the electrons are either located on the
island or in the reservoir. This means that quantum fluctuations in the num-
ber due to tunneling through the barriers is much less than one. This require-
ment translates to a lower value for the tunnel resistance, Rt, of the barrier,
which should be much larger than the resistance quantum, h/e2 = 25.813 kΩ
in order for the energy uncertainty to be much smaller than the charging
energy. The conditions to be fulfilled are:73

The first criterion can be met by weakly coupling the island to the electron
reservoir. The second condition is satisfied by making the island very small.
Room-temperature operation requires structures of less than 10 nm, much
smaller than present lithography resolutions and difficult to achieve.

Figure 14.22b shows the operation of the tunneling device. By applying a
positive gate voltage, an electron is transferred to the dot at the critical gate
voltage. At this moment, the potential in the dot region is decreased and blocks
the transfer of other electrons (Coulomb blockade). If the nanoparti-
cles/gate/reservoir form part of an FET, then this trapping of an electron in
the dot shifts the threshold voltage of the transistor. Therefore, by sensing the
current difference between the two states, the stored information can be read.
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Many approaches have been used to form the size of nanoparticle
necessary for operation of such single-electron devices at room tempera-
ture. For example, iron oxide nanoparticles can be synthesized by the
reduction of ferric chloride.74 Langmuir–Blodgett layers of the cadmium
salt of a long-chain fatty acid can be converted to arrays of CdS nanoclus-
ters by exposure to H2S gas.

75,76 Nanoparticles consisting of metallic parti-
cles capped with a short-chain oligomer can be manipulated directly by
the LB method. Figure 14.23 shows a transmission electron micrograph of
such particles deposited onto a carbon-coated microscope grid.77 The indi-
vidual particles, with a mean diameter of approximately 8 nm, are orga-
nized in a close-packed arrangement.

Figure 14.22 (a) Principle of Coulomb blockade; transfer of single electrons from an
electrode (reservoir) to a conductive dot (island). (b) Schematic energy diagram for
a single-electron memory showing the writing of one bit of data.72
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14.5.3 DNA electronics

The study of the electronic behavior of organic compounds has led some
scientists to work on the electrical properties of biological materials. Deox-
yribonucleic acid (DNA) is arguably the most significant molecule in nature.
Reports of the electronic properties of DNA have already generated contro-
versy in the literature.78–82 According to some, DNA is a molecular wire of
very small resistance; others, however, find that DNA behaves as an insula-
tor. These seemingly contradictory findings can probably be explained by
the different DNA sequences and experimental conditions used to monitor
the conductivity.79

The DNA strand in the double-helix arrangement consists of a long
polymer backbone comprising repeating sugar molecules and phosphate
groups. Each sugar group is attached to one of four bases, guanine (G),
cytosine (C), adenine (A), and thymine (T). The chemical bonding is such
that an A base only ever pairs with a T base, while a G always pairs with a
C. Some of the electron orbitals belonging to the bases overlap quite well
with each other along the long axis of the DNA. This provides a path for
electron transfer along the molecule, in a similar fashion to the one-dimen-
sional conduction seen in conjugated polymers (see Section 14.2).

Theoretical and experimental work now suggests that a hole (i.e., a
positive charge) is more stable on a G–C base pair than on an A–T base pair.79

The energy difference between these two pairs is substantially larger than
the thermal energy of the charge carrier. Under these conditions, a hole will
localize on a particular G–C base pair. Because the A–T base pairs have a
higher energy, they act as a barrier to hole transfer. However, if the distance
between two G–C base pairs is small enough, the hole can tunnel quantum

Figure 14.23 Transmission electron micrograph of a Langmuir–Blodgett layer of

gold nanoparticles deposited onto a carbon-coated grid.77
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mechanically from one pair to the next. In this way, charge carriers are able
to shuttle along a single DNA molecule over a distance of a few nanometers.

“DNA chips” exploit the fact that short strands of DNA will bind to other
segments of DNA that have complementary sequences and can therefore be
used to probe whether certain genetic codes are present in a given specimen
of DNA. Microfabricated chips with many parallel DNA probes are becoming
widespread in analytical and medical applications. Currently, the chips are
read out optically, but further miniaturization might require new read-out
schemes, possibly involving the electron-transfer properties of DNA.

Computations by chemical or biological reactions overcome the problem
of parallelism and interconnections in a classical system. If a string of DNA
can be put together in the proper sequence, it can be used to solve combi-
national problems. The calculations are performed in test tubes filled with
strands of DNA. Gene sequencing is used to obtain the result. For example,
Adleman83 calculated the “traveling salesman” problem to demonstrate the
capabilities of DNA computing. DNA computing on parallel problems
potentially provides 1014 MIPS (millions of instructions per second) and uses
less energy and space than conventional supercomputers. While CMOS
supercomputers operate 109 operations per Joule, a DNA computer could
perform about 1019 operations per Joule. Data could potentially be stored on
DNA in a density of approximately 1 bit per nm3 while existing storage
media such as DRAMs require 1012 nm3 to store 1 bit.

14.6 Conclusions

Organic compounds possess a wide range of fascinating physical and chem-
ical properties that make them attractive candidates for exploitation in elec-
tronic and opto-electronic devices. It is not, however, expected that these
materials will displace silicon in the foreseeable future as the dominant
material for fast signal processing. It is far more likely that organic materials
will find uses in other niche areas of electronics, where silicon and other
inorganic semiconductors cannot compete. Examples already exist, such as
liquid crystal displays and certain chemical sensors. Organic light emitting
structures are likely to make a major impact in the market place over the
next ten years.

For commercialization, organic materials are usually required in the
form of thin films. Simple processing methods, such as spin-coating and
thermal evaporation, are already available. A number of other thin-film
technologies offer the means to manipulate arrays of organic molecules (i.e.,
molecular engineering). Techniques such as Langmuir–Blodgett film depo-
sition, self-assembly, and layer-by-layer electrostatic deposition allow
intriguing molecular architectures to be built up on solid surfaces. Quantum
mechanical effects can control the behavior of devices based on such assem-
blies of molecules.

Over the first decades of the 21st century, classical CMOS technology
will come up against a number of technological challenges. The bottom-up
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approach to molecular electronics provides an alternative and attractive way
forward and, as such, it is currently an area of exciting interdisciplinary
activity. Analogies with the living world are seductive and much can be
learnt from nature (for example, neural networks for chemical sensing).
However, it is rather too early to tell whether sophisticated computing struc-
tures mimicking the human brain can be produced. It is probably not appro-
priate to emulate individual inorganic devices (e.g., Si MOSFETs) using
organic, or even biological, compounds, and then to connect these together
using the techniques developed by the microelectronics industry. The “wir-
ing” problems could be insurmountable. Living systems assemble them-
selves from molecules and are extremely energetically efficient when com-
pared with manmade computational devices. More radical approaches to
materials fabrication and device design (e.g., exploiting self-organization)
are almost certainly required if molecular-scale electronics is to be realized.
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appendix:
Summary of computer programs 
for analysis and design

Contents

Neuron modeling
Electronic circuit construction and simulation
Data capture and processing software
Electromagnetic modeling

What follows is list of computer software packages commonly used for the
design and analysis of neuroprostheses and the processing of biological
signals. This list is by no means exhaustive but is instead intended as a basic
resource for assembling a suite of analytical and design tools. The list pri-
marily consists of the more commonly used packages of which the editors
are aware. Each software package is listed under the area where it is most
commonly used.

Neuron modeling

1. NEURON (http://www.neuron.yale.edu/): Free, downloadable soft-
ware for developing and exercising models of neurons and networks
of neurons. The authors state that it is especially useful for problems
where the cable properties of cells are important and where cell
membrane properties are complex.

2. GENESIS (http://www.genesis-sim.org/GENESIS/): The GEneral
NEural SImulation System is a general purpose simulation platform
that supports simulations of complex models of single neurons
through simulations of larger networks of more abstract neuronal com-
ponents. The software is free and downloadable from the website.
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Electronic circuit construction and simulation

1. PSpice (Cadence Design Systems, Inc.): One of the most basic circuit
simulation products on the market and a common tool for electrical
engineers.

2. Electronics Workbench (Electronics Workbench): Another of the most
commonly used electronic design and automation products.
(Note that many of the neuron models discussed in Chapter 3 have
been modeled using programs such PSpice and Electronics Work-
bench.)

3. Orcad Capture (Cadence Design Systems, Inc): One of a family of
tools for the design of complex analog and digital circuitry for VLSI
systems.

4. Micro Magic Tools (Juniper Networks): A suite of design tools for the
design of complex chips at the physical level. Often free for educa-
tional applications.

5. Blast Software (Magma Design Automation): An innovative suite of
products that uses gain-based synthesis to synthesize millions of
gates simultaneously. A well-received product among VLSI re-
searchers.

Data capture and processing software

1. LabVIEW (National Instruments): One of the most commonly cited
data capture programs. Part of a suite of programs that performs
video and data capture and represents capture and processing func-
tions as programmable function blocks.

2. MATLAB and Simulink (The MathWorks): Multifunctional programs
for performing calculations, analyzing and visualizing data, and
modeling and simulating complex dynamic systems; contains many
specialized toolboxes for implementing common signal processing
and communications system algorithms, including wavelets.

3. IDL (Research Systems, Inc.): Another widely used program for vi-
sualizing, processing and compiling data

4. Mathematica (Wolfram Research): An excellent data analysis and tech-
nical programming tool, with the benefit of direct document creation
for technical presentations. Also available is the Wavelet Explorer
package, which allows for a variety of wavelet-based processing
functions

5. RC Electronics: A multichannel data collection program capable of
multichannel oscilloscope and strip-chart recording and signal
processing.

6. MSLib (www.igpm.rwth-aachen.de/urban/html/progs.html): Free
wavelet processing software that can be downloaded with permis-
sion and a password from the author.
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7. Wavelet software, general (www.wavelet.org/links.html#software):
A website managed by Wavelet Digest with links and information on
several software packages for wavelet analysis.

8. THINKS (Sigma Research): Highly recommended neural network
development program with beginner and professional versions; con-
sidered to be very user-friendly.

Electromagnetic modeling

1. FEMLAB Electromagnetics (COMSOL AB): A component of the FEM-
LAB software for modeling and solving scientific and engineering
problems. The electromagnetics module is capable of solving and
displaying the results of several different electromagnetics problems.

2. FEKO (EMSS): A full-wave, method-of-moments-based program ca-
pable of analyzing the electromagnetics of dielectric bodies, planar
stratified media, and similar problems commonly found in neuro-
prosthetic design.

3. IE3D (Zeland Software, Inc.): Also a method-of-moments-based elec-
tromagnetics design and analysis tool. Zeland also offers other prod-
ucts for specialized electromagnetics solutions.

4. CAEME (NSF/IEEE Center for Computer Applications in Electro-
magnetics Education): A popular electromagnetics design and anal-
ysis tool among academic institutions available from the National
Science Foundation in the United States.
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