LNAI 5638

Dylan D. Schmorrow
Ivy V. Estabrooke
Marc Grootjen (Eds.)

Foundations
of Augmented
Cognition

Neuroergonomics
and Operational Neuroscience
5th International Conference, FAC 2009

Held as Part of HCl International 2009
San Diego, CA, USA, July 2009, Proceedings

HC12009

INTERNATIONAL

@ Springer




Lecture Notes in Artificial Intelligence 5638
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Dylan D. Schmorrow Ivy V. Estabrooke
Marc Grootjen (Eds.)

Foundations
of Augmented
Cognition

Neuroergonomics
and Operational Neuroscience

5th International Conference, FAC 2009
Held as Part of HCI International 2009
San Diego, CA, USA, July 19-24, 2009
Proceedings

@ Springer



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jorg Siekmann, University of Saarland, Saarbriicken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbriicken, Germany

Volume Editors

Dylan D. Schmorrow

Ivy V. Estabrooke

United States Navy

Office of Naval Research

875 North Randolph Road, Arlington, VA 22203, USA
E-mail: schmorrow @yahoo.com, ivy.estabrooke @navy.mil

Marc Grootjen

Royal Netherlands Navy

Defense Materiel Organization

P.O. Box 20702, 2500 ES The Hague, The Netherlands
E-mail: marc @grootjen.nl

Library of Congress Control Number: Applied for

CR Subject Classification (1998): 1.2, J.3, 1.4, H.3, C.2
LNCS Sublibrary: SL 7 — Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-642-02811-X Springer Berlin Heidelberg New York
ISBN-13 978-3-642-02811-3 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12712670 06/3180 543210



Foreword

The 13th International Conference on Human—Computer Interaction, HCI Interna-
tional 2009, was held in San Diego, California, USA, July 19-24, 2009, jointly with
the Symposium on Human Interface (Japan) 2009, the 8th International Conference on
Engineering Psychology and Cognitive Ergonomics, the 5th International Conference
on Universal Access in Human—Computer Interaction, the Third International Confer-
ence on Virtual and Mixed Reality, the Third International Conference on Internation-
alization, Design and Global Development, the Third International Conference on
Online Communities and Social Computing, the 5th International Conference on
Augmented Cognition, the Second International Conference on Digital Human Model-
ing, and the First International Conference on Human Centered Design.

A total of 4,348 individuals from academia, research institutes, industry and govern-
mental agencies from 73 countries submitted contributions, and 1,397 papers that were
judged to be of high scientific quality were included in the program. These papers ad-
dress the latest research and development efforts and highlight the human aspects of the
design and use of computing systems. The papers accepted for presentation thoroughly
cover the entire field of human—computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Dylan Schmorrow, Ivy Estabrooke, and Marc Grootjen,
contains papers in the thematic area of Augmented Cognition, addressing the follow-
ing major topics:

e  Understanding Human Cognition and Behavior in Complex Tasks and
Environments

Cognitive Modeling, Perception, Emotion and Interaction

Cognitive Load and Performance

Electroencephalography and Brain Activity Measurement

Physiological Measuring

Augmented Cognition in Training and Education

Brain-Computer Interfaces

Rehabilitation and Cognitive Aids

The remaining volumes of the HCI International 2009 proceedings are:

e Volume 1, LNCS 5610, Human—Computer Interaction—New Trends (Part I),
edited by Julie A. Jacko

e Volume 2, LNCS 5611, Human—Computer Interaction—Novel Interaction
Methods and Techniques (Part II), edited by Julie A. Jacko

e Volume 3, LNCS 5612, Human-Computer Interaction—Ambient,
Ubiquitous and Intelligent Interaction (Part III), edited by Julie A. Jacko

e Volume 4, LNCS 5613, Human—Computer Interaction—Interacting in Vari-
ous Application Domains (Part I'V), edited by Julie A. Jacko



VI

Foreword

Volume 5, LNCS 5614, Universal Access in Human—Computer
Interaction—Addressing Diversity (Part 1), edited by Constantine
Stephanidis

Volume 6, LNCS 5615, Universal Access in Human—Computer
Interaction—Intelligent and Ubiquitous Interaction Environments (Part II),
edited by Constantine Stephanidis

Volume 7, LNCS 5616, Universal Access in Human—Computer
Interaction—Applications and Services (Part III), edited by Constantine
Stephanidis

Volume 8, LNCS 5617, Human Interface and the Management of
Information—Designing Information Environments (Part I), edited by
Michael J. Smith and Gavriel Salvendy

Volume 9, LNCS 5618, Human Interface and the Management of
Information—Information and Interaction (Part II), edited by Gavriel
Salvendy and Michael J. Smith

Volume 10, LNCS 5619, Human Centered Design, edited by Masaaki Kurosu
Volume 11, LNCS 5620, Digital Human Modeling, edited by Vincent G. Duffy
Volume 12, LNCS 5621, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

Volume 13, LNCS 5622, Virtual and Mixed Reality, edited by Randall
Shumaker

Volume 14, LNCS 5623, Internationalization, Design and Global Develop-
ment, edited by Nuray Aykin

Volume 15, LNCS 5624, Ergonomics and Health Aspects of Work with
Computers, edited by Ben-Tzion Karsh

Volume 17, LNAI 5639, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

I would like to thank the Program Chairs and the members of the Program Boards

of all thematic areas, listed below, for their contribution to the highest scientific
quality and the overall success of HCI International 2009.

Ergonomics and Health Aspects of Work with Computers

Program Chair: Ben-Tzion Karsh

Arne Aaras, Norway Holger Luczak, Germany
Pascale Carayon, USA Aura C. Matias, Philippines
Barbara G.F. Cohen, USA Kyung (Ken) Park, Korea
Wolfgang Friesdorf, Germany Michelle M. Robertson, USA
John Gosbee, USA Michelle L. Rogers, USA
Martin Helander, Singapore Steven L. Sauter, USA

Ed Israelski, USA Dominique L. Scapin, France
Waldemar Karwowski, USA Naomi Swanson, USA

Peter Kern, Germany Peter Vink, The Netherlands
Danuta Koradecka, Poland John Wilson, UK

Kari Lindstrom, Finland Teresa Zayas-Caban, USA
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Human Interface and the Management of Information

Program Chair: Michael J. Smith

Gunilla Bradley, Sweden
Hans-Jorg Bullinger, Germany
Alan Chan, Hong Kong
Klaus-Peter Fahnrich, Germany
Michitaka Hirose, Japan
Jhilmil Jain, USA

Yasufumi Kume, Japan

Mark Lehto, USA

Fiona Fui-Hoon Nah, USA
Shogo Nishida, Japan

Robert Proctor, USA
Youngho Rhee, Korea

Human-Computer Interaction

Program Chair: Julie A. Jacko

Sebastiano Bagnara, Italy
Sherry Y. Chen, UK
Marvin J. Dainoff, USA
Jianming Dong, USA
John Eklund, Australia
Xiaowen Fang, USA
Ayse Gurses, USA

Vicki L. Hanson, UK
Sheue-Ling Hwang, Taiwan
Wonil Hwang, Korea
Yong Gu Ji, Korea
Steven Landry, USA

Anxo Cereijo Roibas, UK
Katsunori Shimohara, Japan
Dieter Spath, Germany
Tsutomu Tabe, Japan
Alvaro D. Taveira, USA
Kim-Phuong L. Vu, USA
Tomio Watanabe, Japan
Sakae Yamamoto, Japan
Hidekazu Yoshikawa, Japan
Li Zheng, P.R. China
Bernhard Zimolong, Germany

Gitte Lindgaard, Canada
Chen Ling, USA

Yan Liu, USA

Chang S. Nam, USA
Celestine A. Ntuen, USA
Philippe Palanque, France
P.L. Patrick Rau, P.R. China
Ling Rothrock, USA
Guangfeng Song, USA
Steffen Staab, Germany
Wan Chul Yoon, Korea
Wenli Zhu, P.R. China

Engineering Psychology and Cognitive Ergonomics

Program Chair: Don Harris

Guy A. Boy, USA

John Huddlestone, UK
Kenji Itoh, Japan
Hung-Sying Jing, Taiwan
Ron Laughery, USA
Wen-Chin Li, Taiwan
James T. Luxhgj, USA

Nicolas Marmaras, Greece
Sundaram Narayanan, USA

Mark A. Neerincx, The Netherlands

Jan M. Noyes, UK

Kjell Ohlsson, Sweden
Axel Schulte, Germany
Sarah C. Sharples, UK
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Neville A. Stanton, UK Matthew J.W. Thomas, Australia
Xianghong Sun, P.R. China Mark Young, UK
Andrew Thatcher, South Africa
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Program Chair: Constantine Stephanidis

Julio Abascal, Spain Patrick M. Langdon, UK
Ray Adams, UK Seongil Lee, Korea
Elisabeth André, Germany Zhengjie Liu, P.R. China
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I would also like to thank for their contribution toward the organization of the HCI
International 2009 conference the members of the Human—Computer Interaction
Laboratory of ICS-FORTH, and in particular Margherita Antona, George Paparoulis,
Maria Pitsoulaki, Stavroula Ntoa, and Maria Bouhli.
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HCI International 2011

The 14th International Conference on Human—Computer Interaction, HCI Interna-
tional 2011, will be held jointly with the affiliated conferences in the summer of 2011.
It will cover a broad spectrum of themes related to human—computer interaction, in-
cluding theoretical issues, methods, tools, processes and case studies in HCI design, as
well as novel interaction techniques, interfaces and applications. The proceedings will
be published by Springer. More information about the topics, as well as the venue and
dates of the conference, will be announced through the HCI International Conference
series website: http://www.hci-international.org/

General Chair

Professor Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece

Email: cs@ics.forth.gr
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Abstract. Human task performance may vary depending on the characteristics
of the human, the task and the environment over time. To ensure high effective-
ness and efficiency of the execution of tasks, automated personal assistance
may be provided to task performers. A personal assistant agent may constantly
monitor the human’s state and task execution, analyse the state of the human
and task, and intervene when a problem is detected. This paper proposes a ge-
neric design for a Personal Assistant agent model which can be deployed in a
variety of domains. Application of the Personal Assistant model is illustrated by
a case study from the naval domain.

1 Introduction

Human task performance can degrade over time when demanding tasks are being per-
formed. Such degradation can for instance be caused by available resources being
exceeded [1]. Furthermore, the effectiveness and efficiency of the task execution are
often dependent on the capabilities, experience, and condition of the actor performing
the task. Different actors may require different degrees of assistance and various re-
sources for the task execution. High effectiveness and efficiency levels are of particu-
lar importance for critical tasks. Furthermore, as a longer term aim, the human should
remain healthy during the processes of task execution. To overcome the limitations of
human cognition (e.g. in attention span, working memory and problem solving), the
term augmented cognition (AugCog) has been proposed, which can be defined as a
research field that aims at supporting humans by development of computational sys-
tems that ‘extend’ their cognition [2].

As examples of AugCog, intelligent personal assistants exist that support humans
during the execution of tasks (see e.g. [3], [4]). Such personal assistants usually in-
clude models that represent the state of the human and his or her tasks at particular
time points, which can be utilized to determine when intervention is needed. An ex-
ample of such a model addresses the cognitive load of the human (see e.g. [5]). The
considered aspect of human behaviour and of the execution of tasks is unique. The
existing models proposed for personal assistants focus on a certain domain and hence

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 32009.
© Springer-Verlag Berlin Heidelberg 2009
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are not generic. This paper presents a generic design for a Personal Assistant agent
model. The Personal Assistant can use specific dynamical models to monitor and ana-
lyse the current processes of the human. Specific sensors measure the human’s psy-
chophysiological state (e.g., heart rate) and the state of the environment (e.g., noise)
to detect a possible problem and to test hypotheses. If needed, intervention actions are
selected for the specific state, domain and task.

The paper is organized as follows. The generic model for a Personal Assistant
agent which performs monitoring and guidance is described in Section 2. A scenario
realised in a prototype implementation is described in Section 3. The multi-agent con-
text for the Personal Assistant agent is described in Section 4. Finally, Section 5 con-
cludes the paper.

2 The Generic Personal Assistant Agent Model

The personal assistant agent (PA) supports a human during the execution of a task. A
personal assistant’s main function is monitoring and guidance of the human to whom it
is related. Personal assistants also interact with the physical world by performing ob-
servations (e.g., of the human’s actions and their effects).The agent model for PA was
designed based on the component-based Generic Agent Model (GAM) presented in
[6]. Within the Generic Agent Model the component World Interaction Management
takes care of interaction with the world, the component Agent Interaction Management
takes care of communication with other agents. Moreover, the component Maintenance
of World Information maintains information about the world, and the component Main-
tenance of Agent Information maintains information about other agents. The compo-
nent Own Process Control initiates and coordinates the internal agent processes. In the
component Agent Specific Task, domain-specific tasks were modelled, in particular
monitoring and guidance. At the highest abstraction level the component consists of 5
subcomponents: Coordination, Monitoring, Analysis, Plan Determination, and Plan
Execution Preparation.

2.1 Coordination

The initial inputs for the process are the goals provided from PA’s Own Process Con-
trol component, which are refined within the Coordination component into more spe-
cific criteria that should hold for the human’s functioning (e.g., 80% of certain objects
on a radar screen should be identified within 30 seconds). Note that goal refinement
may also occur after the initialization phase based on the results of particular observa-
tions. For example, based on the acceptance observation of a task by the human, the
criteria for particular task execution states may be generated from task-related goals.
More specifically, for the Personal Assistant agent a set of prioritized general goals is
defined, which it strives to achieve. Some of these goals are related to the quality of
the task execution, others concern the human’s well-being (see Table 1). Goals of two
types are distinguished:

(1) achievement goals (e.g., goals 1-3 in Table 3) that express that some state is re-
quired to be achieved at (or until) some time point, specified by

has_goal(agent, achieve(state, time))
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(2) maintenance goals (e.g., goals 4-7 in Table 3) that express that some state is re-
quired to be maintained during a time interval specified by

has_goal(agent, maintain(state, begin_time, end_time))

A role description may contain role-specific goals that are added to general goals.

Although refinement may be defined for some general goals of the personal assis-
tant agent, most of them remain rather abstract. Using the information about the hu-
man and the assigned tasks, some goals of the personal assistant agent may be refined
and instantiated into more specific, operational goals. This is done by the Own Proc-
ess Control component of the personal assistant agent. For example, one of the sub-
goals of goal 7 (‘It is required to maintain a satisfactory health condition’) expresses
‘It is required to maintain the human’s heart rate within the acceptable range’. Based
on the available information about the physical characteristics of the human (e.g., the
acceptable heart rate range is 80-100 beats per minute), this goal may be instantiated
as ‘It is required to maintain the human’s heart rate 80-100 beats per minute’. Also
the task-related generic goals can be refined into more specific goals related to the
particular tasks from the provided package (e.g., ‘It is required to achieve the timely
execution of the task repair sensor TX324’). New goals resulting from refinement and
instantiation are provided by the Own Process Control component to the Agent
Specific Task component of the Personal Assistant agent, which is responsible for
checking if the generated goals are satisfied. The criteria are fed to the Monitoring
component, which is discussed below.

Table 1. General goals defined for the Personal Assistant agent

Goal
It is required to achieve the timely task execution
It is required to achieve a high degree of effectiveness and efficiency of the task execution
It is required to achieve a high degree of safety of the task execution
It is required to maintain the compliance to a workflow for an assigned task
It is required to maintain an acceptable level of experienced pressure during the task execution
It is required to maintain the human’s health condition appropriate for the task execution
It is required to maintain a satisfactory health condition of the human

Qan|u| v =3

2.2 Monitoring

Within the Monitoring component, it is determined what kinds of observation foci
are needed to be able to verify whether the criteria hold. In the object identification
example, this could be “identification” (i.e. the event that the human identified an
object).

The identified observation foci are translated into a number of concrete sensors be-
ing activated. As a form of refinement it is determined how specific information of a
desired type can be obtained. For this a hierarchy of information types and types of
sensors is used, as is information about the availability of sensors. For example, if the
observation focus “identification” is established, the monitoring component could
refine this into two more specific observation foci “start identification” and “stop
identification”. For the first observation an eye tracker could be turned on, while the
second could be observed by looking at the events generated by a specific software
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component. Finally, Monitoring combines the detailed observations and reports the
higher-level observation to Analysis.

2.3 Analysis

If the Analysis component infers (based on a conflict between the criteria and the ob-
servations) that there is a problem, it aims to find a cause of the problem. Based on an
appropriate dynamic model, hypotheses about the causes are generated using forward
and backward reasoning methods (cf. [7]). First, temporal backward reasoning rules
are used to derive a possible hypothesis regarding the cause of the problem:

if problem(at(S:STATE, I1:integers), pos)

then derivable_backward_state(at(S:STATE, I1:integers));

if leads_to_after(M:MODEL, S1:STATE, S2:STATE, |2:integers,pos)
and derivable_backward_state(at(S2:STATE, I1:integers)) and I3:integers = I1:integers - 12:integers
then derivable_backward_state(at(S1:STATE, I3:integers));

if intermediate_state(S:STATE) and derivable_backward_state(at(S:STATE, l:integers))

then possible_hypothesis(at(S:STATE, l:integers))

Hereby, the first rule indicates that in case a problem is detected (a state S holding
at a particular time point I1), then this is a derivable backward state. The second rule
states that if a causal rule specifies that from state S1 state S2 can be derived after
duration 12 with a specific model (represented via the leads_to_after predicate), and the
state S2 has been marked as a derivable backward state (at I1), then S1 is also a deriv-
able backward state, which holds at I1 — I2. Finally, if something is a derivable back-
ward state, and it is an internal state (which are the ones used as causes of problems),
then this state is a possible hypothesis. Using such abductive reasoning of course does
not guarantee that such hypotheses are correct (e.g. it might also be possible to derive
J from another state). Therefore, the analysis component assumes one hypothesis
(based upon certain heuristic knowledge, see e.g. [7]) and starts to reason forwards to
derive the consequences of the hypothesis (i.e. the expected observations):

if possible_hypothesis(at(S:STATE, l:integers))
then derivable_forward_state_from(at(S:STATE, Lintegers), at(S:STATE, Lintegers));

if leads_to_after(M:MODEL, S1:STATE, S2:STATE, I1:integers, pos)
and derivable_forward_state_from(at(S1:STATE, |12:integers),at(S3:STATE, I3:integers))
and l4:integers = |2:integers + I1:integers

then derivable_forward_state_from(at(S2:STATE, l4:integers), at(S3:STATE, I3:integers));

if observable_state(S1:STATE)
and derivable_forward_state_from(at(S1:STATE, I1:integers), at(S2:STATE, 12:integers))

then predicted_for(at(S1:STATE, I1:integers), at(S2:STATE, I2:integers));

The predictions are verified by a request from the Monitoring component to per-
form these observations. For example, if a hypothesis based on a cognitive model is
that the undesired function is caused by an experienced pressure that is too high, then
the observation focus will be set on the heart rate. The monitoring component selects
the sensors to measure this. After these observation results come in, the selected hy-
pothesis can be rejected in case the observations do not match the predicted observa-
tions. An example rule thereof is specified below:

if observation_result(at(S1:STATE, I1:integers), neg)
and selected_hypothesis(at(S2:STATE, I12:integers))

and predicted_for(at(S1:STATE, I1:integers), at(S2:STATE, 12:integers))
then to_be_rejected(S2:STATE);
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Eventually, this leads to the identification of one or more specific causes of the
problems, which are communicated to Plan Determination.

2.4 Plan Determination

Within Plan Determination, based on the identified causes of undesired functioning,
plans are determined to remedy these causes. This makes use of causal relations be-
tween aspects in a dynamic model that can be affected and the (internal) states identi-
fied as causes of the undesired functioning. Hereby, backward reasoning methods (as
explained for the Analysis component) are used. These use the specific cause of the
problem as input, and derive what actions would remedy this cause. To decide which
actions are best, the Plan Determination component also uses knowledge about the
compatibility of solutions, their effectiveness and their side effects. See [7] for more a
detailed overview of possible selection strategies. In the example, this component
could conclude that the “noise level” should be reduced to lower the experienced pres-
sure. The analysis component monitors the effectiveness of this measure. If it does not
solve the problem, or causes undesired side effects, this will be considered as a new
problem, which will be handled through the same process.

2.5 Plan Execution Preparation

Finally, within Plan Execution Preparation the plan is refined by relating it more spe-
cifically to certain actions that have to be executed at certain time points. For exam-
ple, reducing the noise level could be achieved by reducing the power of an engine, or
closing a door.

3 An Example Scenario

A prototype of the system has been implemented in the modelling and prototyping
environment for the component-based agent design method DESIRE [8]. This proto-
type has been used to evaluate the model for a specific scenario as specified by do-
main experts of the Royal Netherlands Navy. The scenario concerns the mechanic
Dave, who works on a ship of the Navy:

Dave just started his shift when he got an alarm that he had to do a regular check in the
machine room; he accepted the alarm and walked towards the room. There he heard a
strange sound and went to sit down to find the solution. However, he could not immediately
identify the problem. At the same time, Dave received a critical alarm on his PDA: the
close-in weapon system (CIWS) of the ship was broken. He immediately accepted the
alarm, however continued to work on the engine problem, resulting in the more critical task
to fix the close-in weapon system not being performed according to schedule.

To apply the approach presented in this paper for this scenario, a number of models
have been specified. First of all, the workflow models for the two tasks from the
mechanic’s task package have been specified. For the sake of brevity, these models
are not shown, but specified in [9]. Furthermore, a cognitive model concerning the
experienced pressure is specified, which is shown in Figure 1. Hereby, the nodes indi-
cate states and the arrows represent causal relationships between these states.
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Fig. 1. Simplified cognitive model for experienced task pressure

In the agent model, relations between the states have been represented using the
leads_to_after predicate, specified by means of four parameters: the model name, a condi-
tion state, a consequence state, and a delay between the two. For instance, the relation

leads_to_after(cogn1, and(normal_exp_pressure, normal_vitality), high_perf_quality, 1)

indicates that a normal experienced pressure combined with normal vitality leads to a
high performance quality of the task in one step.

The presented scenario has been simulated within the prototype of the proposed ar-
chitecture. Below, a brief overview of the steps the system takes is presented. When
the system is started, the mechanic’s task package that comprises two task types main-
tain_engine and solve_ciws_problem is provided to Own Process Control of PA. The me-
chanic is characterized by the default profile with standard characteristics (e.g., the
heart rate range is 60-100 beats per minute). Furthermore, a set of generic goals pro-
vided to Own Process Control is defined to achieve timely task execution for each
task, and to maintain a good health for the human it supports. The goal related to the
mechanic’s health is further refined stating that the experienced pressure and the vital-
ity should remain normal:

own_characteristic(has_goal(PA, achieve(ontime_task_execution, -1))
own_characteristic(has_goal(PA, maintain(good_health_condition, 0, -1)))
own_characteristic(has_goal(PA, maintain(normal_exp_pressure, 0, -1)))
own_characteristic(has_goal(PA , maintain(normal_vitality, 0, -1)))

Here, -1’ indicates infinite time. Based on the goals related to the mechanic’s
health condition, the query for a cognitive model with the value normal_exp_pressure of
the parameter states is generated and communicated by Own Process Control to MMA.
As a result of this query, the model annotated by the corresponding parameters is in-
deed retrieved from MMA, and stored within the component MAI within PA:

maintenance of agent information (PA)

input: belief(leads_to_after(cogn1, and(normal_exp_pressure, normal_vitality), high_perf_quality, 1), pos)

output: z:ecé input

The workflow models for the assigned tasks are extracted from MMA in a similar
manner.

Eventually, the models and the goals are also received by the Coordination com-
ponent in Agent Specific Task. Based on this input Coordination generates specific
criteria. In particular, based on the goals to maintain normal_exp_pressure and nor-
mal_vitality, the criteria to maintain the medium heart rate and the high performance
quality are generated using the cognitive model. The generated criteria are provided to
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the Monitoring component, which sets the observation foci corresponding for these
criteria.

After this has all been done, a new assignment of a task is received from the World
component, namely that a task of type maintain_engine has been assigned to the me-
chanic:

physical world

input: -

output: observation_result(at(assigned_task_at(maintain_engine, 3), 3), pos))

Based on this information Coordination generates new criteria using the workflow
model corresponding to the task. Most of these criteria establish the time points at
which the execution states from the workflow should hold, for example:

achieve(walk_to_engine, 4)

These criteria are again sent to the Monitoring component within Agent Specific
Task. Therefore, the component sets the observation foci to the states within the work-
flow. If no goal violation is detected, no actions are undertaken by the agent. After a
while however, a new task is assigned, namely the task to fix the close-in weapon
system (of type solve_ciws_problem), which is outputted by the world:

observation_result(at(assigned_task_at(solve_ciws_problem, 23), 23), pos))

Again, the appropriate criteria are derived based on the corresponding workflow
model. The Monitoring component continuously observes whether the criteria are
being violated, and at time point 66 (when the mechanic should walk to the close-in
weapon system) it observes that this is not the case. Therefore, a criterion violation is
derived by the Monitoring component.

monitoring (AST - PA)

input: observation_result(at(walk_to_ciws, 66), neg); etc.

output: criterion_violation(walk_to_ciws) etc.

This criterion violation is received by the component Analysis, which is triggered
to start analysing why the mechanic did not perform the task in a timely fashion. This
analysis is performed using the cognitive model. The first hypothesis which is gener-
ated is that the cause is that the experienced pressure is normal, but the vitality ab-
normal. The Analysis component derives that a low heart rate must be observed to
confirm this hypothesis (an observation that is not available yet):

analysis (AST - PA)

input:  observation_result(at(walk_to_ciws, 66), neg);

criterion_violation(walk_to_ciws)

output: selected_hypothesis(at(and(normal_exp_pressure, abnormal_vitality), 65);

to_be_observed(low_heart_rate))

Since the heart rate is not observed to be low, but high, the Analysis component
selects another hypothesis that is confirmed by the observation results that are now
present (after the heart rate has been received). The resulting hypothesis is abnormal
experienced pressure, and normal vitality. This hypothesis is passed on to the Plan
Determination component within Agent Specific Task of the PA agent. Agent Specific
Task derives that the task level should be adjusted:

plan determination (AST - PA)

input:  selected_hypothesis(at(and(abnormal_exp_pressure, normal_vitality), 65)
output: to_be_adjusted(abnormal_task_level)
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To achieve this adjustment, the mechanic is informed that the maintenance task is
not so important, and that the mechanic should focus on the close-in weapon system
task. This eventually results in a normal task level of the mechanic.

4 The Multi-agent Context for the Personal Assistant Agent

The Personal Assistant agent PA functions within the context of a multi-agent system
consisting of different types of agents. In addition to the Personal Assistant itself the
following agents are involved; models for all of them were designed based on the
component-based Generic Agent Model (GAM) presented in [6]. The Model Mainte-
nance Agent (MMA) contains a library of four types of models: monitoring and guid-
ance models, cognitive models, workflow models and dialogue models. Models can
be provided to PA upon request; to facilitate this process, each model is annotated
with specific parameters. The State Maintenance Agent (SMA) maintains characteris-
tics, states and histories of other agents, of the physical world and of the workflows.
Information can be requested by the PA’s, using a specific element (i.e. agent, physi-
cal world, a workflow), an aspect (i.e. state, history) and a time interval for which
information should be provided. In addition, the Mental Operations Agent (MOA)
represents the mental part of the human. MOA is connected to the human’s physical
body, which can act in the physical worlds. The Task Execution Support Agent
(TESA) is used by the human as an (active) tool during the execution of a task.

For each human that needs to be supported during the task execution a Personal
Assistant agent is created. Initially, the Personal Assistant agent contains generic
components only. The configuration of it is performed based on the role that needs to
be supported by the agent, on the characteristics of a human who is assigned to this
role, and on the goals defined for the Personal Assistant agent.

The configuration of the self-maintaining personal assistant agent begins with the
identification of the suitable monitoring and guidance task model(s) that need(s) to be
requested from the model maintenance agent. To this end, the model parameters are
identified by the Own Process Control component based on the goals of the personal
assistant agent. For example, to establish if the human complies with a workflow
model, diagnosis of the human’s state may need to be performed. Thus, a query to the
model maintenance agent is given which includes the parameter type of analysis with
value diagnosis. When a query is specified, the function model_query(query_id, param,
list_of_values) is used, where the first argument indicates a query identifier, the second
argument indicates a parameter and the third argument indicates a list of parameter
values.

The choice of cognitive models is guided by the goals that concern internal states
of the human. From the goals in Table 1 and their refinements and instantiations, a
number of internal states can be identified, among which experienced pressure and heart
rate. For such states and for each task the appropriate cognitive, workflow and dia-
logue models are extracted from the model maintenance agent. By matching queries
received from the personal assistant agent with the annotations of the maintained
models, the model maintenance agent identifies the most suitable model(s), which is
(are) communicated to the requestor. The provided models are stored in the Mainte-
nance of Agent Information component of the personal assistant.
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More details about the multi-agent context of the personal assistant agent can be
found in [10].

5 Conclusions

In every organisation a set of critical tasks exists that greatly influence the satisfaction
of important organisational goals. Thus, it is required to ensure effective and efficient
execution of such tasks. To this end, automated personalized assistance for the task
performers may be used. In this paper, a generic agent model for personal support
during task execution has been proposed. This agent model allows the use of dynami-
cal models and information about the assigned goals and tasks. The personal assistant
agent performs monitoring and analysis of the behaviour of the supported human in
his/her environment. In case a known problem is detected, the agent tries to identify
and execute an appropriate repair action. The fact that the architecture is generic dif-
ferentiates the approach from other personal assistants such as presented in [5; 6].
Besides being generic, the proposed personal assistant agent has an advantage of be-
ing relatively lightweight, as it only maintains and processes those models that are
actually needed for the performance of the tasks. It can therefore run upon for in-
stance a PDA or cell phone. To provide the required functionality for personal assis-
tant agents, the multi-agent context in which it functions includes model maintenance
and state maintenance agents.

When performing a task, especially in highly demanding circumstances, human
performance can be degraded due to increased cognitive workload. A possible nega-
tive effect of high cognitive workload is that it leads to a reduction in attention and
situation awareness [11]. Situation awareness refers to the picture that people have of
the environment (e.g., [12]). In case of low situation awareness this picture is wrong,
which will often lead to wrong decision making (e.g., [13]). In the literature, it is
known that automated systems can also impose a negative effect on cognitive work-
load or situation awareness [14]. Therefore, systems have been designed that are
adaptive, e.g. in only providing aiding when it is necessary [5]. For this, a human’s
cognitive state should be assessed online; since this is difficult, often adaptive systems
like this are based on psychophysiological measurements, like brain activity and eye
movements (e.g. [15], [5]). The personal assistant model described in this paper
makes use of such measurements, but in addition uses models of cognitive states and
dynamics, and the current workflow to be able to assess the online state of the human.
This allows for an optimal support of the human.
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Abstract. The automotive domain is an excellent domain for investigating
augmented cognition methods, and one of the domains that can provide the ap-
plications. We developed, applied and tested indirect (or derived) measures to
estimate driver state risks, validated by direct state-sensing methods, with major
European vehicle manufacturers, suppliers and research institutes in the project
AIDE (Adaptive Integrated Driver-vehicle InterfacE). The project developed an
interface with the driver that integrates different advanced driver assistant sys-
tems and in-vehicle information systems and adapted the interface to different
driver or traffic conditions. This paper presents an overview of the AIDE pro-
ject and will then focus on the adaptation aspect of AIDE. Information pre-
sented to the driver could be adapted on basis of environmental conditions
(weather and traffic), and on basis of assessed workload, distraction, and physi-
cal condition of the driver. The adaptation of how information is presented to
the driver or the timing of when information is presented to the driver is of im-
portance. Adapting information, however, also results in systems that are less
transparent to the driver.

Keywords: In-car services, workload, adaptive user interface, central manage-
ment.

1 Introduction

A major research effort on augmented cognition takes place in the defense domain,
aiming at systems that support or extend the limited human information processes for
operations in high-demand situations [1]. To augment cognition in dynamic condi-
tions, the momentary human state is often sensed via (psycho)physiological meas-
urements, such as EEG and heart rate [2]. New non-obtrusive methods can be used,
such as camera sensors and microphones to assess emotion out of, respectively, facial
expressions and voice [3]. In general, we propose to use a mixture of methods, includ-
ing measures of human, task and context [4]

In our view, the automotive domain is an excellent domain for investigating aug-
mented cognition methods, and one of the domains that can provide the applications.
First, the human is in a constrained (relatively fixed, “indoor”) position, sitting in an
environment that can be relatively easily enriched with driver-state sensing technol-
ogy. Second, the driver’s tasks is rather well-defined, and can be tracked well, and

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 13 2009.
© Springer-Verlag Berlin Heidelberg 2009
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context factors can be easily assessed via both current sensor technology (e.g., slip-
pery road) and data acquisition via wireless networks (e.g., traffic density and
weather). These domain and task characteristics allow for high-levels of automation
to support safety and comfort, but the human task performance will remain a crucial
factor of the overall driver-car performance. Third, there seems to be a real need for
AugCog technology. Drivers can access more and more services in the car, for exam-
ple for navigation, traffic information, news and communication. Furthermore, the car
itself provides more and more information that should support drivers’ tasks, such as
speed limit warnings and parking guidance “beeps”. The consequences of providing
in-car traffic management information (like route information) in combination with
infotainment services (like news headlines) can be negative; distraction or high work-
load could adversely affect the interaction between the driver and the in-car system
(e.g. [5], [6]). Overload means that the driver is unable to process all relevant infor-
mation necessary to perform the primary driving task. This may lead to increased
error rates and delayed detection of other traffic participants and, hence, to reduced
safety [7].

A recent study showed that 93% of observed crashes related to ‘inattention’ [8].
Within traffic research detection of ‘inattention’ (eyes not on the road) plays an
important role. The ‘eyes not on the road’ can be caused by many things such as dis-
traction, drowsiness, intoxication, workload, etc. It is not an easy task to detect ‘inat-
tention’. Clearly drowsiness can be detected through EEG signals but no driver will
step into a car and puts an EEG cap on. So alternative measures needed to be devel-
oped. A lot of research effort was put into developing such measures. However still
none provided a detection good enough to develop an in-vehicle system. The number
of accidents is the measure for traffic safety. Although they happen on a daily basis
accidents are fortunately still quite rare. So also with respect to the traffic safety alter-
native measures or indicators are needed. In traffic research, objective measures were
developed that relate to the lateral part (e.g., how does a driver keeps its lane) and the
longitudinal part of the driving task (e.g., car following). Of some of these measures it
could be shown that there was a correlation between the measurement (e.g., speed)
and traffic safety [9]. Other measures such as the duration until a driver crosses a line
marking given the same speed and acceleration (time-to-line crossing) or the time-to-
collision have also shown to be related to traffic safety. Subjective questionnaires
were developed to indicate workload experienced by the driver. However under nor-
mal driving conditions it is unwise to fill out a questionnaire to assess the workload of
the driver. So objective measures were used that a related to the steering behaviour of
the driver (such as steering reversal rate). An extended list of measures that are com-
monly used in traffic research was generated by the AIDE project (e.g., [6]).

The importance of measuring the status of the driver (workload, distraction, etc)
while driving lies in the possibility to warn a driver for potential hazardous situations
and for adapting the interface to the driver. A driver that is distracted will need an
earlier warning of a system in order to avoid a possible collision then a driver who is
not distracted. However adapting the HMI to the driver requires storing some data of
that driver. So adapting the HMI brings along privacy issues (e.g., who has access to
the stored data). Also the introduction of driver support systems brings along other
problems then just technical or HMI related. For example, an adaptive cruise control
(ACC) can not only maintain a certain speed but also a certain distance to a leading



Adaptive Interfaces in Driving 15

vehicle. If that vehicle drives slower then the ACC vehicle then the ACC vehicle has
to slow down too. However this deceleration is limited. If the leading vehicle sud-
denly brakes harsh then the ACC might technically able to cope but this cannot be
guaranteed for all kind of situations. To avoid such legal issues on who is the blame in
case of an accident when there are driver assistance systems on board, it is always
stated that the driver is responsible, meaning should always stay in the loop with re-
spect to the driving task.

To address all appplication constraints of AugCog technology, the AIDE project
developed, applied and tested alternative (or derived) measures to estimate driver
state risks. In this approach, the direct state-sensing methods (like eye-tracking and
hear rate) are used to validate these measures.

2 The AIDE Project

Within Europe in 2007 about 43000 people died as the consequence of a traffic accident
and about 1.7 million people were injured. Human error is the main contributing factor
in accidents. To assist drivers in their task Advanced Driver Assistance Systems (ADAS
such as forward collision warning systems, lane departure warning systems, vision
enhancement systems) have been developed that offer great potential for improving
road safety. These systems can warn the driver with respect to (potential) dangerous
situations but can also to a certain extent take over part of the driving task. In-vehicle
information systems only inform the driver and are most of the time not directly related
to the driving task (e.g., mobile phone, fleet management, but also route navigation).
Although these systems have benefits either with respect to driving safety or comfort
there is huge risk that if the systems work in isolation the workload of the driver may
increase thereby compromising traffic safety. Integration and adaptation of the systems
are important tools to have the benefits of these systems without having the side effects.
The AIDE project (Adaptive Integrated Driver-vehicle interfacE; IST-1-507674-1P)
wanted to generate the knowledge and develop methodologies and human-machine
interface technologies required for safe and efficient integration of ADAS, IVIS and
nomad devices into the driving environment. The objectives of AIDE are

e to maximize the efficiency, and hence the safety benefits, of advanced driver assis-
tance systems,

e to minimize the level of workload and distraction imposed by in-vehicle informa-
tion systems and nomad devices and

e to enable the potential benefits of new in-vehicle technologies and nomad devices
in terms of mobility and comfort.

To reach the objectives an integrated HMI was developed and tested in which the
following components was developed

— Multimodal HMI I/O devices shared by different ADAS and IVIS (e.g. head-up
displays, speech input/output, seats vibrators, haptic input devices, directional
sound output)

— A centralised intelligence for resolving conflicts between systems (e.g. by means
of information prioritisation and scheduling).
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— Seamless integration of nomadic devices into the on-board driver-vehicle interface.

— Adaptivity of the integrated HMI to the current driver state/driving context. The
adaptive interface should also be re-configurable for the different drivers’ charac-
teristics, needs and preferences. This requires techniques for real-time monitoring
of the state of the driver-vehicle-interface system.

To illustrate best what AIDE aimed at is the vision that was laid down in the AIDE
proposal:

“Maria starts the car and drives through the city centre towards the mo-
torway that leads to the small seaside town where she lives. When the car
starts moving, all functions not suitable for use while driving are disabled. It
is rush hour and the streets are crowded with other vehicles, pedestrians and
bicyclists.

By means of using information gathered from on-board sensors combined
with a satellite-based positioning system, the car knows that the driving situa-
tion is demanding and adapts the driver-vehicle interface so that Maria can
concentrate on the driving. Thus, the information given through the interface is
reduced to a minimum and all non-critical information is put on hold until later.
Moreover, irrelevant safety systems, e.g. lateral control support, are disabled.

When Maria stops at a traffic light a voice message is given informing her
that the road ahead is blocked and suggests an alternative route. This message
was judged by to be sufficiently important to be let through despite the over-
all demanding driving context, but the system waited to present it until the
workload was temporary reduced at the traffic light.

After driving for a few minutes on the highway, Maria starts thinking about
a complex lawsuit that she has been assigned the responsibility for at work. The
vehicle detects the increased cognitive activity from changes in her eye-
movement patterns (detected by the cameras in the dashboard). After a while,
the vehicle in front of hers brakes for a traffic queue. This is detected by the
collision avoidance system, which alerts Maria of the potential danger using a
flashing light combined with a slight seat vibration. She gets the alert well in
time to be able to avoid the danger. However, since Maria was cognitively dis-
tracted, the warning was given earlier and the intensity of the warning was
stronger than would have been the case if Maria had been fully attentive.”'

Clearly not everything can not yet be implemented but for example adjusting the
HMI based on “satellite-based positioning system” can easily be achieved. Within
AIDE three different prototypes were developed: One truck and two cars.

An example: Adapting a forward collision warning system

This paper focuses on the adaptivity aspect of the AIDE project and more precisely on
the acceptance of an adaptive system.” In AIDE a large number of experiments were
performed with respect to the different aspects of the AIDE system. Three closely

! Taken from the AIDE website http://www.aide-eu.org/index.html

% For more information on the AIDE project the interested reader is referred to the AIDE
IP website (http://www.aide-eu.org/index.html) or you can contact Rino Brouwer at
rino.brouwer @tno.nl
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related experiments were performed by ITS Leeds (UK), VTI (Sweden) and TNO. In
these experiments the effects of a Forward Collision Warning system were investi-
gated. A Forward Collision Warning (FCW) is an on-board electronic safety device
that continuously monitors traffic obstacles in front of the host vehicle and warns the
driver when a risk of collision is imminent. The benefits of an FCW in reducing the
number and severity of front-to-back collisions or ‘shunts’ have been reported
(e.g, [10]). The effects of the system on driving behavior and on acceptance of the
system were investigated in three driving simulator experiments (see Figure 1). In
the experiment performed by ITS Leeds the FCW was adapted to the driver, in the
experiment of VTI it adapted to the road friction, and in the experiment by TNO to
distraction.

&

VTI
X Driving
B\ Simulator
Vv

Fig. 1. The driving simulators used in the experiments. Top left, the TNO simulator; bottom
left, the (old) ITS Leeds simulator; right the moving base driving simulator at VTI.

In all three experiments participants had to drive a route of 40 km in which a lead-
ing vehicle could sometimes suddenly brake in which the FCW could give a warning.
In all experiment driving with an adapted FCW was compared to driving without an
adapted FCW. As stated at ITS Leeds the system was adapted to individual differ-
ences. For drivers with a short reaction time the system warned later then for drivers
with a longer reaction time. At VTI the FCWwas adapted whether the roads was slip-
pery or not. In case of a slippery road the system warned earlier than on a dry road. At
TNO the FCW warned earlier when the driver was distracted which was achieved by
letting the driver perform a secondary task (for more detailed information on these
experiments see [11]).
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User acceptance was assessed by using the Van der Laan scale [12], giving a rating
for satisfaction and usefulness of each FCW type. This scale consist of nine questions
which reflect the underlying scale satisfaction and usefulness. (see Table 1).

Table 1. The questions in the van der Laan scale

Useful [ D R Useless
Pleasant I O I W Unpleasant
Bad Y I O Y B Good
Nice [ D P Annoying
Effective N O T T Superfluous
Irritating [ O T Likeable
Assisting N O O T Worthless
Undesirable A Y Y D Desirable
I I

Raising Alertness Sleep-inducing

The results for the three experiments showed that only the adaptive FCW in the
experiment of Leeds was rated more positively then the non-adaptive FCW. In both
experiments of VTI and TNO the non-adaptive system was rated more positively.
Although there are some differences between the three experiments an important
difference was that in the experiment of ITS Leeds the system was adapted to indi-
vidual differences while at VTT and TNO the system was adapted to circumstances
(slippery roads or distraction). The adaptation of the system to a driver’s preference is
more likely to be noticed by the driver then a system that adapts to circumstances.
Although the road may look slippery it may not be clear to the driver that the system
warns earlier because of less friction. And although the driver has to perform a secon-
dary task and is distracted (at least that is assumed) the driving task might still be
manageable together with the secondary task. So it may not clear to the driver why
the system warns earlier. In both the friction and the distraction experiment the driver
may only perceive that a warning is given earlier but not why.

3 Conclusions

This paper presented an approach to realize “Augemented Cognition” in a car by
adaptive in-car information and service presentations. According to this approach
critical user states are assessed via context information, and validated in high-fidelity
driver simulators. Via sensing the driver behaviour, information provision and
environmental conditions, the actual critical states can be detected, and the in-car
interfaces can be changed to establish adequate load levels. The most important de-
velopments in this area are the Advanced Driver Assistance Systems (ADAS) and In
Vehicle Information Systems (IVIS) [11].

The AIDE project showed that information presented to the driver could be adapted
on basis of environmental conditions (weather and traffic), and on basis of assessed
workload, distraction, and physical condition of the driver [13]. The adaptation of how
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information is presented to the driver or the timing of when information is presented to
the driver proved to be of importance. Adapting information, however, also proved to
result in systems that are less transparent to the driver. Tests in the driver simulators
showed that the rationale of adaptation, such as assumed distraction, is not always clear
for the drivers, resulting in less acceptance. Actually, the drivers may have to learn that
the circumtances and own state bring about a safety risk, and feedback on this aspect
might help to improve the acceptance. In other words, the adaptive interface should
explain its behaviour (e.g., during a training session). Furthermore, the experiments
showed that personalization can be beneficial on this aspect.
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Abstract. We present a context-based machine-learning approach for identify-
ing difficult driving situations using sensor data that is readily available in
commercial vehicles. The goal of this system is improve vehicle safety by alert-
ing drivers to potentially dangerous situations. The context-based approach is a
two-step learning process by first performing unsupervised learning to discover
meaningful regularities, or “contexts,” in the vehicle data and then performing
supervised learning, mapping the current context to a measure of driving diffi-
culty. To validate the benefit of this approach, we collected driving data from a
set of experiments involving both on-road and off-road driving tasks in unstruc-
tured environments. We demonstrate that context recognition greatly improves
the performance of identifying difficult driving situations and show that the
driving-difficulty system achieves a human level of performance on cross-
validation data.

1 Introduction

Cars are an essential means of transportation for much of the world. However, the
widespread use of automobiles exacts a large toll in the form of property damage,
injury, and death. The United States National Highway Traffic Safety Administration
reports that “In 2005, there were an estimated 6,159,000 police-reported traffic
crashes, in which 43,443 people were killed and 2,699,000 people were injured;” it is
the leading cause of death of people aged 3 through 33 [1]. Naturalistic driving stud-
ies have shown that having a passenger in the vehicle reduces the odds-ratio of having
a crash by 50% [2]. The goal of this research is not to automate driving, but to iden-
tify and mitigate potentially dangerous situations for the driver, similar to a “backseat
driver,” improving safety. To this end, we have conducted a series of experiments in
both on-road and off-road driving in unstructured environments. In these experiments,
we have shown that our system identifies difficult driving situations with performance
similar to that of a human backseat driver, and see significant improvements in the
performance of drivers during the experimental conditions. Our driving-difficulty
classifier system operates in real time in unstructured environments without human
intervention, using sensors that are readily available on commercial vehicles without
additional instrumentation.

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 2 2009.
© Springer-Verlag Berlin Heidelberg 2009



Using Context to Identify Difficult Driving Situations in Unstructured Environments 21
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Fig. 1. Data-flow diagram in the context-based difficulty classifier system

We create the driving-difficulty detector using a two-step semi-supervised ma-
chine-learning approach [3]. The first step takes unlabeled data from the vehicle's data
bus and automatically extracts the context by automatically identifying statistical
regularities in the vehicle data. Our hypothesis is that the driver performing the under-
lying physical task - driving in the given conditions - induces observable regularities
in the vehicle data and identifying these regularities, or “contexts,” is crucial in
achieving a human-level of performance. For example, entering a high-speed roadway
tends to result in a driver pressing down the accelerator pedal, entering a period of
relatively high lateral acceleration, turning on a lane-change signal, and achieving a
fast speed. In this example, the underlying physical task induces regularities in how
the driver interacts with the vehicle. We are interested in automatically extracting
contexts to determine when the driver is entering a potentially difficult situation. With
the contexts identified, the system then maps these contexts onto a difficulty score
using a supervised-learning machine-learning algorithm (Fig. 1). To validate the sys-
tem, we compare the performance of an actual human backseat driver with our auto-
mated system, both with and without context recognition, in identifying potentially
dangerous driving conditions.

2 Related Work

For over twenty years, there has been interest in developing autonomous driving sys-
tems, with an early example being the NAVLAB project [4] and research is ongoing
[5]. Autonomous driving systems have recently gained widespread attention in the
research community and mainstream media, due in large part to the DARPA Grand
Challenge [6] and the follow-on DARPA Urban Grand Challenge. While computer
systems and robots may one day replace humans as the main users of the world's
highways, it is likely that humans will continue to be the primary drivers of motor
vehicles for the near future. This will continue the trend of over 40,000 fatalities per
year in the United States alone, coupled with incalculable related damages [1]. The
100-car naturalistic driving study [2] recorded almost 10,000 crashes, near crashes,
and “crash-relevant conflicts” over the course of about one year. This averages to
about seven incidents per subject per month. One bright spot is that the same study
showed that having a passenger in the vehicle reduces the odds-ratio of having a crash
by 50% [2]. In some sense, the goal of this research is to have the same crash-
reducing effect that passengers had in the naturalistic driving study. There has been
substantial research into driver-assistance systems. Many systems focus on placing
additional sensors on the vehicle, particularly visible-light cameras [7, 8], to identify
previously undetectable situations. Other groups have focused on developing models
of human drivers to focus attention [9]. While these are very promising avenues to
pursue, we feel that we can offer powerful driver-assistance tools by intelligently
analyzing readily available sensors on commercial vehicles to determine how the
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current situation can impact driver performance. Unsupervised learning has been used
as a basis for context recognition for mobile devices [10] and for improving image
classification [11]

The work presented in this paper extends the previous work in driving-difficulty
systems of [12], which trained a classification system to identify potentially danger-
ous driving conditions using predefined situations. This system identified eight high-
level situations with high accuracy: 1) Approaching or Waiting at Intersection, 2)
Leaving Intersection, 3) Entering On-ramp or High-Speed Roadway, 4) Being Over-
taken, 5) High Acceleration or Dynamic State of Vehicle, 6) Approaching Slow-
Moving Vehicle, 7) Preparing to Change Lanes, and 8) Changing Lanes. However,
this system was based purely on supervised-learning classifications on predefined
categories. The primary limitation is that predefined categories are inherently limited
by the cleverness of the developers to identify all relevant situations, while ignoring
irrelevant ones. This also means that the system must have numerous examples of
each situation against which to train the classifier. Out of the 24 hours of data col-
lected, the rarest situation, “Entering On-ramp or High-Speed Roadway,” was present
for less than 1% of the data and it is very challenging for any machine-learning classi-
fier to identify rare events [13]. Building on this previous work, our system uses a
two-stage approach to identifying potentially dangerous driving conditions.

3 Algorithms

The central component of our approach is the automated unsupervised learning of
context. Because we typically have a much larger amount of unlabeled data than la-
beled data, we take a semi-supervised approach to learning. The creation of contexts
using unsupervised clustering algorithms makes use of all data recorded from an ex-
perimental vehicle. The supervised learning of driving difficulty makes use of the
smaller amount of labeled data. This allows the driving-difficulty classifier to make
productive use of all the unlabeled and labeled data.

3.1 Data Representation

The input to the system is a discrete-time temporal signal, which is extracted from
sensors aboard an experimental vehicle from its standard Controller Area Network
(CAN) bus (Section 4.1). Because we are interested in the change of the sensor values
over time, we extract the rate-of-change and current-value information from each
signal over a fixed time window. This feature-extraction process converts temporal
signals into a vector-based representation. In terms of the features to use in the driv-
ing-context recognition, we feel that:

1. The magnitude of a signal is important. For example, knowing the speed of the
vehicle or brake-pedal force can help to disambiguate similar contexts.

2. The general trend of a signal is also important. For example, knowing how sensors
are changing can differentiate otherwise identical contexts.

With this in mind, at each time step for each input sensor, we construct a window
over some predefined length into the past (typically 5 seconds) and compute the
first-order linear-regression slope-intercept coefficients {m,b} for that time window.
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Converting a windowed temporal signal into a vector using the linear-regression coef-
ficients creates two coordinates; the regression slope (m) and the regression intercept
(b). Consequently, if there are 5 input signals, the result will be a 10-dimensional
vector. Our unsupervised-clustering algorithms search for driving contexts in this
vector space.

3.2 Unsupervised Context Learning

At each time step, the input to the unsupervised-learning context classifier is the col-
lection of vectors with the slope-intercept regression parameters for each sensor. The
unsupervised context-learning algorithm is a reductionist version of the prevalent k-
means clustering algorithm [3]. To determine vector similarity, we use the Mahalano-
bis distance and compute the sample mean and full covariance matrices belonging to
each cluster. We make an assumption that each regression-coefficient vector is gener-
ated independently of all others. With this assumption, the number of data points
assigned to a particular cluster is a binomial random variable, and we remove a clus-
ter if its corresponding probability is too low. By evaluating the binomial cumulative
distribution function, we can determine if a cluster is not significant, in a statistical
sense, and should be removed. If we have k clusters and N data-points, then the ex-
pectation is that each cluster contains N/k data-points. From this perspective, we can
set a removal threshold based on the fraction of data-points of the expectation. For
example, a threshold of 0.5 means that we will remove any clusters containing less
than 0.5N/k data-points. In practice on our experimental data, this reductionist cluster-
ing approach yields relatively stable numbers of clusters from random initializations
(E{k}=53.5,£1.92, p<0.05 for a removal threshold of 0.5). We also find the reduction-
ist clustering approach to less sensitive to the initial parameter k because if the value
of k is initially set too high, the algorithm will compensate by removing spurious
clusters. Thus, to set k we can initially choose a relatively high value and then let the
algorithm iteratively remove clusters to find a stable value.

3.3 Supervised Learning of Driving Difficulty

Up to this point, the system has mapped temporal vehicle sensors to a k-dimensional
vector of context probabilities (cf. Fig. 1). We use supervised learning to map this
context-probability vector to a difficulty score. As we describe later in more detail in
Section 4.1.2, we collected labels of driving difficulty for a subset of the experimental
data, by either backseat observation or post hoc video analysis. We use these scalar
1-100 value labels as ground-truth outputs for a supervised-learning algorithm. Be-
cause the values are continuous, this difficulty classifier can be stated as a standard
regression formulation. Not surprisingly, driving difficulty does not change dramati-
cally from second to second and the ground-truth difficulty labels are highly auto-
correlated (R=0.89 at 5-second lag).

4 Experimental Description

We have conducted a series of driving experiments in unstructured environments over
the past several years. The first studies were a proof of concept that we could infer
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Fig. 2. Frontal camera view from the Camp Pendleton experiments used for post hoc labeling
and analysis

difficult driving situation from readily available sensors from a commercial vehicle in
naturalistic on-road driving conditions [12]. The set of experiments covered by this
analysis involved driving in off-road conditions, on semi-improved and unimproved
paths, at the United States Marine Corps Base Camp Pendleton. These experiments
tested the ability for our system to identify high-difficulty driving conditions without
the presence of human-made regularities, such as traffic lights, lanes, and signage.
Drivers were instructed to drive on a predefined road circuit, but we did not attempt to
alter the roadway and or control external conditions in any of the experiments. As
such, we have encountered snow, rain, fog, traffic jams, road construction, mechani-
cal problems, armed guards, artillery howitzers, lost vehicles, and even flocks of
sheep (complete with over-protective herding dogs). Through the evolution of these
experiments and the knowledge gained, we have learned that identifying driving con-
text is crucial in achieving human-level accuracy with a driving-classification system.
By context, we mean those regularities that are caused by the human operator (the
driver) making the vehicle behave in a constrained manner.

4.1 Data Collection

Before each experiment, the subjects familiarize themselves with the test vehicle and
drive on a sample course. Additionally, before the main experiment, we conduct a
calibration study where we collect data from a small number of subjects with which
we train our difficulty-classification system. The purpose of the calibration study was
to duplicate the experimental conditions and gain insight into the phenomena that
would be helpful in identifying high-difficulty situations. The use of calibration data
also meant that a general driving-difficulty model is used, rather than a unique model
for each driver. After the calibration study is complete, the main pool of subjects
performs the driving study, as in [14].

Vehicle Data. To obtain information about the state of the vehicle and how the driver
is interacting with it, we interfaced through the Controller Area Network (CAN) bus
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Fig. 3. Performance of the difficulty classifier with and without context recognition in terms of
normalized correlation coefficient (p). The error bars are the cross-subject 95% confidence
intervals. Same persons have an average of p=0.95 for subsequent scoring of the same round.
Different persons difficulty scores have an average of p=0.74 agreement.

of the vehicle to record sensors that are readily available on many commercial vehi-
cles. In all experiments, we sampled data from the CAN bus at 4Hz. In our experi-
ence, sampling rates above 4Hz did not improve performance, and sampling slower
than 2Hz could result in missed events. Our difficulty-classification system incorpo-
rated two types of sensors: sensors that directly measure how the driver is interacting
with the vehicle and sensors that measure secondary interactions or vehicle state.
From the control-surface state, we made use of steering-wheel position, force applied
to the brake pedal, and accelerator-pedal deflection. From the physical state of the
vehicle, we made use of wheel speeds, adaptive cruise-control radar, and current gear
number. There are many driver-assistance systems that require special-purpose in-
strumentation [8] and these provide valuable insight into the cost-benefit analysis of
additional instrumentation to vehicles. However, our driving-difficulty classifier does
not require any experiment-specific instrumentation of the driver or vehicle, meaning
that this system is deployable on currently available commercial vehicles.

Difficulty Labels. To generate the ground-truth labels, the difficulty of the current
driving situation were scored on 100-point scale (1 to 100) entered by a human labeler
with an external dial or a software slider bar. A value of 1 means that the driving is
very easy, while a value of 100 means that there is imminent danger. Furthermore, the
labelers were instructed that a score of 50 or above indicated a judgment that it would
be a bad time to burden the driver with additional tasks, such as a mobile-phone call.
Allowing the labelers to input a continuous value on a 100-point scale, instead of a
binary difficulty decision, makes it possible to create more accurate machine-learning
classifiers. A human labeler can generate difficulty scores in two ways: sitting in the
back seat of the vehicle during the experiment or a graphical user interface for post
hoc analysis. For post hoc labeling, we constructed a user interface that displays a
video recording taken out the front window of the vehicle, such as Fig. 2, and controls
that allowed the labeler to move forward and backward in time so that users may
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Fig. 4. Performance of the difficulty classifier with and without context recognition in terms of
the receiver operator characteristic (ROC) area under curve (AUC). The error bars are the 95%
cross-subject confidence intervals. Same persons average an AUC of 0.87 for subsequent
scoring of the same round. Different persons agree with each other with an average AUC of
0.78.

adjust difficulty labels to ensure their accuracy. While the human labeler may use the
video to generate difficulty labels, the classifier system did not process the images in
keeping with the requirement that the system only use sensors currently available on
commercial vehicles.

4.2 Off-Road Experiments in Camp Pendleton

We conducted a series of experiments at the United States Marine Corps Base Camp
Pendleton, where the experimental platform was a Mercedes-Benz G-class 500 SUV.
In these experiments, subjects drove on a mixed semi-improved and off-road circuit
four times at 30 km/hour, with each circuit lasting about half an hour. We collected
data from nineteen drivers, resulting in 42 hours (609,744 samples) of data. As in our
previous experiments, we had to contend with unforeseen events, such as vehicle
traffic, road guards, and other equipment. The results described in this paper will be
based on the data collected from these experiments (Section 5).

5 Results

To evaluate the results of our driving-difficulty classifier, we compared the context-
based difficulty recognizers to those without context recognition. For the results with-
out context recognition, we mapped directly from the regression-coefficients (cf. Fig.
1) to the difficulty labels'. In all cases, we tried several regression architectures, in-
cluding a linear dynamical system, a linear mapping, and a feedforward artificial
neural network (ANN).

The linear dynamical system was trained using an iterative one-step optimal Ex-
pectation-Maximization routine using least-squares pseudoinversion of the feedfor-
ward and feedback matrices. The linear mapping was trained using the closed-form

! Mapping from the sensors to driving difficulty did not produce results better than random.
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optimal least-squares pseudoinverse. The ANN had arctan node activation with 50
hidden units®, trained with the quasi-Newton Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm with Fletcher-type line search [15]. The unsupervised context-
learning algorithm was given 7.5 hours (107,313 samples) of unlabeled driving data
from which to extract driving context. The supervised-learning algorithms were
trained with 4.6 hours (65,678 samples) of labeled driving-difficulty data. The hold-
out cross-validation set was 2.4 hours (34,581 samples) of labeled data from subjects
not contained in the supervised-training or context-learning sets.

To compare the performance of the different approaches, we use the correlation
coefficient between the estimated driving difficulty (the scalar 1-100 values) and the
ground-truth driving difficulty generated by the human labelers. To baseline the re-
sults, we also asked human labelers to generate difficulty labels for the same round on
subsequent days, and asked different human labelers to generate difficulty labels, and
compared their results to other labelers. This yields a correlation for how consistent
humans are with themselves, and how consistent different persons are with each
other. The results are summarized in Fig. 3. In terms of correlation coefficients, all
context-based difficulty classifiers outperform those that do not use context recogni-
tion. The context-based linear dynamical systems (p=0.76) and the context-based
ANN (p=0.73) perform to the consistency level of different persons with each other
(p=0.74). The best non-context-based classifier, the ANN, achieved a statistically
significantly worse correlation of p=0.56.

Another measure of performance is the receiver operating characteristic (ROC)
area under curve (AUC) measure [3]. In our case, this measures the probability that a
difficulty estimate will agree with a ground-truth label that the situation is “too
difficult,” cf. Section 4.1.2. The results are summarized in Fig. 4. Once again, all
context-based classifiers outperform those that do not use context recognition. The
best performer was the context-based linear dynamical system (AUC=0.92), which
performed as well as the self-consistency of human labelers (AUC=0.87). The best
non-context-based classifier, the linear mapping, achieved a statistically significantly
worse result of AUC=0.80. Thus, the best context-based classifier reduces the AUC
error rate by almost 60% over those classifiers that do not use context recognition,
achieving human levels of performance on both correlation and AUC measures.

6 Conclusions and Future Work

We have presented a context-based semi-supervised machine-learning approach to
identify difficult driving situations. We showed that context-based classifiers outper-
form those that do not use context recognition and that a context-based linear dynami-
cal system can achieve human-like performance on real-world experimental data. In
future work, we plan to look at techniques for automatically adapting the generalized
contexts to the behavior of a new driver. This will create contexts that are representa-
tive of the actual person-specific driving style. In addition, because we have much

2 An ANN with 50 hidden units performed better than other hidden-layer sizes on cross-
validation data, which is, incidentally, close to the number of contexts discovered by our un-
supervised context-learning algorithm on this data set.
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more unlabeled data than labeled data, we want to look at bootstrapping techniques
for the difficulty scorer.

In the experiments so far, we have applied this technique within the realm of driver
overload. In the future, we plan to change our focus to look at the more common
condition of driver underload. By underload, we mean those situations that become
potentially dangerous because the driver is distracted, inattentive, drowsy, or bored.
We plan to extend the context-based approach to unsupervised learning approach in
order to identify unusual, potentially dangerous driving situations due to underload.
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Abstract. Warfighters are constantly challenged with increasingly complex
mission environments, roles, and tasks, which require rapid and accurate deci-
sion making. Most current military and commercial decision aids leverage a
single strategy: they retrieve and fuse information about well-defined objects
and events for the user. Such aids effectively discourage users from considering
contextual information and patterns that may help them recognize or think criti-
cally about hostile or innocent events. If a decision aiding system were to be
truly effective, its adaptive strategies should be driven by more than manipula-
tion of well-defined information presented to the user. In this paper, we propose
several critical factors - (1) Information state, (2) User cognitive state, and (3)
Interaction state — that will enable for discern what must be decided and by
when; discriminate which cognitive state and process are in play; and assess in-
teractions (queries, selections, etc.) with the information. Most importantly,
these factors will allow for a decision aid to capitalize on —the distinctly human
ability to find meaning in swarm of objects and events being perceived.

Keywords: adoptive decision aids, intuition, cognitive state, warfighters.

1 Decision Aids

Warfighters are often faced with dynamic and increasingly complex mission envi-
ronments, roles, and tasks, which necessitate rapid and accurate decision making.
Army combat operations occur in densely-populated urban settings where the physi-
cal dimensions and cultural and social characteristics of the environment interact to
dramatically compress and complicate the dynamics of the battlespace. The enemy is
no longer a large, slow-moving, monolithic entity from the Cold War; the enemy is
diverse, numerous, and includes asymmetric threats—small bands of unknown and
highly adaptive terrorists, insurgents, drug-traffickers, and other criminal elements.
There is a need for adaptive decision aids that support operators in these complex,
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dynamic contexts. Most current military and commercial decision aids leverage a
single strategy: they retrieve and fuse information about well-defined objects and
events for the user. This is the purpose of track correlation functions (which associate
track radar, emissions, ID and other data) on consoles in the AEGIS Combat Informa-
tion Center (CIC). It is the function of most information management tools for the
intelligence community [1]. Such aids effectively discourage users from considering
contextual information and patterns that may help them recognize or think critically
about hostile or innocent events. These aids, in short, focus user attention on the most
recognizable data at the finest level of granularity. They fail to capitalize on — and
may even suppress — the distinctly human ability to find meaning in swarm of objects
and events they perceive. For example, CIC systems encourage users to focus on the
kinematics of individual entities, but do not support inferences about coordinated
actions (e.g., one aircraft is the sensor, another is the shooter) between them.

If a decision aiding system were to be truly effective, its adaptive strategies should
be driven by more than manipulation of well-defined information presented to the
user. An effective system should be able to dynamically adapt the aid it offers as a
function of several critical factors: (1) Information state - the evolution of the decision
task over time towards a deadline; (2) User cognitive state - the decision maker’s
cognitive state and decision processes; and (3) Interaction state - the decision maker’s
interactions (queries, selections, etc.) with the information.

(1) Automated assessment of the state of Information should enable the aid to
discern what must be decided and by when. Specifically, these measures en-
able the system to (A) estimate the focus of decision activity, (B) the time
course of a decision (to discriminate early from late decisions, and (C) ma-
nipulate that information in many of the ways above (testing, exploration, al-
gorithm support).

(2) Automated assessment of the Cognitive state should enable the aid to dis-
criminate which cognitive state and process are in play.

(3) Automated assessment of Interaction state should provide behavioral data
with which to triangulate on information state and cognitive state.

Assessing each of the three states described above presents challenges in an envi-
ronment in which time is scarce, stakes are high, and uncertainty is ever present.
However, the challenge of measuring cognitive state is perhaps the most difficult.
Cognitive psychology has developed methods of inferring cognitive state and process
from reaction time and accuracy data but these methods are highly artificial, suitable
only for laboratories and not for operational environments. However, recent advances
in neuroscience may enable us to measure aspects of cognitive state and cognitive
process reliably, in operational settings. For example, a number of neuroimaging and
neurophisiological studies examined the nature of decision making and the process
that underlie it, such as — Intuition [2][3][4]. We are engaged in research in research
that focuses on intuition.

2 Intuition

Intuition is often credited with helping warfighters succeed in critical situations. Re-
search in human pattern recognition and decision-making suggest that there is a sixth
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sense through which humans can sense unique patterns without consciously seeing
them [5][6]. This fast-acting mode of recognition may act as a first-pass filter for
gleaning insight of an entire scene [7]. Cursory evidence at an aggregate level sug-
gests that this capability, known as “sixth sense” or “intuition” may be detectable at
both the behavioral [8] and neurophysiological [2] [3]. We define intuition as an af-
fectively charged, internal cue to the existence of meaningful information in the envi-
ronment that arises rapidly and unconsciously. Intuition is not a decision or solution.
There is accumulating evidence that indicates that this capability may be trainable [5]
[8] and malleable [9] in extremely limited contexts, although it is certainly subject to
biases [10] and other types of errors [11].

Recent advances in neuroscience may enable us to reliably measure aspects of
cognitive states and cognitive processes involved in decision making, in operational
settings [2] [3] [4] [12] [13]. For example, Volz et al. (2006) utilized functional Mag-
netic Resonance Imaging (fMRI) to examine the neural basis of intuition in partici-
pants who were engaged in a modified version of the Waterloo Gestalt Closure Task
that involved presentation of images that had been fragmented (i.e., some of the pixels
were removed) to varying degrees. The participants were instructed to indicate
whether each image contained an object. Fragmenting the images as well as the brief
presentation (400ms) made it harder for participants to identify objects in the images.
Some of the fragmented images were also scrambled in a way that made them appear
incoherent. Participants were instructed to use their “feeling” of whether each image
contained/did not contain an object, but they did not have to identify the object. The
results of this study revealed activations in the median Obitofrontal Cortex (OFC), the
lateral portion of the amygdale, anterior insula, and ventral occipito-temporal regions.
The authors identified the OFC to be the area subservient for intuitive coherence
judgments. Volz et al. (2008) study further confirmed these conclusions as well as
demonstrated that activation in the OFC is modality independent.

In order to further characterize the temporal, spatial, and contextual parameters of
intuition, we recently carried out an experiment, utilizing high-density array Electroe-
ncephalography (EEG). The results of experiment demonstrated activation in the
Orbitofrontal Cortex (preciously identified to be associated with intuitive processing,
see [3] [4]) as early as 220ms after stimulus onset in response to images that were
perceived to be coherent, regardless of whether there was an actual object in the im-
age or not. These results provided additional support for the notion that intuition can
be characterized temporally and spatially, and that we can reliably measured its occur-
rence with neurophysiological tools.

3 Decision Aids Guided by Intuition

The development of reliable measures of intuition provides new opportunities to un-
derstand and aid human cognition. Here, speculate on the function of intuition in
human cognition, and the way that intuition-aware devices might enhance human
performance.

Intuition is a rapid, automatic cue to the decision maker that aspects of the current
situation are coherent or meaningful. Intuition in and of itself does not convey the
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meaning of an object or event. It merely signals that recognition or comprehension of
a scene is approaching.

This signal may help a domain expert to manage the decision process. Thus, intui-
tion serves a metacognitive function. For example (see Figure 1):

The presence of intuition indicates to the decision maker that it is better to wait out
the process of recognition than to guess, if time is short. Even if time is plentiful, it
may be best to wait briefly for recognition to produce solutions instead of (or before)
engaging in deliberate analysis.

Conversely, the absence of intuition indicates that waiting for recognition may be fu-
tile. Thus, it may be best for the decision maker to apply a default response or guess if
time is short; it may be best to invoke deliberate, analytic processes if time is plentiful.
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Fig. 1. Intuition may support metacognition and decision aiding. Its presence (1) may
promote recognitional processing and rapid action. Its absence (2) may promote guessing or
deliberation.

\ Stimulus \

If intuition helps people to manage decision processes and decision time, then reli-
able measures of intuition might enable us to create a new generation of machines to
support decision making.

A decision aid that senses its user's intuitive moments might, perversely, serve its
owner best by withholding information that could conflict with the user's rising solu-
tion. For example, automated target recognition aid typically overlays sensor imagery
(e.g., a vehicle obscured by trees) with a diagrammatic template of the most likely
target (e.g., a technical or pickup truck mounted with a machine gun). Given a reliable
signal of intuition, the aid might withhold that template while the user's recognition of
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the scene resolves, with the expectation that the user's response will be more accurate
and sufficiently quick.

A decision aid that senses the absence of an intuitive moment might serve its
owner by rapidly cueing a solution (e.g., a technical) if time is short. It might, if time
is plentiful, present its owner with decision analysis tools (e.g., a decision tree for
discriminating technicals from standard pickups, light armored vehicles, etc.).

These are real time, personal applications, in which the intuitions of the decision
maker instantaneously drive his (or her) own decision aid.

We are devising an array of other applications that may use measures of intuition
in real time to support teams of humans in real time, and other applications that use
intuition offline to train autonomous robots.

In sum, reliable measures of intuition may help us to devise a new generation of
tools that enhance human decision processes or protect them from interference. The
net result should be faster and better decisions when they are needed most.
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Abstract. Many challenges remain for understanding how the human brain
functions in complex dynamic environments. For example, how do we measure
brain physiology of humans interacting in their natural environments where
data acquisition systems are intrusive and environmental and biological artifacts
severely confound brain source signals? How do we understand the full context
within which the human brain is operating? How do we know which informa-
tion is most meaningful to extract from the data? How can we best utilize that
extracted information and what are the implications for human performance?
The papers comprising this section address these questions from conceptual,
technical, and applied perspectives. It is clearly seen that significant progress
has been made since the inception of the Augmented Cognition program and
that, to overcome these challenges, a continued multidisciplinary approach is
required across basic and applied research from cognitive scientists, neuroscien-
tists, computer scientists, and engineers.

Keywords: electroencephalography (EEG), natural environment, operational
neuroscience, Augmented Cognition, cognitive engineering, human dimension.

1 Introduction

Over the past several decades, the field of neuroscience has made significant contribu-
tions to our understanding of human cognition. Neuroimaging, in particular, has un-
veiled a great deal more about the structure and function of the brain and how mental
representations and behavior are generated. Much of this research has been conducted
in controlled laboratory environments in which isolated auditory or visual stimuli are
presented and simple behavioral responses are required. Moreover, such tightly con-
trolled laboratory settings often study participants in acoustically and eletromagneti-
cally shielded rooms while operating under conditions of minimal or highly restricted
movement. Although it has advanced our basic understanding of how the brain
functions within highly constrained environments, the extent to which controlled
laboratory research generalizes to how the brain functions in complex and dynamic
environments in the real world is currently not well understood. In fact, it may be ar-
gued that "laboratory studies conceived and interpreted in isolation from real-world
experience may do far worse than fail to generalize back to the natural environment;
they may generate fundamental misunderstandings ..." [1; p. 177]. Furthermore, what
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we know about degeneracy and complexity of biological systems [2,3] suggests that
the brain is capable of using its estimated quadrillion neural connections in different
ways to accomplish the same task. Based on these concepts, it's likely that there are
fundamental differences in how the human brain actually functions to control behav-
ior when it is situated in ecologically valid environments (i.e., situated cognition) rela-
tive to that observed in highly controlled laboratory environments.

Because of the complexity of the brain and the natural world, and the inherent
measurement challenges of recording neurocognitive activity in uncontrolled envi-
ronments, we are only now beginning to understand how humans process information
and interact in the real world. Ecological approaches [4,5] have for a long time advo-
cated the need to focus on human, task, and environmental interactions to understand
behavior in realistic settings. Over the past decade, these concepts have been extended
to understanding the interactions between brain functions and operational environ-
ments [6-18]. Tools designed to examine these interactions have been and are con-
tinuing to rapidly advance through programs such as Augmented Cognition [16-18].
Much progress has been made in neurotechnology as evidenced by advances in sensor
technologies [19,20], signal processing techniques such as independent component
analysis [21-23], directed component analysis [24], and single-trial phase synchroni-
zation [25,26], as well as computational algorithms for classifying cognitive states
[13-15,27-29] and brain-computer interfaces [30-32].

While these advancements are enabling preliminary insights into situated cogni-
tion, there exists a need to further advance such technologies and validate methodolo-
gies for conducting research in real-world environments. Sensor technologies and
signal processing techniques have not yet matured to a level at which brain function
can be reliably observed in naturalistic settings to the extent possible in laboratory
settings [33]. While this goal may ultimately be untenable, science and technology are
fast approaching toward this end. Due to challenges of experimental control, one ap-
proach is to integrate and synchronize multivariate data (e.g., physiological, behav-
ioral, and contextual) and then apply data mining techniques to search for “hidden”
relationships [22,34].

These advancing technologies and methods are expected to provide important in-
sights into how people “think” about the information that they encounter — and how
well they can translate that thinking into effective behavior. From an application
standpoint, ensuring that people “think well” is non-trivial. The complicated nature of
the human-task-environment interactions is seen in the analysis of military and indus-
trial disasters, in which decision makers unsuccessfully interacted with equipment and
other personnel in stressful, dynamic environments (e.g., see the shooting down of
Iran Air flight 655 by the U.S. Navy in 1988 or the partial core meltdown of the nu-
clear reactor on Three Mile Island in 1979). Analysis of such disasters reveals that
cognitive aspects of complex human-system interactions can have dramatic and unex-
pected consequences [35]. As the explosive advances in information and computing
technologies that have occurred over the past several decades continue, and as the
relationships in society become increasingly dynamic and nonlinear, it is expected
that the nature of cognitive processing will continue to change from a model that pri-
marily relies on people to one that involves a balance between people and technology.
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As a consequence, it is expected that human-system performance in the real world
will be largely dependent on how well such systems are cognitively engineered
[10,34].

To highlight the state-of-the-art in neurotechnology, the current fundamental re-
search gaps, and the potential benefits of advancing our understanding human cogni-
tion in operational environments, we have selected papers in several critical areas.
The session starts with Stephen Whitlow presenting recent research on wireless, dry-
sensor EEG-based workload classification conducted on dismounted soldiers during
performance of military operations in urban terrain (MOUT). This paper frames the
problems and illustrates the successes and issues of neurocognitive monitoring of am-
bulatory soldiers in the real-world. From that basic framework, the next two papers
present cutting-edge hardware and software developments for mobile brain imaging.
Chin-Teng Lin presents engineering advances of a wireless, dry sensor EEG system
featuring micro-electrico-mechanical systems (MEMS) sensors with digital signal
processing on a chip. Robert Frank introduces a novel real-time artifact mitigation
algorithm based on a spatial filtering to direct the removal of biological artifacts from
brain signals in EEG data. The following two papers extend the discussion from EEG
to a more comprehensive multidimensional approach to understanding brain and be-
havior. Scott Makeig presents a new mobile brain/body imaging (MoBI) concept for
integrating multisensory inputs such as eye, head, and body movements along with
EEG and contextual data from behavior and the environment. Don Tucker then dis-
cusses data fusion and data mining approaches to creating and interpreting data sets
that include eye- and head-tracking, high-density EEG, and system-based information
and the challenges associated with data synchronization and integration. The final two
papers in the session present the application of neurotechnology for enhancing our
understanding of cognitive states of individuals in ecologically valid task environ-
ments. Ruey-Song Huang presents EEG correlates of driving performance based on
time-frequency analysis of independent components derived from ICA and discusses
implications for the design of human-computer interface design. Bradley Hatfield
concludes the session by discussing a broad framework for understanding principles
of brain function for highly skilled visuomotor performance. He also presents re-
search on the effects of stress on performance and the application of a neurofeedback
training program to enhance performance.

2 Session Papers

1. Whitlow, Mathan, Dorneich: "EEG-based Cognitive Workload Estimation of Mo-
bile Soldiers in Training Missions." One of the most difficult problems facing sci-
entists and engineers is to better understand human dimensions of performance in
the real world, especially in complex dynamic environments in which soldiers per-
form. Whitlow and colleagues confronted this problem head-on by acquiring EEG
data continuously from dismounted soldiers during training of military operations
in urban environments (MOUT) using a six-channel, wireless, dry electrode EEG
system (QUASAR, Inc.) fitted under the helmet. High and load cognitive workload
periods were identified from a video log of soldiers performing various tasks
throughout training during day and night operations, as rated by independent
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observers and by the soldiers themselves immediately following the completion of
each training mission, and statistical machine learning techniques were applied to
the EEG spectra to determine classification accuracy. Results revealed 75-90%
classification accuracy depending on duration of the temporal smoothing windows.
Challenges posed by individual differences and dynamically changing tasks are
discussed, as are implications for future research.

. Lin, Ko, Chang, Wang, Chung, Jung: "Wearable & Wireless Brain-Computer

Interface and Its Applications." Lin and colleagues introduce a new prototype,
four-channel, mobile and wireless EEG system featuring miniature data acquisition
circuitry and dry Micro-Electro-Mechanical System (MEMS) electrodes embedded
in a headband. The system consists of a data acquisition (DAQ) unit, a wireless-
transmission unit, and a real-time signal-processing unit. They also present re-
search from their lab validating the system with participants performing a realistic
lane-maintenance driving task in a virtual-reality-based dynamic driving simulator.
Results verified that the system performed comparable to established wet-electrode
systems. Challenges and future directions for application of this exciting new tech-
nology are discussed.

. Luu, Frank, Kerick, Tucker: "Directed Components Analysis: An Analytic Method

for the Removal of Biophysical Artifacts from EEG Data." Luu and colleagues in-
troduce a new signal processing technique, directed components analysis (DCA),
for removing biological artifacts from EEG data in real-time. DCA is a spatial fil-
tering method that employs a spatial template to direct the selection of targeted ar-
tifacts, is computationally efficient, and can be applied online in real-time. In this
paper they examine the effects of undersampling the scalp potential field on the
ability of DCA to remove blink artifacts from event-related potential (ERP) data
without distortion using high (128 channel) and low (32 channel) density re-
cordings. The results revealed error fractions of .22 and .34 for high and low den-
sity recordings, respectively. Strengths and weaknesses of DCA are discussed with
respect to alternative methods and future directions are also discussed.

. Makeig: "Mind Monitoring via Mobile Brain-Body Imaging." Makeig and col-

leagues expand on existing concepts in brain-computer interface (BCI) design and
application based on mobile brain/body imaging (MoBI) for brain/body interface
(BBI). MoBI proposes a multisensory modeling approach (brain, eye-movement,
body motion and environmental/contextual data integration) to cognitive state
monitoring for application to a new, more robust brain/body interface (BBI). This
approach extends existing brain-computer interface (BCI) designs by enabling the
assessment of complex, natural behaviors in realistic environments and makes
greater use of information embedded within the EEG signal (previous BCI systems
underutilize information in the EEG; e.g., only one spectral band or time domain
signal feature). Additionally, fundamental questions regarding individual differ-
ences, brain systems that effect BCI modulation, integration of multisensory in-
puts, and the effects of training on phasic and tonic brain states are discussed.

. Tucker, Luu: "Operational Brain Dynamics: Data Fusion Technology for Neuro-

physiological, Behavioral, and Scenario Context Information in Operational
Environments." One major challenge to understanding brain dynamics in opera-
tional environments is to be able to synchronize and integrate multiple sources of
data from the individual, task, and environment in order to better understand the
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operator's current state. Tucker and Luu present a state-of-the-art net-centric, dis-
tributed-parallel informatics architecture for increasing the bandwidth of the in-
strumentation and fused analysis of neurophysiological, behavioral, operational
scenario events.

6. Huang, Jung, Makeig: "Tonic Changes in EEG Power Spectra During Simulated
Driving." Huang and colleagues present research on the relation between brain ac-
tivity patterns and driving performance. Independent component analysis (ICA)
was applied to EEG data acquired from subjects during a simulated lane-
maintenance driving task and time-frequency analysis was conducted on clusters of
independent components. The results revealed that several clusters of independent
component activities showed tonic elevation in alpha- and theta-band power
spectral baseline as reaction time to lane-drift events increased, while other clusters
showed broadband or delta-band increases. Implications of this research are
discussed with respect to practical applications in human-machine interface/
interaction design.

7. Hatfield, Haufler, Contreras-Vidal: "Brain Processes and Neurofeedback for Per-
formance Enhancement of Precision Motor Behavior." Understanding the how the
brain adapts with training (i.e., neural plasticity), how it functions during highly
skilled motor behavior, and how stress effects brain function and performance are
interesting scientific endeavors with important potential implications for education
and training. Hatfield and colleagues discuss a conceptual framework of psycho-
motor efficiency for motor skill learning and elite-level performance and review
current research illustrating the effects of competitive stress on cortical perturba-
tions and shooting performance. They also review new research on how neuro-
feedback training influences cortical dynamics and shooting performance. Finally,
future directions are discussed with respect to the relevance of genetic influences
and individual differences in brain function of skilled performers under stress and
the role of social factors.

3 Summary

The presentations comprising this session represent advances in basic research and
engineering of the hardware and software required for neurocognitive assessment in
operational environments, as well as field research, applications and vision for future
application. While this session has focused on the ecological principle of examining
cognitive function in realistic settings, great progress is being made and will continue to
be made through highly-controlled laboratory-based investigation. However, we must
focus on converging laboratory and field research with cognitive engineering to ensure
the development of system designs that present information to people in ways that
enable greater comprehension in shorter durations without inducing undue cognitive
demands; intuitive designs that decrease the need for training; and adaptive systems that
understand a person's state and adjust training or augment the system accordingly.
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Abstract. This paper aims at describing the requirements of an off-highway
human-machine system able to recognize potential risky situations and conse-
quently prevent them. The developed methodology is based on two techniques
derived from the field of human factors studies, namely the Hierarchical Task
Analysis (HTA) and the Function Allocation (FA), which have been integrated
and revised to suit the specific domain of off-highway machinery. The para-
digms of adaptive automation and persuasive technology will be followed in the
design process. After the off-highway domain analysis a system aiming at im-
proving operator and machine safety is presented. The information system ex-
tends the human intelligence monitoring the stability of the machine.

Keywords: Adaptive Automation, Collision, Function Allocation, Human-
Machine Interaction, Hierarchical Task Analysis, Off-Highway Vehicles,
Overun, Rollover, Runover, Safety, Tractors.

1 Introduction

The complexity of on-board equipment for agricultural and off-highway machinery
has dramatically grown during the last years. The increased number of functions and
devices has led to a substantial modification in working procedures, the contrary of
what has been seen in the automotive domain. Cars have been equipped with elec-
tronic information- and/or safety-related systems, which have improved the reliability
of the vehicles and the user comfort although this has not affected the essential nature
of the driving task [1] [2].

On the contrary, the introduction of electronics in agricultural and off-highway
machinery has led to a strong centralization of controls inside the vehicle cabin,
bringing a significant modification in the way users must manage their working task.
This modification has been especially strong in the agricultural field, where most of
the tractor functions can be performed from inside the cabin. Moreover, the incoming
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diffusion of electronics to implements will allow the user to perform settings, calibra-
tions and corrections while inside the tractor. As a consequence, users are facing an
increased number of tasks [3]. In spite of its high complexity, the off-highway driving
domain has been considered only in a few scientific works concerning human factors
and the optimization of the in-vehicle human-machine interaction.

This paper proposes a methodology for selection and subsequent design of tasks
that are suitable for partial or total automation within the cabin of an agricultural or
off-highway vehicle. The methodology was applied to the domain of agricultural
vehicles. The result of the case study led to the development of an on-board applica-
tion, based on:

e a joystick with haptic force feedback capabilities for a loader of an agricultural
machine. The joystick behaved in different ways depending on the scenario around
the vehicle.

e a visual display providing relevant vehicle information to the operator. The display
alerted the operator of incurring critical conditions, then providing the procedure to
keep the system in a safety configuration;

e a set of rules for risk estimation which define the information provision strategies
for risk mitigation adopted by the visual display and the joystick.

This work derives from an Italian regionally funded project called PRO-TRACT
(www.pro-tract.it).

2 Approach and Method

The methodology that was developed in this study is based on two techniques derived
from the field of human factors studies, namely the Hierarchical Task Analysis (HTA)
and the Function Allocation (FA), which have been integrated and revised to suit this
specific domain.

The design methodology is divided into three steps. In the first step, the most
critical tasks has been established and analyzed through the use of a Hierarchical Task
Analysis with the decomposition categories presented by [4]. The second step
identified the sub-tasks in the vehicle cabin that would be suitable for partial or total
automation and subsequently, different alternatives for automation and relevant in-
formation visualization have been generated and evaluated. A method for Function
Allocation based on the so-called “York-method” [5] was used here. The appliance of
the York-method gave appreciable results in a previous work yet, were a forward
collision warning system for the automotive domain was analyzed and designed [6].
Moreover these first two steps have been discussed in [7] and here relevant results
will be summarized.

In the last step, the control strategies of the joystick and the strategies to provide
information on the visual display have been designed with the aim to keep the opera-
tor aware of the most frequent and risky accidents highlighted after the first two
phases. These accidents are:

e collision;
e overturn.
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A risk-focused design methodology has been followed for the development of the
control of the joystick and the information provision strategies of the visual display.
This methodology has been defined as a set of rules which describe:

e the vehicle information needed to identify the possible risky condition: e.g. vehicle
speed, bucket position;

e how the level of risk associated to both accidents is identified according to the
value of these information: e.g., high speed and high bucket position might lead to
an overturn accident, coded as an high level of risk.

e how the identified risk level is translated into a haptic feedback on the joystick
and/or a visual information on the visual display.

Risk-based feedback strategies were designed, that prompt users to perform appro-
priate control actions, by signaling unsafe handling of machine controls and limiting
possible actions to a subset of safe actions. Strategies were implemented by exploiting
all available channels: information about the machine’s status was presented on the
display with two color-coded levels of warning (medium-amber, high-red) and icons
identifying the kind of risk currently run by the operator (overturn or collision). Fi-
nally, a set of icons suggested how the operator could intervene on the on-board con-
trols (pedals, joystick, steering wheel) in order to get the machine back into full safety
conditions.

The approach aimed at extending operator’s capabilities of monitoring the stability
of the machine, which are currently limited on several respects. On existing machin-
ery, visual monitoring is hindered by poor visibility from inside the cabin, often wors-
ened by dust, dirt and high visual load devoted to the working implement; concur-
rently, auditory monitoring is mainly hindered by engine and implement noise. The
haptic channel is hardly employed for monitoring purposes although largely involved
in managing the machine controls (i.e. pedals, knobs, joysticks). Haptic channels has
a strong potential for information provision, as operators perform several safety-
critical actions (i.e.: controlling implements) by using physical devices: this qualifies
them as strong candidates for delivering safety critical information, and for limiting
possible actions when such limitation may prevent severe consequences. As a whole,
operators’ situation awareness is improved, and capability of avoiding risky opera-
tions is boosted.

3 The Off Highway Domain

The off-highway domain encompasses farm machinery, construction machinery and
special vehicles. The operative context of such vehicles is heterogeneous, therefore
operators often accomplish very different tasks. This heterogeneity is due to several
aspects:

. the environment: visibility, climate

. working area: type of farming and used machinery, road transit
. equipment: tools layout

. operator posture: slopes and equipment position

A W N~
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5. telemanipulation: correct action, force, weight perception, consequences on the
material integrity
6. precision Farming': activity organisation

In the automotive domain, the driver should lead the vehicle along the road, keep-
ing it safely; the human machine systems complete the driving task and give driver
further information. In the off-highway domain instead, the vehicle transition path is
not clearly defined and it lacks of precise road signals. Hence the human machine
systems are strictly related to the working task, whose are often the exclusive control
system.

Recently, some ISO norms (i.e. ISO 11783) have take care of various on-board de-
vices, like virtual terminals, aiming at define physical constraints. These norms are
not enough to deal with the off-highway domain complexity because they consider
only technological and productive aspects, which represent a little set of the available
vehicle functions. It is needed, in the future, the definition of “Off-highway perform-
ance science”, like the automotive “Driving Science” [8].

Nevertheless there are some user-centred design principles feasible for this do-
main:

1. Display: displays are classified by i) physical features; ii) target user features; iii)
task features. The designer aim is to obtain a correct mapping between the display
shape and layout and the task to be accomplished, taking care of strength and weak-
ness of human perception, attention, cognition memory, and mental model [9].

2. Control: control involves two crucial processes: i) user action selection and per-
formance; ii) feedback loop”. Selecting an action is a process influenced by several
factors [10] [11] i) decision complexity [12] [13]; ii) events expectation [9]; iv)
compatibility between stimulus and response [14], v) trade-off between speed and
accuracy; vi) feedback (feedback is dramatically relevant in the joystick design,
because in drive-by-wire vehicles the mechanical feedback are missing and they
should be emulated by the multifunction joystick).

3. automation: automation is generally applied in order to ensure efficiency or to
perform dangerous or heavy tasks. For example in the off-highway domain auto-
mation is applied in the headline turn function’.

3.1 On-Board Equipment: Technology Evolution and Safety

The complex growth of on-board equipment for farm tractors and other off-highway
machinery has been rather disordered in terms of its consequences for vehicle
dashboard and cabin design, into which many complex human-machine interfaces
have been introduced [15].

Precision Farming refers to the in-field variability, By using satellite data to determine soil
conditions and plant development, these technologies can lower the production cost by fine-
tuning seeding, fertilizer, chemical and water use, and potentially increasing production and
lowering costs

The feedback loop allows the user to evaluate whether his/her action obtained the desired
effects.

This automated system optimize all the operations needed to set the vehicle to work on a new
field section, whenever the last one is finished.

[S]
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The introduction in the automotive domain of new electronic devices (both infor-
matics and driving assistance systems) that improve the reliability of the vehicle and
the user’s comfort has not altered the essential nature of the automobile driving task
[2] [1], leading to a proliferation of controls in the cabin, which significantly modifies
the way users must manage their working task. The use of electronics to manage im-
plements (hitches, loaders, bailers, sprayers, etc.) allows the user to perform settings,
calibrations, and corrections while inside the tractor [7]. As a consequence, users must
perform an increasing number of tasks [3]. This means that the evolution trend is
technological-centred [16]: there is little attention for the consequences innovations
have on the operator-vehicle system.

On one hand, automation improves efficiency, on the other hand it dramatically
impacts on the human performance. The monitoring of an automated task puts the
operator “out of the control loop” [17], favouring his/her deskilling [18], which has
crucial consequences in dealing with malfunctions and high risk situations. The de-
skilling effects would make safety and efficiency worse.

The final aim of a human-centered automation system is the operator and machine
safety, putting to use the adaptive automation and the persuasive technologies para-
digms [19].

Accident data collected in the last few years (National Ag Safety Database
[NASD], 2003) identify the task of moving loads with front-loading tractors as one of
the riskiest operations in the field. Furthermore, lifting and moving operations con-
ducted with front loaders are related to rollover and runover events [7].

4 The Riskiest Task: An Overview and a Method of Analysis

The methodology proposed in this article had been implemented during the develop-
ment of a risk mitigation system for farm tractors as part of the Italian publicly funded
project Pro-Tract®.

During the Pro-Tract project in-depth interviews with experienced drivers were
conducted. Drivers said that avoiding a rollover was their most serious safety concern.
After the goal was defined, the Hierarchical Task Analysis (HTA) was carried out on
the basis of detailed information from interviews and video recordings of seven trac-
tor operators performing this task [7].

The HTA enabled designers to isolate criticalities in tasks carried out by operators
inside the cab and, consequently, the automation designs could be targeted for solving
very specific problems (e.g., operator overload). The function allocation (FA) pro-
vided criteria for assessing the feasibility of viable design alternatives, which facili-
tated this phase and reduced the potential randomness of the selection process. On the
human factors side, this method helped developing detailed descriptions of farmers'
activities during fieldwork. Differences between off-highway machinery and the
automobile-rooted concept of “driving” (starting from the user’s posture inside the

* The partners were Comer Industries S.p.A., a mechatronic research and manufacturing com-
pany; Ognibene S.p.A., a hydraulic manufacturer; Walvoil S.p.A., a manufacturer of hydrau-
lic components and joysticks; and the Human Machine Interaction Group at the University of
Modena and Reggio Emilia, Italy.
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cab) could be highlighted. The apparent similarities between automotive driving and
off-highway driving were found to be inaccurate [7].

In next paragraph, the methodology to identify requirements for warning systems
will be proposed. The warnings aimed at reducing the risk of rollover and runover
accidents while moving loads (e.g., hay, grain, soil) with front-loading tractors.

4.1 Application of Hierarchical Task Analysis and of Function Allocation to the
Riskiest Task

The HTA [4] [20] allowed at creating a precise description of the tasks being consid-
ered. The analysis consisted of decomposing the tasks into elementary units and orga-
nizing them into three hierarchical levels:

1. goals (system state to be achieved),

2. tasks (structured sets of activities required for achieving goals), and

3. subtasks or operations (different sequences of actions that the machine-operator
system must perform).

The HTA was applied to one of the most risky work situations for operators of
farm tractors, described as follows: “To move a load (e.g., equipment, hay, sand,
manure) by means of an implement connected to a farm tractor (operator in cabin
with engine on).” Rollovers and pedestrian runovers are two of the most serious and
frequent accident types with farm tractors [21] during this activity,

Hence, this task was decomposed in sub-task, in turn decomposed in other sub-
tasks, each of them performed with specific modalities. The template in which the
descriptions were included was based on the table proposed by [4]. From the HTA
arose one key tasks: an example is “Check physical obstacles”, which may put both the
operator and pedestrians in imminent danger. The following function analysis (FA)
showed that this specific subtask could be partially automated [7]. The tasks structured
description derived from the decomposition analysis facilitated the scenario description
required for the FA based on the York-method [5], in which different scenarios and
trade-offs are used with regard to the allocation of tasks and operations between
humans and machines. Task analysis and function allocation both aim to match the
human abilities with the system ones, in order to automate the tasks best suited to ma-
chines and to maintain as manual the functions best suited to human [22], considering
also the benefits with respect to workload, performance, and situation awareness.

Once the basilar functions have been founded, they will be allocated to the ma-
chine or to the operator, considering that “a function may be separable from all roles,
and technically feasible and cost effective to automate, in which case the function
may be totally automated. Alternatively it is possible that the function maps entirely
to one of the roles, and is infeasible to automate, in which case the function is totally
performed within that role. In most cases however functions fit into neither category.
In this situation the function is to be partially automated” [22], [7].

4.2 Constructing Scenarios and Evaluating Candidates for Total Automation

The scenarios were selected in order to focus on critical situations (for example,
where workload is likely to be high). Each scenario was described with a subset of
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functions required in the scenario. In our case, the HTA and decomposition categories
defined the most critical subtasks within the areas associated with rollover and
runover risks. Hence, we selected the scenarios to include those two risky areas. Each
scenario was then described with a subset of functions that were evaluated as candi-
dates for total automation.

Tasks that have low significance for the operator’s role are generally proposed as
candidates for total automation. For example, for the “work in courtyard” scenario,
the operator role is: “the operator is the only person responsible for an efficient
(quickness and accuracy) and safe execution of the job. During execution, he/she
must prioritize safety over efficiency. Safety is prioritized according to the following
hierarchy: safety of vulnerable persons (e.g., pedestrians), own personal safety, safety
of objects and items. During the execution of the task, he/she monitors the protection
of machines, vehicles, buildings, and the transported load”. The function “estimation
of the terrain slope” could be totally automated, while “keep the implement height
under the critical threshold” is an example of a partially automated task, that is done
by the operator with assistance from the vehicle, which provides information about
load height or prevents the operator from raising the implement too high for safe
operation [7].

When automation would decrease the operator’s overall performance it means that
these functions should not be fully automated, either because of a substantial cost or
because they were considered to be central to the operator’s role [7].

4.3 Development of the Risk Mitigation System

The final phase of the work consisted of defining how to translate the inputs from the
machine (e.g., terrain slope) or the operator (e.g., a sudden turn) into the in-cab de-
vices. The solution advanced by the PRO-TRACT project team consisted of an on-
board computer screen and a haptic joystick. These devices should be set and used in
order to allow the operator to safely perform critical task.

When the risk is high, a suggestion is displayed on the screen about how the opera-
tor can mitigate the risk. The suggestion is given in descriptive symbols and icons
with color coding that corresponds to the risk level and is accompanied by a brief text
message. Simultaneously, a beep sounds to draw the operator’s attention to the dis-
play. For instance, in the case of a high risk for rollover, the display suggestion would
most likely be to lower the loader. Simultaneously, a partial automation device would
intervene and impede certain joystick movements by generating resistance in the
direction that would raise the loader to an unsafe height. On the other hand, if there is
less of a risk for rollover, only the visual and auditory warnings would be presented,
leaving the joystick functions unaffected.

This solution would require a low R&D cost, given that the main barrier is the cal-
culation of the risk level for rollover or runover. Joysticks for haptic feedback exist on
the market; the display design doesn’t require significant costs, and the risk parame-
ters would be measured by sensors installed in the vehicle. Several sensor packages
that would meet this need have been developed for the automobile market.
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4.3.1 The on Board Computer Screen

This display is foreseen in the ISO11783 norm. It inform the operator about the status
and the layout of the vehicle equipment. The display a has a data mask and soft keys.
The display must allow the operator to build the correct scenario risk evaluation,
giving him/her useful hints to mitigate the risk.

4.3.2 The HapticJoystick

The joystick has four motion possibilities (up/down, left/right) and some buttons. It is
placed on the operator’s right side. The joystick palys a crucial role, because it is the
control device of the vehicle equipment and in the most part of dangerous situations it
is the decisive intervention tool. Its haptic feedback allows the operator which are the
correct or inadequate manoeuvre.

5 Conclusion

Thanks to the hierarchical task analysis and the function allocation methodologies
operative scenario were traced and matched with design solutions adequate to the de-
tected risk level (rollover vs pedestrian runover) and to the working context (courtyard
vs field). Thanks to the function allocation activity, designers have at disposal a gen-
eral description of the system behaviour, essential to write the system requirements.

The proposed methodology allowed us at selecting tasks suitable for partial or total
automation concerning off-highway vehicle maneuvers.

The resulting on-board application and risk mitigation system, were formed by:

e a haptic joystick with force feedback that behaved in different ways depending on
the current scenario.

e avisual display providing crucial vehicle information to the operator.

e a set of rules for risk estimation which define the information provision strategies
adopted by the visual display and the joystick.
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Abstract. In this paper the topic of the augmented cognition applied to the driv-
ing task, and specifically to the steering maneuver, is discussed. We analyze
how the presence of haptic feedback on the steering wheel could help drivers to
perform a visually-guided task by providing relevant information like vehicle
speed and trajectory. Starting from these considerations, a Context-Dependant
Steering Wheel force feedback (CDSW) had been developed, able to provide to
the driver the most suitable feeling of the vehicle dynamics according to the
driven context. With a driving simulator the CSWD software had been tested
twice and then compared with a traditional steering wheel.

Keywords: adaptive steering wheel, augmented cognition, driver performance,
force feedback, haptic feedback, lane change.

1 Introduction

Driving a car is usually considered a visual-guided task, where drivers are asked to
couple their visual perception of the context with actions on the vehicle trajectory.

In the case of steering, drivers should translate their visual perception of vehicle
speed, position, road geometries and presence of obstacles in steering wheel move-
ments. For a decade researchers [1] have been finding that the presence of haptic
feedback on the steering wheel could help drivers to perform a visually-guided task
by providing relevant information like vehicle speed and trajectory. Referring to the
augmented cognition field, we can assess that when using a haptic assist steering
wheel rather than a traditional passive steering wheel, drivers are better able to follow
a reference path and at the same time, they required fewer visual cues [2].

The effect of steering torque and steering gain, respectively, on the driver’s feeling,
can be investigated by using some objective measurement parameters, as showed in
[3]. The researchers highlight three main conclusions [3]:

1. “The driver’s good feeling is influenced by two factors, namely the steering torque
magnitude and steering torque delay to driver’s steer input. Firstly, steering torque

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 51 2009.
© Springer-Verlag Berlin Heidelberg 2009
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magnitude is related to driver’s physical effort, and its optimum value depends on
driver’s individual physical capability. Secondly, steering torque delay is related to
driver’s mental effort, where minimum delay is desirable by both drivers. Driver’s
driving manner is considered to have an influence on driver’s ability to adapt to
larger steering torque delay”.

2. “Higher steering gain (smaller overall steering gear ratio) reduces the driver’s
physical effort in terms of amount of steer angle and steer velocity required to
complete the lane change task, and thus contributes to driver’s ease of driving”.

3. “It is assumed that the amount of steering torque desired by the driver remains the
same for a particular driving task”.

Many studies showed also how performance varied as a function of the type of
road used in the test (e.g. highway, rural road, urban road — [4]) or the specific driving
task (e.g. car following, lane change - [5]).

In more recent years, other studies found that drivers performance could be af-
fected by the specific type of road or force feedback reproduced by the steering wheel
([6] [7] [8] [9]. This suggests that performances could be improved by reproducing on
the steering wheel the most suitable force feedback for a specific driving context.
Some studies showed how adding vehicle behavior feedback (e.g. lateral acceleration,
yaw rate) on the steering wheel provides steering reactivity torque with maneuverabil-
ity superior to that of a conventional control [7] [8].

During one of our latest research [10], six force feedback had been compared
among three different driving contexts. Results suggested that the effect of the type of
force feedback in terms of drivers’ performance could depend on the specific context.

Starting from these findings we developed a Context-Dependant Steering Wheel
force feedback (CDSW), able to provide to the driver the most suitable feeling of the
vehicle dynamics according to the driven context. We reproduced CDSW software on
the haptic steering wheel of a driving simulator; finally, we tested it to evaluate the
effects on drivers’ performances compared with a traditional steering wheel.

The experiment conducted in [10] has been repeated in a more recent report [11],
whose main results will be explained in this paper. In fact, during the last experiment
authors found that for each context, at least one force feedback algorithm allowed
drivers to better perform the driving task.

2 Selection of the Set of Best Force-Feedback Algorithms

The force-feedback algorithms used for the development of the CDSW and the
correspondent scenario where they are activated had been selected from a previous
study [11].

In this work a driving experiment has been conducted on eighteen participants, di-
vided into six groups (3 participants/group) and each group was asked to drive using a
specific force-feedback reproduced by a haptic steering wheel.

e Three force-feedback based on a steering angle (two linear and one parabolic simu-
lating the self aligning moment of the tyre);

o three based on the vehicle dynamic (speed, lateral acceleration and yaw rate).
Three different scenarios were used: urban road, rural road and freeway.



Context-Dependent Force-Feedback Steering Wheel 53

Force-feedback were reproduced by a haptic steering wheel installed on a driving
simulator. By means of HFC (High Frequency Component of steering angle — [12]
drivers’ performance has been evaluated

The ANOVA (ANalysis of VAriance) with scenario as within-subject variable and
FF dynamic as between-subjects variable showed a main effect of scenario
(p<.0.001). The effect of force-feedback significantly interacted with scenario
(p<0.001). In particular, lower values of HCF have been founded in the following
conditions:

e freeway: force feedback proportional to tyres self alignment force, simulated with a
proportional to steering angle function with a coefficient of 0.052 deg/Nm;

e urban road: like highway but with a coefficient of 0.285 deg/Nm;

e rural road: proportional to vehicle lateral acceleration.

3 Context Dependant Steering Wheel Design

We implemented the best performing algorithms into our Context-Dependant Steering
Wheel force feedback (CDSW) software. We reproduced the CDSW with Matlab
Simulink and Stateflow' because this software could be easily interfaced with the
haptic steering wheel of the driving simulator we used to test its efficacy.

Information on vehicle dynamic needed to compute each algorithm were available
on the software of the simulator, as well as data needed to recognized the context.

Steering angle Wheels position

. Feedforward
Steering
an, gle A
Steering Vehicle
Control Unit

CDSW
yaw angle, steering angle.
GPS

Driving scenario

Fig. 1. CDSW implemented on the driving simulator

While driving, a GPS (or the most suitable navigation system) identifies the sce-
nario (e.g. freeway); then, according to the type of FF and scenario, a steering control
unit selects and reproduces the pre-loaded best-performing FF. This solution could
be easily implemented on a Steer-By-Wire (SBW) system, that is a steering wheel

1
www.mathworks.com
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electronically-controlled, and without mechanical junctions between the front wheels
and the steering control.

The CDSW also includes a smooth transition function (see the bottom of the figure
below) from a force feedback algorithm (FF1, FF2, FF3) to the next expected for the
recognized context the driver is going to drive. This strategy provides a linear interpo-
lation between two consecutive algorithms which enable the CDSW to move to the
next expected force feedback algorithm in a defined distance interval. The strategy
has been evaluated by a team of developer and ergonomic experts before implement-
ing it on the final system.

FF3
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Fig. 2. Interpolation between consecutive Force-Feedback (FF)

The final system represents an adaptive steering wheel that dynamically and
smoothly changes the force feedback when the driver move from a context to another.
The aim of this device is to improve drivers’ performance and perception of the driv-
ing task, by providing the most relevant information on vehicle dynamic drivers need
in a specific context.

4 Context Dependant Steering Wheel Test on Driving Simulator

The purpose of the previous test was to evaluate whether driving performance could
be improved by six different-steering Force-Feedback (FF) dynamics in different
driving scenarios.

The test described in this work aimed to assess the performances of the drivers
with and without the use of the CDSW in a driving context that changes, in terms of
road scenario.

Our objective was to confirm that providing a force-feedback based on information
from vehicle dynamic (i.e. angle of steering and lateral acceleration) can improve driv-
ers’ behaviour in the lateral control of the car, taking into account. As a recent study
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[2] showed by a user test on a fixed-base driving simulator, a path following task can
be improved by using a motorized steering wheel. The test results indicated that the
haptic assist through the steering wheel improves lane keeping by at least 30% reduces
visual demand by 29% (p<0.0001) and improves reaction time by 18 ms (p=0.0009).

4.1 Study Protocol

Twelve participants in the age between 22 and 42 years old with a 4 year driving
experience have been involved in the preliminary evaluation of the CDSW efficacy in
atest driving .

We asked drivers to drive for 15 minutes in a scenario with three consecutive driv-
ing context, respectively freeway, rural and urban road. Six drivers drove with a tradi-
tional steering wheel force feedback (control group); the other six drove with the
CDSW system.

Performance has been evaluated by mean of indicators previously used in [6], [10],
[11], based on vehicle lateral deviation and steering wheel angle variability, namely:

e Standard deviation of Steering Angle;
e Standard deviation of Time To line Crossing [12];
e High Frequency Component of steering angle.

Data needed to the computation of each indicator have been recorded by the
simulator during the experiment at a frequency of 20Hz.

4.2 Experiment Results

Driver performance was submitted to an analysis of variance (ANOV A) with scenario
as within-subject variable and drivers’ group as between-subjects variable.

The analysis confirmed the main effect on scenario as showed in [11] for all the
indicators, with a significance different for each indicator. Furthermore, it was also
found a significant difference between the two groups, specifically pointing in favor
of the CDSW. The following table shows the results concerning Standard Deviation
of steering angle.

Table 1. p-values of the Standard Deviation of steering angle, with reference to the scenario
and drivers' group

P - scenario P —drivers’ group

0.0194 0.0106

The following figure shows the observed mean values of Standard Deviation of
steering angle of each participant belonging to the different groups.

The left side of the figure represents the between-subjects analysis conducted with
reference to the group factor, while in the right side the interaction between group and
scenario is considered. Both conditions highlight the differences in performance driv-
ing with and without the CDSW.
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Fig. 3. Drivers' group performances measured with Standard Deviation of steering angle

5 Conclusions

Both the test had confirmed the hypothesis of this work: the driving performance
significantly improved when the system activated the FF model. The model is particu-
larly effective in the urban road. These results had been evaluated considering also
that the transition strategy among force-feedback models was not intrusive in the
vehicle control.

Evaluating the results of our test referring to the augmented cognition field, we
may agree that observations confirm the essential role of coherent haptic information
for driving real cars and simulators, and also suggest the existence of driver adapta-
tion mechanisms in steering control. As other researchers stated, driver behavior
adaptation can occur efficiently for a range of steering force feedback configurations,
but this range is limited by certain acceptability limits [6].

We interpreted our results comparing them with data arose from other studies in
the literature [13] and the conclusions suggested that, using an intelligent, haptic
steering wheel rather than a traditional passive steering wheel, drivers are better able
to closely follow a reference path while requiring fewer visual cues.
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AAbstract. We studied how spatial locations and luminance affect finding and
re-finding information in a desktop environment. In an experiment conducted
with computer icons, fixed locations led to more frequent accesses to icons
while change of luminance led to worse recall of icon titles and locations. In an
analysis of icon access transition, a sequential search pattern was identified in
earlier sessions, which suggests that participants were minimizing efforts in ex-
ternal search and were not utilizing internal memory of titles and locations yet.
In later sessions, icon accesses were more focused to information directly rele-
vant to search tasks as participants started using titles and locations for re-
finding icons. Results are consistent with the notion that information search be-
havior is adaptive to the cost-benefit structure of the interface, and search
strategies are adaptive to different external representations of icons. Results also
suggest that both external representations and human information processes are
critical in determining the effectiveness of different GUI designs.

Keywords: Adaptive human behavior, re-finding information, spatial memory,
interface design.

1 Introduction

Imagine you are a real estate agent who recommends apartments for your clients. You
have a wide range of information (from monthly rent to neighborhood safety) filed on
your computer desktop. How would you utilize your distributed information resources
(e.g., electronic documents) to make recommendations for different clients across
time? Indeed, it is becoming more common that users need to perform routine,
comprehensive information search that requires finding, re-finding, and integrating
information from multiple sources depending on the dynamic needs of information
(e.g. client’s requests). Finding and re-finding information becomes a difficult task
especially when we don’t know where to look for the right information. The current
study was motivated by the realization that re-finding information has not been fully
studied in the context of computer icon search in a desktop environment.

1.1 Use of Contextual Information in Information Search

Studies suggest that people take advantage of contextual information they have about
their information target when looking for electronic information [1, 7]. Especially,
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information re-finding process relies heavily on the use of contextual information [7].
In GUIs, computer icons not only can be used to associate with information source,
but also can convey interpretive meaning with slight alteration of visual features of
icons [9, 15]. Therefore, contextual information can be represented as characteristics
of interface objects in GUI so that users can easily pick up this information to guide
them to find the relevant information. For example, if contextual information such as
when and how many times file icons were previously accessed is visually represented
(e.g. using varied luminance levels), users may find it easier to re-find information.

Previous findings on icon search process make this claim more convincing. Icon
search is known to consist of the two processes: searching the graphic picture of the
icon and searching the text label representing the file name [9]. These two processes
of icon search suggest the efficacy of combining bottom-up visual information proc-
essing and top-down contextual information processing to aid re-finding icons.

1.2 Spatial Memory and Locations of File Icons

Studies [8, 19] suggest that, as a by-product of interaction with interface objects,
learning of the locations of these objects is often incidental and effortless. Ehret [8]
claimed that location learning is not only pervasive, but also subject to the cost
structure of the interface. When search cost was increased, learning and reliance on
location knowledge increased as well. However, the efficacy of a spatially oriented
approach to object reference in a computing system, whether this approach is used
alone or in conjunction with symbolic reference, may be severely impaired [17].

1.3 Luminance Changes and History of Uses

The metaphor of light has been used as a method to implicitly convey information by
bridging physical and digital spaces [16]. Luminance of icons seems to be an intuitive
feature to visually represent contextual information (history of use). It is less disrup-
tive compared with other features such as color, size, or location of icons which may
involve conflicts with long-term memory. In the Windows operating systems, for
example, an icon selected becomes highlighted which gives an implicit but intuitive
indication that the icon has been just selected. The assumption is that representing
history of use by differences in luminance will facilitate re-finding of the icon in the
future. However, how exactly this representation may interact with the adaptive proc-
esses of the user remains unclear.

1.4 The Theory of Soft Constraints

We hypothesized that changes in external representations will induce adaptive shift in
processing strategies. This adaptive perspective casts the interplay between percep-
tual-motor and memory processes as an optimization process that maximizes the ex-
pected utility of the human information processing system by balancing the cost of
internal memory retrieval with the cost of external search [10, 11, 12]. Indeed, re-
search has found that people might ignore perfect knowledge in-the-world (KIW) for
imperfect knowledge in-the-head (KIH) when information access cost increases,
which induces a new set of soft constraints to the dynamic interplays between internal
memory and external search processes [13, 14]. The current prediction is that more
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contextual information will lower the cost of external search, thus encouraging more
external search strategies that exploit this interface feature (KIW); and the lack of
contextual information will encourage relatively less costly memory-based strategies
that rely on internal memory (KIH). An experiment was designed to directly test this
prediction.

2 Method

2.1 Participants and Design

64 participants recruited from the University of Illinois community were randomly
assigned to one of the four conditions in a 2x2 between-participant design (Table 1).
Participants in each condition were given an interface with file icons with or without
the luminance and location features. In the Control and Spatial Memory conditions,
luminance of icons was identical and did not change throughout the experiment. In
the Control condition, locations of file icons were randomly changed after participants
opened or closed an icon. In the Spatial Memory condition, locations of file icons
were fixed. In the Luminance and Luminance-Spatial Memory conditions, luminance
of icons was initially identical. Over time, however, icons accessed more recently or
frequently became brighter than the others. In the Luminance condition, locations of
file icons were randomly changed, but in the Luminance-Spatial Memory condition,
locations of icons were fixed.

Table 1. Experiment Design

Randomized Location Fixed Location
No Luminance changes Control (C) Spatial Memory (SM)
With Luminance changes Luminance (L) Luminance-Spatial Memory
(L-SM)
2.2 Task

All participants were given the same set of eight information search tasks. Each par-
ticipant was instructed to imagine that he or she were a real estate agent, and was
asked to recommend an apartment that met different criteria provided by a different
client in each of the eight tasks. Participants were instructed to use any information
available in the files. There was a time limit of seven minutes for each task. However,
accuracy was emphasized over speed in order to encourage more thorough informa-
tion search. All participants finished the tasks within the time limit.

Search tasks (Fig. 1) were designed such that participants had to make multiple ac-
cesses to icons to find, re-find, and integrate information. For example, participants
had to view multiple files to figure out the price category (upper, medium, lower) of a
certain apartment. Participants were free to access any of the icons in any order as
many times as they wanted.



Where Is My Stuff? Augmenting Finding and Re-finding Information 61

Sarah just got a pay raise and is looking for the upper range of
ophtons. She prefers having a gwvm or shared pool in the
apartment complex. She is an avid collector of Lego and she
likes to display big lL.ego blocks she assembles. Her old
apartiment was too small for this. There fore she would prefer
more space {(Imore square feet) to use as storage for her lL.ego
collection.

Fig. 1. Example of information search task

After the search tasks, the interface was removed and all participants were given
the icon-title-recall test which asked them to write down titles of icons that they saw
during the experiment. Then, only participants in the Spatial Memory and the Lumi-
nance-Spatial Memory conditions (with fixed-location icons) were also given the
icon-location-recall test. Participants were given titles of icons and were asked to
recall where exactly each of the icons was located in the interface by filling out each
cell in the 4x5 grid (as in Fig. 2) with the matching title.

2.3 Interface

The interface (Fig. 2) simulated a computer desktop with 20 file icons (grey squares
in the top left panel) in the black background. Each icon had a short title with the first
four letters of the main content of a file (e.g. ‘Garf” for a file about ‘Garfield apart-
ment’). We used this naming convention to equalize reliance on icon titles to search.
The short titles were intended to minimize effects of differences in working memory
capacity (longer names would be more taxing for lower-capacity participants).
Contents of the files varied from more relevant (e.g. apartment) to less relevant (e.g.
neighborhood) to irrelevant information (e.g. football statistics) in terms of how help-
ful the given information is to find a correct answer. However, participants had to
figure out relative importance of files by exploring icons.

When an icon was double-clicked, the content of the selected file would be dis-
played in the right panel. Participants had to close the current file in order to open the
other file since only one file could be displayed at a time. The search task was dis-
played one at a time in the bottom left panel. Participants entered the name of the
apartment that they recommend for each client and clicked “enter” button to finish
that task. Participants repeated the same procedure (with different search tasks) until
they finished all eight tasks.

Luminance of icons was manipulated to reflect contextual information (recency
and frequency) of icon access. We set five levels of luminance from the brightest to
the darkest. In the very beginning of the experiment, luminance of all icons was iden-
tical (the darkest luminance level) for all conditions. In the L. and L-SM conditions,
however, luminance of icons started changing once the experiment began and partici-
pants started accessing icons. Base-level activation values in ACT-R cognitive archi-
tecture were calculated for each of the 20 icons, and were normalized and categorized
to one of the five luminance levels every time a participant opened or closed a file. To
participants’ perspective, whenever an icon access was made, luminance level of each
of all icons (including the one just accessed) changed (some became brighter while
others became darker depending on when and how often it was accessed).
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Fig. 2. Interface (left) and close-up view of 20 icons with luminance feature (right)

The use of recency and frequency as contextual information is relevant to the pre-
vious findings on human memory in rational approaches. In rational perspectives,
sensitivity of human memory to frequency and recency values is adaptive since they
predict the likelihood of encountering the same items in the future, which can be
treated as a measure of the memory’s future usefulness [5, 6]. In the subsymbolic
level of ACT-R cognitive architecture, activation value (1) of a chunk (unit of de-
clarative memory) reflects the degree to which past experience and current context
indicate that chunk will be useful at any particular moment. Particularly, base-level
activation (2) of chunk reflects the frequency (n) and recency (t) of its previous use.
We focused on recency and frequency of information use (icon access) as predicting
measure of future usefulness of information and provided them through luminance
feature to support re-finding information.

Av‘ = Bi té Bi: The base-level activation, & The noise value (1)

_ Sy n: The number of presentations for chunk i.
B, = In( Z L ) tj: The time since the jth presentation. 2
J=1 d: The decay parameter

3 Results

A number of dependent measures were analyzed to measure performance as well as
process. Accuracies were measured by assigning scores (from 1 to 4) depending on
how close the answer was to the ‘ideal” answer. Search times measured the total time
to finish all eight tasks. We did not find significant difference between conditions in
accuracies and average search times, which was probably due to a ceiling effect.

3.1 Access to Knowledge In-the-World

Despite the lack of significant difference in accuracies and search times, we found
interesting differences in the search processes between conditions. Fig. 3 shows the
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Fig. 3. Frequency of icon access (left) and result of icon-title-recall test (right)

average number of icon accesses per task. Participants with fixed-location icons (SM
and L-SM condition) made significantly more accesses (F (1, 60) = 4.641, p = .035)
than participants with randomized-location icons did. The effect of luminance was not
significant.

The result was consistent with our prediction, which assumes that as the cost of ac-
cessing perfect knowledge in-the-world (KIW) increases, the cognitive system may
satisfice with imperfect knowledge in-the-head (KIH). Randomizing locations (in the
Control and Luminance conditions) increased external search costs, thus leading to
fewer accesses to icons.

3.2 Access to Knowledge In-the-Head

Increased external search costs also implied that participants would rely more on
internal memory. In order to test this, we conducted separate ANOV As on the results
from the memory tests of icon titles and locations across conditions. In the icon-title-
recall test (Fig. 3), there was a significant main effect of luminance (F(1, 58) = 4.560,
p = .037) as well as location (F(1, 58) = 3.856, p = .054). Participants with the lumi-
nance feature performed worse in recalling titles of the icons, suggesting that they
relied less on titles during search. Similarly, participants with fixed-location icons
performed worse than those with randomized-location icons. The interaction between
luminance and location was not significant.

Results were again consistent with our predictions. Participants without the lumi-
nance feature performed better on the icon-title-recall test because remembering titles
helped them to re-find the icons. When icon locations were randomly changed, they
had to rely more on memory of the titles because the location cues were not available.
On the other hand, the luminance feature has provided a useful cue for identification
of target icons in addition to the titles. Participants with luminance features recalled
fewer titles when location cues were not available (comparing participants in the C
and L conditions) and when location cues were available (comparing participants in
the SM and L-SM conditions). In either case, the presence of the luminance cues
induced less reliance on the titles to re-find the icons.
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The results of the icon-location-recall test provided further support to this claim.
Participants in the SM condition recalled the locations significantly better than par-
ticipants in the L-SM condition (Mgy = 22.75, My.gmq = 31.3125, p = .035). Lower
scores mean better performance (the provided answer was either correct or closer to
the correct location) in the test. Given that participants in the SM and L-SM condi-
tions showed similar frequencies of icon accesses (Fig. 3), better recall of icon loca-
tions in the SM condition (no luminance) could be attributed to participants’ higher
reliance on spatial memory. Participants in the L-SM condition (with luminance), on
the other hand, were worse in recall of icon locations, which could be attributed to
their lower reliance on spatial memory. It is possible that the luminance feature, when
combined with spatial memory, led to less precise encoding of spatial memory (i.e.,
remembering that the icon is somewhere at the top of the screen rather than remem-
bering its exact location).

A notable point is that participants were not informed that they would be tested on
either their memory of titles or locations of icons, and thus there was no reason to
believe that they would have made any intentional effort to memorize them. There-
fore, the scores in both tests reflected the strategic choice of utilizing knowledge-in-
the-head vs. knowledge-in-the-world, as it emerged from the process of natural, dy-
namic interactions with the different interfaces.

3.3 Transition of Icon Access

In addition to the above mentioned findings, there were a couple of findings from the
analysis of icon access transitions which was designed to identify patterns of search
strategies. Transition data (Table 2) shows how a current icon access predicts a next
icon access. For example, the number 52 in cell (1, 2) (in the first row and the second
column in the table) means there were 52 times accesses to d2 (icon2) right after ac-
cesses to d1 (iconl) when access frequencies were aggregated for all participants in
the SM condition. It also means that many participants accessed d1 located in the top
left position in the grid, and then they accessed d2 which was located right next to d1.

A couple of interesting patterns were observed. First, in both the SM and L-SM
conditions with fixed location icons, cells on the diagonal have relatively larger num-
bers (numbers marked bold), which suggests that participants did sequential search by
accessing icons from top left toward bottom right (d1-d2-d3-...-d19-d20). This se-
quential search seems to be a strategy to minimize perceptual-motor efforts in search
and to learn titles or locations of icons by accessing each one of them at a time. Se-
quential search might have been a strategy to easily identify icons already accessed
and avoid redundant accesses.

This strategy might have been especially useful in the earlier sessions (task 1-4)
when titles and locations were not fully encoded enough to be easily retrieved. How-
ever, as learning of titles and locations occurred over time, it is likely that participants
were able to retrieve and use them for search in later sessions (task 5-8) of the ex-
periment.

To further investigate the changes on the sequential search pattern over time,
we split the table of the SM condition into two parts: part 1 (earlier sessions) and
part 2 (later sessions). As expected, the sequential search pattern was more apparent
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Table 2. Icon locations in the interface (left) and transition data of the SM condition (right)
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in part 1 (40.49%) than in part 2 (24.58%). Although the sequential search pattern still
appeared in part 2 possibly due to the fact that some of the ‘more relevant’ files were
next to each other and due to this proximity, icon accesses might have been still se-
quential even when participants were using other strategies. The similar pattern was
observed for the L-SM condition.

We were also interested in icon accesses made to the more relevant files versus the
less relevant files over time to verify that participants were using the features of icons
effectively in search. Patterns of transition data seem to support this idea. For in-
stance, in the C condition with random-location icons, icon accesses were suboptimal
in the earlier sessions. Only 46.42% of the total icon accesses were made to the files
which contained information more directly relevant to correct answers. However, in
the later sessions, 63.51% (17% increases) of the total icon accesses were made to
those more relevant files. This pattern suggests that participants optimized icon ac-
cesses over time by utilizing features of icons in the absence of location cue. Al-
though it does not directly show exactly what features they were using for search, the
pattern of focused accesses is clear enough to support the optimization of information
search over the sessions.

In addition, as similar as in the SM condition, participants initially made more fre-
quent accesses to the icons in the top left area (when the same data was coded based
on location) in the earlier sessions (19.70%). It seems that participants were learning
the titles while minimizing perceptual-motor efforts (by accessing particular locations
redundantly) until the titles of icons were encoded enough to be retrieved. This pat-
tern was weakened in the later sessions (9.33%), suggesting that they started using
titles of icons more actively over time.

4 Discussions

The results from the experiment were consistent with the theory of soft constraints,
which was derived based on the perspective that human information processing is
highly adaptive to the characteristics of the external environment. Randomized loca-
tions had increased the cost of accessing knowledge in-the-world, and thus induced a
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shift to more accesses to knowledge in-the-head (more memory encoding and re-
trieval of icon titles and locations). Fixed locations, on the other hand, had reduced
cost of accessing knowledge in-the-world, and thus induced a shift to fewer accesses
to knowledge in-the-head. Similarly, the luminance feature had reduced the cost of
accessing knowledge in-the-world, and resulted in less reliance on knowledge in-the-
head. Results therefore supported the notion that presentation of contextual informa-
tion not only led to different external representations of information, but also led to
changes in the processes of the users.

The fact that participants in the L-SM condition, with significantly less episodic
and spatial memory encoding, could attain comparable search performance is worth
noting. The luminance feature apparently guided re-finding of icons by highlighting
and providing contextual information. Results highlight the importance of integrating
bottom-up visual features and top-down contextual information to augment knowl-
edge in-the-head. Participants without luminance and/or location cues compensated
for the poor interface support by using more of their memory of titles and location. It
was therefore possible that the luminance feature could reduce the memory load, but
this hypothesis apparently needs to be further tested.

One implication of this study is that representations and processes are interde-
pendent and are both essential for interface design. Given different interfaces, partici-
pants could adapt their strategies (processes) to attain the same level of performance.
It is therefore superficial to argue that a particular interface is a good representation
without carefully examining also the processes that interact with that representation.
The study also shows that systematic testing and understanding of how people utilize
contextual information (e.g. recency, frequency, types of contents) is critical in decid-
ing what are their best representations (e.g. luminance, colors, etc), and when these
representations are best in what situations (e.g. short-term, long-term, intermittent,
persistent use).
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Abstract. We introduce a support system concept that offers both work-
centered and human-aware support for operators in tactical command and con-
trol environments. The support system augments the cognitive capabilities of
the operator by offering instant, personalized task and work support. The opera-
tor obtains support by entering into a collaborative agreement with support
agents. Such an agreement creates opportunities to establish adaptive capabili-
ties and human-aware support features. We describe the concept in and propose
an experimental design to evaluate its effectiveness in tactical environments.

1 Introduction

Tactical command and control environments present demanding challenges to opera-
tors because of their task complexity, time-criticality and the risk associated with poor
decisions. With the increasing complexity of defense missions and the ongoing pres-
sure to reduce manning in defense environments, operators will have more difficulty
in handling their tasks than before. Operators will continue to face new challenges in
properly focusing attention, keeping correct situation awareness and preventing over-
load situations. Conventional technology-driven support systems are not capable and
adaptive enough to fulfill such support demands. There is a need for novel support
concepts that focus on augmenting the operator’s cognitive capabilities.

Support systems for tactical environments come in many flavors, but many recent
developments show support systems that resemble active companions rather than
conventional decision aids. The key feature of such companions is adaptivity. Adap-
tive capabilities for support systems come in two varieties: (a) adaptivity based on the
behavior and performance of the human operator, and (b) adaptivity based on the state
of the environment. The first variety could be called human-aware adaptivity, because
it requires the support system to have a certain degree of awareness about the behav-
ior and motivations of the human operator. The second variety could be called work-
centered adaptivity, because it revolves about events in the environment, and thus
mainly requires knowledge about the work domain. Both types of adaptivity result in
changes in the interaction between the human operator and his support systems. This
includes every option from a change in notification method to a change in the division
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of labor between operator and support system. We believe that a support system
should include both types of adaptivity, and be readily configurable, so that the opera-
tor can benefit from adaptive capabilities at the right moment, and in the right form.

We propose an support system based on work on human aware agents (Van
Maanen, 2008), adaptive autonomy (Van de Vecht, 2007), and work-centered support
systems (Scott, 2005), that specifically targets the attention allocation problem and
task overload issue of tactical officers. The concept gives the officer options to ar-
range and configure support capabilities at will in the form of autonomous software
agents that act as versatile companions. It is the responsibility of the human user to
instantiate support agents, and to tune them to the task at hand. By making it the re-
sponsibility of the operator to create his own support functions, we lessen the possi-
bility of ‘automation surprises’ (Sarter, 1997), and make the operator better aware of
his system surroundings, goals, and states.

1.1 Work-Centered Support Systems

Work-centered support system design uses methods from cognitive system engineer-
ing (cognitive work and task analysis, work-centered design) to understand and
support operators in complex work environments. It adds agent technology to create
practical support tools that help to reduce work complexity and keep the user in con-
trol of his work (Scott, 2005). Traditional user interface design is primarily focused
on the capabilities of the system, and forms the interface so that system features are as
accessible as possible. Work-centered support system design seeks to shape the work-
ing environment in such a way that it agrees with the user’s work, and make relation-
ships between elements, constraints and affordances in the environment easier to
observe. Support systems built on this premise are context sensitive, easily adaptable
and tuned to the antics and ontologies of the human way of working.

A good example of a work-centered support system is the work by Eggleston on
support agents for weather forecasters in a military airlift organization (Scott, 2002).
Their design allows operators to create agents instantly for various types of work sup-
port. For example, operators can use visual signs to instruct watch agents to monitor
certain events on the interface, such as the formation of thunderstorms. Other types of
agents in the system monitor external information sources and manage the presenta-
tion of information to the user. By letting the operator self-initiate support agents and
providing a high level of observability and directability of automation behavior, there
is less chance of automation surprises, which makes the system easier to accept.

1.2 Human-Aware Support Systems

Van Maanen (2008) introduces a generic human attention-based task allocation
(HABTA) agent component for tactical command and control environments. When
the complexity of the in- and external environment increases, so will the information
volumes for navigation, system monitoring, and tactical tasks (Grootjen, 2006). With
expanding information volumes, keeping a proper attention focus becomes a challeng-
ing task, especially for novice operators and in situations where there is a need for fre-
quent attention switches between tasks or objects.
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Human-aware support agents augment the meta-cognitive capabilities of human
operators. A HABTA-component is based on two cognitive models: one that de-
scribes the current allocation of a human’s attention and one that prescribes the way
his attention should be allocated. If there is a discrepancy between the outputs of both
models, HABTA reallocates the tasks between the human and the agent. The
HABTA-based agent presented in (Van Maanen, 2008) is able to monitor the com-
plete environment, and when the agent decides that human attention is needed within
a specific area, it draws the attention of the human operator. In other words, it has a
high level of human-aware adaptivity (directs human attention), but a low level of
work-centered adaptivity (does not perform the task itself).

1.3 Adaptive Autonomy

Adaptivity is an often-sought feature of support systems. Most recent work in this
field use autonomous agents to model adaptive capabilities. Autonomy is a defining
characteristic of intelligent agents (Jennings, 2000) and it usually interpreted as the
amount of freedom an agent has from intervention by other agents, including humans
(Barber, 2001). An agent heavily influenced in its decision making by other agents
displays obedient behavior. An agent that does not allow any external influence in its
decision making is maximally independent. By altering the amount of external influ-
ences on its decision making, an agent can self-adapt its autonomy, and effectively
display adaptive autonomy. In this fashion, agents can actively select the level of
autonomy that best fits the circumstances and their own objectives. Van der Vecht
(2007) developed a model that implements this perception of autonomy by means of
reasoning rules that decide on adoption or rejection of certain influences.

Influence Control Decision-Making

External _
Events A~ O _ | Actions
Carana el

Fig. 1. lllustration how influence control can affect agent behaviour (Van der Vecht, 2007)

By giving the agent self-control over these rules, the agent can filter out certain events
and communications and consequently adjust his own level of autonomy.

The approach of Van der Vecht to adaptive autonomy offers interesting perspec-
tives for use in support system design, because it provides a comprehensive way to
represent the rules that produce adaptive behavior. It also returns the responsibility for
adaptive behavior itself to the agent, while giving the operator straightforward means
to convey preferences (i.e. by manipulating the influence control settings of the sup-
port agent so that the boundaries of the autonomy of the agent become clear). Van der
Vecht uses social contracts, as proposed in the OperA framework (Dignum, 2004), to
convey organizational knowledge into the influence control rules. Upon entering an
organization, the agent signs a contract that specifies its role and hierarchical relations
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to other actors. Similarly, we propose to use interaction contracts between operator
and support agent to specify adaptive behaviors in a support setting.

2 Combining Work-Centered and Human-Aware Adaptivity

We combine elements from work-centered design, human-aware support systems and
adaptive autonomy to form a novel approach to tactical C2 support system design.
Our basic stance is that the operator should be responsible for creating his own set of
support agents. The operator creates agents by means of tasking descriptions and
interaction contracts. These instructions give the agents a basis for their behavior.
Because the operator actively creates an agent for a specific task, and explicitly com-
municates his expectations about the agent’s behavior, it will be easier for the opera-
tor to remain in control over his suite of support tools.

There are two types of agents that the operator can create, namely work-centered
agents and human-aware agents. Work-centered agents deal with events in the work
domain, such as the monitoring of a certain geographical map for dangerous events.
Human-aware agents deal with the meta-cognitive aspects of the operator, such as
workload management and attention strategies. Most human-aware tasks will require
a normative model for assessing the operators’ state or actions. Therefore, the use of
human-aware task agents will often give rise to the use of work-centered agents.
Jointly, human-aware task agents and work-centered task agents make it possible to
create comparative support features, such as human attention assessment. Figure 2
shows the interactions between user and agents.

task and define interaction
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Fig. 2. Interactions between the operator, human-aware agents and work-centered agents

2.1 Creating Support Agents

The creation of support agents consists of three steps for the operator: defining the
support task, defining the interaction, and instantiating the agent (see Figure 3). In
the first step, the operator expresses a functional task description for the support
agent. This description includes essential aspects such as objectives, start- and stop-
criteria, and pre- and post-conditions. How the operator actually communicates this
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tasking description is of less importance, as long as the process uses visualizations
and terms from the work-domain itself. Tactical C2 officers usually have a map-based
work environment, and most of their tasks have geographical attributes (‘monitor this
area’, ‘follow this track’). It would make sense to use a tasking method that uses ob-
jects and terms from that environment, which seamlessly integrates with the opera-
tors” own way of working. For example, for a work-centered agent, the operator could
mark out an area using his input device, and make a selection from a predefined set of
typical support tasks (e.g. ‘monitor this area for suspect tracks’, see Table 1). This
would be a straightforward manner for the operator to request help, without having to
leave his work domain to enter a ‘programming process’. On the side of the agent, the
visual tasking would be translated in a set of actions and pre- and post-conditions.

4T; | work-centered task
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system controller
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Fig. 3. Definition and instantiation of support agents

The second part of the agent creation process deals with defining the interaction
between operator and support agent by means of an interaction contract. The interac-
tion contract defines the desired behavior of the agent towards the operator. It delimits
the extent of its autonomy (in how far the agent can take control of its own behavior),
it defines communication requirements towards the operator (what should the agent
communicate and under which conditions), and sets collaborative aspects (what is the
division of labor between agent and operator). It defines the degree of autonomy that
the agent is granted, and states in how far, and under which conditions the agents may
perform its task independently from the operator. The interaction contract describes
per task, when it is permitted. For example, if the agent has been instructed to monitor
an area and act upon certain events, then the interaction contract may specify whether
the operator needs to be consulted before acting. In this case the contract can contain
conditions related to the agent’s awareness of the user’s task execution of current at-
tention division and based on these conditions determines either to interrupt the user,
wait until a more appropriate moment, or execute his task anyway. In the tasking de-
scription, this actually sets the pre-condition.

The support agents use a reasoning model to decide on their behavior. In this
model (Van der Vecht, 2007) there is a distinction between ‘influence control’ and
‘decision making’ (see figure 2). The autonomy of an agent is determined by the
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Table 1. Examples of tasking and interactions descriptions in pseudo code

Tasking description (work-centered task)

task Monitor (area) for contacts

type work-centered

agent WCA_1

subtasks MONITOR (area) observe area
CLASSIFY (object) classify object
REACT (object) activate countermeasures
INFORM (actor, form, status) provide information

rules MONITOR (area) for contacts

IF status(contact) = new, THEN CLASSIFY (contact)
IF status(contact) = suspect THEN REACT (contact)
preconditions main: IF operator permission THEN do (main_task)
for all subtasks:
interpret interaction contract
determine permission and information requirement

Tasking description (human-aware task)

task Attention support (area)

type human-aware

agent HAA_1

subtasks OBSERVE (actor) observe actions of actor
COMPARE (actorl, actor2) compare actions of actors
ASSIGN (objects, actors) allocate actions to actor
INFORM (actor, form, status) provide information

rules O1 = OBSERVE (operator)

02 = OBSERVE (WCA_1)
IF difference (01, 02) > threshold THEN
INFORM (operator, form, status)
ASSIGN (contacts, WCA_1)
preconditions main: IF operator permission THEN do (main_task)
for all subtasks:
interpret interaction contract
determine conditions and information requirements

Interaction description

parties operator, WCA_1
task Monitor (area) for contacts
rules relevant trigger: workload

MONITOR: allowed(agent, MONITOR)
CLASSIFY: allowed(agent, CLASSIFY)
IF status(contact) = suspect THEN
required(agent, INFORM (suspect), warning)
REACT: conditional
IF workload (operator) > threshold2 THEN
allowed(agent, REACT)
required(agent, INFORM (operator, notification, action)
IF workload (operator) > threshold1 THEN
required(agent, INFORM (operator, warning, workload)

amount of influence that other actors have on the agent’s decision making. The influ-
ence-control function actively regulates which events and commands reach the deci-
sion-making process. It filters out those external events that should not influence the
decision making, and thus it indirectly controls the agent’s behavior. Similarly, the in-
fluence-control function can adapt the agent’s behavior by altering its settings. For
example, if the agent should take the workload of the operator into account in its deci-
sion making process (human-awareness), the influence control rules can be adjusted
so that cues pertaining to the state of the operator are admitted to the agent.

Table 2 show examples of rules that govern the influence control. If the former part
of the rule (the head) of the rule agrees with the condition (the guard), then the latter
part (the body) is performed. Adding a ‘goal’ boils down to obliging the agent to
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Table 2. Three examples of reasoning rules for setting influence control

'Whenever status-suspect then agent is obliged to do inform-operator-about-status’
observation( status-suspect ) > TRUE | AddGoal( send( operator, inform, new-suspect-contact))

'Whenever workload-high then agent is permitted to do propose-operator-contact-takeover’
observation( workload-high ) > TRUE | AddBelief( permitted( propose-operator-contact-takeover))

'Whenever takeover-request from operator then agent is obliged to do accept-request’
message( operator, request, raise-support-level ) > TRUE | AddGoal( takeover(Task) )

perform a certain action. Adding a ‘belief’ gives the agent a notion of permissible ac-
tions. By giving the agents simple rules like these, the operator can communicate his
preferences, and easily change agent behavior.

3 Experimental Validation Strategy

In this section, we describe an experimental design for a first-order validation of the
concept. We draw inspiration from earlier work on active support systems such as the
TANDEM experiments in the TADMUS project (Sycara, 2004), and the aforemen-
tioned studies on HABTA-based agents (Van Maanen, 2008), and propose an experi-
mental setting in which we evaluate the operator performance under different satura-
tion conditions. When stressed enough, the attention of the operator will become more
and more saturated and will need support to achieve his objectives.

o—— select contact
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Fig. 4. Left: Task sequence in the experiment. Right: Basic scenario environment layout

We propose a common tactical scenario: the protection of a High Value Target
(HVT). The HVT is an airport, threatened by hostile entities. The airport is defended
by mobile guards, who can intercept individuals that pose a security threat. A com-
mander with global overview of the HVT area instructs the guards. Sensor networks
around the HVT reveal movements of individuals, but cannot reveal whether their in-
tent is malicious. If the commander has reasons to believe that a certain individual
poses a threat to the airport, then he can instruct guards to identify, and, if necessary,
disarm that individual. The challenge for the operator is to keep track of all contacts
on the screen, while commanding his guards in such a way that they do not miss out
on any threats to the airport. This implies two vital decisions on the part of the com-
mander: (a) deciding whether a contact is suspect or not, and (b) deciding whether
guards should intercept the contact. Figure 4 shows the sequence of tasks.
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The operator will have a limited number of options to create support agents. Work-
centered agents can do the exact same tasks as the operator (observe, select contact,
classify, send guard, adjust status), but the operator decides which tasks the agent
may perform. The operator can opt to have a work-centered support agent to help
monitor a certain area (observe and classify), or assist by also actually instructing
guards (observe, classify and send guard). This selection equals setting the degree of
autonomy. In addition, the operator can include a limited number of human-aware
features, such as attention monitoring (based on comparing classification assessments
between operator and a work-centered agent) and workload management (based on
the time it takes for a contact to be classified by the operator). Furthermore, the task-
ing interface will give the operator a number of ways to divide the labor between him-
self and the agents. The most reasonable options would be via spatial arrangements
(sectors, perimeters or free-form areas that the operator can draw on the screen),
based on perceived threat (the operator deals with all suspect contacts, the agent is re-
sponsible for monitoring unknown or safe contacts).

By varying three scenario parameters, we can challenge the operator, and evaluate
the behavior of the support agents. By increasing the number of contacts on the screen
(volume), or increasing the movement speed of contacts (time), we can drive the op-
erator into a work overload situation. We can also make the classification task harder
(complexity) by letting contacts follow paths that are more diverse. A contact that
takes a long detour along the area before turning towards the airport will be harder to
assess than a contact that follows a straight line towards the airport. Another option to
increase complexity would be to include more non-threatening entities. Varying set-
tings of these parameters will likely lead to a different use of the support system, and
thus give an interesting insight in the value of such a support system in tactical envi-
ronments. For instance, a higher level of complexity could possibly lead to more reli-
ance on human-aware support, while the operator will most likely benefit more from
work-centered agents under higher volume circumstances. Exploring the range of use
scenarios is essential given the many different types of missions in tactical command
and control.

We expect that this experimental setting will reveal critical usability and efficiency
indicators, and give us a better understanding of the relationship between scenario-
type and most favorable type of support, in terms of adaptive capabilities and user
interaction.

4 Summary and Conclusion

In this paper, we have introduced the approach of combining work-centered and hu-
man-aware adaptivity in support agents for operators working in tactical command
and control environments. We can summarize the approach in the following set of de-
sign requirements:

e  Support functions are embodied by autonomous software agents.

e It should be possible for the operator to create a support agent for a specific
task at his will. This includes work-centered tasks (tasks that relate to the
domain), and human-aware tasks (tasks that relate to the behavior of the op-
erator), or the combination thereof.
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e It should be possible for the operator to observe and configure the behavior of
the support agents, including the limits of its autonomy and specific interac-
tion requirements via suitable controls.

e The support agent should have a suitable normative model of user behavior and
(part of) the work domain. These models may be available by design, or
given to the support agent by the operator through simple instructions (for
instance, performance indicators, geographical cues).

e Human-aware agents must be able to instruct existing work-centered agents, or
create such agents themselves. This allows a human-aware agent to autono-
mously reallocate tasks from the human operator user to the support suite in
the case of suboptimal performance by the operator.

e  Work-centered agents instantiated by a human-aware agent should behave ac-
cording to the interaction contract set between the operator and the human-
aware agent.

We expect that this strategy is going to be very effective in domains where there is
limited time and resources for the execution of multiple tasks, but where the operating
environment provides high volumes of information.

This approach is a first step towards a framework that can cater both technical and
operational demands, and that is open enough to fit all sorts of cognitive require-
ments. We believe that our approach is novel and worthwhile, because it joins several
established lines of thought on support system design. It augments cognition by pro-
viding assistance in meta-cognitive processes (human-aware) and lessening decision
making complexity by offering work-centered task support. By keeping a distinction
between human-aware tasks and work-centered tasks, it becomes easier to design tai-
lored, adaptive support. Clear interaction contracts between operator and support
agents define the boundaries of agent behavior, and minimize the chances on automa-
tion surprises. The practice of interaction contracts agrees with most cognitive system
engineering proposition, and help to maintain observability and directability of system
functions (Klein, 2004). By giving the operator agent controls that use visualizations
and ontologies from his work-domain, user acceptance will be easier to achieve.

The approach needs practical evaluation, and this will most likely reveal many im-
plications. We may inadvertently introduce many new issues. By effectively shifting
the agent design process from designer to user, we lessen many design challenges that
stem from user modeling. At the same time, this implies that the user becomes partly
responsible for system management as well. The management of a large number of
autonomous support agents will require extra attention and take up valuable work ca-
pacity. The use of contracts to instantly create support agents is a fascinating concept,
but it will require an extensive exploration into user tasking controls, interaction for-
mats and management procedures.
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Abstract. Assignment of easy-to-use and well-timed services staying invisible
for a user is one of important features of ambient intelligent. Multimodal user
interface capable to perceive speech, movements, poses and gestures of partici-
pants in order to determinate their needs provides the natural and intuitively un-
derstandable way of interaction with the developed intelligent meeting room.
Awareness of the room about spatial position of the participants, their current
activities, roles in a current event, their preferences helps to predict more accu-
rately the intentions and needs of participants. Technological framework,
equipment and description of technologies applied to the intelligent meeting
room are presented. Some scenarios and data structures used for a formalization
of context and behavior information from practical human-human, human-
machine and machine-machine interaction are discussed.

Keywords: ambient intelligence, cognitive-centric design, multimodal inter-
faces, context awareness, smart home, intelligent meeting room.

1 Introduction

An idea of recognition of a current situation and behavior of a user, as well as an
unobtrusive satisfaction of his needs underlies the “ambient intelligence” (Aml).
These tasks deal with three directions of science and technique: ubiquitous comput-
ing, ubiquitous communication, and multimodal interfaces [1]. Integration of diverse
computation, information and communication resources into a united framework is
one of the important issues at design of ambient intelligence and it identifies the mod-
ern tendency to transition from smart devices to an ambient intelligent space. Multi-
modal interfaces provide natural and intuitively comprehensible interaction between a
user and intellectual devices, which are embedded into the environment. All the
means should be hidden, thus the user can see only the results of intellectual devices
activities and concentrate attention on her/his work.

The so-called “smart home” (SH) is the most profoundly studied area from the
domain of the ambient intelligence. A smart home can be defined as a dwelling house
equipped with computational and informational technologies guessing and reacting
upon needs of the inhabitants, working on comfort maintenance, security and good
entertainment by means of control of domestic equipment and communications [2].
In spite of the fact that SH idea was well established in the late 1990s, SH technolo-
gies still have no popularity among potential users. It is Gann’s opinion [3] that the
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principle barriers to uptake are the following: high cost, difficulties of integration with
contemporary domestic appliances and lack of usability.

Industry of SH should take into account a number of criteria to motivate customers
in its advantages [3]. First, it is necessary to consider real needs of users. Secondly,
development should be conducted at three levels at once: (1) generic technologies
necessary for a base configuration applied to all appendices; (2) context-dependent
technologies which can be adapted for the majority of homes; (3) personified tech-
nologies developed with respect to requirements of concrete customers and facilities.
Thirdly, the offered decisions should be flexible, simple of use, reasonable of price,
reliable, ease of installation and reconfiguration.

Taking into account functionality available to a user it is necessary to distinguish
homes with smart devices and homes providing interactive computing both inside and
beyond the home. Five classes of SH were proposed in [3]: (1) home, which contains
stand-alone intelligent objects, actions of which are mutually independent; (2) home,
which contains network of intelligent objects worked by own rules, but due to ex-
change information between one another, their functions are enhanced; (3) connected
home has internal networks connected to external ones and allows interactive and
remote control of home systems, as well as access to services both inside and outside
the house; (4) learning home, able to record and store data about activities patterns in
order to use them in future; (5) attentive home, constantly recording data of family
members localization in order to predict users’ behavior, satisfying their needs and
unobtrusively interact with them.

The classification takes into account not only functional abilities of SH, but also
highlights different levels of communication within and beyond the house, starting
from the simplest systems with mechanical toggle switches, and to complicated sys-
tems, forecasting user’s behavior and interacting with him.

Ambient intelligence paradigm and the subsequent development of ambient intelli-
gent space have led to formation of the so-called cognitive approach become of great
importance for designing SH systems. Intelligent agents embedded into the environ-
ment, allow Aml distinguishing people behavior and reacting to their needs in an
unobtrusive and even invisible way owing to intuitive interfaces [1]. The cognitive
approach to design, with the aim of Aml, gives to the developer a way to compare
demands and cognitive processes of the end user. This goal can be reached owing to
intellectual agents networks, which provide synchronization of information streams,
remote control and user notification, in the aggregate with adaptive interfaces and the
means for achievement of full situational awareness [4]. The knowledge of a context
helps to explain behavior of the user in a concrete situation and to train the system to
react adequately.

Cognitive and perceptive systems of a human being automatically use a context for
identification in everyday life. The context can be defined as a set of relevant condi-
tions and ambient influences which make a certain situation unique and distinguished.
The context implies a notion of weight of influencing factors, considered subcon-
sciously by people but being beyond perception of artificial systems. The optimal
approach to formalization of contextual information is an iterative two-step proce-
dure: (1) collection of the detailed expert description of situations; (2) check of accu-
racy of automatic recognition of the certain contexts on the basis of previously created
descriptions [5].
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One of the basic directions within the Aml paradigm is a development of multimo-
dal user interfaces providing natural and intuitively clear way of human-computer
interaction. Speech, gestures, handwriting and other means, which are natural of inter-
human dialogue, are applied to management of machines in multimodal interfaces [6].
Audio-visual information processing allows automatic identifying the person, his
intentions, speech, movements and the current position. Due to the analysis of single
modalities and their subsequent fusion on the semantic level it is possible to improve
naturalness and robustness of interactions.

Multimodal integration combines semantic hypotheses coming from modules of
single modalities processing and carries on joint interpretation of a user’s command.
For recognition of user’s intention (communicative or practical) it is necessary to use
information from different sources, and to consider various types of the contextual
information. Three types of contexts are proposed to use during the fusion of multi-
modal information [7]: (1) context of a subject domain, which contains some a priori
knowledge, the user’s preferences, models of situations, descriptions of objects and
subjects, their possible activities and their location to each other; (2) conversational
context describing possible dialogues with the system and a current condition of a
discourse; (3) visual context including the analysis of a direction of vision, gestures,
actions of the user in the course of the observable situation. Data and knowledge,
accumulated by the system in advance, determine an interpretation of user’s inten-
tions and the current situation. The result of recognition of a command is, theoreti-
cally, a multimodal representation of user’s behavior, conclusion about his intentions
and a succession of activities which are to be performed by the system.

There are more fields for applying areas of Aml besides that of a SH. One may
state that requirements for a SH were worked out already, but requirements for meet-
ing and lecture rooms are somewhat insufficiently standardized. Sometimes even
users have no idea what they should expect from such intelligent rooms. The user
cannot quickly become familiar with a simultaneous use of several wide-screen dis-
plays, interactive multimedia support, integration of mobile devices and others new
resources. All these means and tools must be intuitively comprehensible. Usually such
rooms function in a semi-automatic mode, and all the embedded systems are main-
tained by experts.

Peculiar features of multimodal interfaces exploiting and human behavior in the
intelligent meeting room of SPIIRAS are regarded in the present paper. Testing of
audio-visual processing is made during laboratory meetings and lectures. Besides,
control of the equipment was realized on a basis of mobile-phone, while collecting of
data concerning SPIIRAS members was performed with the aim of a mobile robot
with a multimodal interface, moving along a corridor of the institute.

The next section presents basic features of the equipment and description of tech-
nologies applied to the intelligent meeting room. Apart from that, some scenarios and
data structures used for a formalization of context and user behavior in the meeting
room will be presented.

2 Technological Framework of Intelligent Meeting Room

A premises of 72 square meters located inside the institute building was supplied for
intelligent meeting room. The room scheme and arrangement of base equipments are
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presented in Figure 1. Monitoring of the room is performed by 16 video cameras
mounted on the walls, ceiling and tables and provides tracking of moving objects,
face detection and other functions. Three T-shape 4 channel microphone arrays
mounted on the different walls serve for localization of sound sources, far-field re-
cording and following speech processing. Besides video recording the personal web
cameras mounted on the tables have internal microphones and are used for recording
speech of each meeting participant.
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Fig. 1. Scheme of intelligent meeting room and equipment arrangement

A wide touchscreen plasma panel and multimedia projector (projection screen) are
located one under another in the left side of the room and provide output of multimo-
dal information. Operated electro gears are connected to the projection screen and
curtain rail. The curtains are made from special lighttight cloth in order to suppress
the outside influence on the illumination changing in the room. The processing of
recorded audio-visual data, control the multimedia and electro mechanic equipment
are performed by six four-cored computers, two multichannel audio boards Presound
FirePod, as well as some devices providing cable and wireless network. The referred
service equipment is mounted in a rack and located on the adjacent room from the
meeting one. Thus, users inside the meeting room could see only appliances for in-
put/output information, but other devices and computational resources are invisible.
To provide service and the same time be hidden for a user is one of the main features
of ambient intelligence.

Availability of multimodal user interface is a distinguishing characteristic of the
developed intelligent meeting room. The developed earlier technologies of audio-
visual data processing were successfully implemented in the room to provide natural
and intuitively understandable way of interaction with the room equipment. Most
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important technologies are automatic speech recognition, speaker identification,
sound source localization, detection of position and tracking moving objects and user
faces, detection of user pose. A bimodal audio-visual Russian speech synthesis tech-
nology (talking head) is used for developed interactive applications.

A method for spectral-spatial analysis of speech activity has been developed.
Spatial speaker localization is based on the calculation of phase difference between
the signals recorded by different microphones. The energy level of mutual signal
spectrum and estimation of acceptable position of a speaker is used for finding
the boundaries of speech in a multichannel acoustical stream, recorded in noisy
environments.

Russian speech recognition is realized by SIRIUS engine with a model of compact
representation of extra large vocabularies based on two-level morphophonemic prefix
graph (TMPG). Integration of morpheme and phonetic levels into a united tree-based
structure of vocabulary provides compact representation of word-forms and their
phonemic transcriptions [8]. Usage of the proposed graph while decoding continuous
Russian speech provides formation of grammatically correct words at the recognition
output and increase of recognition speed.

A model of text-independent speaker identification based on assessment of cepstral
features distribution of the input speech signal was developed. The minimal length of
the speech signal, necessary for speaker pattern training and decision making during
verification, is thirty seconds. A multithreaded program model for speaker identifica-
tion provides simultaneous estimation of several participants of a meeting.

Determination of position and face tracking are based on an algorithm for tracking
movements of natural markers of human face. Automatic restoring of lost tracking
points allows the face tracking system to increase robustness of identifying head-
position during quick motions and occasional video noise. An algorithm for cursor
controlling is adaptive to velocity of head movements. It provides comfortable cursor
controlling on high-resolution screen, using a low-resolution camera. These algo-
rithms have been embedded into the multimodal system ICANDO for assistance to
disabled people at hands-free PC-controlling [6].

An algorithm for position and video tracking of moving object is based on estima-
tion of difference between adjacent frames and takes into account the measurements
of users, velocity and trajectory of their movements, acceptable regions of user ap-
pearance. It makes the algorithm robust to sudden changing luminosity and capable to
differentiate moving objects closely located to each other. Intel OpenCV library is
used for base procedures of video capture and processing. Also two statistic poses
(staying and sitting) are detected in intellectual room applications. A criterion for pose
recognition is height of an object. The list of recognized poses could be extended by
some gestures, which users often apply during meetings [9]: nod, nutation, rise of a
hand by sitting user, hand pointing.

A model of audio-visual speech synthesis (“talking head”) of Russian texts has
been developed jointly with United Institute of Informatics Problems (Belarus) and
University of West Bohemia (Czech Republic). Two methods for creation of visual
synthesis of facial organs have been elaborated [10]: (1) model-based method;
(2) data-based method. The former is used for creation of 3D avatars. The latter ap-
proach allows creating a 2D personalized audio-visual TTS-synthesis model. In this
model visual facial synthesis is combined with acoustical speech synthesizer.
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Figure 2 shows a technological framework of the intelligent meeting room. Col-
laborative work of the referred technologies supplies a room control system with data
about current situation, participant’s behavior and provides robust recognition of
voice command due to the analysis of spatial-temporal, situational information and
user preferences.
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Fig. 2. Technological framework of the intelligent meeting room

Distant speech recognition based on microphone array processing allows a user to
control light, curtains, projector screen, PTZ functions of video cameras and more
complex devices like TV set, radio, audio-video player and other multimodal applica-
tions. In all the applications interactive feedback is realized by a talking head, which
shows an awareness of the room about participant’s behavior and pronounces required
speech information.

3 Case Studies of Intelligent Meeting Room

First scenario, which was experimentally tested, was focused on conjugation of the
actuators (light, curtains, and screen) with the distant speech recognition system and
other manual controls. A user could give a command by voice, touchscreen panel,
remote control panel or via web-interface from a computer or a mobile phone. A
scheme of user command processing and possible automatic room control in accor-
dance with a current situation is presented in Figure 3.

Data about current states of all the actuators, presence of users and their positions
are recorded every time at the arrival of a user command. Boolean descriptions of
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Fig. 3. Scheme of user and automatic control of the equipment of the room

actuator states were used for the light, the curtains, the screen, the plasma panel, the
projector. The plasma panel and the projector have certainly many other functions,
but their execution was realized without actuators in the framework of concrete appli-
cations. For example, changing graphical content showed by TV set and projector is
processed by a computer, and then corresponding video signal outputs via DVI or
VGA cables.

A description of situational information was simplified in given scenario too. Time
of day was described by four categories (morning, day, evening, night). Number of
participants presented inside the room was divided into four groups too (0, 1, 2-10,
more than 10). Positions of participants were evaluated in relation to the meeting
table, the plasma panel, the window. The chairs located in the right side of the room
are used in the case of large number of presented participants. Therefore a special
category of participant’s position was defined: participants are distributed throughout
the room. A situational map of the meeting room is used for verification of events and
analysis of the room state. Table 1 presents structure and states of the map.

The black cells corresponding to the turned-on devices and other features of the
room indicated a current situation. The right column consists of examples of the
commands, automatically generated at occurrence of corresponding combination of
events and equipment state. These commands were received during matching the real
user command and the state of situational map. For some commands the conditions
arisen them are slightly changed and adapted for implementation in automatic mode.
For instance, a voice command to turn-off the light is said by user inside the room
before she/he goes out. In automatic mode this action is performed when all the
participants left the room. By this reason commands 6-8 in Table 1 to turn-off the
light, lift the screen and close the curtains are performed when the number of partici-
pants is zero.

By Figure 3 now we can explain how to control the meeting room in the automatic
mode. Changing the situation caused by user behavior or day time or switching the
actuators calls the procedure of the map analysis. If a predefined situation is detected
a corresponding command for activation or deactivation of actuators is sent. The in-
teraction between various software modules distributed on several computers is ac-
complished by client-server architecture via TCP/IP protocol. At that command and
notification of the actuator states are collected and processed in queue.
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Table 1. The situational map of the meeting room and automatic commands

State of actuator devices Situational information Commands
- - - — enerated
Light groups - Time of day Number  of Position of & call
on - g participants participants automatica _yj
8 S s o5 5 g When specific
=] =1 —_ - . .
S B S B §22_2 g combination of
- a0 <+ £ 2 g 3 L, E80E E8
S99 Y = z SR w0 géﬂag 33§e actuator states
v 2 0.2 2.508 0
S5 55 £2%5EE £z o o £§525508 and - events
2 © 2 o 8 " F ® E 8 E o ~ 7 —=38ogs8pcslt
= = = = e = A S S5 A [5) =) & AN BE SE s <5 Occurs
O O 0 O =5 3 E S A Z 5o 8Z8%50
O = 8E o= s 0 ES
Q o » o w_{:} = =TS
s Spigs 28
SEefs
<g<c = 5
| -Y
1. Turn-on the
light group L4
2. Open the
curtains
3. Lower the

screen
:. 4. Turn-off the
light group L1
. 5. Open the
curtains
6. Turn-off whole
the light
7. Lift the screen

8. Close the
curtains

Scenarios of control of multimedia appliances were based on special dialogues of
speech interaction between a user and the meeting room. The multimodal applications
“SPIIRAS inquiry” and “St. Petersburg map” were adopted based on similar systems
realized in a multimodal kiosk [11]. Voice control system for TV set and radio im-
plements commands to select a channel by its number or title, to change the settings
of sound and picture. In the application “Smart board” voice commands intended for
selecting color, width of pen, brush or other instruments for handwrited sketches on
the touchscreen. Only examples of voice commands are mentioned above, which
could be useful at interaction with the intellectual applications. Moreover, most of the
commands could be activated by gestures on the touchscreen. In particular, in map-
based applications a direct pointing to a graphical object is more needed, but speech
commands are used for operation with objects [6].

Besides the current state of the dialogue the spatial position of a user should be
taken into account. In contrast to control of the actuator devices the voice commands
aimed for to the multimedia applications are perceived only from a space near the
plasma panel (not far than 1.5 meters). This limitation helps to decrease number of
false voice commands appeared as a result of background noise and parallel user
conversations that increases accuracy of distant speech recognition.

Special attention should be paid to influence of activity of controlled devices dur-
ing transitional stages on the systems of audio-visual data processing. For instance,
the speech recognition and sound source localization systems should be notified be-
fore starting the gears of screen and curtains, because their noise influences on the
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system performance. The analogical situation is appeared at turning-on the multime-
dia projector and condition system. Since these devices will work continuously then a
system of spatial filtration of sound signal should suppress noises before the speech
recognition phase.

Opening the curtains can significantly influence on changing the luminosity in the
room and lead to fail of the video tracking systems, for example loss of existent ob-
jects or appearance a false object in the room. The same problem happens when turn-
ing-on/turning-off the light, so the systems of video processing should be preliminary
notified about changing the luminosity in the meeting room.

Verification of the technological framework and experimental detection of poten-
tial conflicts at the room control appeared owing to uncoordinated work of equipment
or unpredicted behavior of users are conducted. Analysis of the extended situational
map, as well as discursive information of real dialogues, personified user data will
allow us to extract templates of behaviors and preferences of main groups of users,
scenarios of man-machine interactions and most important commands, which should
be automatically performed to facilitate efficiency of meetings and lectures in the
intelligent room.

4 Conclusion

The developed intelligent meeting room is a distributed system with the network of
intelligent agents (software modules), actuator devices, multimedia equipment and
audio-visual sensors. The main aim of the room is providing of meeting or lecture
participants with required services based on analysis of the current situation. Aware-
ness of the room about spatial position of the participants, their activities, role in the
current event, their preferences helps to predict the intentions and needs of partici-
pants. Context modeling, context reasoning, knowledge sharing are stayed the most
important challenges of the ambient intelligent design.

Assignment of easy-to-use and well-timed services, at that stay invisible for user, is
one of another important feature of ambient intelligent. In the developed intelligent
room all the computational resources are located in the adjacent premises, so the par-
ticipants could observe only microphones, video cameras, as well as equipment for
output of visual and audio information. Implementation of multimodal user interface
capable to perceive speech, movements, poses and gestures of participants in order to
determinate their needs provides the natural and intuitively understandable way of
interaction with the intelligent room.

Development of a network of intelligent meeting rooms gives the opportunity to
organize a videoconference between spatially distributed participants and facilitates to
increase collaboration, access to higher knowledge/competence, reduce costs for
transport and staff, and increase the quality of education due to automatic immediate
monitoring by every student during the lessons. Using the various combinations of
multimodal interfaces and the equipment of the intelligent meeting room the funda-
mental issues of human-machine interaction are studied and applied models in secu-
rity medicine, robotics, logistics and other scientific areas are investigated now.
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Abstract. To optimally distribute tasks within police teams during mobile sur-
veillance, a context-aware task allocation system is designed and evaluated with
end-users. This system selects and notifies appropriate team members of current
incidents, based on context information (officer availability, officer proximity
to the incident and incident priority) and decision rules. Eight teams of three
experienced police officers evaluated this system in a surveillance task through
a virtual environment, comparing it to a non-adaptive system. Task perform-
ance, communication, workload and preferences were measured. Results show
that team communication, decision making and response times improve using
the adaptive system and that this system is preferred. We conclude that context-
aware task allocation helps police teams to coordinate incidents efficiently.

Keywords: Context-aware computing, mobile computing, police surveillance,
task allocation, notification.

1 Introduction

To work efficiently as a distributed team, mobile police officers need to coordinate
actions together. During surveillance, current incidents require fast and accurate re-
sponses from available team members. However, keeping track of availability and
appropriately allocating tasks to team members is challenging in such a distributed
work environment [1, 2]. In addition, unwanted interruptions can cause distraction
[3], e.g. a colleague requesting assistance while you are talking to a violent suspect.
This results in increased response times and potentially dangerous situations. What is
needed is a system that supports team decision making and task allocation and pro-
vides appropriate notification to team members (e.g. on current incidents).

In this study, a support system is designed that provides advice on task allocation
(which team member can handle which incident best) based on officer availability,
task priority and officer proximity to the incident location. Selected team members are
notified using appropriate notification styles (timing and presentation of notifications)
to limit interruptiveness of notifications [4]. This team task allocation support is
evaluated in a surveillance task with police teams, addressing the following questions:
1) how can user availability, task priority and proximity be used for team task alloca-
tion support and 2) what are the effects of this support on police team task perform-
ance, workload and subjective judgments? We expect that this support will improve

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 88 2009.
© Springer-Verlag Berlin Heidelberg 2009
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task allocation and task performance, result in less team communication and positive
user preferences. Based on this study, implications for the design of mobile profes-
sional support systems are discussed.

1.1 Previous Research on Task Allocation

Employing mobile technology in operational domains aims to increase shared situa-
tion awareness and enable flexible decision making, for example for soldiers (e.g.
Network Centric Warfare; [5]) and first responders [6]. These efforts explicitly visual-
ize team information in geographical overviews [2] or using mobile awareness cues
[7]. Such designs for activity awareness in mobile computer-supported cooperative
work (e.g. [8]) lead to increased team performance and awareness as well as reduc-
tions in mental workload [2, 9]. However, users still have to integrate information
from a small mobile display, straining their cognitive resources. In addition, these
awareness displays do not directly support task allocation.

To realize efficient task allocation support systems, such systems have to be aware
of team members’ activities and locations. Currently, mobile context-aware services
adapt information presentation to dynamically changing user needs or changes in the
work environment (e.g. [10]). Mobile context-aware information delivery was pro-
posed for fire-fighters [11, 12] and construction workers [13]. In the police domain,
an in-car support system was proposed to improve task allocation between the emer-
gency room and police officers in the field, based on police officers’ current tasks
[14]. However, as no user evaluations were reported, it is not clear whether these
systems actually support decision making and task allocation.

Using context information to optimize task allocation falls within the area of Aug-
mented Cognition, which seeks to model the user and use context to dynamically
adapt the user-system interaction. For example, in the naval domain, tasks were allo-
cated dynamically to human operators or to an automated system based on task in-
formation (e.g. priority and number of radar contacts) or physiological measures as-
sessing workload [15]. On the downside, some authors argue that such high levels of
system automation are not advisable in time-critical environments [16]. Still, few
empirical users studies address automated task allocation in mobile, operational do-
mains [15, 17].

In the current study, a prototype system is designed that not only visualizes team
information to support activity awareness, but also advises team members about ap-
propriate task allocation. Although some studies have focused on task allocation and
notification in the police domain [14, 18], such support has not yet been realized for
mobile police officers. To assess how this task allocation support prototype effects
police team performance, the prototype is evaluated with police end-users in a virtual
environment. This allows users to experience the adaptive system within the task flow
and facilitates control over external variables [17, 19].

2 Designing Team Task Allocation Support

Following a concise analysis of police team surveillance based on police interviews
[2], a task allocation support system was designed and implemented. Based on a set of
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decision rules (on officer availability, incident priority and officer proximity), this
system distributes incidents optimally over team members.

2.1 Police Team Surveillance

Police officers on surveillance work together as distributed, ad hoc teams. When an
incident occurs, they communicate with colleagues to determine who should handle
which incident. For this process to work efficiently, they have to be aware of location
and priority of current incidents as well as location, identity and availability of
colleagues.

Efficient task allocation is threatened by two problems. First, police officers cur-
rently have no overview of availability and location of team members. This makes it
often unclear who is available to handle an incident, potentially resulting in miscom-
munications or incidents that remain unattended. Second, team members communi-
cate using radio transceivers over an open channel. For officers who are handling a
critical incident, not all communication is directly relevant and might cause unwanted
interruptions. Busy police officers have been observed to turn off their radios. How-
ever, they still need to be aware of other high priority emergency situations (e.g. when
colleagues are requesting assistance).

To address these problems, a mobile support system is designed that is aware of
team members’ location and availability (handling an incident or not) and the priority
of the incident (high or low). This information is acquired from location tracking data,
user responses and established incident categorizations in the police domain. Based
on this knowledge and a set of decision rules, the system selects the most appropriate
team member(s) to handle the current incident. These team members receive a
notification message with task allocation advice (i.e. “John and Mary can handle the
burglary incident best”). As in previous work [4], the presentation style of these mes-
sages (information density and auditory salience) is adapted to limit unwanted inter-
ruptions. The prototype uses the following decision rules:

1. Priority: high priority incidents require the nearest two available officers as soon
as possible while low priority incidents require the nearest available officer.

2. Availability: if the nearest officers are busy with a lower priority incident, they
should switch to the new incident. If they are busy with a higher priority incident,
they should finish that incident first.

3. Notification: if officers are selected to handle an incident, the full incident mes-
sage is presented with a salient notification sound. If they need to be aware that
an incident is waiting for them, the system presents an indicator with a less sali-
ent sound. If they are not selected to handle the incident, an indicator is presented
without sound.

2.2 Prototype Implementation

A prototype support system is implemented for experimental purposes using a simu-
lated Personal Digital Assistant (PDA) on a touch screen monitor. It provides a geo-
graphical north-up map with icons indicating team members’ location, identity (name)
and availability (red icon means busy, green icon means available) as well as the
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Fig. 1. PDA screenshots showing the geographical map with the officer’s location (leff), an
incident message (center) and the task list (right)

location of incidents. The map is centered on the users’ location and can be dragged
to reveal the rest of the map. See Fig. 1 for screenshots of the application.

Incident messages are displayed as full text messages with two buttons to “Accept”
or “Ignore” the incident. Accepted messages move to the task list and can be checked
off when the incident is finished. User actions (“Accept”, “Ignore”, “Finish”) are used
to infer user availability. Indicators are presented as small clickable icons in the lower
right corner of the screen, opening the incident message when clicked.

3 Evaluation

In this study, police teams performed a surveillance task through a virtual city envi-
ronment. The task allocation support system presented low or high priority incident
messages. At these moments, team members negotiated who would handle which
incident, navigated to the incident location and handled the incident. Task allocation
advice, notification presentation and communication were manipulated, creating two
conditions (adaptive and control). Effects on task performance, workload and subjec-
tive ratings were assessed between the two conditions.

3.1 Method

Participants. Eight teams of three police officers (20 male, 4 female, mean age =
33.0 years, SD = 9.9) participated in this study. All team members were experienced
police officers (average 11.2 years of experience) and had collaborated previously
with each other on surveillance. They used personal computers on a daily basis and
only two teams used a PDA for police work.

Surveillance Task and Incident Handling Task. Teams performed the surveillance
task and incident handling task through a virtual city environment [20]. The surveil-
lance task required them to collect a maximum of 30 targets, represented by barrels
that appeared at random locations throughout the environment.
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The incident handling task was a time-paced, scenario-based task. At predeter-
mined moments during the surveillance round, the system presented in total twelve
incident messages to the team. Six incident messages indicated high priority incidents,
which had to be handled by two colleagues together. The other six indicated low pri-
ority incidents, which could be handled by a single team member. Team members
suspended the surveillance task to read the incident message and communicated with
colleagues (using a headset) who would handle this incident. The selected team mem-
ber(s) responded to it (using the “Accept” or “Ignore” buttons below the message) and
navigated to the incident location as fast as possible (see Fig. 2). Handling the inci-
dent consisted of reading and memorizing the incident description on screen. When
done, they checked the incident off the task list and returned to the surveillance task.
Participants could decide for themselves when to attend to each message, whether or
not to accept an incident and which of their colleagues to approach for assistance.

Experimental Design. A within-subjects design was employed with two experimen-
tal conditions (adaptive or control). In the adaptive condition, the system provided
task allocation advice and adaptive notification following the decision rules. Team
members could choose to communicate with all team members or selected team
members only (closed channel). In the control condition, full incident messages were
presented to all team members without task allocation advice and the communication
channel was open to all team members.

Two similar experimental scenarios (equal duration, number and type of incidents)
were established in cooperation with two experienced police officers to maximize
external validity. All teams experienced both conditions and the presentation order of
the conditions and scenarios was counterbalanced across teams to avoid order effects.

Measures. Before the experiment, age, gender, (mobile) computer experience and
police experience were assessed using a questionnaire. Furthermore, spatial ability
was assessed in a computer-based spatial rotation task [21].

During the experimental sessions, task performance on the surveillance task was
measured as the fotal distance traveled and the number of rargets collected. Task
performance on the incident handling task was measured as the response time to inci-
dent messages, errors in decision making, incident handling time, total time on task
and recall of incident details. Furthermore, the number of communication utterances
on task allocation between team members was counted. These variables were meas-
ured per team and averaged over incidents.

Subjective judgments were collected individually using questionnaires and rating
scales. After each session, experienced workload was measured using the RSME
[22] and judgment on own performance and team performance was measured with a
six-item team effectiveness scale. After both sessions, team members were asked
individually to compare both experimental sessions. On the preference question-
naire they indicated which of the two prototypes they would prefer in their daily
police practice regarding task allocation advice, presentation of the messages and
team communication.
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Fig. 2. The virtual environment with an incident location (leff) and a police officer behind the
experimental setup (right)

Apparatus. Participants were seated behind two 17 monitors, one above another.
The top monitor displayed the virtual environment and the incident details. Partici-
pants moved through the environment using a game controller. The bottom (touch-
screen) monitor displayed the simulated PDA and communication interface (see
Fig. 2). To avoid overhearing each other, city background noise was played over the
headset. While navigating through the environment, the PDA was blanked out to
avoid overreliance on the geographical map.

Procedure. In total, the experiment took about three hours to complete. First, the
personal characteristics questionnaire and the spatial ability test were administered.
Participants received instructions on both tasks and familiarized themselves with
navigation and incident handling in two short practice scenarios (control first, adap-
tive second). In the control condition, participants were instructed to follow the set of
decision rules for task allocation (see paragraph 2.1), while in the adaptive condition
the system provided task allocation advice. The two experimental sessions took about
twenty minutes each, after which the RSME, the performance and detail recall ques-
tionnaires were administered. After both sessions, the preference questionnaire was
administered.

3.2 Results

Data on all performance variables was averaged and compared per condition using t-
tests for repeated measures. Means for all variables are presented in Table 1. For
response time, decision errors and navigation efficiency, follow-up analyses per prior-
ity level (high or low) were performed. Subjective judgments were analyzed using
non-parametric tests. Multiple regression analyses were performed on performance
measures, communication and workload with age, spatial ability, education, computer
experience, police experience and game experience (averaged over teams) as predic-
tor variables.

Surveillance Task Performance. The difference in total distance traveled between
de adaptive and control condition approached significance (#(7) = 2.13, p = 0.07).
Less distance was traveled in the adaptive condition. On average, more targets were
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collected in the adaptive condition (M = 18.5) compared to the control condition
(M = 17.4). However, this difference was not significant (#(7) = -0.44, p = 0.67).

Regression analysis showed that variance in distance traveled was significantly
predicted by age (R’ adj. = 61%, B = 8956, p < 0.05) and variance in targets collected
was also explained by age (R® adj. = 64%, B = -0.5, p < 0.05); younger teams col-
lected more targets and traveled less distance in the control condition. In the adaptive
condition, no significant predictors were found on these variables.

Incident Handling Task Performance. Response time to incident messages was
slightly lower for the adaptive condition, however not significant. This can be ex-
plained by the extra line of message text (with the task allocation advice) that had to
be read in this condition. When response times were analyzed separately for high and
low priority messages, the interaction effect of condition and priority approaches
significance (F(1, 7) = 4.32, p = 0.076; see Fig. 3). In the control condition response
time to low and high priority incidents is almost identical, while in the adaptive condi-
tion, participants’ response time differs between low and high priority incidents.

Both incident handling time and total time on task did not differ significantly be-
tween the adaptive and the control condition. Regression analysis showed that vari-
ance in incident handling time was also predicted by age (R’ adj. = 91%, B = -5.37, p
< 0.01) and variance in time on task in the control condition was predicted by age (R’
adj. = 65%, B = -4.92, p < 0.05); younger teams took more time than older teams.
This effect was not present in the adaptive condition.

The number of decision errors on task allocation was lower in the adaptive condi-
tion (M = 3.4) than in the control condition (M = 5.0), approaching significance
#(7) = 2.09, p = 0.07). Analyzed separately for high or low priority incidents, no
significant interaction effect was found (see Fig. 4). The adaptive support helped
teams to reduce decision errors.

The number of details recalled was slightly higher in the adaptive condition than in
the control condition (see Table 1), however not significant. Regression analysis
showed that variance in detail recall in the control condition was predicted by age (R
adj. = 59%, B = -0.34, p < 0.05); older teams recalled less details. However, in the
adaptive condition, this effect was not present.

Communication. The number of communication utterances on task allocation
differed significantly between conditions (#(7) = 4.17, p < 0.005). In the adaptive

Table 1. Means on the main performance variables (TG = targets, RT = response time, DE =
decision errors, HT = incident handling time, TT = total time, Com = communication utter-
ances, Det = details recalled and WL = workload) for the control (Co) and adaptive (Ad) condi-
tions. * significant at p < 0.05, bold indicates a trend approaching significance.

Distance TG#) RT() DE®#) HT(G) TT(s) Det(#) Com# WL

Co 383425 17.4 11.0 5.0 70.1 129.5 16.9 *33.2 493

Ad 332734 18.5 13.5 34 67.0 123.6 17.5 *23.3 510
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condition, team members communicated less on task allocation than in the control
condition (23 and 33 utterances respectively). When they had the choice between
open or closed channel of communication in the adaptive condition, informal observa-
tions showed that almost all teams preferred and used an open channel.

Workload. There was no significant difference in workload between both conditions.
Regression analysis showed that workload in the control condition was predicted by
spatial ability (R” adj. = 89%, B = -5.80, p < 0.05), game experience (B = 14.8, p <
0.05) and education (B = 8.06, p < 0.05); participants with high spatial ability and less
game experience indicated lower workload ratings. Workload in the adaptive condi-
tion was also predicted by spatial ability (R adj. = 84%, B = -5.17, p < 0.05) and
game experience (B = -8.18, p < 0.05), but showed that participants with more game
experience indicated lower workload.

Subjective Judgments. The questionnaire items on own performance and team per-
formance showed no significant differences between conditions. Participants did not
rate their own performance or team performance differently in one of the conditions.
The mean scores on the team effectiveness scale showed a ceiling effect (5.8 and 5.9
for control and adaptive condition respectively).

Participants’ preferences after both conditions showed that 76% of the participants
preferred the adaptive condition in their daily police work because it supported deci-
sion making. Half of the participants preferred the adaptive condition because of the
lower disruptiveness of messages. However, 58% of the participants found it to be
more difficult to divide attention between the PDA and the surveillance in the adap-
tive condition.

4 Discussion and Conclusion

This study evaluated team task allocation support based on relevant context factors
(location, availability and priority). In a surveillance task with experienced police
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teams, two conditions (with and without context-aware task allocation and notifica-
tion) were compared. Using task allocation support, less team communication and less
decision errors are observed and less distance is traveled. In addition, adaptive notifi-
cation causes response times to be more varied, appropriate for the priority of the
incident. The majority of the officers preferred this support in their daily work, al-
though some found the adaptive system behavior hard to understand. Regression
analysis showed that older police officers profited from the support in terms of more
details recalled, distance and targets collected and younger officers profited in terms
of incident handling time. Our results show that context-aware task allocation support
helps police teams in decision making and communication.

Contrary to our expectations, no effects of support were found on time on task, in-
cident handling time and workload; the support does not make police officers faster
nor lessen their workload. The time benefits of the task allocation support may be too
small compared to the incident handling time (over 120 seconds). In addition, learn-
ing to work with an adaptive system might have increased officers’ workload. These
effects are expected to decrease with prolonged system use. An interesting observa-
tion on team collaboration is that without task allocation support, tasks were allocated
to whoever called first or loudest. While this may not have been the most appropriate
decision, still teams rated team performance very positively.

These results have implications for the design of task allocation support systems on
mobile devices. Because the use context (location, availability) can change unexpect-
edly, task allocation advice may become outdated or wrong. Consequently, the task
list must allow team members to pass over incidents or tasks to others. Or task alloca-
tion should be dynamically revised, based on the current situation. This is an opportu-
nity to extend the principles of Augmented Cognition to the mobile domain. Further
research should focus on the usability and predictability of such dynamic task alloca-
tion systems. In ongoing research, we will investigate how teams deal with unex-
pected breakdowns in task allocation support and what the role is of shared situation
awareness in handling such situations.
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Operational Brain Dynamics: Data Fusion Technology
for Neurophysiological, Behavioral, and Scenario Context
Information in Operational Environments
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Abstract. Classical laboratory studies of human performance have always re-
quired some form of data integration, such as the synchronization of stimulus
display, behavioral accuracy, and reaction time. Studies of performance in
operational environments have typically been limited in the precision of
behavioral observations. As improved digital informatics have expanded the
laboratory data acquisition from a few bytes to terabytes, there has been a simi-
lar expansion in both the opportunities and the challenges for data fusion.

Keywords: EEG, information systems, brain activity, neuroergonomics.

1 Introduction

An advanced window on human neurophysiological function has been opened by
dense-array (256-channel) electroencephalography (DA-EEG). The improved sam-
pling of the brain’s electrical fields has been combined with improved physics models
of the human head to allow accurate estimates of the electrical source activity of spe-
cific brain networks, such as the ventromedial frontal cortex or posterior cinguate
cortex, that are known to be required for effective attention and cognition in demand-
ing military environments. Recent advances in dermal bond hydrogel technology have
improved DA-EEG signal quality even in high noise high movement operational
environments such as mounted vehicle platforms. Advances in computer vision have
allowed inobtrusive capture of critical details of behavior, such as head and eye track-
ing, in operational as well as laboratory environments with the millisecond accuracy
required for fusion with electrophysiological data. At least in simulator environments,
the instrumentation of the simulator software allows precise timing and description of
events in the simulated operational context. With improved video recognition and
sensor technologies, the information on operational contexts is also expanding. Ad-
vances in high-performance computation have allowed powerful mathematical algo-
rithms such as independent components analysis and directed components analysis to
separate unique sources of variance in the fused data streams. We describe a net-
centric, distributed-parallel informatics architecture for increasing the bandwidth of
the instrumentation and fused analysis of neurophysiological, behavioral, operational
scenario events.

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 98 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Tracking of a subject’s gaze with free head movement in a 3D environment

The immediate objectives of the proposed project are to: 1) implement a mobile,
field-deployable hardware and software platform (AmpServer) capable of integrating
and synchronizing the acquisition of neurological (high-density electroencephalogra-
phy and near-infrared spectroscopy), behavioral (head- and eye-tracking), and
autonomic (e.g., EKG) data during field operations, and 2) adapt and refine advanced
artifact-cleaning and pattern classification methods to identify and separate the rele-
vant data signals.

Under the DARPA Augmented Cognition program, EGI developed methods for
real-time data acquisition and analysis to integrate dense array (256-channel) EEG
with head and eye tracking information from infrared video.  Under the
DARPA/NGA Neurotechnology for Intelligence Analysts program, EGI developed
methods for real-time recognition of visual system responses that indicate that an ana-
lyst has detected a military target in a rapid (10/sec) stream of visually presented sat-
ellite images. Under the ONR Human Performance Training and Education program,
EGI has developed methods for assessing the neural mechanisms in the development
of expertise during training.

Learning, or performance, seen as action regulation inherently emphasizes the need
to adjust behavior according to both internal states and external demands, requiring
different learning and memory systems; these systems reflect cybernetic constraints
on action control. Learning, adaptive performance, and memory naturally arise from
these action regulation processes. Two complementary cortico-limbic-thalamic cir-
cuits have been identified, each providing a unique strategic control on the learning
process [1]. The ventral limbic circuit is made up of the anterior cingulate cortex
(ACC) and the medial nuclei of the thalamus, with input from the amygdala. This
ACC-based circuit is triggered by exogenous feedback, and leads to rapid changes in
learning in response to new information, discrepancies with expectations, and threat.
It is involved in the early stages of learning, whenever new tasks must be learned, or
when routine actions and a priori knowledge are no longer appropriate for current
demands [2-4]. The dorsal limbic circuit is centered on the posterior cingulate cortex
and anterior ventral nucleus of the thalamus, with input from the hippocampus. It is
involved in the later stages of learning and expert performance [5], when consolida-
tion of information into long-term memory is important [2]. In these late stages, a
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contextual model is fully formed, and minor changes that are consistent with the con-
textual model can be made with minimal attention demands.

Human research in our laboratory with DA-EEG measures has yielded results
largely consistent with this model. For example, we have observed greater ACC activ-
ity, as assessed through source analysis of the scalp-recorded EEG, when expectan-
cies were violated [6], under particularly challenging performance demands [7,8], and
following errors and negative feedback [9]. Moreover, increased anxiety was associ-
ated with the modulation of ACC engagement [10]. In contrast, we observed greater
activity associated with the PCC circuit during the later stages of learning [11], after
extensive practice [7,8], and in expert versus novice performance. Extension of these
findings to realistic operational environments will help in identifying individual dif-
ferences and contextual events that impact these fundamental self-regulatory mecha-
nisms and enhance or impede adaptive performance.

2 Method

Significant technological advances have been made in the field of eye tracking. This
project uses the state-of-the-art Smart Eye eye-tracking system. The Smart Eye sys-
tem is completely unobtrusive (i.e., remote and not head mounted), and measures eye
and head movements given the inputs from up to four cameras at 60 fps (see Figure
1). Head movement is measured to an accuracy of 0.5 degrees (rotation). The accu-
racy of the computed gaze-vector is 1 degree. The Smart Eye system allows us to
track saccades and fixation within a 210-degree field of view. Pupillometry and a
video stream with the image analyst’s gaze position overlaid on the scene camera
video, are also available as output. Additional benefits include flexible camera-mount
positions, fast camera calibration, and handling of occluded cameras.

EGI, in collaboration with Smart-Eye engineers, has integrated the Smart-Eye sys-
tem into our EEG acquisition platform. Because of the unobtrusive nature of this
technology as well as the importance of understanding behaviors during performance
we propose to employ it for tracking of attentional focus in a complex field environ-
ment. Integration of data acquisition from multiple sensors can be enabled through
use of a common, network-capable, software architecture. Currently, EGI employs a
software application called AmpServer for our dense-array EEG system. AmpServer
has the capability to control multiple amplifiers, if they are all connected to the same
machine and the bandwidth for all amplifiers are within the limits of Firewire tech-
nology. If the bandwidth requirements exceed the limits and the application requires
integration of multiple amplifiers on the same machine, then multiple Firewire cards
can be utilized. AmpServer currently is developed on Mac OS X but can be modified
to run on Linux or Vista (when it is stable) with minor to moderate work. AmpServer
can be made to support non-EGI amplifiers provided the amplifiers are stable and
control and interface protocols are documented (see Figure 2).

With AmpServer as the platform, anyone can write client applications (on any plat-
form) to access the raw data being broadcast by AmpServer. Alternatively, NetStation
(EGI's acquisition software) can be used as the client.

The importance of electroencephalography (EEG) for tracking a human operator’s
cognitive state is well established. Moreover, our understanding of real-time brain
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Fig. 2. Schematic of AmpServer architecture

activity is crucial in fulfilling the goal of monitoring performance to facilitate the
mitigation of cognitive bottlenecks through dynamically modifying system behavior.
Non-brain activity in continuous EEG severely masks and hampers the detection and
interpretation of brain activity. Sources of non-brain activity include physiological
artifacts, electromagnetic interference, and amplifier noise. The effectiveness of met-
rics derived from EEG to measure cognitive performance is severely diminished
given the multitude of these artifact and noise sources. It therefore becomes both a
crucial necessity as well as a major challenge to parse brain activity from the raw
EEG signal in real time, while carefully minimizing the distortion of the actual brain
activity components.

In a related effort (Luu et al., this volume), we developed a framework for detect-
ing and extracting physiological artifacts due to ocular (i.e. eye blinks and move-
ments) and cardiac activity from the recorded EEG in real time. Within this frame-
work, the integration of continuous electrocardiography (EKG) as well as head and
eye tracking enhances the robustness and stability of the artifact removal procedure.
Both EKG and head and eye tracking have become ubiquitous in operator perform-
ance measurement environments.

Although Independent Component Analysis (ICA) has demonstrated the ability to
cleanly separate ocular from brain activity, its reliance on computationally intensive
higher-order statistics precludes its use in real-time applications. These higher order
statistics can only be reliably calculated on long epochs, and exposes another draw-
back of ICA in that it is assumed that the measured EEG is derived from a limited set
(equal to the number of EEG sensors) of spatially stationary brain and artifact genera-
tors over the entire epoch. Methods based on Principal Components Analysis (PCA),
employing only computationally simpler second—order statistics, can be applied for
artifact removal in real time. Special care is needed to ensure their effectiveness, as
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the reliance of PCA on orthogonal topographies has an important drawback. Existing
PCA artifact removal methodologies can be classified as either methods that remove
artifacts without considering brain activity, or techniques that attempt to separate arti-
fact and brain activity. As part of our artifact removal framework, we propose a hy-
brid method that harnesses our ability to monitor and evaluate the temporal evolution
of artifact activity. By identifying, selecting and segregating time slices of EEG data
from contaminated and artifact-free epochs, we derive separate, finely detailed topog-
raphies for the artifact and brain activity in the signal, enabling a much cleaner re-
moval of artifact contamination without distortion of the brain activity measurements.
The integration and synchronization of head and eye tracking with EEG acquisition is
essential for extracting eye (and head) movement artifacts effectively. By employing
a separate EKG trace, we can cleanly extract cardiac artifacts, even in the presence of
spike activity emanating from brain sources.

3 Results

In a series of eight studies investigating the effects of stress in simulated flight and a
task analogous to pilots executing instructions from air traffic control we found that
many people experienced stress-induced decrements in performance, particularly as
task difficulty increased. However, others experienced no ill-effects of stress and for
some people performance actually improved, despite equal levels of task difficulty. A
unitary arousal model or the Yerkes-Dodson quantitative model [12], which associ-
ated performance with levels of difficulty and arousal, thus cannot explain these dif-
ferences in performance under stress. Instead, we observed that qualitative differences
in the emotional response to stress best accounted for these findings. Our results indi-
cated that several factors influenced emotion response to stress. The following are
particularly important to our understanding of the effects of stress in operational envi-
ronments:

1. Context: Predictability of the stressor was related to decreased anxiety.

2. Experience: Early exposure to a stressor (i.e., when learning a new task) was re-
lated to increased anxiety, larger stressor-condition performance decrements, and
lower levels of competency after two weeks of training.

3. Appraisal: Both experimental manipulation and participants’ own appraisals of the
stressor were predictably related to emotion response to stress.

4. Trait differences: When emotion responses to stress were most variable (due to
differences in predictability of the stressor and appraisal manipulations), trait anxi-
ety and behavioral inhibition were predictive of emotion responses to stress, but
did not directly predict stressor-condition performance.

Although the body is adapted to respond with little or no ill effect to the acute
mobilization of physiological distress reactions, it is clear that chronic or repeated
activation of threat systems can have adverse long-term physiological, cognitive, and
affective health effects [13]. Over the short-term, such reactions can also be maladap-
tive when individuals fail to flexibly regulate threat systems in the face of changing
circumstances (e.g., when the threat no longer exists) or when the situation precludes
fight or flight (e.g., work environments). Assessment of the autonomic stress response
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in complex, operational environments via EKG and EMG sensors in an integrated
platform will provide a greater understanding of how these autonomic changes inter-
act with the engagement of neural self-regulatory systems, such as the anterior,
ventral limbic system under perceived threat. Head and eye-tracking measures will
further clarify the attentional response to stress by tracking gaze duration and eye
fixations. This information can indicate, for example, if one performer is more easily
distracted under stress, rapidly shifting fixations across irrelevant information,
whereas another performer is able to shift attention systematically to relevant infor-
mation in a goal-directed fashion.

4 Discussion

The implementation of an integrated information environment for both behavioral and
electrophysiological observations allows novel approaches to real-time measurement
of human brain activity in operational environments. Key features of this implementa-
tion are single-trial data measures (rather than averaged event-related potentials) and
exact precision of timing of high-bandwidth data streams. The technical capacities
now available with video head and eye tracking and dense array EEG are well suited
to the challenges of neuroergonomics in operational environments.
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Abstract. Applications such as individually tailored training and behavior
emulation call for cognitive models tailored to unique individuals on the basis
of empirical data. While the study of individual differences has been a main-
stay of psychology, a prevailing assumption in cognitive theory and related
modeling has been that cognitive processes are largely invariant across indi-
viduals and across different conditions for an individual. Attention has focused
on identifying a universally correct set of components and their interactions. At
the same time, it is known that aptitudes for specific skills vary across individu-
als and different individuals will employ different strategies to perform the
same task [3]. Moreover, individuals will perform tasks differently over time
and under different conditions (e.g. Taylor et al, 2004). To reach their full po-
tential, systems designed to augment cognitive performance must thus account
for such between- and within-individual differences in cognitive processes. We
propose that cognitive adaptability is a trait necessary to explain the inherently
dynamic nature of cognitive processes as individuals adapt their available re-
sources to ongoing circumstances. This does not imply a “blank slate;” humans
are predisposed to process information in particular ways. Instead, we assert
that given variation in the structure and functioning of the brain, there exists in-
herent flexibility that may be quantified and used to predict differences in cog-
nitive performance between individuals and for a given individual over time.
This paper presents an early report on research we are undertaking to discover
the dynamics of cognitive adaptability, with emphasis on a task environment
designed to evoke and quantify adaptation in controlled experiments.

1 Cognitive Adaptability in Cognitive Modeling

While the study of individual differences has been a mainstay of psychology, a pre-
vailing assumption in cognitive theory and related modeling has been that cognitive
processes are largely invariant across individuals and across different conditions for
an individual. Attention has focused on identifying a universally correct set of com-
ponents and their interactions. Between-subject and within-subject variability is gen-
erally regarded as measurement error.

At the same time, it is known that aptitudes for specific skills vary across individu-
als and different individuals will employ different strategies to perform the same
task [e.g. 3]. Moreover, individuals will perform tasks differently over time and un-
der different conditions (e.g. Taylor et al, 2004). To reach their full potential, systems
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designed to augment cognitive performance must thus account for such between- and
within-individual differences in cognitive processes.

We propose that cognitive adaptability is a trait necessary to explain the inherently
dynamic nature of cognitive processes as individuals adapt their available resources to
ongoing circumstances. This does not imply a “blank slate;” humans are predisposed
to process information in particular ways. Instead, we assert that given variation in
the structure and functioning of the brain, there exists inherent flexibility that may be
quantified and used to predict differences in cognitive performance between individu-
als and for a given individual over time.

2 Testing and Characterizing Cognitive Adaptability

A fundamental challenge in establishing cognitive adaptability is modeling individu-
als’ relative strengths and weaknesses, and tendencies to adopt different strategies.
Unfortunately, tools that permit human knowledge and behavior to be automatically
modeled at a level of individual specificity have largely been ignored within the cog-
nitive neurosciences. Automated Knowledge Capture (AKC) is the most promising
avenue for efficiently supplying cognitive models tailored to differences relevant to
performance, decision making, and learning in complex environments.

Sandia National Laboratories, the University of Memphis, the University of Notre
Dame, and the Mind Research Network are undertaking a study to test two founda-
tional hypotheses of cognitive adaptability:

e Hypothesis 1: For a given task, individuals will exhibit different strategies with the
specific strategy employed being a product of their intrinsic skills.

e Hypothesis 2: Individuals will exhibit varying levels of adaptability with an indi-
vidual’s adaptability determining their propensity to switch strategies in response
to changing circumstances.

To test these hypotheses, we are developing AKC techniques to allow us to charac-
terize cognitive adaptability. Specifically, we will develop techniques to: (1) model
patterns of selective information retrieval; (2) detect strategic biases revealing beliefs
and intrinsic skills; (3) detect shifts in strategy over time; (4) develop mathematical
techniques to bound the uncertainty in the individual cognitive models derived
through AKC. We further intend to conduct experimental studies to establish neural
correlates of behavioral metrics for cognitive adaptability.

3 Related Work

The study of individual differences has been a mainstay of psychology. Accord-
ingly, a variety of traits, personality factors and performance dimensions have been
discussed [2]. More recently, attention has focused on identifying neuro-physiological
correlates of individual differences (e.g. Gevins & Smith, 2000). While psychological
theories commonly accommodate individual differences and some fo-cus on explain-
ing covariance in psychological measures across individuals, attention is generally
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focused on specific traits, as opposed to generalized mechanisms that ac-count for
individual differences across a range of different dimensions. Furthermore, represen-
tations of cognitive theory within computational cognitive models have pro-vided
provisions for adjusting various model parameters, but have offered little logic for ad-
justments beyond fitting the model to data obtained from a given experimental study
[1; 5].

A central premise of the Cognitive Adaptability is that individuals differentially
deploy their cognitive resources in response to ongoing circumstances. The same ba-
sic idea appears within other conceptualizations such as: Cognitive Continuum The-
ory (Dunwoody et al, 2000), which addresses judgments; Self-Organizing Cognition
and dynamical systems approaches (Tschacher & Scheier, 1996; Tschacher & Dau-
walder), which have been more heavily influenced by computer science than experi-
mental cognitive research; and control theory applications to cognition (Jordan, 2000)
which are based on engineering constructs that do not readily translate to biological
systems.

4 Project Outline

Initial experiments will use a simple task in which subjects reproduce a line drawing
within experimental conditions that place different demands upon their cognitive re-
sources (e.g. retaining an image in working memory) or impose different task contin-
gencies (e.g. different payoffs for speed vs. accuracy). Prior to experimental testing,
separate measures will establish subjects proficiency for intrinsic skills associated
with the experimental task (e.g. drawing precision, ability to handle mirror transfor-
mations) and personal biases (e.g. tendency to pursue high versus low risk rewards).
Additionally, subjects’ cognitive adaptability will be assessed using a response set
switching paradigm (i.e. assessment of subjects’ differential capacity to recognize that
the rules governing a task have changed and adjust their behavior accordingly). It is
hypothesized that for a given experimental condition, subjects will employ strategies
that emphasize their individual cognitive strengths and biases. Furthermore, a
subject’s tendency to adopt strategies that emphasize skills for which they are less
proficient or are contrary to their personal biases will vary in accordance with their
cognitive adaptability. In the second year, the same paradigm will be employed but
with a more complex task (the NASA Multi-Attribute Task Battery) that requires not
only spatial skills, but also verbal processing, memory, and reasoning.

Current approaches for modeling cognitive task performance will be elaborated to
encompass how an individual allocates their attention in performing a task. The re-
sulting cognitive model will actively retrieve information from the task environment
and exhibit information biases observed in the individual. To support automated
knowledge capture, the task environment will be instrumented to include nonintrusive
behavioral sensors such as eye tracking, posture recognition, mouse and keyboard
manipulations, as well as a capacity to extract information from the graphical display
including symbols, text, spatial positions and optical flow (i.e. movement of display
elements in relation to one another).
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5 Pilot Study

This section describes a pilot study of the line drawing task currently underway. The
objectives of this study are 1) characterize strategies for the line drawing task, and 2)
determine whether individual strategies correlate to aptitudes measured with a battery
of standard psychometrics.

Fig. 1. A subject performing the line drawing task. Each subject in our pilot study draws for
approximately 45 minutes.

5.1 Apparatus

The line drawing task is performed on a Wacom Cintiq 21UX interactive pen display.
The display is approximately 43 cm wide by 33mm tall, however the drawing task
is performed in a subregion approximately 22cm by 22cm. The resolution is 1200
rows and 1600 columns of pixels. This display was selected for its relatively large
display/drawing area and low-latency response time (27ms claimed). All inputs
are performed with the pen; the mouse and keyboard are not used by subjects in the
experiment.

5.2 Drawing Task

Line drawing is performed in a software application shown in Fig. 2. The Picture
Area (left) displays a figure to draw, while the Drawing Area (right) receives input.
The picture need not be continuous and the subject may lift the pen and resume
drawing at any time. The subject indicates completion of the trial by tapping out-
side the Drawing Area. Then the score for the trial is displayed briefly, then the
task advances to the next trial. All of the settings described below are configured
on a per-trial basis, so they can vary parametrically or randomly within a block of
trials. An experiment session contains several blocks of trials. The order of blocks
is randomized.
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Experimenter Settings
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Fig. 2. The drawing task supports a variety of input and feedback conditions to elicit strategy
shifts between and within subjects

5.3 Task Feedback

The task environment continuously scores each trial as the subject draws. There are
three sub-scores and an overall score. Optionally, the scores are displayed and con-
tinuously updated to influence strategy selection.

« Accuracy: given sets of points p, € P and d ; € D for the picture and drawing, re-
spectively, with 0 < p; »P; <1(and likewise for d j) an accuracy score S, 1is
assigned according to Equation 1. The parameter 7 determines how “strict” the

metric is, with 7=500 a typical value. ”pi,D” denotes

min d,eD \/ (pl.x —-d; )2 + (pl.y —d J, )Z the distance from point p; to the nearest

point in setD, and |P| is the number of points in set P.

2 e DI + Xl P

D[ +17]

s, =1 ey

e Speed: the speed score §¢is a decay function of f, the duration of the trial, with

parameter 7 ¥ specifying the number of seconds before the score decays to 0.5

1\,
5g = (5) % (2)

(Equation 2):
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e Memory: the memory score §,, is also defined by Equation 2, but taking the place

of fis f,, the number of seconds the picture has been visible during the current

trial. Thus the memory score is maximized by viewing the picture only briefly.
The memory score is calculated only in trials where the subject manually shows
and hides the picture. There is a forced delay (typical value 2s) after each time the
picture shown, which imposes a fixed penalty for each viewing (through the speed
score) and requires the subject to hold the picture in memory. The picture is ini-
tially hidden, so the subject may predict the next picture in the sequence of trials to
achieve a perfect memory score, at the cost of a low accuracy score if the predic-
tion is incorrect.

e Overall: the overall score S§,combines the subscores S :{s 485> Sy }, each
with a corresponding weight 0 < ¢; <1 in Equation 3. Thus renders the corre-

sponding metric entirely moot, while ¢, = limplies that the overall score cannot
be higher than the subscore.

SOEH1—OKI~+aiSi 3)

If required by the experiment design, visual feedback is presented by displaying
the composite and overall scores graphically and numerically (Fig. 2). Below the
overall score is a graph which shows proceeding trial scores, which may help a sub-
ject identify performance trends and motivate him or her to improve over time. The
score display is updated at 10hz.

Significantly, the user interface does not display the system parameters (e.g. speed
score half-life, nor subscore weights). For a good score, a subject must develop a
strategy that is both consistent with their abilities, and which is rewarded by the envi-
ronment at the time.

5.4 Task Manipulations

The drawing software supports several task manipulations to elicit strategy shift be-
tween and within subjects, including:

e Picture: The picture being drawn may be familiar or novel, detailed or simple,
sharp-cornered vs. smooth, etc.

e Affine Transformation: The position, scale, and orientation of the Picture and
Drawing areas can be set independently, forcing the subject to mentally transform
the picture.

e Drawing vs. Tracing: The Picture and Drawing areas may coincide, resulting in a
tracing task.

e Memory: The picture may be hidden and a delay imposed before drawing, forcing
the subject to draw from memory.

e Timeout: Drawing time may be limited. The timeout is a normally distributed ran-
dom variable invisible to the subject. This condition prompts the subject to choose
between reliably earning a lower score by drawing quickly, or drawing more
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slowly in hopes of a higher score at the risk of receiving no credit if the timeout is
exceeded.

Interstimulus Interval: The delay between trials is varied.

Background: The backgrounds displayed in the Picture Area and Drawing Area
(e.g. a grid) can be used to vary landmarks for the drawing task.

Invisible Drawing: The marks drawn by the pen may be hidden (as if the pen
were out of ink). This requires the subject to remember which parts of a figure
have been completed and makes it harder to identify errors, decreasing the accu-
racy score.

5.5 Output

For each trial, the drawing task software outputs the following information:

Each point in the picture

Each point drawn by the subject, with time stamps. The sample rate averages 140
Hz which is limited by the windowing system (X.Org X Server 1.5.2 on Ubuntu
Linux 8.10).

All of the settings in effect during the trial

The duration of the trial and the scores displayed to the subject.

6 Conclusion

This paper proposed that cognitive adaptability is a trait necessary to explain the
inherently dynamic nature of cognitive processes as individuals adapt their available
resources to ongoing circumstances. We outlined a research plan that is intended to
establish cognitive adaptability by measurement and prediction of behavioral data and
the discovery of neural correlates. Subsequent papers will document experiments and
findings from this course of research.
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Abstract. In a pilot study, we investigated the effect of anxiety on users’ sus-
ceptibility to deceptive information on Web pages. Specifically, we manipu-
lated the perceived control and associated anxiety of participants with and
without visual disabilities as they used an assistive technology, a screen reader.
Preliminary findings indicated that anxious participants (i.e., without visual dis-
abilities) using the unfamiliar assistive technology were more susceptible to de-
ception and expressed more suspicion regarding the Web pages. We interpret
these preliminary findings as consistent with the work of Whitson and Galinsky
[1] and discuss implications for further research in Web site credibility determi-
nations and users’ susceptibility to deception.

Keywords: Deception, Web Sites, Anxiety, Control, Assistive Technology.

1 Introduction

Why do people fall prey to deceptive information on the Web? What factors affect
their susceptibility to deception? While it is clear that the information itself and how it
is presented effects people’s determinations of the credibility of Web-based informa-
tion [2, 3], it is not yet clear to what extent user characteristics or user contexts can
affect those determinations. For example, are users more or less vulnerable to decep-
tion under anxiety-provoking circumstances such as when they experience a de-
creased sense of control? In this paper, we examine the use of an assistive technology
for reading and its effects upon the anxiety levels of persons with and without visual
impairments as they assess deception in Web pages. In initiating this work, we draw
upon several research areas from which we briefly describe relevant findings: charac-
teristics of users that are known to affect credibility determinations, research examin-
ing illusion of control and people’s perceptions of distortions [1], and basic educa-
tional work with assistive technology.

1.1 Characteristics of Users

Several characteristics affect user determinations of credibility including socioeco-
nomic status, educational and reading levels. For example, Benotsch et al. [4]
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compared HIV positive patients’ and medical professionals’ ratings of a credible Web
site presenting HIV treatments (from Journal of the American Medical Association or
JAMA) to that of a Web site describing a purported cure for HIV involving goat se-
rum. Medical professionals and those from higher socioeconomic, educational and
literacy levels were better able to discriminate the difference in information quality
than those from lower SES and literacy levels. Benotsch et al argue that vulnerable
populations need to receive special instruction in Web site/information evaluations so
as to be less vulnerable to deceptive cures and misinformation.

In work by Iding et al. [5] more highly educated participants were more confident
about their determinations of Web site credibility in a very specific area of software
engineering. Less educated (e.g., students) were less confident, but in this particular
case, were equally accurate in their credibility determinations. While this result
would seem incontrovertible, in other research, among film studies students in Nor-
way, Iding, et al. [5] found that the more educated people were, the less confident
they were about their credibility determinations. Upon initial consideration, these
findings appear counterintuitive. Although without further research we cannot fully
account for these differences, it appears that the software engineering topic that was
the focus of the former research was a narrow topic that had been covered in classes
and was known to participants. The film studies Web sites, although selected by
professors in the field, covered films and related topics that were had a lesser prob-
ability of being specifically known to participants. We speculate that this field might
be more diffuse than a specific software engineering topic and so might account for
people’s greater awareness of their knowledge limitations with education.

These are examples of only a few user characteristics that can be associated with
people’s abilities to adequately assess credibility of Web pages and detect deception.
How do contextual factors affect people’s determinations?

1.2 Sense of Control and Pattern Perception

In “Lacking Control Increases Illusory Pattern Perception,” Whitson and Galinsky [1]
describe research in which people’s sense of control is reduced in various conditions.
Participants tended to perceive patterns in arrays of stimuli where none actually exist.
Whitson and Galinsky explain: “Participants who lacked control were more likely to
perceive a variety of illusory patterns, including seeing images in noise, forming illu-
sory correlations in stock market information, perceiving conspiracies and developing
superstitions.... when individuals are unable to gain a sense of control objectively,
they will try to gain it perceptually” (p. 115) [1]. This is confirmed by Rudski’s re-
search with college students who tended to rely on rituals and superstitions when they
were less prepared, less in control of the outcome, and the stakes were high [7].

What effect would manipulating people’s sense of control and related anxiety have
upon their ability to detect deception in Web pages? In the present research, we hy-
pothesized that reducing control could be achieved for participants without visual
disabilities by using an unfamiliar assistive technology, a screen reader, for examining
Web pages. We would expect these participants to be less accurate in detecting
deception and more apt to perceive conspiracies in accurate Web-based information.
Participants with visual disabilities would be familiar with the assistive technology, so
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we hypothesized that the opposite would happen: they would experience a heightened
sense of control and reduced anxiety and thus be less susceptible to deception on Web

pages.
1.3 Assistive Technology for Reading on the Web

Because the present research utilizes assistive technology as a means to manipulate
users’ “sense of control” and associated anxiety, an introduction to assistive technol-
ogy for reading and its relationship to user control merits discussion. Anderson-Inman
and Horney [8] describe “text that has been altered to increase access and provide
support to learners as supported electronic text or supported e-text” (p. 153), and
provide a brief overview of kinds of supports possible, “Including embedded supports
(e.g., definitions of unfamiliar terms), multiple modalities (e.g., text that can be read
out loud), and links to useful resources (e.g., background information, concept map,
notepad) — all of which can transform electronic text so that it is more accessible and
supportive to diverse learners” (p. 153). The authors also describe a typology for
supported eText adapted by the National Center for Supported eText (NCSeT).

They mention that a case cannot be made that text-to-speech devices when used
alone improve comprehension for users with visual disabilities. For example, they
describe prior work in which users with hearing disabilities preferred to use a pronun-
ciation tool although it had been deemed not useful for this group. The authors
contend, “Personal choice when interacting with supportive resources can be highly
motivating in itself, resulting in increased engagement with the text and potential for
increased comprehension” (p. 158).

This conclusion is corroborated by the work of Badge et al. [9], who found that a
group with disabilities used far more features for creating PowerPoint presentations
for the Web than their counterparts without disabilities. As they explain, “It is possi-
ble that these students [with disabilities] were used to customizing their own learning
experiences and personalizing their computing environment and as such were perhaps
more self-aware than the control group who mostly appeared to passively watch the
presentations with little interaction” (p. 111).

2 Method

In this preliminary study we examine the relationship between users perceived sense
of control and how they make determinations of deception in websites. Our research
question was: How does user control affect credibility determination? Our hypothe-
ses were: 1) that in environments where the participants felt that they lacked control,
they would be more likely to consider the websites to be deceptive and 2) when par-
ticipants were in an environment where they felt in control, they were more likely to
give accurate assessments of the websites veracity. Control was measured in two
ways.

First, the environment was manipulated by having participants view some Web
pages, and only hear the information that existed on other Web pages. Second, the
results of the Rotter’s Locus of Control Inventory should indicate the extent partici-
pants consider themselves generally “in control.” In addition to their credibility
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judgments, we were also interested in how much control that the participants felt that
they had, as well as their confidence in their own credibility judgments.

2.1 Participants

Participants consisted of one person with a visual disability and 13 individuals with-
out visually disabilities recruited from the University of Hawaii and California State
University, Fresno.

2.2 Materials and Procedure

Before the participants without a visual disability begin the experiment, they installed
the Fire Vox add-on to the Firefox browser, and make sure that they could start the
“automatic read mode” to read entire Web pages. Fire Vox is an open source, multi-
platform screen reader, freely available from http:/firevox.clcworld.net. The Fire
Vox developers describe it as:

A screen reader for everyone - Fire Vox is designed to accommodate differ-
ent users with different needs. For visually impaired users, all Fire Vox
commands are keyboard activated. In addition, the keyboard commands can
be easily reconfigured in the self-voicing Fire Vox Options menu to avoid
conflicts with other accessibility software products or to suit personal prefer-
ences. For sighted users who need a screen reader, such as web developers
interested in testing their webpages or educators who work with visually im-
paired students, Fire Vox's highlighting feature makes it easy to keep track of
where it is reading from on a page. This highlighting feature is also useful for
dyslexic users and partially sighted users.

The participant with a visual disability used the JAWS commercial screen
reader (http://www.freedomscientific.com/) that they was accustomed to. For the
other participants the Fire Vox screen reader was an unfamiliar and uncomfortable
environment.

We categorized three of the websites as accurate and the other three as deceptive.
We found the six Web pages using personal knowledge and search engines. The
deceptive Web pages were either purposely deceptive (such as http://www.dhmo.org/)
or described ideas not recognized by mainstream science. The accurate Web pages
described real, but unusual, information or situations.

Next, an order for presentation of the Web pages was randomly determined. Then
within that order, Web pages were assigned at random to be seen or heard. To bal-
ance the experiment a second list of the same Web pages was created in the same
order as the first, but with “seen” and “heard” flipped. So, participants without a vis-
ual disability heard half the Web pages and saw half the Web pages. The participant
with a visual disability participated in the “sound only” interface where they felt com-
fortable and in-control.

The participants visited six Web sites and in turn completed a survey about each
page. The survey asked them whether or not they believed the information on the
Web page and how confident they were in their answer. The questionnaires gave the
participants a choice of seven rating levels.
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In addition to the questionnaires about the Web pages, the participants answered the
following follow-up questions at the end of the study:

e  “In general, rate the level of control that you felt while carrying out this task”

e “Rate the level of anxiety that you felt while carrying out this task”

e “Please add any comments that you might have about your experience com-
pleting these tasks.”

Participants then completed Rotter’s twenty-nine item Locus of Control Inventory
[10]. The inventory measures the extent to which people attribute outcomes to their
own efforts or external factors.

3 Results and Discussion

The authors coded the participants’ written comments in response to each question in
terms of a range of possibilities from accurate to deceptive. Even with the limited data
set, the data suggests that if the participants, regardless of whether they had a visual
disability, were comfortable and felt in control, they were more likely to discern
which Web pages were accurate and which ones were deceptive. On the other hand, if
the participants were forced into an unfamiliar environment where they were uncom-
fortable and felt as though they little control, they were unable to discriminate the
accurate from the deceptive Web pages as well. Interestingly, the Rotter’s Locus of
Control Inventory did not seem to have as much influence on the participants’ deci-
sions as the authors anticipated. Findings from this pilot experiment highlighted con-
tradictions between what some participants viewed as credible and others did not.
Furthermore, the results pointed out differences in confidence about one’s ability to
evaluate information on the Web in general.

Finally, we note that all users can find assistive technologies helpful. For example,
consider a user-submitted “strategy” on the Lexdis website (http://www.lexdis.org/
strategy/152) helpful to users with and without a visual disability:

The first thing I had to do was use text-reading software over some poetry,
just to slow myself down. Text-reading software is atonal, finding recordings
of people reading is a much better option, but in this case it had the desired
effect of making me pay attention to every word.

The approach of “universal usability” [11], an extension of the physical Universal
Design movement (http://www.design.ncsu.edu/cud/), is a rich research area for Web
and interface designers. As richer interfaces become widespread, users will be more
comfortable with technologies such as screen readers -- much as we’ve become ac-
customed to sidewalk curb cuts and ramps — and all will benefit. Sarah Horton
(http://universalusability.com/) quotes Ben Shneiderman’s definition of universal
usability: “enabling all citizens to succeed using communication and information
technology in their tasks”.
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Abstract. The main objective of this work is the study of EEG signals in order
to investigate sleepiness induced from drug administration for insomnia and
sleep deprivation. Data used in this work were obtained from real experiments
in FORENAP, France and in CERTH, Thessaloniki, Greece. The features under
consideration are Power Spectrum in certain frequency areas, alpha slow-wave
index (ASI) and Fractal Dimension (FD) for placebo and verum subjects.
Studying these features in the above groups, we found that sleepiness due to
hypnotic medication and due to sleep deprivation can cause different behaviour
in brain activity at certain locations. These EEG characteristics could be used
for the classification of the medication intake (verum or placebo) and its effect.

Keywords: insomnia, sleep deprivation, EEG signals.

1 Introduction

Insomnia is a medical disorder of sleep patterns characterized by difficulty in falling
asleep, remaining asleep, or both. It affects millions of people and can be caused by
many different conditions, diseases, and circumstances. Some effective insomnia
treatments focus on changing the sleep behaviours and habits, while others require
medications and supplements.

It is known that in humans sleep does not begin the same time in all cortical areas.
Topographical and frequency changes observed in EEG data effect the wakefulness-
sleep transition and allow us to describe the state of human brain before and after
sleep on set [1].

Sleep deprivation is an overall lack of the necessary amount of sleep. Changes in
brain activity have been observed during sustained wakefulness. Assessment of EEG
power density in sleep deprived people [2] demonstrated an incensement in the 6.25-
9.00 frequency range. Fluctuations in the energy of theta and alpha bands can be elec-
trophysiological correlated to the “waking intensity” [3], [4]. Sleep-deprived subjects
showed shifted patterns of brain activity, but research in this area is still controversial.

In this work we examine the coexistence of EEG topographical and frequency
changes in order to elucidate differences in sleepiness due to hypnotic drug admini-
stration and due to sleep deprivation.
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2 Methods

In this analysis two datasets were used: a) dataset with drug induced sleepiness, b)
dataset with sleepiness induced by sleep deprivation.

Concerning the first one, 14 male subjects aged from 18 to 40 years were selected
as volunteers, in FORENAP. EEG data were collected after lorazepam 2.5 mg single
administration in the morning to healthy people participated in the study. Lorazepam
is a benzodiazepine drug with short to medium duration of action. It is known for its
anxiolytic, amnesic, sedative/hypnotic, anticonvulsant and muscle relaxant properties
by slowing down the central nervous system. As a psychoactive drug, it is useful in
treating insomnia. For each subject two conditions were examined: verum and pla-
cebo, with recordings corresponding to different times during the day and night until
next morning (recordings: t;: one hour before drug intake, t,: drug intake, t;:one hour
after drug intake, t;:two hours after drug intake, ts: three hours after drug intake,
te:four hours after drug intake, t;:five hours after drug intake, tg:six hours after drug
intake, ty:eight hours after drug intake, t;o:ten hours after drug intake, t;;:twelve hours
after drug intake, t;,:thirteen hours after drug intake). EEG signals were obtained with
eyes closed during 3 minutes in resting condition. Standard channels used : chan.1 :
FP1, chan.2 : FP2, chan.3 : F7, chan.4 : F3, chan.5: FZ, chan.6 : F4, chan.7 : F8,
chan.8 : T3, chan.9 : C3, chan.10: CZ, chan.11: C4, chan.12: T4, chan.13: T5,
chan.14 : P3, chan.15: PZ, chan.16 : P4, chan.17 : T6, chan.18 : O1, chan.19: 0Z,
chan.20 : O2.

For the pre-processing of the data, the average of all channels were calculated as
reference and subtracted from all channels. Designated artifact regions were zeroed.
Basic filtering was done at: 0.5-25 Hz. During the basic processing part, the standard
20 channels mentioned before have been used for analysis, not the extra ones.

The second dataset was obtained from an experiment [5] that took place at
CERTH, Thessaloniki, Greece, from 6 June till 27 July 2005. Subjects participated in
this one, were average drivers (mean driving experience: 8.3 years), with a mean 26.5
years and were asked to stay awake for at least 24 hours. The level of sleepiness was
estimated by using the Karolinska Sleepiness Scale (KSS), [6] ranging from 1(very
alert) to 9(very sleepy). The KSS test has been found to be related to EEG and behav-
ioral variables, indicating a high validity in measuring sleepiness [7].

Data acquisition was performed for 20 minutes in a quite, dark environment. Re-
cordings corresponding to the last 3 minutes were analyzed, in correlation with the
data from the previous experiment. A sampling rate of 200Hz was used and the ampli-
tude range was + 20uV. Band bass filtering at the range of 0.5 to 70Hz was applied,
with a notch filter ate the 50Hz power supply component.

During preprocessing [8], EEG data were Band pass filtered (3rd order Butterworth
filter, Band pass range: 0.5 — 45 Hz) and artifacts were removed by Independent
Component Analysis (ICA) technique. Finally, data were filtered to 0.5-25Hz, in
order to have the same spectral range as the first dataset.

For the assessment of differences in brain activity between subjects manifesting
sleepiness under insomnia medication (verum and placebo groups) and sleep deprived
subjects with manifested sleepiness, spectrum analysis was applied. The extracted
features were Power Spectrum in the frequency bands: delta (1-4Hz), theta
(4-8Hz), alpha (8-13 Hz), beta (13-22 Hz) and ASI- alpha slow-wave index
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(ASI=alpha/(delta+theta)) , related to arousal level. Fractal Dimension (FD) was also
calculated for EEG signals, an indicatr of the system’s complexity, related to both
arousal/sleepiness and vigilance.

3 Results

Using the aforementioned features, the verum/placebo differences before medication
were first assessed, forming the baseline for the drug effect. Then the differences be-
tween the two conditions were assessed again for the recordings one hour after medica-
tion intake, when drug effect is expected to be high. In parallel, these characteristics
were compared with the ones of sleep- deprived subjects manifesting sleepiness.

Power spectral analysis revealed important differences between verum and placebo
group in delta, alpha and beta frequency ranges for certain scalp locations.

delta placebo ,time 103404
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Fig. 1. Topographic map of a scalp data field with specified channel locations, show the brain
activity for a subject for delta band, one hour after lorazepam administration and for a sleep
deprived subject
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Fig. 2. Energy distribution for a verum and placebo subject one hour after drug intake at
13-22Hz



Investigation of Sleepiness Induced by Insomnia Medication Treatment 123

algha 1 verum , time 10,0353 alpha 1 placebo ,time 10,1454

0.5
0.4
035
03
025
o2
015
01

Verum

Sleep deprived Subject

Fig. 3. Energy distribution for a verum and placebo subject one hour after drug intake and for a
sleep deprived subject, for the alpha band
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Fig. 4. Topographic map of a scalp data field with specified channel locations, show ASI one
hour after lorazepam administration for a subject under verum - placebo conditions and for a
sleep deprived subject

More specifically, for 1-4Hz frequency range and for the verum group, after drug
intake, a predominance was observed for channels Fpl, F7, F3, Fz, P3, P4, and Pz.
Placebo subjects showed lower energy values in comparison with verum and sleep
deprived subjects. A topographic map of a scalp data field in a 2-D circular view
shown in Fig.1, illustrates energy distribution at 1-4Hz, for a verum and a placebo
subject one hour after drug administration and for a sleep deprived subject.

Energy increases for channels F3, C3, P3, P4, Cz, C4, T5 and T1 in beta (13-22
Hz) band for subjects that took lorazepam, one hour after the drug intake. Fig.2 shows
an example with the energy distribution in the channels mentioned before for a verum
and placebo subject, one hour after having 2.5 mg of lorazepam.
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Fig. 5. Evolution of FD with time, for a specific subject and channel C3
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Fig. 6. FD for all channels, one hour before drug intake and FD for all channels, one hour after
drug intake

Vs Fasate. FOD #t 252 aed 12 542, ¢h €3, sl §

Fig. 7. FD difference between verum and placebo (FDv - FDp) for filtered signals at 25 Hz and
12.5 Hz for one subject

After one hour of drug administration, energy for alpha band (channels: F3, C3,
Cz, C4, TS5, T6) decreased for verum subjects, compared to placebo, and the alpha
band levels where lower than in sleep-deprived subjects (Fig.3).

ASI feature indicating arousal decreases with verum in comparison not only with
placebo, but also with sleep deprived group, since energy in delta and theta frequency
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ASI: F7,F3,C3,CZ, P4 Delta band : FP1, Fp7, F3, Alpha 1 band : F7, F3, FZ,
C3,P3, Pz, P4 C3,T4

Beta 2 band: F3, Fz, C3, Fractal Dim : FP1, F3, FZ,
C4,T5, T6 F8, T3, CZ, C4, T5, P3, P4

Fig. 8. Topographic map of a scalp data field with specified channel locations, show with red
the positions that correspond to the statistically significant changes described above between
verum and placebo, one hour after drug intake

bands for subjects under medication has higher values in comparison with sleep de-
prived subjects. An example can be seen in Fig.5.

EEG activity across delta/theta/sigma (12-15Hz) frequency range for channels FP1,
FP2, F7, F3, Fz, F4, F8, C3, Cz, C4 was also significant different between verum and
placebo groups, for all the EEG recordings.

Finally FD feature was calculated for subjects that took hypnotic drug and for pla-
cebo subjects. FD for verum group appeared significantly higher than in placebo
group, while these differences dimish after 24 hrs. Fig.5 shows the FD evolution for
C3 channel for a specific subject. In Fig.6 FD is plotted versus channels for the same
subject, one hour before drug intake, while Fig.7 shows the situation one hour after
drug intake, both for verum and placebo subjects. The difference between FD values
for verum and placebo decreases by filtering the EEG signals, as shown in Fig.9 at 25
Hz and 12.5 Hz, indicating that the observed increased energy in beta band for verum
could be partly responsible for the altered FD values in this group. However, more
studies are needed, as fractal dimension is known to be affected by the EEG signal
bandwidth. Furthermore, it is characteristic that on average the fractal dimension of
the sleep deprived subjects who manifested sleepiness was also high, in comparison
with the FD measured in the other subject group.

Overall, statistical differences were detected with the Wilcoxon rank sum test.
Comparing the verum/placebo features before drug intake, statistical differences were
not found in any EEG channel. On the other hand, one hour after drug intake, statisti-
cally significant changes were found between verum and placebo in ASI, Fractal
Dimension, and bands Delta, Alphal ans Beta 2, as depicted in Fig.8 and Table. 1.
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Table 1. P-values for Wilcoxon rank sum test results, corresponding to differences in EEG
channel recordings as described above, between verum and placebo subjects, one hour after
drug intake

ASI Delta Alphal Beta?2 FD

FP1 0.0409 0.0229
F3 0.0366 0.012 0.0229  0.0203 0.0409
F5 0.0409

Fz 0.0291 0.0456
F8 0.0366
F7 0.0123 0.0409

C3 0.0258 0.0203 0.0229  0.0456

Cc4 0/0366  0.0456
(674 0.0159 0.0291
P3 0.0229 0.014
P4 0.0326 0.0054 0.0336
PZ 0.0366

T3 0.0291
T4 0.0159

TS5 0.0366 0.0203
T6 0.014

4 Discussion

The analysis in this work demonstrates that power spectrum energy and ASI for cer-
tain EEG channels can be characteristics different for the three subject groups under
consideration. Studying these features in the above groups, we found how sleepiness
after drug intake is reflected in the EEG features, and moreover that sleepiness due to
medication (one hour after drug intake) and due to sleep deprivation can cause differ-
ent behaviour in brain activity at certain locations. Drug intake causes increase in
delta/beta band and decrease in alpha band, as well as an increase of the fractal di-
mension in almost all channels.. Differences were not significant in the occipital
channels, but rather in the left centro-parietal area. Furthermore, it is interesting to
note that ASI index as well as fractal dimension was higher for the sleep deprived
than medication group, suggesting that drowsiness or sleepiness due to medication is
higher, or that the sleep-deprived group maintains more mental ability than the medi-
cation group. However, the fact that data for these two groups (medication and sleep
deprivation) were produced from two distinct experiments consists a limitation to this
study. Furthermore, extended experiments would be required to reveal to what extent
these conditions cause a combination of sleepiness and hypovigilance, or preferably
one of them.

Concluding, altered FD of EEG signals could support the detection of brain pat-
terns in verum group, for the specific drug administration. Spectral characteristics
discussed in this paper could also address the detection of drug administration effects,
discriminating between verum and placebo, and also between medically and naturally
induced sleepiness.
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Abstract. Task forces of expert knowledge workers would benefit from more
advanced web tools supporting activity awareness and social sensemaking. This
paper proposes the design of a task force workspace, which is under develop-
ment. It introduces the problem through a scenario, specifies requirements, il-
lustrates a modeling approach and the mockups of the functions in the proposed
workspace. Design issues and future work are finally discussed.

Keywords: Awareness, Sensemaking, Task Force, Roles, User Modeling,
CSCW Design, RSS or Atom Feeds.

1 Problem

Numerous and diverse task forces of expert knowledge workers would benefit from
more advanced web tools supporting awareness and social sensemaking. Examples of
task forces are a national scientific committee writing an official report on climate
change, a team of professionals writing a proposal for a large contract bid on behalf of
their company, a corporate group learning about and identifying opportunities in a
new business area, a group of financial analysts or a tiger military team strategizing a
solution to a complex problem, an inter-agency task force planning and managing
responses to a major natural disaster such as a hurricane.

The tasks of these large work groups tend to be novel in topic, ad hoc in method,
and have a number of constraints in time and space (e.g., limited time, asynchronous
work, and distributed across different places). The large amount of labor, the broad
variety of skills required, and the critical implication of the final product make it nec-
essary that multiple experts contribute to the work. This paper describes an ongoing
research that focuses on supporting a specific set of needs of these task forces. Such
needs include managing a large amount of noisy data, summarizing data coming from
multiple sources, and coordinating among collaborators with diverse roles toward the
common goal of delivering a final report (or a solution to a problem) which synthe-
sizes the information content foraged and the judgments made on it.

Two classes of tools help task forces, respectively, to collect information and au-
thor a final report. Web tools have expanded knowledge workers’ abilities in foraging
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large numbers of tokens or chunks of information, such as web pages, wiki pages,
blogs, documents (or portions of them) and share them with others (e.g., through
email, search engines, feed readers or aggregators, shared databases). Moreover,
workers typically have access to collaborative editing applications for collaboratively
writing reports (e.g., wikis, Google Docs, groupware applications). Despite the abun-
dance of tools in these two classes, currently there are very few tools to assist the
workers in doing the in-between work of filtering, abstracting, and organizing low-
level tokens of information into intermediate representations that progress towards the
components of the desired final product (e.g., see preliminary attempts in 10, 10].
That is, in a nutshell, we lack social sensemaking tools.

This paper proposes a workspace design that supports awareness, monitoring, and
social sensemaking in a task force. The next sections present a scenario and, in rela-
tion to it, illustrate requirements for task forces. Then, we describe the functions of
our prototype and briefly discuss the main design issues and future research.

2 Context

Task scenario

Let us consider a real problem scenario for a task force.

The US government establishes a scientific task force on climate change. The task
force includes about thirty-five members with very diverse specialties: biologists,
economists, climatologists, lawyers, policy analysts, and other professionals. The
goal is to identify the science and information needed to assist the government in
addressing the consequences of climate change and to suggest possible options for
getting the needed science. The concrete task is to produce a progress report in a
period of about 6-9 months. The task force needs to forage and summarize large
amount of information from various digital sources such as scientific libraries, gov-
ernment databases, the Internet, personal media (e.g., email, private databases). The
members need to share and discuss the relevant chunks of information, then write and
assemble sub-sections of the progress report in a shared wiki. That is, they generate
intermediate summaries that are later used to compose the final proposal.

This problem scenario is modeled after a real task force formed in 2007 to identify
the science and information needed to assist the government in addressing the conse-
quences of climate change and to suggest possible options for doing the needed sci-
ence [1]. It exemplifies aspects of a task force that are useful when specifying design
requirements, which are:

1. Specialized co-workers: large group of knowledge workers, including a chair and
domain experts of very diverse backgrounds as members.

2. Collaborative task: progress report writing is a complex knowledge task requiring
labor division across experts who share a goal, i.e., delivering a high-quality report.

3. Setting: the work is distributed across places, the projects is completed over several
months, members collaborate mostly asynchronously with few coordination meet-
ings.

4. Tools: Web, various databases, and a wiki for drafting the progress report.
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Design Goal

The goal is to engineer tools as part of a web-based workspace that ultimately im-
prove the quality of the task force’s final report by reducing the costs (or increasing
the benefits) for the members to:

e Construct and share intermediate sensemaking products.
e Maintain awareness of relevant content and roles of contributors.

The theory guiding the design is the sensemaking model [2] and research on col-
laborative tools supporting awareness and sensemaking in teams [e.g., 3]. Pirolli and
Card’s notional model of sensemaking [2] was initially applied to develop new tech-
nologies for intelligence analysts. Here the focus is specifically on tools that support
the intermediate stages of extracting information, schematizing, and summarizing
within a task force.

3 Requirements

In traditional collaboration settings, a benefit of forming a co-located task force was
that the members would learn incrementally about each other and share content by
working in close coordination, via face-to-face meetings and intermittent periods of
asynchronous collaboration. A free benefit of working together was the effortless
increment of mutual awareness and the common ground established, which would
make members’ coordination and sensemaking more efficient.

With the introduction of groupware applications, first, and web-based collaborative
tools, later, collaborations in enterprises have become increasingly distributed in
space and asynchronous in time. However, this greater flexibility in the setting and
the ability to easily share large amount of data came with a big cost. In distributed,
asynchronous collaboration, maintaining awareness and making sense of massive
amount of content now requires both an active effort from the collaborators and ade-
quate tools need to be provided within the shared workspace.

Nowadays, many tools (e.g., FriendFeed [4]) support task force members to collect
low-level tokens of information such as web pages and Word documents into a shoe-
box-like repository (see left box in Figure 1). Similarly, several collaborative editing
tools support the members at the end of the collaboration, while the report is being
finalized (e.g., collaborative editing tools such as Google Docs or some features of
Microsoft Office, see right box in Figure 1). But very little support is available for
supporting awareness and sensemaking while the task force is engaged in the process

Intermediate .
Shoebox Representation Final Report

e.g., FriendFeed - e.g., wiki
(c9 ) (e.g., TOC) (c9 )

v

Fig. 1. Sensemaking process and sample tools: adaptation of model in [2]
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of filtering out noisy collections of data to arrive at relevant information tokens, creat-
ing intermediate representations from the low-level tokens, and communicating the
individual contributions to other people.

Proposition 1. Knowledge sharing. In a task force, where collaborators have differ-
ent roles, it is not the case that everyone in the team should know everything.

This proposition emphasizes the need to reduce the things that collaborators need to
attend to. This contrasts with the simplistic view of knowledge sharing as the forma-
tion of uniform mental models shared across team members (i.e. see this distinction in
the literature on the transactive memory models [5]). It is, in fact, endemic to task
forces dealing with massive amount of information to manage different skill sets and
jobs. It is more efficient if the members divide the labor and attend to only what is
relevant to their jobs. In this context, the performance can be improved via tools that
support the awareness of each member for relevant content in ways that take into
account the role specialization within the task force [e.g., 6].

Proposition 2. Content representation. Collaborators assimilate shared content at a
lower cognitive cost if they organize the large amount of information into higher-
order content abstractions rather than low-order tokens or chunks of information
(e.g., a few paragraphs of text, a spreadsheet or a table with data).

This proposition points to a first solution to help with the management of very large
amount of shared information (see proposition 1). It is quite common in large hierar-
chical organizations to generate briefings for the leaders that summarize large amount
of data and detailed analyses (e.g., briefings for the US president).

Search engines, feed readers, and plain wikis allow the members of a task force to
forage large amounts of detailed and unstructured data but provide little or no help for
filtering, categorizing, and organizing the content. On the other hand, research on
information processing and information visualization suggests that if a workspace
integrates these foraging tools and in addition supports the construction of intermedi-
ate content abstractions, then it can significantly improve the quality of knowledge
sharing and sensemaking [e.g., 7, 2].

Proposition 3. Role-specificity of representations. The awareness and coordination
of the collaborators improve if the abstractions also reveal about the roles of the
authors.

This proposition follows from the combination of propositions 1 and 2: if the co-
workers are more efficient when they selectively attend to only what is relevant to
them and if they can easily construct and share high-order representations of informa-
tion, then it would be also helpful if such high-order representations can be personal-
ized based on the members’ roles (i.e., focusing on details relevant to each role) and
carry also information about what role has contributed what content (i.e., supporting
awareness of roles). Examples of features supporting awareness of different roles are
provided in [3, 6].

Proposition 4. Content-argument proximity. Sensemaking quality and motivation
to contribute increase if the workspace presents the content (e.g., raw evi-
dence) close to the rationale for sharing it (e.g., added arguments).
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This proposition points to the fact that the overall process of sharing, summarizing,
and judging ideas in work groups has the general form of a dialog (e.g., initial
proposal, reply, reply-to-reply, ..., deliberation). Moreover, when sharing a token of
information that was already processed individually, collaborators tend to naturally
attach their rationale or argument for sharing it [e.g., 8]. However, groupware applica-
tions (e.g., Groove) and wikis (e.g., MediaWiki applications) are designed with an
unnecessarily marked separation between the content shared (documents or pages)
and the discussion on it (i.e., discussion tools in groupware systems or discussion
pages in wikis). This imposes extra steps (i.e., clicks) and context switches when
users need to match the content with its rationale (and who contributed what).

In contrast, other web tools (i.e., blogs, forums) or groupware prototypes designed
to make arguments both visible and visually related to the shared tokens have been
successful in enabling high-quality sharing [9] and understanding [12], and high par-
ticipation (see FriendFeed [4] or web blogs such as TechCrunch and Slashdot).

4 Workspace Design

In relation to the scenario above, this section illustrates the design of a workspace that
helps to channel information from the foraging tools to the editing tool (i.e., the wiki)
used by the task force. Each member has a personal and a shared space where the
numerous pieces of information found can be pre-processed individually and then
analyzed collaboratively (see Notebook in SparTag.us tool [15]). The filtered and
commented content is then summarized and assembled in the wiki.

To address the requirements synthesized in the propositions above, the design in-
cludes support for content abstraction (proposition 2), selective awareness of shared
content and contributors (propositions 1, 2, 3), discussion in context (propositions 2,
4) and guided discovery (propositions 1, 2, 3). Providing such support requires an
adaptive workspace that models the knowledge, role, and interaction of each member
and then provides support that is informed by each user model.

4.1 Modeling the Task Force at Work

Past work on adaptive systems (e.g., handheld guides in museums or online recom-
mender systems) contributed sophisticated approaches to model individual users and
guide their exploration of large amount of content [13, 14]. Such models allow tailor-
ing the presentation on user’s knowledge, interest, and interaction history and ena-
bling personalized recommendations that guide the discovery of new content.

We adapt the model for individual users proposed in [13] and extend it to the case
of a task force (Figure 2). The proposed model has four modules that keep track of
four different sets of attributes for each member:

e Static member characteristics: e.g., age, gender, interface preferences
e Three sets of dynamic characteristics:
1. Individual knowledge (i.e., facts s/he knows in the problem domain)
2. Role (i.e., responsibilities in the task force and personal interests)
3. Interaction history (i.e., content searched, content found, annotations, and sum-
maries generated).
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All the four modules of the model are initialized with information from users pro-
files (member-specified or imported from pre-existing task forces) and the roles as-
signed by the team leader of this task force. Then, the three dynamic modules are
incrementally refined as the members work on the task.

A first novel element of this model is the account for the members’ roles, which
makes it a model for a work group. When considered collectively the different roles
represent the strategy of the group. Key interdependencies among the roles can be
inferred and used. This relates to recent attempts in collaborative computing to model
the structure of collaborative activities or business projects rather than just their actors
(activity-centric design [17]). A second novel aspect is that the model tracks no only
the behavior of retrieving existing information but also the results of generating syn-
theses (written summaries), which includes content added ex-novo by members. Fi-
nally, in contrast with black-box modeling approaches, we propose a ‘“‘see-through
model”: the facts collected by the system on the members are made visible to the
members. This aim at enhancing their mutual awareness at a project level.

Members’ profiles &
Leader's input

Initialization
Members’ Members’ Members’ Members’
Characteristics Knowledge Responsibilities Foraging &
& Interests (Role) Summaries logs

Member Alpha Member Alpha o T T e |
Facts Knowledge Base O O @ O\O
(age: 50) (fact1 arg1 arg2) O X
(education level: MS) (fact2 arg1 arg2) o~ | O |
(job: sales expert) C%;) ‘G Q‘/

Inference Engine interest & Job areas O—@

Fig. 2. Task Force Model Components

4.2 User Interface Functions

Let us consider the situation of a scientific task force sharing, discussing, and organiz-
ing information for a report on climate change. The leader has given the members
different roles based on their expertise. The members pooled in a shared web-based
repository a large number of pieces of content from papers, books, and web pages.
These are presented in a list, which can be rearranged or filtered. Each piece can be
annotated (e.g., highlighted, tagged).

To illustrate the functions of the user interface we use the table of contents (TOC)
as our example content abstraction to organize and share information. A TOC is an
intermediate representation on the content that is typically exploited in collaborative
report-writing tasks. Note however that it is not the only possible embodiment of
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content abstraction. Alternative kinds of representations are clouds of tags, concept
maps, affinity diagrams, flow charts, box-and-arrow (or Entity Relationship) dia-
grams, etc. The aim of this paper is to present the design ideas underlying the model-
ing approach and the UI functions, rather than the specific TOC representation.

We propose an augmented version of a TOC where the members can refine the
items, access the low-level tokens in the leaf nodes, browse new low-level tokens
selected by the system, and look at the contributions of other members, etc.

= Strategy for Climate Change

* Goals and Objectives
+ Organization and Rationale

Shared Notebook 1. Climate Issues, Existing Capacity

« Description
* Implementation Options
« Analysis of Options

2. Climate Change Effects

« Description
* Implementation Options
« Analysis of Options

3. Develop Applic. & Decision-Support

« Description

« Implementation Options

« Analysis of Options

4. Integrate, Interpret, Disseminate Info

« Description

* Implementation Options
« Analysis of Options

= Appendices

* CORE Framework
* Task Force Members

« ape application .,

Fig. 3a (left) and 3b (right). 3a shows the shared repository with annotated pieces of content
and tag cloud (functions implemented in SparTag.us [15]). 3b shows the proposed intermediate
shared representation: a table of contents of the task force report.

4.2.1 Creating Intermediate Representations (Content Abstraction Function)
Group members select and categorize the low-order chunks of content from docu-
ments in the repository. Then they create items in the TOC (see proposition 2). Pur-
pose-tagging can be used by the collaborators either while foraging [10] or later
when sharing to explain why added tokens are relevant, or why contributed summa-
ries are useful [8]. This enables clustering of content by purpose or argument (see
proposition 4).

4.2.2 Selective Awareness of the Knowledge That Was Shared (Awareness Function)
More importantly, the TOC is displayed to each member as a personalized view
(point-of-view) that takes into accounts the member’s prior knowledge, role, and prior
activity in the system (see proposition 3). Visual cues used to personalize the view
are: expanding vs. collapsing parts of the table, boldening vs. graying out items,
adapting font size of items, and showing visual traces of amount of overall content
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Fig. 4a (left) and 4b (right). Role-specific views of TOC shown in Figure 3a. For two experts
who are focusing on, respectively, sections 1 and 4 of the report.

(overview on content) and other members’ activity on the different parts of the table
(activity progress bar). Figure 4a and 4b present views of the TOC to two members:
Climate Issues and Capacity expert and Information Dissemination expert.

4.2.3 Supporting Discussion in Context (Discussion Function) and Scaffolding the
Foraging of New Knowledge via Recommendations (Discovery Function)

A dialog or discussion concerning an item of the TOC can be conducted in context as

shown in Figure 5a (see proposition 4). The contributor of an item can explain why he

chooses to add the item. In addition, as shown in figure 5b, the system leverages the

model (i.e., the information about prior activity of each member) to filter recommen-

dations of new content or notification of related contributions. The member can adjust
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F Thag: B~ G Coctes £ .Gl A
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G Mg e e As
i+} Less coathy ':.::- —a = s Sngread
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Fig. 5a (left). and 5b (right). 5a shows discussion messages in context. 5b shows three items
recommended by the system. The icons indicate that two were rated as relevant.
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the weight that the model has accumulated to influence the recommendations and
notifications.

5 Discussion and Future Work

The sections above motivated and presented the design of a shared workspace. First,
the approach to model knowledge, roles, and past contributions of the members,
which are incrementally defined as they continue working together. Then, for the user
interface (UI), the design of the workspace includes functions for (1) constructing
intermediate representations to abstract and share knowledge efficiently, (2) selective
awareness of what relevant knowledge was shared and who contributed it (3) discus-
sion in context on the representation and discovery of new knowledge guided by noti-
fication of related contributions. These functions require a workspace that adapts to
the needs of each member. This requisite motivates the modeling functions.

We presented design mockups and ideas to illustrate these Ul functions. The pro-
posed design builds on prior studies conducted in the Augmented Social Computing
Area at the Palo Alto Research Center. Prior work has provided us with a web tool
supporting individuals and groups at an early stage of sensemaking while they collect
information, share, and learn from collaborators (see SparTag.us prototype [15] and
study [16]). A precursor of the adaptive representations (TOCs) in this paper is the
ScentIndex UI technique [18], which supports individual information foraging from a
book via an enhanced subject index that reorganizes the content to suit the user’s
information needs. In other research we studied computer-supported teams at their
final stage of sensemaking, while a final complex decision was made (see CACHE
prototype and study [3]). Currently, we are extracting requirements by observing the
work of real task forces. We have been observing expert professionals in an enterprise
who take part in task forces, such as corporate teams that write business proposals on
behalf of their company for competing in large bids.

As part of our future research, we plan to iteratively develop the design and per-
form formative evaluations with members of the task forces that are currently being
observed for requirement elicitation. Consistently with our two design goals the
evaluation measures include measures of process (costs for content abstraction and
costs of awareness for content & roles) and measure of performance (quality of the
report and total coverage of relevant information).
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Abstract. This paper presents the application of deception theory to improve
the success of client honeypots at detecting malicious web page attacks from in-
fected servers programmed by online criminals to launch drive-by-download at-
tacks. The design of honeypots faces three main challenges: deception, how to
design honeypots that seem real systems; counter-deception, techniques used to
identify honeypots and hence defeating their deceiving nature; and counter
counter-deception, how to design honeypots that deceive attackers. The authors
propose the application of a deception model known as the deception planning
loop to identify the current status on honeypot research, development and de-
ployment. The analysis leads to a proposal to formulate a landscape of the
honeypot research and planning of steps ahead.

Keywords: deception, counter-deception, honeypots, drive-by-downloads,
cyber-attacks.

1 Introduction

With increasing reliance on computer networks, important expected security con-
cepts—confidentiality, integrity and availability—are under constant threat: 1)
personal information, such as names/credit card numbers, is stolen; 2) office desktop
computers are compromised into sending e-mail spam; and 3) risk of power grid out-
ages caused by denial-of-service attacks on SCADA systems [1] might escalate.

A particularly insidious type of online attack has emerged in recent years, which
targets clients through malicious servers that deliver an attack as part of the server’s
response to a client request. As the web browser requests content from a web server,
the server returns a malicious page that launches a so-called drive-by-download attack
on the browser. If successful, the web server pushes and executes arbitrary programs
on the client machine.

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 138 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Security devices called high-interaction client honeypots are able to find these ma-
licious web pages by driving a client to visit web pages and make an assessment as to
whether the page launches an attack. However, if the malicious server can first iden-
tify the client as a honeypot, it could choose not to launch attack code, rendering the
client honeypot ineffective. Attacker counteracts are exemplified by articles on
honeypot detection, in which several ways to fingerprint honeypots are introduced [2].

These researchers have concluded that the use of detection techniques in drive-by
attacks necessitates the inclusion of deception techniques in client honeypots. With an
understanding of the anti-detection techniques used by malicious servers, this paper
proposes deception methodologies designed to develop client honeypots that elude
detection. As the adversary improves in sophistication, so do the defenders.

2 Background

"A honeypot is a security resource whose value lies in being probed, attacked, or
compromised”. Even though the notions of honeypots were originated in the early
1990's, only recently commercial products have been developed and papers have been
published [3]. The concepts of honeypots were formulated in 1990/1991 with the
work of Clifford Stoll's ”The Cuckoo's Egg" and Bill Cheswick's "An Evening With
Berferd" [4]. The use of honeypots and decoys as a deception in the defense of infor-
mation systems was related by Cheswick, Bellovin, D'Angelo and Glick, in 1991 [5]
in the paper "An Evening with Berferd In Which a Cracker is Lured, Endured, and
Studied." The paper is a chronicle of how the researchers offered a “bite” to a
cracker, the traps used to lure and detect him, and the chroot “Jail” the researchers
built to watch his activities [6].

Types of honeypots can be differentiated by their ability to interact with an at-
tacker. Systems that emulate vulnerabilities and allow limited interaction with the
attacker are low-interaction honeypots. Systems that are vulnerable and allow interac-
tion with the attacker at all levels are high-interaction honeypots [7]. Another differ-
entiation is between physical honeypots, which run on physical machines, and virtual
honeypots, which run on virtual machines [2].

As a result of attackers exploiting vulnerabilities in client programs (such as
browsers), honeypots have evolved to simulate the behavior of a human and analyze
how such behavior is exploited by an attacker [2].

2.1 Client Honeypots

A client honeypot consists of three components: the queuer, visitor, and analysis en-
gine (Fig. 1 illustrates components). This client is controlled by a visitor component
which interacts with potentially malicious web servers. Information about what server
to interact with and the data to be sent to the server is created by a queuer component,
for example a web crawler, that generates server requests. Lastly, the analysis engine
assesses whether the server is malicious or benign.

The visitor component maps to high- and low-interaction client honeypots. The
former allows the honeypot system full functional interaction. As the client interacts
with the server, the system monitors for unauthorized state changes, such as file
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Fig. 1. Client Honeypot Component Diagram

modifications or process adjustments that would indicate a successful attack [8,9].
The latter signifies that the functionality of the client is limited, typically by using
emulated services. Because no active exploitation occurs, the low-interaction client
honeypot inspects the response directly using signatures, heuristics, and security
predicates to detect attacks [9, 10, 11].

Given that honeypots are deceptive by nature, there is a wealth of wisdom to be
gained from the study of deception theory in other sciences, such as social science.

2.2 Deception

The Longman Dictionary of American English defines Deception as "An act of de-
ceiving." Deceiving is defined as "To cause someone to accept as true or good what is
false or bad [13]." Multiple studies and theories of deception have been proposed.
Cohen states that "Deception exploits errors in cognitive systems for advantage. It is
achieved by systematically inducing and suppressing signals entering the target cogni-
tive system [5]."

Bell and Whaley studied the general theory of deception and types of deception
[14]. They argue that there are two levels of basic deceptive methods found in nature:
hiding and showing. Humans consciously use these two methods found in nature.

Hiding, level one, is divided into three parts: masking, repacking and dazzling.
Masking: the real thing is hidden by blending with the background, integrating itself
with the surroundings, or seeking invisibility. Repacking: the real thing is perceived
in various ways, as dangerous, harmless or irrelevant. Dazzling: ultimate problem of
what to do when masking and repacking do not work and the attacker knows the vic-
tim is there. The qualities of the object might be changed as to confound [14].

Showing, level two, is divided into three parts: mimicking, inventing and decoying.
Mimicking: a replica of reality is created by selecting one or more characteristics of the
real in order to achieve an advantageous effect. Inventing: the false is presented through
the creation of an alternative reality, e.g. the false document appears to be real, but it is
not. Decoying: gives an additional alternative pattern, increasing its certainty [14]. The
work performed by honeypots fits within these levels and categories of deception.

3 Problem: Detecting Honeypots

The design of honeypots faces three main challenges: deception, counter-deception
and counter-counter-deception [15]. a) Deception problem: how to design honeypots
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that look like normal computer systems. b) Counter-deception problem: techniques
used to identify if a computer is a honeypot. Objectives of counter-deception include
the appraisal of whether an attacker can detect a honeypot, and the identification of
whether the data collected from such a honeypot are misinformation. ¢) Counter-
counter-deception: how to design honeypots that make attackers think that they are
real systems [15].

4 Analysis

Honeypots are used to research and to prevent, detect, and respond to attacks. For
research purposes, honeypots collect information on threats, which can be used for
trend analysis, identification of new tools or methods, and attacker identification [16].
In this section, the authors focus the analysis on the research purpose of honeypots.

4.1 Deception

Before launching an attack, adversaries collect information about the host operating
system and services running. Learning about the operating system allows attackers to
understand what vulnerabilities the host might have. Learning about the services and
versions facilitates planning of a route of attack [2]. Researchers value the knowledge
of how the adversary breaks into a target machine and honeypots enable them to do
that. The type of honeypot used varies according to the intended victim of attacks,
which can be targeted attacks or targets of opportunity.

Targeted attacks are directed to targets of choice, which are organizations with
high value information resources. For these targets of choice, production honeypot
file servers could be used to provide falsified information to a human attacker who
analyzes information given out by the honeypot [4]. Creating fake file systems is a
form of mimicking and inventing [15]. Spitzner proposes the use of honeytokens,
which are digital information entities, not computers. Any interaction with them is an
unauthorized interaction. This form of honeypot is also useful to detect, identify and
gather information about the malicious insider threat [17].

Targets of opportunity attacks can use multiple deception techniques, e.g. honeypot
farms, in which honeypots are services. All the traffic coming to the production server
is re-routed to pass through honeypots that are locally or remotely located. The
honeypots need to emulate the production systems. In the event of detecting malicious
activity, this can be logged, trapped, and traced back [18]. Roaming honeypots are
mechanisms that allow the locations of honeypots to be unpredictable, continuously
changing, and disguised within a server pool, from which a subset of servers provides
services and the rest of the server pool is idle and acts as honeypots [19].

Client honeypots simulate the behavior of a human and actively search for attacks
and malicious content on the Internet [2]. The level of interaction between client
honeypots with servers can be low or high. Low-interaction client honeypots use a
simulated client in place of a browser and assess the malicious nature of a server via
static analysis such as signatures. High-interaction client honeypots interact with
servers and assess the malicious nature of the server based on state changes [7].



142 B. Endicott-Popovsky et al.

Significant development of client honeypots is expected for web clients, the most
critical of the cross-platform vulnerabilities in the SANS Top 20 list. Honeypots for
newer applications such as VoIP and SCADA may become widespread [7].

4.2 Counter-Deception

Malware is increasingly more sophisticated. Developers of malware aim to make it
undetectable. New offensive techniques are adopted once they are made public and
quickly adapted to face new defensive techniques [21].

Examples of counter-deception are found in publications in Phrack magazine de-
scribing methods to detect, disable, and defeat Sebek : [22] in an attempt to avoid
malware collection and hence malware analysis.

A trend has emerged in which malware uses evasion, e.g. the Agobot botnet family
uses polymorphism as an obfuscation mechanism [20]. Malware is able to detect
whether it is running in a virtual machine and change its behavior, e.g. a specimen
discovered by Intelguardians [12], the worm Conficker, the Storm worm [24], and
Agobot [23]. Examples developed by security researchers include Nopill [26], Vmde-
tect [27], Redpill [28], Scoopy Doo [2], and VMwareTools [29]. Scientific literature
on the topic of detecting honeynets includes NoSEBrEaK - Attacking Honeynets, by
Dornseif et al. who demonstrate methods to control honeynets [22].

In [30] two broad groups of strategies for detecting deception were identified:
strategies based on detection of evidence of deception in the environment, and inspec-
tion for signs of deception in the information within the environment.

Honeypot detection methods usually exploit discrepancies between the real sys-
tems and honeypots [2]. Provos and Holz discuss several techniques to detect
low-interaction and high-interaction honeypots. Realistic looking low-interaction
honeypots need to deceive network scanning tools. High-interaction honeypots need
to simulate an entire operating system environment. The deceiving nature of physical
high-interaction honeypots can be concealed; however, honeypots running in virtual
environments have additional challenges as virtualization is detectable [2].

Methods of virtualization detection exploit logical discrepancies, resource discrep-
ancies and timing discrepancies. a) Logical discrepancies evaluate semantic differ-
ences in the interfaces of real and virtual hardware. b) Resource discrepancies
evaluate the resources that the virtual machine shares with its guests, such as CPU
cycles, physical memory and cache footprint. ¢) Timing discrepancies evaluate the
variance in latency, relative differences in the latency of any two operations, and the
behavior of these latencies over time [31]. The main reason for these discrepancies is
that the virtual machines were designed to provide fidelity, performance and safety,
but not transparency [2].

Several methods suggest themselves for detecting client honeypots. a) Observing
click rate and dwell time could identify a client honeypot tasked with identifying
malicious web pages as fast as possible. b) Referrer evaluation is another mechanism
that identifies client honeypots based on their navigational characteristics. ¢) Another
possible identification means is the network location of the incoming requests. These
techniques are applicable to both low- and high-interaction client honeypots.

! Developed by the Honeynet Project [25], Sebek is a tool for collecting forensic data from
compromised high-interaction honeypots [2].
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There are other techniques that are specific to this type of client honeypot. High-
interaction client honeypots could be identified by rendering checks. As a page is
loaded, an adversary could check whether the page is actually displayed.

A low-interaction client honeypot likely appears like a regular browser. Using the
header fields of entire requests can uncover this deception. Header order and data
formatting might also give the deception away or the TCP/IP track can be analyzed
with the passive OS fingerprinting tool pOf [32].The header lines and values of an http
request can be analyzed and compared to a fingerprint database to identify a given
web browser using browserrecon [33]. Further, low-interaction client honeypots are
light weight, stripped-down versions of the browser. An adversary can discern it by
calling functionality that is present in a full-fledged browser, but not in a low-
interaction client honeypot [34]. Because low-interaction honeypots simulate a system
and do not provide a complete operating system environment to the adversary, they
can be detected more easily than high-interaction client honeypots.

4.3 Counter Counter-Deception

These researchers refer to counter counter-deception as the analysis of attackers'
counter-deception techniques that result in new deception designs. The changes oc-
curring in Sebek's code after publication of Advanced Honey Pot Identification [22],
describing methods to defeat Sebek, is an example of counter counter-deception.

Counter counter-deception focuses on two main areas: creation of defenses and
understanding how attackers work and think. The authors believe that this understand-
ing will lead to improvements in honeypot research and development, applying de-
ception techniques. Seifert, et. al., proposed a taxonomy of honeypot systems that
facilitates the understanding of honeypot technology by presenting a faceted classifi-
cation that addresses six areas of honeypot study: interaction level, data capture,
containment, distribution appearance, communication interface and role in multi-tier
architecture. This taxonomy offers a framework for describing honeypot research
[35]. The values for each area [35] are shown in Table 1.

Table 1. Honeypot Taxonomy

Category Interaction Data Containment Distribution Communication  Role in Multi
Level Capture Appearance Interface Tier
Architecture
Values -High -Intrusions -Defuse -Distributed -Software AP -Client
-Low -Events -Block -Stand- -Network IP -Server
-Attacks -Slow Down Alone -Non Network
-None -None Hardware IF

The authors argue that the systematic application of Bell and Whaley's theory of
deception, using the taxonomy of honeypots, facilitates the identification of potential
research gaps. According to Bell and Whaley, even though most cheating is done in-
tuitively, the complex process to plan and design a deception can be depicted in a
Deception Planning Loop. Deception falls in categories within two levels, hiding and
showing [14], as shown in Table 2.
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Table 2. Deception Levels and Categories

Level Hiding Showing

Category - Masking - Mimicking
- Repacking - Inventing
- Dazzling - Decoying

These categories give a spectrum of characteristics or charcs [14] (e.g. taxonomy
of honeypots) to be used during the deception. The ruse is the process of selecting the
appropriate categories of cheating and subsequently the characteristics to create a
cover or effect. Ruses fall in categories: unnoticed, benign, desirable, unappealing and
dangerous. The ruse creates a cover or effect for the attacker to accept the illusion.
The planning of the deception aims at anticipating the illusion; however, the illusion
depends only on the perception of the target audience [14].

Bell and Whaley describe the Deception Planning Loop as:
...Fashioning a RUSE from CHARCS that are projected by a selected CHANNEL
as an EFFECT or COVER that, if successful, created an ILLUSION made up of the
perceived CHARCS that is, therefore, a successful stratagem supporting the De-
ception Goal and hence the Strategic Goal [14].

The deception model varies for attacks focused on targets of choice, and attacks fo-
cused on targets of opportunity executed with automated tools such as worms [4]. It
also varies according to the type of honeypot. High-interaction honeypots are exam-
ples of mimicking users, browsers, and active content. Low-interaction honeypots are
examples of decoying.

For example, the deception goal of a high-interaction client honeypot is to "look"
like a human user and be attacked. The ruse is to mimic the human behavior by navi-
gating on the Internet (charc/channel) and interacting with servers using a web
browser (charc/channel). The operating system and applications have a degree of
known vulnerabilities that are controlled according to the empirical experiment
(charc/channel). If successful, the malicious server will have the illusion that the cli-
ent honeypot is an actual user and will execute the attack.

The definitions of new approaches to develop honeypots are examples of different
ruses. Some new approaches to develop honeypots have been formulated. For exam-
ple, Vukasin Pejovic et al. conducted an initial investigation and implementation steps
for the deployment of honeypots as an independent hardware device with the incorpo-
rated honeypot behavior [36].

These researchers argue that for the future development of honeypots, the results of
a deception plan should retro-feed the Deception Planning Loop, making the definition
of charcs and channels an ongoing process. For example, attackers frequently use
compromised computers to spread attacks. To prevent these attacks, using deception
techniques, honeypots control the data leaving them. E.g. Sebek and other Gen II
honeynets impose a hidden limit to the number of outbound connections [37]. Lessons
learned from some experiments are useful when planning the deception. For instance,
Rowe and Goh observed increasing number of attacks after the system went down and
came back up. This analysis suggests that keeping an existing long-used IP address and
responding normally to packets might lead to a decrease in the number of attacks [38].
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The authors believe that counter counter-deception in the development of client
honeypots, in addition to a technical approach, should be complemented by a political
and social approach to learning about trends and alerts in the attacker community.
This is part of a framework to study malware, attackers' behavior and attack trends.

The Honeynet Project deployed the Global Distributed Honeynet project, with
goals such as global deployment of more high-interaction honeynets, and cross refer-
encing of incident data for correlation against historical forensic databases [39].

The NOAH Project, funded by the European Commission, is a three year project
that intends to gather and analyze information about the nature of Internet cyber at-
tacks [40]. Its Honey At Home implementation project extends its network to homes
and small businesses [41]. It will develop an infrastructure to detect and provide early
warning of attacks to expedite countermeasures to combat them.

Fred Cohen proposes the creation of a set of red teaming experiments in which at-
tackers as well as defenders are studied, to understand how attackers work and think,
and the effects of defenses on attackers [42]. Moreover, to isolate the effects of decep-
tion, he proposes the creation of control groups, and experiments with double blind
data collection [42].

5 Conclusions

The determination of the current status of honeypot research and deployment by using
deception theory can help identify which areas of honeypot technology research are
priorities. This would be part of a framework to analyze malware, attacks and attack-
ers' trends.

Stating the strategic deception goals, studying the feasibility of application of
deception techniques available in the social sciences, becoming aware of what tech-
nology is available and the research status of such technology, and assessing the level
of accomplishment of goals, would guide the depiction of the honeypot research and
deployment landscape in order to indicate future research direction.

These researchers believe that aggregation, sharing and analysis of data captured
with honeypots help describe the status of attacks and attacker trends. Adopting a
taxonomy of honeypots enables the research community to agree on the object of
study and facilitates needed communication.
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Abstract. Model-driven simulation can make the design and delivery of in-
struction more efficient and effective. We describe two computational models
that support both the design and delivery of instruction. BEST (the Bench-
marked Experiential System for Training) can guide experts through the space
of domain problems during the knowledge engineering phase of instructional
design; it can guide trainees through the space of training objectives during in-
struction. PRESTO (Pedagogically Relevant Engineering of Scenarios for
Training Objectives) builds scenarios on the fly to elicit the knowledge of ex-
perts during instructional design, and to satisfy the instructional objectives of
trainees.

Keywords: Adaptive instruction, knowledge engineering, Constraint Logic
Programming, Markov Decision Process.

1 Introduction

Training organizations often marry 21% century simulation technology to 20™ century
methods of designing instructional content and training scenarios.

Instructional design, which defines the objectives and content of training, engage
scarce experts in interviews and qualitative analyses that are so time-consuming they
are derided as a bottleneck [1].

Scenario design in simulation-based training creates artworks — engaging but sin-
gular products that present fundamentally the same instructional experience to all
students. Rarely are training scenarios developed in libraries that systematically vary
factors related to training objectives, and rarely can simulators adapt scenarios on the
fly to respond to the instructional needs of each student. This is true, in general,
whether we conceive of scenarios as brief vignettes (e.g., a specific air-to-air engage-
ment) or as the larger events in which they are combined (e.g., a mission of many
engagements), and whether the training simulator serves a one trainee (e.g., a game)
or many (e.g., a military exercise with live, virtual, and constructive components).

We are exploring ways in which simulations can be mated to computational mod-
els that specify and construct scenarios to meet their users’ needs. This strategy has
value during scenario design; it configures training scenarios to the needs of multiple
students. The technologies also have value during instructional design, where they
could improve the capture and analysis of expertise.

D.D. Schmorrow et al. (Eds.): Augmented Cognition, HCII 2009, LNAI 5638, pp. 148 2009.
© Springer-Verlag Berlin Heidelberg 2009
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We open this paper with a brief discussion of expertise. It is what instructional de-
signers seek and what scenario designers hope to deliver to students through their
simulations. In particular, we develop a spatial metaphor for expertise, and we use
this to describe how two modeling technologies that we have implemented automate
scenario design and could, potentially, automate instructional design.

2 Expertise

Expertise is the ability to discriminate meaningful classes of domain features and
patterns, and to take decisions or actions that are appropriate to the class at hand.

This conceptualization of expertise is illustrated in Figure 1, which depicts the nov-
ice’s conception of a domain as an undifferentiated space of objects and events. In
contrast, the expert’s understanding is structured to distinguish functionally distinct
and important objects, events, and situations. Expert partitioning of the domain space
supports decision making and action. Each partition
of the space is associated with distinct issues for
consideration in decision making, or with unique
actions such as tactics.

Studies of physicists, software engineers, chess
masters, and others validate that domain knowledge
is more functional (useful) among experts than nov-
ices, and more uniform. For example, expert physi-
cists sort physics problems by the deep structure or
functions they represent (e.g., acceleration), while
novices sort by surface features such as the materials
(e.g., balls rolling down hills) cited in the problem [2]
Expert software engineers sort programming terms
into groups that are similar to those of other software
experts and are relevant to programming, while less
expert engineers are more varied in their classifica-
tion schemes and those schemes are often based on
everyday meanings of the terms [3]. Chess masters
reconstruct briefly viewed chess boards in tactically
important clusters of pieces (e.g., defensive and of-
fensive clusters), while novices rebuild boards in an  Fig. 1. Novices perceive and
order that is arbitrary, with respect the strategies of  respond to surface features of
chess [4]. In short, expert knowledge of domains js ~ domain problems (shading,
partitioned in ways that reflect meaningful differ- above). Experts detect underly-
ences between problems, differences that bear on the Lng prOb]em. structure (patterns,

= . elow), which maps well to
accuracy of decisions and actions. correct solutions.

The concept that expert knowledge is functionally
structured has two ramifications for the design of scenarios or their component vi-
gnettes. First, we should create the range of scenarios that represent each partition of
the domain, so that students can experience the challenges they pose. Such scenarios
must represent the training objectives students need to address, the conditions (e.g.,
events) under which students must learn to perform, and the measures with which
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trainers evaluate student expertise. Second, we must guide students from scenario to
scenario (partition to partition) so that they learn to distinguish between the problems
each presents, and respond to them as experts do.

This concept of expertise also has implications for using simulations as knowledge
engineering tools during instructional design. First, we can build scenarios (or vi-
gnettes) that represent the full range of domain problems, to enable experts to demon-
strate their capabilities. Second, we can guide experts through that space in a way that
enables us to efficiently discover the bounds experts draw, the partitions. This capa-
bility is most useful in domains in which experts are known to exist, in which the
structure of expert domain knowledge is unknown or contested, and actions or tactics
are not well mapped to that structure.

We are developing two modeling technologies that address these opportunities to
improve training. To deliver scenarios that meet the specific needs of each student,
BEST (the Benchmarked Experiential System for Training) guides students through
the space of instructional objectives and corresponding scenarios; this demonstrably
accelerates the development of expertise. PRESTO (Pedagogically Relevant Engi-
neering of Scenarios for Training Objectives) adapts scenarios on the fly to satisfy
instructional objectives or specifications, such as those BEST recommends. These
models also have the potential to break the bottleneck of knowledge engineering.
BEST can pilot experts efficiently through a potentially vast space of domain
problems, which PRESTO then composes in scenarios on demand. The clusters of
problems to which experts respond similarly each define a partition, a subspace of
functionally similar domain problems. Instructional designers, having discovered
these partitions, can rapidly develop didactic training that emphasizes the characteris-
tics that distinguish each partition (or cluster of problems). They can transform the
scenarios used in knowledge engineering into training scenarios that give novices a
truly representative sample of experiences in the domain. We describe each of these
technologies, below.

3 Scenario Specification and Sequencing with BEST

The Benchmarked Experiential System for Training (BEST) specifies the training
treatment that a simulation should present next to advance a student farthest towards
expertise.

To accomplish this, BEST uses a Partially Observable Markov Decision Process
(POMDP) model to represent our probabilistic knowledge of the level of student
competency (in multiple dimensions), and the probabilistic effects of training treat-
ments on these competencies. These training treatments may be expressed as training
objectives (“The student should acquire skill X, next”), training conditions (“Increase
the challenge from enemies.”), or training scenarios (‘“Present scenario 127 next”).
Their instructional effects of each treatment on students of different abilities can be
estimated by experts or learned from training performance data. BEST computes an
optimal training policy [5] that adapts over time to specify next most beneficial simu-
lation scenario given the trainee’s most recent as well as history of performance.

In two experiments to validate BEST as a training adaptation tool, teams of sub-
jects received simulator training in the complex tasks of the Air Operations Center
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Dynamic Targeting Cell. The training experiences were drawn from a large library of
approximately 50 scenarios that varied systematically on the intensity of defensive
and offensive challenges. The instructional strategy for selecting from this library was
controlled either by the BEST POMDP or by a hierarchical part-task training scheme
that advanced trainees through increasing numbers of targets (offensive challenges),
and then increasing numbers of threats (defensive challenges). The BEST solution
reliably increased learning relative to the control condition, holding the number of
training trials constant (see Figure 2) [6].
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Fig. 2. Experimental tests of BEST found that teams learned the complex task of the Air
Operations Center Dynamic Targeting Cell (p<.01); that far transfer within the task degrades
performance (p<.01); that, on far transfer problems, teams in hierarchical part-task condition
(control) do not reliably learn (p>.05), while those in the BEST / POMDP condition do (p<.01)

In the same way that BEST navigates a space of existing scenarios or training ob-
jectives, it can be used to learn the structure of an ill-defined domain space by observ-
ing expert behavior. This application of BEST, which we plan to attempt in the near
future, requires that a large library of scenarios be constructed or generated on the fly
(see PRESTO, below). These scenarios would sample the space of domain conditions
randomly (at worst) or systematically according to some theory about important
classes of domain problems or features. BEST would apply policy learning techniques
to (1) formal descriptions of the features of each scenario and (2) expert decisions or
actions in the scenarios. It would discover those partitions of the space (clusters of
scenarios) to which experts generally respond in a uniform manner. Each such parti-
tion in the domain space consists, by definition, of functionally equivalent problems.
In the terms of a Markov Decision Process, BEST would discover the groups of sce-
narios that constitute each unique “state”, and it would discern the “action” that ex-
perts apply to the state to address the challenge it poses.
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This application of BEST could be used to confirm theories about how experts un-
derstand and act in complex domains. In air-to-air warfare, the tactics of enemies are
well known and our responses are well documented. However, experts make subtle
distinctions in their interpretation of enemy approaches and their own application of
tactics; model-driven simulations might efficiently discover these distinctions. BEST
may have greater value in domains of human performance that are not well under-
stood. It might, for example, be used to analyze how experts inspect multi-spectral
imagery, how they monitor crowds to identify potential insurgents, and how they scan
roadways for Improvised Explosive Devices. In all of these cases, experts perceive
configurations of the environment as innocent, suspicious, or threatening; the take
actions to test their perceptions; and they may take actions to address threats. To train
the next generation of experts, we must analyze how today’s experts understand (i.e.,
partition) the problem space in the domain, and how they choose their actions. Model-
driven simulation should make this analysis much more thorough and efficient than
traditional interview methods alone.

4 Scenario Construction with PRESTO

PRESTO (Pedagogically Relevant Engineering of Scenarios for Training Objectives)
builds or revises simulation scenarios to ensure that they present the conditions re-
quired to meet specific training objectives [7, 8].

PRESTO accomplishes this by formally representing training objectives, domain
objects, and domain events. PRESTO applies constraint logic programming (CLP)
techniques to (re)formulate the schedule of training objectives and events addressed
by a scenario. PRESTO defines temporal relations between domain events, spatial
relations between domain objects that are required for training events, and other nec-
essary scenario preconditions, so that it is possible for students to address training
objectives (see Figure 3). It is particularly useful in simulations in which there are
many students with potentially conflicting training objectives, all operating in a sin-
gle, complex environment.

For example, suppose that a helicopter crew is training on a sensor fusion task.
Performance measures indicate that they need additional work when certain combina-
tions of targets are present. However, this combination occurs only once in the
original scenario, and that occurrence was fouled when the crew unexpectedly chose a
course that took them far away from the sensor targets, early the training scenario. In
mid-exercise, PRESTO can determine whether it is feasible to add more instances of
this target combination, and determine when and how to do so, given the constraints
imposed by satisfying all other training objectives for all trainees engaged in the sce-
nario. In reworking the scenario, PRESTO takes care not to interfere with the ongoing
training of other students.

PRESTO is designed to support training delivery, per the description above. How-
ever, we hope to apply it to facilitate knowledge engineering as well. PRESTO can
represent theories about the classes of problems experts perceive in a domain, and
generate scenarios that present each class. When expert actions are relatively uniform
across a group of scenario events (i.e., problems), a coherent partition of the space has
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Fig. 3. Simulation scenarios are traditionally designed to draw trainees through a specific
series of instructionally critical events (above), but these plans are often foiled by the ac-
tions of other trainees or system failures. PRESTO effectively models the bounds (con-
straints) of the simulation space and generates scenario events within those bounds to meet
training objectives (below).

been discovered. When expert actions vary between scenarios, they represent mean-
ingfully different problems or partitions of domain knowledge. PRESTO, in short, can
generate representative samples of domain problems in a controlled manner, so that
analysts can learn which problems are substantively different to experts.

5 Conclusion

We have described two computational models that can drive simulations to improve
training delivery and knowledge elicitation. BEST specifies the training objective or
class of problem from which a student can glean the greatest instructional benefit.
PRESTO constructs scenarios that present such problems. These models were devel-
oped to ensure that simulators adapt to trainees, whether by selecting the best scenario
among a library of many, or generating a scenario customized to the trainee. These
technologies have potential, also, to accelerate knowledge engineering during instruc-
tional design. They should, if adapted to that task, help define and generate the
content for training in new and complex domains. Model-driven simulation has the
potential to make instructional design and scenario design more systematic and effec-
tive. This should greatly increase the impact of simulation-based training.
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Abstract. We studied the dynamic effects of information needs and social in-
fluence of tags in an exploratory search task. Although initially differences in
information needs led to diversity in tag choices, this diversity disappeared as
participants collaboratively tagged the same set of resources. Our findings are
in general consistent with the notion that people conform to the collective inter-
pretation of contents in an information system. In addition, our results showed
that conformity does not only arise out of imitation of behavior, but also from
the same underlying semantic interpretation or knowledge structures of users as
they engage in informal collaboration through the social tagging system. Impli-
cations for design of social information system are discussed.

Keywords: Exploratory search, tag choice, information needs diversity, seman-
tic interpretation of tags.

1 Introduction

Information seeking activities can be characterized as a form of problem solving (e.g.,
[6], [8], [14]), in which people are searching for and comprehending information to
fulfill their information goals. However, there are often situations in which the infor-
mation seeker has not yet developed well-defined information goals to guide their
search. Instead, the information seeker may have to start with an abstract representa-
tion of information needs derived from a broader task context. In these situations, the
information seeker has to engage in some forms of exploratory information search,
through which information goals can be iteratively refined and enriched (e.g., [5],
[7]). Recently, researchers have reasoned that the traditional search engines are insuf-
ficient for this kind of exploratory search [11]. Instead, many have proposed that the
evolving Web 2.0 technologies have great potential for helping people to conduct
exploratory information search. However, what is still lacking is a scientific under-
standing on the interactive cycle of tag-based exploratory search and tag creation in a
typical social tagging system. The goal of this paper is to investigate the processes
involved in tagging behavior and how it is related to tag-based exploratory search.
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Social tagging systems allow users to annotate, categorize and share information
on web resources (links, papers, books, blogs etc.) by assigning tags to them and
share the tagged resources with other members of the system. One major reason for
the popularity of tagging systems arises from its benefits in supporting exploratory
search [13], social navigation [12] and information sharing. Prior research on social
tagging systems has primarily focused on characterizing aggregate patterns in tagging
behavior (e.g., [3], [4], [9]). However, with a few exceptions [13], there is still a lack
of scientific study on how social tags could facilitate exploratory information search.

One important question underlying the success of social tagging system is whether
the tags created by the large number of users provide any useful information for oth-
ers. Indeed, users in any knowledge sharing system may have different underlying
motivations to seek and share information, and this may lead to a continuous growth
of diversified tags in a single system. For example, a particular user may tag a book
based on its content with a tag “Star Trek”, while another user may tag the same book
as “To read”, referring to personal intent of this book. Nevertheless, in spite of the
perceived unstructuredness, researchers (e.g. [3], [9]) have found long-term stability
in tagging behavior. For example, by analyzing a set of data from del.icio.us, Golder
& Huberman [7] supported that tag choices are influenced by tags created by other
users, even if users may have different information needs when they tag. Sen et.al
[16] showed that community influence can directly impact user’s personal tendency in
choosing tag vocabulary. A recent study by Rader and Wash [15], however, has raised
questions regarding the social influence on tag choices. By analyzing a different set of
data from del.icio.us using logistic regression techniques, they found that tag choices
could be better explained by personal information needs, which provided evidence
against the presumed social influence of tags.

A relevant question regarding this controversy is: what motivates a user’s tag crea-
tion (or use) in a social tagging system: personal information needs or social influ-
ence? Specifically, we explored how the dynamic effect of social tags and information
needs elicits different tag choices among users. Instead of characterizing just the
overall aggregate patterns, we specifically focused on users’ information needs to
understand how different tag choices emerge. Additionally, we also investigated how
people created tags and how tag could facilitate exploratory information search, and
how they could be related to each other. To preview our results, we found that tag
choices were not only influenced by the information needs of the user, but were also
influenced by the semantic interpretation of existing tags. In addition, consistent with
results by Millen D.R. et.al [13], we found that browsing was used most often in ex-
ploratory information search, and this finding could be explained by theory of per-
ceived information gain.

2 Method

2.1 Participants and Platform

Thirty two participants (12 Male, 20 Female; average age =22.6 years, S.D. = 4.5)
were recruited from the University of Illinois community. Most Participants rated
themselves as moderate computer users with an experience of about 12 years (87.5%
browse the web more than once a day).
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CiteULike (www.citeulike.com), a research literature sharing website with tagging
and search features, was used as our research platform. CiteULike allows users add
links to papers and books, and add references from other digital libraries and option-
ally tag the available content for future reference. We chose CiteUlike mainly for its
simplicity of use and the relative ease of creating a library containing book informa-
tion from external websites. Because CiteULike has all the basic functions of social
tagging systems and a large number of users, we believe that our results can be gener-
alized to other systems. User activities including mouse events, URLs, time stamps,
and contents of web pages were recorded for further analysis.

2.2 Tasks

The information resource consisted of 150 books that were imported directly from
Books@Amazon.com. This “library” of books covered eight categories with ap-
proximately equal number of books in each category: Arts & Photography, Business
& Investing, Children, Computers & Internet, Cooking, Food & Wine, Health, Mind
& Body, Medical, and Self-Help. We designed eight exploratory search tasks to rep-
resent different information needs based on the eight categories of books. The search
tasks thus provided an abstract representation of information needs for participants to
explore the library. For example, participants were asked to find and tag books to
recommend for a library in a retirement community. The other seven tasks are Soft-
ware Company, Local Arts Center, Traveler’s Books, Career Center, Rehabilitation
Center, Daycare Center, Wellness Center.

During the experiment, participants were asked to search for books by browsing in
the main library, choosing tags from the tag cloud, or using keywords to search. When
participants decided to select the book, they were encouraged to create new tags or
reuse existing tags for the selected book after reading the description of the book.
Participants were instructed to imagine that they were working with a group of other
co-workers who were also selecting books for the same or different organizations, and
the tags that they created should be useful not only to themselves but also to others.

2.3 Analysis

The 32 participants were randomly divided into 4 sessions. In each session, each par-
ticipant was randomly assigned to one of the eight tasks. In other words, there was
exactly one participant assigned to each of the 8 tasks in each session. In addition to
controlling the same initial library, we imitated the social environment of tagging
system by enabling participants to see all tags created by previous participants.

We compared the tags created by participants on different books across the 4 ses-
sions to investigate how tag choices were influenced by tags created by previous par-
ticipants. We use Latent semantic analysis (LSA, see [10]) to estimate the semantic
relatedness between every set of new tags created and the existing tags in each book
selected by the participants. LSA 1is a statistical technique for extracting and repre-
senting the similarity of meaning of words and passages by analysis of large bodies of
text. The similarity between resulting vectors for words and contexts has been shown
to closely mimic human judgments of meaning similarity. In the current analysis, we
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performed the LSA calculations through the web site at http://1sa.colorado.edu, using
the general reading topic space with 300 factors.

3 Results

Participants selected about the same average number of books across all the sessions
(F (3, 21) = .249, p >0.10). On average, subjects created 4.76 tags (S.D. = 2.27) for
each selected book. As users proceeded through the sessions, fewer tags were created
for each selected book (F (3, 21) = 3.110, p <.05).

3.1 Tag Creation and Tag Choice

The mean number of unique tags assigned to each book decreased across sessions
(See Tablel), as confirmed by the significant linear downward trend (F (1, 30) = 3.92,
p < 0.05). The decreasing number of unique tags suggests the increasing agreement
among participants on the creation of tags to the current set of books.

Table 1. The mean number of unique tags created per book across sessions

Session 1 2 3 4
Number of unique tags 8.0 4.5 3.6 2.9

To understand how different information needs influenced the tag use, we ex-
tracted all book-selection episodes from all participants, and calculated the correlation
between users’ information needs and new tag creation episodes. We believe that tag
creation was not solely based on books or tasks, but also on the book “selection”
under different tasks, because the “selection” can represent how users interpret the
search tasks. Fig. 1 shows how we represent the selections and tags between the task
and book space. Each selection in the figure represented the selection of one of the
150 books given that the participant was given one of the eight search tasks. A new-
selection between book i and task j therefore indicated that the participant was the
first one to select book i under task j. Different users may create different selections
based on their own information needs and interpretation of the tagged resources.

To measure the relationship between the search tasks and users’ motivation to cre-
ate new tags, we coded each selection as either new or old (1 and 0, respectively) and
called this the “new-selection code”, and coded each tag creation as either new or old
(1 and 0, respectively) and called this the “new-tag code” (See Fig. 1).

Using the coding scheme described above, we calculated the correlation between
the new-tag and new-selection codes, which reflected the extent to which the creation
of new tags were related to the fact that participants were assigned to a new search
task. A high correlation would imply that most of the tag creation occurred when
participants were given a new search task. A low correlation would imply that crea-
tion of new tags were not related to the search tasks of the participants, in the sense
that new tags were created equally often when participants were given the same or
different search tasks.
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Fig. 1. Users selected books and created tags under different search tasks. Each book-selection
episode is represented as an arrow from task to book in the figure. Each selection was associ-
ated with a set of tags created by the user. Users could repeat existing selections (select books
that had been selected by other participants under the same search tasks before) or create new
selections (select books that had not been selected before under the same search tasks). For old
selections, tags could be new (not used before for the selected book, regardless of search tasks)
or old (reused tags for the selected book).

Table 2. Correlation between the new-tag and new-selection codes in all book-selection epi-
sodes across sessions 2 to 4

Session 2 3 4
Correlation between new-tag and new-selection codes 0.62 0.42 0.24

Table 2 shows that the correlation between the new-tag and new-selection codes
steadily decreased across sessions. All correlations were significant (p<0.05), so was
the obvious downward trend (F (1, 22) = 4.21, p < 0.05), which implied that the crea-
tion of new tags was more strongly related to differences in the search tasks (which
imposed different information needs) early on than in the later stage. There was no
significant difference between the numbers of tags created on the same or different
selections. The results were consistent with the notion that as the number of tags
increased, participants became more likely to agree with the existing tags associated
with a book, even though these tags were associated with distinct selections as de-
fined in Fig. 1.

To further understand whether users tended to conform to existing tags created by
others, we calculated the LSA scores for all new tags created, and divided these “new-
tag episodes” into whether they were associated with a new- or old-selection (see
definitions in Fig. 1). Fig. 2 shows the mean LSA scores for the new-tag episodes.
The main effect of new/old selections was not significant, but the interaction between
new/old selections and sessions was significant (F (2, 23) =3.41, p < 0.05). The LSA
scores for episodes on old-selection were not significantly different across sessions,
but the LSA scores for episodes on new selection in sessions 3 and 4 were signifi-
cantly higher than that in sessions 2 and 3 respectively. In other words, the LSA
scores stayed approximately at the same level for the old-selection episodes (books
selected under the same search tasks) across sessions, but the LSA scores increased
significantly across sessions for the new selection (books selected under different
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Fig. 2. The mean LSA scores for episodes with new tag creation under new- and old-selection.
(In the first session all participants were given new search tasks, so the new-selection codes in
all book-selection episodes in the first session were 1 and the correlation is not meaningful)

search tasks) episodes. The LSA score for the new-selection was significantly lower
than that for the old-selection in sessions 2 and 3 (p<0.05).

Results in Fig. 2 show that initially new tags created under the same search tasks
were more semantically related than those created under different search tasks, but
as more tags were created, this difference disappeared (see values at session 4).
This provides further support to the notion that different search tasks (thus different
information needs) have influence on tag choices, presumably because different in-
formation needs may prime users to focus on different aspects of a resource or have
different interpretation of the information content. However, as the number of tags
increased, their “bottom-up” influence on future tag creation increased and eventually
outweighed the “top-down” influence from the information needs. This was con-
firmed by the same level of semantic relatedness for tags under same and different
selections in session 4 (see Fig. 2). Over time, the semantic relatedness of tags for a
resource increased irrespective of the information need, suggesting that the top-down
influence of information need was gradually replaced by the bottom-up influence of
existing tags at the semantic level.

3.2 Tag-Based Exploratory Information Search

Exploratory search strategy. In addition to the dynamics of information needs and
social influence of tags, we also investigated into the characteristics of exploratory
search in social tagging system. First, we extracted the strategies that participants
used to select each book to understand how tags influence the use of strategies and
how it varied across sessions. There were three major strategies used by the partici-
pants: browsing, choosing tags from tag cloud and keyword searching. Most partici-
pants selected books by browsing the book titles and tags on the main screen. We
called this a browsing strategy. The tag cloud strategy was when participants clicked
on any tag in the cloud and reached a list of books assigned with that tag. The third
strategy was keyword searching. Participants clicked on “search” and typed in key-
words to reach a list of books matching the keywords either in the title or tags.
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Fig. 3. Proportions of strategy use across sessions

As shown in Fig. 3, the use proportions of the browsing strategy increased but the
use of the other two strategies decreased across sessions. Analysis of variance showed
that the main effect of strategy was significant (F (2, 31) = 4.21, p < 0.05), confirming
the obviously higher proportion of the browsing strategy than the other two strategies.
The strategy x sessions interaction was also significant (F (6, 31) = 2.43, p < .05),
confirming the upward trend for the browsing strategy and the downward trends of
the tag-cloud and search strategies.

The results were consistent with the conclusion by Millen [13] that community
browsing (topic search) is the most frequently used search strategy in social book-
marking system. One possible reason was that the browsing strategy tends to have
higher perceived information gain than the other two strategies. In this task, informa-
tion gain can be defined in terms of the perceived usefulness of information cues in
satisfying the information goal, i.e., the perception that the title words and tags could
help participants to judge whether a book is relevant or not. Indeed, previous research
has shown that selection of information search strategies is sensitive to the moment-
to-moment measure of information gain per unit time cost ([1], [2], [8], [14]). One
important implication from these studies was the discovery that selection of informa-
tion search strategy was more sensitive to the on-going evaluation of information gain
than the overall efficiency of the strategy.

In the browsing strategy, the continuous evaluation of the title words and tags
could lead to a high perceived information gain, as they provided on-going informa-
tion for participants to judge the relevance of a book. Thus, the perceived moment-to-
moment information gain per unit cost could actually increase as more tags were
added to the books. We also believe that the higher perceived information gain for the
browsing strategy was particularly prominent in exploratory search, as participants
only had a rough idea of what they were looking for (as opposed to a well-defined
information task in which, for example, a specific title or keywords were given).
Thus, browsing not only allowed participants to find relevant books, but also allowed
them to refine and enrich their information goals as specified in the search task. As a
result, the perceived information gain was likely to be higher for the browsing strate-
gies than the other two strategies.

Failed search episodes. To further test our assumption that tags will facilitate
exploratory search, we counted the number of events when participants clicked on
a book title, read its content description and decided not to select the book across
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sessions. We called each of these episodes a failed-search. If the tags associated with
each book indeed provided more useful information for participants to judge the rele-
vance of the book, the number of failed-search episodes should have decreased across
sessions as more tags were assigned. Indeed, we found that the number of failed-
search episodes decreased steadily across sessions as more tags were added to the
library (table. 3), as confirmed by the significant linear downward trend (F
(1,30)=4.93, p<0.05).

Table 3. Total number of failed-search episode for all participants across sessions

Session 1 2 3 4
Total number of failed search 57 46 32 29

This pattern' was consistent with the idea that new tags provided higher informa-
tion gain for participants as they browsed through the books and the new tags did help
them to judge the whether the book should be selected or not without looking at the
detailed description of the book. In other words, participants’ judgment on the rele-
vance of books based on these tags actually improved as more tags were added.

4 Discussion

The current findings provide a novel explanation of tag creation from the semantic
level and support the assumption that tags can facilitate exploratory search. Through
the collaborative tagging effort by multiple users, the collective interpretation of in-
formation content becomes a more important factor that influences tagging behavior
than differences in information needs, which is represented by the increasing semantic
relatedness between tags. Not only did social tags influence how likely users may
come up with new tags to describe the same information resource (Table 1), but when
they did decide to create new tags, these new tags were closer in meaning to existing
tags (Fig. 2). Researchers have argued that one reason why proportions of tag use tend
to stabilize is because people tend to imitate others behavior [9]. Our results provide
direct empirical evidence supporting this idea; but in addition to that, our results also
highlight the dynamic interaction between personal information needs and social
tagging behavior across time, which provides a more in-depth explanation to the sta-
bilization pattern in large scale tagging systems.

Although initially different information needs led to creation of semantically dif-
ferent tags, as more tags were assigned to the resources across a session, new tags
created became semantically more similar to existing tags (note that across sessions
participants were given the exact same set of different information needs). In fact, in
the last session, the level of semantic relatedness between new and existing tags cre-
ated by participants with different information needs was about the same as those
created by participants with the same information needs. The increase in semantic
relatedness between new and existing tags across sessions is a novel finding that

! The count was pooled across all strategies as they involved the clicking on the book title
before they could select the book.
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provides strong empirical support for the social nature of tags: As tags accumulated
from the collaborative efforts from participants with different information needs,
these tags presumably provided increasing depth and breadth to the description of the
books. In fact, we believe that a major function of social tags is to provide semantic
cues to the content of a resource, so that other users can utilize these semantic cues to
estimate the relevance of a particular information resource with respect to their own
information need. Thus, it is no surprise that users are conforming to certain underly-
ing semantic structures through repeated interactions with the social tagging system.
Our next set of studies will focus on extending the current findings to other “semanti-
cally rich” domains (e.g., biologists tagging research articles) to further test this idea.

Lastly, our results have significant implications for the design of next generation
social tagging support tools. We established that social tags can facilitate information
search because the failed search number significantly decreased across sessions and
users chose the search strategy based on perceived information gain. Therefore, in-
corporating the semantic relatedness between existing tags would provide users a
better representation for developing an understanding about current tags and help
them to create new tags that would provide more informational value for the user and
improve the effectiveness of information search. Given that our results show that the
tagging process is sensitive to user’s interpretation of existing tags, we speculate that
different knowledge backgrounds may influence users’ tagging and searching behav-
ior by influencing their interpretation process. Our future study will look into how
different knowledge structure may influence users’ tagging behavior.
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Abstract. The popularity of social information systems has been driven by their
ability to help users manage, organize and share online resources. Though the
research exploring the use of tags is relatively new, two things are widely
acknowledged in the research community: (a) tags act as a medium for social
collaboration, navigation and browsing and (b) an overall stable equilibrium ex-
ists among tag patterns due to the social nature of the tagging process. But there
is very little agreement on what causes these stable patterns. In this paper, we
take an evolutionary perspective to understand the process of tagging to investi-
gate whether tags act as "way finders" or digital pheromones in social tagging
systems. We investigate the existence of tag trails based on a semantic similar-
ity measure among existing tags. We found that over 50% of the resources we
evaluated exhibited strong trail patterns. The implications of these patterns for
the design and management of social tagging systems is discussed.

Keywords: Social Tagging Systems (STS), Stigmergy, Pheromones, Web 2.0.

1 Introduction

With the widespread popularity of Web 2.0, social tagging is a common feature in
several web-based systems. Social tagging systems (STS) provide the flexibility to its
users for annotating, organizing and categorizing their information content on the web
using tags. Tags help in supporting online search, navigation, managing content and
sharing with other users who have similar interests. Examples of social systems in-
clude del.icio.us (http://del.icio.us) (URLs), Flickr (http://flickr.com) (for photos),
CiteULike (www.citeulike.org) (for academic papers and books). Due to its wide-
spread popularity and use, tagging systems contain hundreds of thousands of users,
tags and resources (URLSs, photos, books etc.). Users of STS are free to create tags at
their free will and in most cases user activities are not moderated by administrators. In
this environment, one would expect relative chaos and unstructuredness in tagging
patterns. But, researchers have established that stable tagging patterns arise in social
tagging systems (e.g., [3, 8]).

The stability of tagging patterns has been attributed to a variety of reasons: social
imitation [8], semantic organization and clustering [11], information theory based
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models [4], preferential attachment [3, 10], personal preferences [14], recency of tag
use [3] and a rational model [6]. The most widely accepted idea on overall tag stabil-
ity is social imitation. Researchers [8] have argued that tag equilibrium is achieved
through users’ direct imitation of tags created by other users. They suggest that users
directly use the tags that are previously created. The underlying assumption on
the occurrence of social imitation is that tags act as a medium of direct coordination
activity.

We believe that there are more subtle nuances by which users appropriate tags
(e.g., by creating tag synonyms, semantically similar tags, or some personalized form
of tags). Thus a direct imitation model may not completely explain tag pattern equi-
librium. We investigate the effect of the social medium on the coordination practices
during tagging and the role of indirect social coordination in the creation of stable
tagging patterns. We use the principles of stigmergy, a mechanism for explaining the
indirect coordination between agents (or humans), to investigate the causes for stable
patterns of tagging behavior.

Stigmergy is based on the idea that physical traces of work left by others in a me-
dium act as the basis for future coordination activities. The idea of stigmergy was
developed by Grassé [9] to describe the emergence of collective coordination activi-
ties of social insects. The concept was initially used to explain the coordination para-
dox in group activities: i.e., looking at a group of social insects (Grassé looked at nest
building activities of termites), it would seem that they are cooperating in an organ-
ized manner, but looking at an individual would present the picture of independent
work and not being involved in the collective activity. The explanation based on
stigmergy for coordination paradox is that the collective interaction is indirect [15]. In
other words, the agents affect the behavior of other agents through indirect communi-
cation using social artifacts in the physical environment. For example, in the case of
termites, nest building material; in the case of ants, ant trails are supported by phero-
mones. A detailed review of stigmergy can be found in Theraulaz and Bonabeau [15].

One of the most popular examples of stigmergy is the food tracing behavior in ant-
colonies. Ants in the real world wander randomly between the food source and their
colony. The (initial) ants leave pheromones in their trail as they move from the food
source to the colony (and vice versa). Other ants are more likely to follow the phero-
mone trail rather than a random trail, thereby reinforcing a previously existing trail. If
the path to the food source is long, the pheromone trail evaporates over time. Alterna-
tively, ants choosing shorter paths will have their pheromone trails reinforced by
consistent ant-traffic and shorter path length. As a result of the pheromone evapora-
tion in longer paths, less preferred longer routes are no longer followed by ants. But
when a (random) ant finds a shorter path, other ants are likely to follow that path
resulting in an overall positive feedback along that path [5]. In this example, ants
coordinate their action through the indirect interaction with the physical medium and
pheromones act as the medium for their coordination activities.

There are many parallels between a social tagging environment and the ant-colony
described above. Users in social tagging systems are driven by their local goals that
are driven primarily by their information needs. The global behavior of the users are
emergent and occurs as they use the social tagging system. The global behavior is
spurred by the instinctive response to traces in the medium (in this case, tags). The
trail strength is developed as more users add tags that are similar to the existing tags.
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Table 1. A comparison between an ant food searching pattern and social tagging

Ant Colony Social Tagging
Users searching STS for their
Local behavior Ants searching for food | information needs

Tags that are added by prior
Pheromones left on | users of a resource; tags act as
Coordinating medium trails by previous ants “digital pheromones”
Addition of semantically simi-
Shorter trails have more | lar (or same) tags leads to a
ant traffic leading to | stronger strength for that tag as
Trail Strength trail strengthening a descriptor for the resource
Ants have a coordinated
shortest path trail to the | Coordinated overall global
Global behavior food source stable pattern across the STS

This leads to later users perceiving the resource in a particular way. The comparison
between an ant colony and social tagging is shown in table 1.

The concept of stigmergy is extremely relevant in the case of social tagging activi-
ties. We believe that social tagging systems present a medium where collective action
is based on the distributed cognitive activities of a set of users. The indirect coordina-
tion practices can be considered as the interconnecting glue for distributed cognitive
system, with users, resources and tags, creating a balance between individual action
and social phenomena. But we know very little about how these users coordinate their
tagging behavior without any direct communication. We believe that the coordination
activities are indirect and are an effect of the tagging environment. We hypothesize
that similar to the ant-colony environment, tags act as digital pheromones, creating
trails for users. The digital trails are strengthened by the addition of semantically
similar tags by other users. Specifically, we investigate the following research ques-
tions: (a) Do tags act as “digital pheromones” to support indirect coordination? (b)
How do these trails affect the overall equilibrium in tagging patterns?

We define a trail strength index to evaluate the strength of a trail based on the se-
mantic similarity between tags. Let us consider the following scenario: A user adds a
tag “network” to a paper on “Facebook use”. The tag “network” acts as a digital trace
in the medium for future users for the paper. The addition of a new tag (or modifica-
tion of an existing) that is semantically similar to the existing tag would mean that the
existing trail for the tag “network” is strengthened. In other words, a new user indi-
rectly has a general degree of collective agreement on a resource. As more tags are
added, the presence of semantically similar tags strengthens the trail in a certain direc-
tion. Thus, if more tags similar to the tag “network” are added, the paper becomes
perceived by future users as a paper related to networks based on its tags. Addition of
tags that are not semantically related to network (e.g., a tag “food”) would lead to
lesser strength to the tag trail. Using data from the popular scholarly social tagging
system CiteULike, we investigate the development of trails in tagging networks.
We found that over 50% of the resources exhibited the strong trails, where a digital
trail was created with semantically similar tags. About 23% of the resources had
weak trails phenomena, where there was little agreement among the taggers (nor were
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semantically similar tags) by later users. We describe the implications of strong and
weak trails for growth of stable patterns and discuss its importance for the design and
management of social tagging systems.

2 Process of Social Tagging

There are three main components for any tagging system: users, tags created by the
users and resources (URL, books, pictures, movies etc.) for which tags are assigned.

USERS TAGS RESOURCES

Fig. 1. Process of tagging: User 1 (Ul) has one tag (T1) applied to one resource (R1) (blue
arrow) User 2 (U2) has one tag (T2) applied to two resources (R1 & R2) (red arrow)

The primary difference between different tagging systems is the type of resource.
Resources can be different depending on the specific purpose of the social tagging
system. For CiteULike (www.citeulike.com), a resource is an academic paper or
book, while for del.icio.us it is a web site URL. Other media such as photos and vid-
eos have also been resources for social tagging systems. As explained earlier, a tag-
ging system can be represented as a tuple: users, tags and resources (see U, T, and R
in Figure 1). For example, consider that a user U1l applies tag T1 to a resource (R1)
(see blue arrows) and user U2 applies the tag T2 to two resources R1 and R2 (see red
arrows). Each of these assignments is called a tag application. Thus there are three
tag applications in this system (Ul, T1, R1; U2, T2, R1; U2, T2, R2). This is the
widely accepted conceptual model of a social tagging system. Large social tagging
systems contain hundreds of thousands of such tag applications resulting in significant
interaction patterns among tags such as re-use, growth and informational value.

3 Method

In this section, the data source and the related analysis methods that were used for this
study are described.

3.1 CiteULike Tagging Data

The data for this study consisted of tagging data from the popular social tagging sys-
tem, CiteULike. CiteULike is an online social bookmarking service supporting the
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storage, sharing and organization of information on research papers. It is primarily
used by researchers. CiteULike users can link papers and import references from
other scholarly digital libraries. User can also add their favorite papers to their collec-
tion and assign tags to them. Our data consisted of tagging data from CiteULike over
a 5-month period from November, 2004 to March, 2005. In total, there were 65,347
tag applications by 1205 users and 12067 total unique tags. The source of the data
was publicly posted logs from www.citeulike.org. The data was processed to extract
the user-tag-resource relationship during this time period.

3.2 Data Analysis

One of the main challenges of large datasets from public web portals is the presence
of spam. While an analysis of all the tag applications is certainly useful, the results
would likely be spurious due to the presence of significant spam content. As a re-
sult, we decided to process a select set of tags and manually ascertain its quality to
avoid this problem. The CiteULike tagging data for the 5 month period was organ-
ized in a database. We then randomly selected 100 resources (books or papers) that
had at least 5 tags and was tagged at least by 5 different users. This was done for
two purposes. First, we needed to have a clear time-sequence of tagging events
(hence the 5 tag application limit). Second, in order to establish the effect of indirect
coordination practices, we needed to observe the effect of previous tags on the
choice of future tags. The selected set of resources was manually evaluated to re-
move the spurious tags.

After the first 100 resources were extracted along with the corresponding users,
tags and time of tags, Latent Semantic Analysis (LSA) was performed on each set
[12]. LSA is used to extract and represent similarity of word meanings by comparison
to large corpora of text. The LSA values reflect the general semantic similarity among
words. It uses singular value decomposition, a general form of factor analysis, to
condense a very large matrix of word-by-context data into a much smaller dimen-
sional representation. LSA, as well as variations of similar statistical language
techniques such as information scent [1, 2, 7, 13], had been successfully applied to
explain how users interpret the relevance of link text on web pages (e.g., [1, 2]). Prior
research shows significant support for the use of LSA as a method for measuring
human interpretation of relatedness in text. For our analysis, LSA was performed
using the algorithm available through the website at http://lsa.colorado.edu, using the
general reading topic space of 300 factors.

Our analysis was conducted in the following manner: the tags created by the first
user were selected. Each of these tags is compared with the rest of the tags created for
that resource. In other words, the semantic similarity of each initial tag with respect to
all the other available tags is computed. The matrix LSA comparison was used for our
analysis. For each initial tag, we then computed the average semantic similarity score
across all other available tags. We call this trail strength index (TSI). The higher the
value of TSI, greater the semantic similarity between a tag and its follow up (trailing)
tags. Lower values of trail strength indicate that successive users do not use this tag
for their tagging processes.
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A Tags created by
User *

Tags created by
User 2

Tags created by
User 3

Fig. 2. Evaluating the trail strength index: If a user creates semantically related tags to
pre-existing tags, the strength of trail is increased (see dark line between T1 and T4, higher
LSA score, therefore greater trail strength). The dotted lines show lower semantic relatedness
between tags created by successive users (thus the trail strength is lower across user tagging
sessions). The trail strength in this case is for tag T1 (and its semantically related tags T4 and
T6) resulting in future user applying tags that are similar to T1 (or semantically similar).

The concept of strong and weak trails is shown in figure 2. As new tags are cre-
ated, they are compared with prior tags to evaluate their semantic relatedness. If new
tags are semantically related to previous tags, then it means users are following a trail
left by previous users (hence strengthening the trail). Thus in figure 2, the semantic
similarity between T1 (created by user 1) and T4 (created by user 2) is high (shown
by the dark line) than with other tags. This trail is strengthened further by the addition
of a new tag T6 (user 3) which is again semantically related to T1. Thus the trail of
tag T1 is strengthened leading future users to perceive that T1 is the most appropriate
tag for that resource. The dotted arrows show tag trails with lesser semantic related-
ness. It is also likely that users may follow more than one trail. In summary, the tags
that have a higher TSI score will act as trails for that resource resulting in future
users applying that tag to the resource.

4 Results

In this section we report on the results from our analysis. As explained earlier, the
analysis was conducted on 100 randomly selected resources which had more than 5
unique tags assigned to them and also had at least 5 different users tag the resource.
We use examples to show two different processes that happen during tagging: strong
trails and weak trails.

Of the 100 resources that we used for our analysis 53 of them fell in the strong
trails category, while 23 fell in the weak trails category. The rest could not be classi-
fied into either category. That is, 76% (76/100) of the resources exhibit some form of
trail properties. These trail properties were calculated based on the semantic related-
ness between temporally sequenced tags. While strong trails were fairly prominent
and easy to identify and explain, weakening of trails was significantly more subtle. In
the sections below we present an example of strong and weak trails based on the TSI
score.
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4.1 Strong Trails

Let us consider an example to explain the strong trails phenomenon. A total of 10 tags
were created by 5 users (8 unique tags) for a resource (see table 2 for a sub-set of the
tags). Tags were added in the order they are presented in the table (user 1 adds the
tags “oscillations” and “synchronization”; then user 2 add the tag “oscillations”, etc.).
The trail strength index was computed by comparing each of the first two tags to the
rest of the tags that were created for the resource over the five month period. Table 2
shows the computed LSA scores (and the tag trail strength index) for the two tags
created by the first user.

Table 2. Average latent semantic indices for the first and second tags created by the first user
for a resource are computed

Oscillations (User 1)  Synchronization (User 1)

Oscillations (User 2) 1 0.22
Biochemical (User 3) 0.07 0.08
Bioelectronics (User 3)  0.42 0.19
Networks (User 3) 0.04 0.23
Dynamics (User 4) 0.18 0.12
Oscillations (User 4) 1 0.22
Oscillators (User 4) 0.51 0.23
Trail Strength Index 0.46 0.19

Two important deductions can be made: (a) the first tag (“oscillations”) or a highly
semantically related (or similar) tag is used by future users (except User 3, who cre-
ates two tags unrelated to previous tags and one tag (“bioelectronics”) which is se-
mantically similar to pre-existing tags) leading to a fairly strong trail (avg. score
=0.46, in spite of a user creating semantically unrelated tags). Thus a fairly strong
“tag-trail” exists for this resource with the tag “oscillations” and (b) the second tag
(“synchronization”) has low semantic relatedness with other tags and it does not show
decay or strengthening across all users. It is difficult to draw anything conclusive
about the trail strength of the second tag.

Strong tag trails occurs by the addition of tags that are similar (or same) as the
original tag. In the case of this resource, there is a stronger “tag-trail” for the tag “os-
cillations”. Similar to the case of ants where pheromones act as a mechanism for trac-
ing food-trail paths, strong tag trail, in terms of the semantic relatedness between a
group of tags, acts as probable guidance for future users. While, it is possible to say
that “oscillations” act as a digital trace (or pheromone trail) we cannot establish this
unless we investigate its trail over a longer period of time. For this, we extracted all
the tags that were created for this resource over the next 24 months. The next eight
tags that were created for this resource were the following: oscillation, network, vi-
bration, test, bio, frequency, oscillator, and connections. If the trail strength that has
been originally established for the tag “oscillation” is strong, then more users are
likely to add a tag that is semantically related to it. For this we computed the LSA
scores for the six tags that were created after the 5 month period. The mean LSA
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score for this set was 0.39 (the TSI score). This means that the trail of the tag “oscilla-
tor” was significantly strong and thus it is likely for other users to apply this tag (or a
semantically related tag).

4.2 Weak Trails

Weakening of tag trails is the opposite of trail strengthening, i.e., the effects of tags
that are created during the early phases of tagging have no effect on the more recent
tags. In other words, there is no semantic relatedness between tags created earlier
and recent tags. As with strong trails, we use an example to demonstrate the weaken-
ing of tag trails. As it can be noted from table 3, the initial tags that are created by
user 1 (collaboration and computer-mediated) have very little semantic similarity
with future tags. There does not seem to be any semantic relationship between the
tags created by the first user and the ensuing tags (the TSI score for tag “collabora-
tion” was 0.03; TSI for tag “computer-mediated” was 0.07). We also did not find any
significant semantic relationships between the tags created by the second user and
the third user to the later tags.

Table 3. Decaying trail strength index. This resource had more tags but some of these tags did
not have LSA documentation (e.g., folksonomy, blog) so they are not shown in this list.

Computer-
Collaboration (User 1) Mediated (User 1)
Psychology (User 2) 0.01 0.04
Social (User 2) 0.13 0.00
Email (User 2) 0.00 0.00
Technology (User 3) 0.03 0.31
Group (User 4) 0.04 0.01
Psychology (User 4) 0.01 0.04
Communication (User 5) 0.03 0.09
Trail Strength Index 0.03 0.07

Similar to strong trails, we investigated whether any of the tags created over the
following 24 months had semantic similarity to these tags. Based on the set of next 8
tags, we found that there were no pairs of tags that had a tag trail index score greater
than 0.1. This means that in the case of weak trails, the tags are semantically “spread”
without any clear paths or trails. In such resources, the medium creates a divergence
of ideas and concepts. A users’ tagging choice becomes less clear in such resources.

5 Discussion

Based on the analysis of data from a social tagging system, we identified the role of
tags as digital pheromones, amplifying a significant number of resources with strong
tag trails. Resources with strengthened trails exhibit clear “themes” for a resource,
while the resources with weak trails had divergent tags without clear “themes” that
identify the resource. While it is almost impossible to ascertain the accuracy of the
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themes in resources with strong trails, it is still a useful benchmark for users who have
limited expertise and experience with a topic.

Based on our analysis we found the following: (a) Digital traces of tags are a func-
tion of social and semantic imitation. Tag imitation may not be direct, as described by
Golder and Huberman [8], but in a more nuanced, semantic manner. (b) Stronger
trails do not imply higher informational value for the tags. Tags are generally used in
social navigation and search. If a resource has high tag-trail strength, it means that
those tags are likely to be general descriptors of the resource and would be highly
unlikely to have high informational value during search. (c) There is also the possibil-
ity that the tags that act as pheromones (with high tag-trail strength) could not be the
best descriptor of the resource (possibly by the lack of or incomplete knowledge of
the tag creator). This is a real possibility and could lead to spurious tags for the re-
source. Conversely, resources that have weak trails are likely to have tags with high
informational value (i.e., able to uniquely identify a resource). Lower tag-trail
strength is often a function of the nature of the tag (general vs. specific).

Additionally, it is possible to draw some interesting insights on tagging patterns
based on the presence of strong and weak tag trails. The resources that have tags with
strong trails are exhibit convergence of ideas and are likely to converge to a stable
equilibrium much faster. This is because the tags that are added to strengthen the trail
(semantically related tags) are concepts and ideas that are closely related to a central
theme. One important aspect of trails which cannot be explored with a general dataset
such as the one we used is to investigate the effect of expertise on the tag strength. It
is likely that users’ with lesser knowledge on a topic that create general tags or use
their limited knowledge to create tags (resulting in semantically related tags). The
creation of semantically related tags by users with lesser expertise or knowledge
could also be explained based on the principle of least effort. In other words, adding
existing tags (or semantically similar tags) involves less cognitive effort. Users,
thereby take the easiest path of adding new tags.

In contrast, resources with weaker trails have tags that are semantically distributed
or spread. It is more likely that these tags would converge at a much lower rate and
are likely to be very specific (e.g., in our example, “computer-mediated”). These tags
have higher informational value for search and navigation purposes.

The identification of strong and weak trails has implications for the design of so-
cial tagging systems. First, it is easy for system administrators to identify resources
that have strong trails. These can be identified as resources which are less likely to be
reached by users and salient tags that are not on the tag-trail can be amplified to help
users in their search. Second, resources with weak trails should be amplified with tags
in multiple directions to support search and retrieval. This is because these resources
would otherwise not be discoverable by a large percentage of users who do not know
the specific keywords.

Based on our current studys, it is difficult to emphatically establish that stable equi-
librium in social tagging systems is caused as a result of indirect coordination mecha-
nisms achieved through the creation of semantically related tag-trails. But the use of
semantically tags during tagging is evident (in the case of strong trails). We need to
conduct more analyses to explore whether the tags that cause tag trails contribute
more towards overall equilibrium than tags that have lower tag-trail strengths. Our
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results show that indirect coordination using tags is a strong basis for the explanation
of social tagging systems as distributed cognitive systems.
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Abstract. The paper presents design and evaluation of emotional state estimator
based on artificial neural networks for physiology-driven adaptive virtual reality
(VR) stimulation. Real-time emotional state estimation from physiological sig-
nals enables adapting the stimulations to the emotional response of each indi-
vidual. Estimation is first evaluated on artificial subjects, which are convenient
during software development and testing of physiology-driven adaptive VR
stimulation. Artificial subjects are implemented in the form of parameterized
skin conductance and heart rate generators that respond to emotional inputs.
Emotional inputs are a temporal sequence of valence/arousal annotations, which
quantitatively express emotion along unpleasant-pleasant and calm-aroused
axes. Preliminary evaluation of emotional state estimation is also performed
with a limited set of humans. Human physiological signals are acquired during
simultaneous presentation of static pictures and sounds from valence/arousal-
annotated International Affective Picture System and International Affective
Digitized Sounds databases.

Keywords: Real-Time Emotional State Estimator, Adaptive Virtual Reality
Stimulation, Artificial Neural Network, Stimuli Generation, Physiological
Measurements.

1 Introduction

Research described in this paper is a part of ongoing efforts to design and develop
the physiology-driven adaptive stimulation for VR exposure therapy (VRET) [1,2].
In VRET, a treatment method for various anxiety disorders, the therapist (the super-
visor) operates a user interface to deliver gradually to the patient (the subject) the
virtual stimuli of anxiety-provoking situations [3,4,5]. Physiology-driven adaptive
VR stimulation attempts to optimize and customize the therapy by relieving the
supervisor of repetitive interface manipulation and monitoring of the subject’s
physiology. However, it may also be useful in a broader range of human-computer
interaction applications.

Physiology-driven adaptive VR stimulation includes [1]: time-synchronized stimuli
generation, acquisition of the subject’s physiological response, subject’s emotional
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state estimation, and closed-loop control that leads to subsequent generation of new
stimuli. Control signals may specify semantics, emotional properties, and media form
of the stimuli. The stimuli are presented in various media forms, like static pictures,
sounds and synthetic virtual stimuli combined with real-life video clips. Emotional
state estimation is based on the dimensional model of emotions organized along the
axes of valence (unpleasant-pleasant) and arousal (calm-aroused) [6]. Mappings to
other emotion representations may be added if necessary. For example, representation
of relevant emotional states in VRET may be more coarse-grained [2]: non-aroused,
aroused and overly aroused.

The paper is focused on the real-time Emotional State Estimator component of the
physiology-driven adaptive VR stimulation. This component is crucial for adaptation
of VR stimulations to the emotional response of each individual. The remainder of the
paper lays out design and preliminary evaluation of the real-time Emotional State Es-
timator based on artificial neural networks, also describing accompanying stimuli
generation and physiological measurements.

2 Stimuli Generation

Within the physiology-driven adaptive VR stimulation, the Stimuli Generator is re-
sponsible for finding the best-matching stimuli with respect to the semantics, emo-
tional properties and media form specified by the control signals. In this process, it is
important that the signals result in emotionally and semantically aligned stimuli,
which are individually conformed to a specific subject’s mental state.

The Stimuli Generator uses emotionally and semantically annotated stimuli data-
bases. International Affective Picture System (IAPS) [7] and International Affective
Digitized Sounds (IADS) [8] are such publicly available databases of static pictures
and sounds. Valence and arousal emotional annotations of IAPS and IADS stimuli are
decimal numbers in the range from 1.00 through 9.00, representing maximum un-
pleasantness through maximum pleasantness, and maximum calmness through maxi-
mum arousal, respectively. These databases also use free-text keywords, or tags, to
describe the semantics of stimuli. However, the keywords are semantically scattered,
taxonomically disordered, and subsequently cumbersome for information extraction.

Stimuli generation plans to introduce ontology-based tagging in the existing emo-
tionally and semantically annotated databases, in order to achieve more informative
descriptions of stimuli and more efficient extraction of context knowledge [9]. This
work builds on the current Stimuli Generator that generates IAPS and IADS stimuli
[10]. Media forms supported by the Stimuli Generator are also being extended to vir-
tual stimuli in the context of VRET [11].

3 Physiological Measurements

Two physiological measurement approaches are used during the research and devel-
opment of the physiology-driven adaptive VR stimulation. One approach involves
artificial subjects that computationally generate physiological signals, and the other
acquisition of physiological signals from real human subjects. Artificial subjects
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approach is convenient for software development of the physiology-driven adaptive
VR stimulation. It allows generating numerous subjects and measuring their physio-
logical reactions to a large number of stimuli. This facilitates development of the real-
time Emotional State Estimator without requiring time-consuming and sophisticated
emotion elicitation and physiological measurements on real humans. Approach with
human subjects is relevant for the ultimate goal of estimating human emotional state,
as artificial subjects provide only crude approximations of human physiological re-
sponse to stimuli.

Artificial subjects consist of parameterized skin conductance (SC) and heart rate
(HR) generators that accept valence/arousal of the generated stimuli (Fig. 1). Gener-
ated SC and HR signals exhibit simpler and more deterministic behavior than human
physiological signals. However, some principles from the literature on relationship
between physiology and valence/arousal have been incorporated, including initial
post-stimulus HR deceleration dependent mostly on valence [12], HR acceleration af-
fected by increase of arousal [12], and SC increase with increase of arousal [12].
Approximate parameter values of SC response have been found in [13] and the basic
SC response model has been adopted from [14]. HR generator is a modification of the
open-source generator ECGSYN [15] with parameter adjustments based on va-
lence/arousal inputs. Description of the underlying modeling used in ECGSYN gen-
erator can be found in [16].

Human physiological signals can be acquired by a variety of multi-channel physio-
logical acquisition systems. Acquisition system used in the paper is BIOPAC MP 150.
This system is synchronized with SuperLab stimulus presentation system, which pre-
sents emotion eliciting stimuli to the human subjects. In order to collect the same sig-
nals for humans as for the artificial subjects, acquired physiological signals include
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Fig. 1. An example of generated SC and HR reaction to a “step” input, a change from a pleas-
ant relaxing stimulus to an unpleasant arousing stimulus
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SC and ECG signal. RR interval algorithm provided with the acquisition system is
used in computing the HR signal from the ECG. In-house physiological acquisition
system has also been developed, which is more convenient for physiology-driven
adaptive VR stimulation.

4 Real-Time Estimation Concept Design

Real-time Emotional State Estimator in physiology-driven adaptive VR stimulation
estimates the subject’s emotional state repeatedly as physiological signals are ac-
quired (Fig.2). Subject’s emotional state is changed in response to the presented
stimuli and is generally affected by other influences, internal or external to the sub-
ject. The paper investigates emotional state estimation with sequential delivery of
stimuli. Stimuli sequence is represented as s', sz, ..., s where stimulus s’ has an asso-
ciated valence/arousal annotation (v' a') in the stimuli database. Corresponding stim-
uli duratwns in seconds are d', &, ..., d", and stimuli onset times t' := 0, %, ..., ", with
! "td™ fori= , M.

Frequency of outputtlng the estimated valence/arousal is a predetermined fixed
number of outputs per second, called the estimator framerate f,. Acceptable real-time
framerate in VRET is 1 Hz. Estimator frame is a time interval, in seconds, that ex-
tends from the beginning to the end of computation eventually producing one estima-
tor output. Frame duration is T, := 1/f,.

For each frame, valence/arousal emotional state is estimated from physiological
samples acquired during a time interval that starts a number of seconds in past and

ends at the beginning of the frame. This interval is the frame window w; , indexed in
the same manner as the beginning of the frame. Physiological samples from the frame

window are used in computing the features required for valence/arousal estimation.
Generally, frame windows can have equal fixed length, in seconds, or the length may
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Fig. 2. Real-time emotional state estimation
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vary from frame to frame, e.g. to adjust to the dynamics of the features. Frame win-
dows of fixed length [, are applied, since the logic that may adjust window length to
the feature dynamics is beyond the scope of the paper.

The Emotional State Estimator is disabled (does not estimate valence/arousal)
whenever the frame window includes onset time of a stimulus; otherwise, it is en-
abled. Frame windows that overlap with a change from one stimulus to the next are
avoided in emotional state estimation, as they introduce conceptual difficulties in de-
fining the subject’s emotional state. Illustration is given in Fig. 2, where no frame
window overlaps with stimulus onset time £ and, therefore, no black-point markers of
estimator output appear on time axis between #, +7, and t . Ability to disable and

enable the estimator may rest in some higher-level logic with information regarding
the frame windows and stimuli onset times.

5 Emotional State Estimator Based on Artificial Neural Networks

There is a variety of research works that address emotion recognition based on physi-
ology. Numerous methods for emotion recognition have been used, like k-nearest
neighbor [17,18,19], discriminant analysis [17,18,20], support vector machine
[19, 21], artificial neural network (ANN) [17,18,22,23], Bayesian classification meth-
ods [19] or regression tree [19]. In the surveyed articles, majority of the focus is on
discrete emotion recognition, like pleasure, sadness, fear, anger etc. One encountered
article [22], investigates valence and arousal estimation.

Complementing the previous research, the Emotional State Estimator presented in
this paper gives unquantized real-time estimation of valence and arousal based on ex-
tracted physiological features. This is important in order to implement the closed loop
of adaptive control presented in [1,2].

Estimator design is based on ANNS, due to their ability to model complex relation-
ships between inputs and outputs. Unlike previous similar research [22], several ANN
designs are tested:

1. One multi-input multi-output feedforward ANN with two output nodes, for va-
lence and arousal,

2. Two separate feedforward ANNs for valence and arousal, each with a single
output node,

3. One multi-input multi-output ANN with two output nodes, for valence and
arousal, with feedback from output to input,

4. Two separate ANNs for valence and arousal, with feedback from output to
input.

All designs have one hidden layer with 10 neurons, tansig activation function for hid-
den layer and purelin for output layer.

Training samples for the ANN are obtained by joining the features extracted from
the physiological signals with the emotional annotations of the presented stimuli.
Training samples are generated according to the concept of real-time estimation in the
previous section; one training sample is obtained from each frame window. SC
and HR signals of each subject are firstly divided by their respective mean at baseline,
obtained during the initial neutral stimulus, for robustness to inter-subject baseline
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variation. After this transformation, two preliminary feature sets are extracted from
both signals. Common features in both sets are mean, standard deviation and slope;
the first set (FS1) further includes minimum and maximum, and the second (FS2) in-
cludes difference of maximum to minimum and difference of means between the cur-
rent and the previous frame window. Every feature is normalized to [-1, 1] range,
across all subjects used in training, by linearly mapping the minimum value of the
feature to —1 and maximum value to 1. Stimuli emotional annotations in the training
samples are normalized by linear mapping of their original range [1.00, 9.00] to
[-1, 1]. The supervised training is performed with Levenberg-Marquardt learning al-
gorithm, including early stopping for enhanced generalization.

Using emotional annotations of the presented stimuli for estimator training, as in
this paper, is one of the possible training approaches (e.g. [22]). Another approach in-
cludes training the estimator with the subject’s self-reported emotional state for each
presented stimulus (e.g. [19]). Selected approach avoids the effect that human
subjects’ mental construction of self-report may have on physiology. Downside of the
selected approach, however, is its inability to incorporate inter-subject differences in
emotional experiences of the same stimulus.

6 Preliminary Estimator Evaluation

Accuracy of the estimated valence/arousal is evaluated against the valence/arousal
values from the stimuli emotional annotations. Evaluation results are reported sepa-
rately for valence and arousal, in terms of mean absolute error (mean AE) and maxi-
mum absolute error (maximum AE) over all subjects and stimuli sequences in the
testing set. Testing set is kept separate from both the training set and the validation
set, which is used for early stopping of the training process. Each subject’s collected
data are exclusively assigned either to the training, validation or testing set.

Evaluation is performed separately for artificial and human subjects, thus assessing
inter-subject generalization in both cases. This differs from the protocol in reference
[22], which performs valence/arousal estimation with a single human subject. Results
are reported only for the best ANN design and feature set, which minimize the
Euclidean norm of valence and arousal mean AEs.

Even though evaluation is performed offline in MATLAB, it is carried out in a
manner suitable for real-time implementation. Estimator frame duration is set to 1
second, in order to achieve 1 Hz real-time framerate. Normalization of each feature
during evaluation relies only on the minimum and maximum values computed during
the training. Frame window length is 5 seconds.

6.1 Artificial Subjects

Artificial subjects process the sequences in which stimuli are represented as va-
lence/arousal pairs with associated onset times. Two analyzed cases include evalua-
tion on a variety of stimuli sequences, and evaluation on the sequence that is also used
with human subjects. Duration of each stimulus in any sequence is set to 30 seconds.
In the first case (called “stimuli 17), 10 artificial subjects are exposed to 10 stimuli
sequences, each sequence having 21 stimuli. The first stimulus in each sequence has
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valence and arousal values of 5.00, and represents the ideal neutral stimulus for meas-
urement of the subject’s baseline values. Other valence/arousal pairs are randomly se-
lected from IAPS. Six artificial subjects are used for training of the estimator, two
subjects for validation and two for testing. The best results are presented in Table 1,
achieved by ANN design 4 and feature set FS2.

Table 1. Estimation errors for the best ANN designs and feature sets with artificial subjects
(rounded to two decimal places)

mean AE maximum AE

stimuli 1 valence 0.64 4.37
arousal 0.34 3.58
stimuli 2 valence 0.46 1.77
arousal 0.32 1.42

In the second case (“stimuli 2”), valence/arousal pairs and onset times from the
human stimuli sequence are used as inputs for the artificial subjects. Human stimuli
sequence starts with a teal background, to establish the baseline physiology of the
subject. Teal color has been chosen as the intermediate hue with the best ratio of elic-
ited positive to negative emotions in a study with college students [24]. The sequence
proceeds with 8 pairs of IAPS pictures and looping IADS sounds of matching onset
and duration, having as similar as possible semantics and valence/arousal values. The
first 2 stimuli are neutral, followed by a group of 3 pleasant relaxing stimuli and, fi-
nally, a group of 3 unpleasant highly arousing stimuli. Averages and standard devia-
tions of valence and arousal within each group of stimuli, rounded to two decimal
places, are (5.69+0.33, 4.50+0.48), (7.46+0.51, 3.27+0.05), (1.92+0.30, 6.90+0.31),
respectively. Four randomly selected artificial subjects are used in training, one in
validation and one in testing, to match the numbers of human subjects whose results
are given in the next section. The best results are again achieved by ANN design 4
and feature set FS2 (Table 1).

With many random stimuli, arousal estimation is superior to valence estimation, as
exemplified by the nearly twice lower arousal than valence mean AE in “stimuli 1”.
Generated physiological signals indeed provide more information regarding arousal
than valence, as valence affects only initial HR deceleration after the stimulus onset.
Improvements in valence mean AE and maximum AEs from “stimuli 1” to “stimuli
2”7, may reflect heavily polarized structure of the human stimuli sequence, i.e. strong
negative correlation between valence and arousal.

6.2 Human Subjects

Six male students, 24.0+0.9 years of age, participate in the experiment. Stimuli are de-
livered via eMagin Z800 3DVisor head mounted display (HMD) with earphones, in
order to help the subjects focus on the stimuli. Experiment is conducted in a dim air-
conditioned technical laboratory with ambient temperature of 23-24°C. After reading
of instructions to the subject, applying the electrodes and the HMD, the subject is left
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Table 2. Estimation errors for the best ANN design and feature set with human subjects
(rounded to two decimal places)

mean AE  maximum AE
stimuli 2 valence 1.33 5.09
arousal 0.74 3.24

to rest for about three minutes, and the stimuli presentation and physiological acquisi-
tion are started. Four subjects are used in the estimator training, one in validation and
one in testing. The best results are in Table 2, achieved by ANN design 3 and feature
set FS1.

Mean and maximum AEs exhibit twofold to threefold increase from artificial to
human subjects (cf. “stimuli 2” in Table 1). Therefore, generalization of estimation to
the testing set, which includes a subject not encountered during training, is more prob-
lematic for humans. This underscores complexity of human individuality relative to
SC and HR generators, mentioned in section 3.

Evaluation of different ANN designs and feature sets indicates that they may also
affect generalization of estimation to previously unseen subjects. Moreover, feature
set FS2 seems better suited for artificial subjects, probably because artificial physio-
logical signals exhibit stronger tendency than human signals to settle in a steady state
after each stimulus. Reasons behind the differences in the best ANN design for artifi-
cial versus human subjects remain to be elucidated by further experiments.

In order to assess if any generalization might have happened with human subjects,
valence and arousal mean AEs from Table 2 are benchmarked against the expected
mean AEs of two simplified estimators. The first one performs unbiased constant esti-
mation that always returns the mean values of valence and arousal for the stimuli se-
quence; the human stimuli sequence has both mean values equal to 4.94. The second
estimator returns random numbers from uniform distribution on [1.00, 9.00]. Expected
mean AEs for valence and arousal, after rounding, are 2.27 and 1.47 for the first esti-
mator and 2.76 and 2.32 for the second, based on the following derived formulas:

LS e (1)
Eunbiased consmm[rnean AE] = ﬁ Zl X,- -X |) ,
i=1

1 & (2)
Euniform random[mean AE] = @ Z]: ()(i2 - 10X1 + 41) .
In the formulas, N stands for the number of estimated valence/arousal outputs, X;
represents valence, or arousal, in the corresponding stimuli annotations, and X is the
mean value of all X;. Therefore, valence mean AE from Table 2 is about two times
lower, and arousal mean AE is about two or three times lower, than the corresponding
expected mean AEs of the two simplified estimators.

7 Conclusion

The paper has presented design and evaluation of the real-time Emotional State Esti-
mator, using both artificial subjects and real humans. Inconveniences of using human
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subjects in early development and testing of the physiology-driven adaptive VR
stimulation have been among the motivating factors for development of artificial sub-
jects. Estimation accuracy is superior for artificial subjects, which is expected and ac-
ceptable with regard to their purpose.

In future work, comparative analysis is planned between different emotional state
estimation methods, like various modifications of ANNSs, hidden Markov models etc.,
different feature sets, as well as additional sensor inputs, like EEG, EMG etc. Larger
homogenous samples of human subjects and more sophisticated fusion of multiple es-
timators’ outputs might also improve real-time emotional state estimation. However,
in order to emphasize human individuality, some form of estimator customization to
each individual will also be applied.
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Abstract. We have developed a new sensing device, named by “CyARM*®.
CyARM is one of Active Perception device, based on activeness of human per-
ception. In order to clarify information for shape perception using CyARM, an
experiment had conducted. Results of this experiment show that shapes with
sharp edges are identified easily, but shapes with smooth edges are identified
with greater difficulty. In other words, the subjects perceived changes in dis-
tance from the sensor to the object as object edges. Furthermore, from the re-
sults of multi-dimensional scaling, it is suggested that object shapes perceived
by the subjects were classified according to the sharpness of the edge and by the
ratio of height and width. In addition, motion analyses were conducted. The re-
sult shows, it is suggested that user tend to swing arm to front arm mainly in
motion of lateral direction.

Keywords: Active Perception Device, CyARM, and Shape Perception.

1 Introduction

In recent years, with developments in sensor technologies sensing devices for assist-
ing people to perceive their environments have developed. Such devices get data and
provide it to the user. Sensing devices need to provide this data as meaningful infor-
mation to users, because user cannot perceive environment from only such law data.
Therefore, sensing devices have to be designed in view of human perceptions.

In this article, it is investigated about next two points through introduction of sens-
ing device, which is thought human perception, and shape perception experiment
using sensing device. 1) Information for shape perception using a sensing device. 2)
How to move a sensing device for shape perception using a sensing device.

2 Concept

In this article, we focus on active human perception. Sensing devices for assisting
people to perceive their environments are used at their daily environments. Such
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environment has complexity and change sequentially. Sensing devices need to
provide this complex data as meaningful information to users. So that, in our study,
ecological approach to human perception is adopted. In this approach, complex envi-
ronments are intended.

2.1 Activeness of Perception

In the ecological approach, human perception is known as ‘active’ [1]. This means
that the action is comprehended in the perception [2]. For example, head moving to
see or listen surroundings is action for perception. For another example, in order to
detect and perceive an environment, humans stretch arms, make sounds and listen to
reflected sounds (echolocation). In other words, human pick up the information within
the environment employing sensory organs (eyes, ears, and arms, et al.) for various
purposes [3]. Therefore sensing devices, which help user’s perceptions, should be
movable in ways that mimic sensory organs.

In this approach, it is thought the advantage of moving sensory organ is that such
action can change the energy structure in the environment. By changing the energy
structure, human can pick up the invariant. The invariant is information for perceive
the environment.

2.2 Active Perception Device

We thought sensing devices, which help user’s perceptions, should be movable in
ways that mimic sensory organs under activeness of human perception. Users may be
able to pick up invariant to change sensing data using such sensing devices, and
perceive their environment.

We called such sensing device, which user can move sensors freely, “Active Per-
ception Device”[4].

2.3 CyARM

Over the past few years our research team has been developing a new sensing device,
which we refer to as CyARM [5], to be applied specifically for the environment per-
ception of visually impaired persons.

CyARM measures the distance between a user and an object by ultra sonic sensor
and transmits it to the wire’s length, which connects to body of CyARM and user’s
waist. Accordingly, distance data is offered as bending user’s arm. CyARM is Active
Perception Device, which is able to be used changing sensing data.

2.4 Shape Perception Using CyARM

CyARM does not only measures and transmits the distance between a user and an
object to the user’s haptic sense, but also helps perceive the shape of objects with-
out viewing of the object (See Fig. 2). CyARM also extends arm movements so that
the user can shake or walk with the device to perceive the shapes of the object. With
the successive measurement of distance, CyARM records different distances when
the user changes position or direction. It is assumed, hence, that the pattern in
changing measured distances depends on the shape of object. From these points we
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Fig. 1. CyARM

hypothesized that CyARM may enable the user to identify the shape by moving the
device to trace the surface.

If user can perceive object shape using CyARM, what is the information for shape
perception? It is thought that changing pattern of distance from sensor to object is
able to be shape specific information. Therefore, user may be able to perceive object
shape to pick up shape-specific changing pattern of distance from sensor to object.

The changing pattern from sensor to object is depends on two things following
below.

1. Object shape
2. Way to move CyARM by user

In object shape, especially, object edges make changing of distance from sensor to
object. There are two kinds of edges: sharp edge and rounded edge. At sharp edge,
distance may change immediately. By contrast, at rounded edge, distance may change
slowly. Therefore, edge kind is expected to be cue for shape perception using CyARM.

Fig. 2. Concept of Shape Perception using CyARM

3 Purpose

We conducted an experiment to prove the perceptibility of CyARM, to clarify infor-
mation in shape perception, and to clarify the relationship between the way of moving
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CyARM and the accuracy of shape perception by using it. Changes of distance by
object shapes were focused on, specially, features of perceived shapes and classifying
them.

4 Method

4.1 Subject and Material

Subjects were eight university students and two graduate students. They have never
used CyARM by this experiment. Subjects ware blindfolded and equipped with
mounted headphone.

As a device to perceive object’s shapes, CyARM was adopted. In order to maintain
distance from a subject and the object, the “guide” for locomotion was put into the
place. The guide was 1.5m in radius. There were four shapes: “sphere”, “cube”, “rec-
tangular solid”, and “cylinder”. Objects surfaces were common material (papers),
because ultrasonic reflectance depends on object’s surface material. All objects vol-
ume was 47713 cm’. This experiment condition can be seen in Fig. 3. Furthermore, in
this experiment, user’s motions were captured by two video cameras (30 frame/s) and
motion capture system (PV Studio 3D).

Fig. 3. Experiment Environment

4.2 Procedure

1. Subjects were asked to use CyARM and scan an object in a distant place. They
were allowed to move only within the guide.

2. Then the subjects were required to state their judgments of the shape. There were
four shapes: “sphere”, “cube”, “rectangular solid”, and “cylinder”. The objects
were presented randomly.

3. The 12 trials consisted of three trials at each of the four objects. Before trials, there
were training trials. In training trials, there ware two shapes: “cone” and “triangle

pole”. Subjects were informed start and end of trials by knocked their shoulders.
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5 Result Specifying Shapes

The mean percentage correct identification score for the sphere, cube, rectangular
solid, and cylinder were 26.7, 46.7, 40.0, and 20.0, respectively. A percentage re-
sponse matrix for this experiment can be seen in Table 1. T tests compared the mean
percentage of correct identification for each shape relative to the chance level
(25.0%). Results of the T test show that performance with cube and rectangular solid
was better than chance level at p < .05. By contrast, performance with sphere and
cylinder was not significantly better than chance.

Table 1. Percentage of responses for each shape

Reported Presented shape
shape  sphere cube  rectangular cylinder

sphere  26.70 20.00 36.70 16.70
cube 10.00 46.70 23.00 20.00
rectangular  17.00 20.00 40.00 23.30
cylinder 40.00 30.00 10.00 20.00

5.1 Classification of Perceived Shapes

An additional analysis was conducted to determine similarities of identified shapes by
multi-dimensional scaling. Result of this analysis, cube and rectangular solid are laid
out in the superior region, and sphere and cylinder are laid out in the inferior region
along vertical axis (dimension 1). Cube and sphere are laid out in the right side, and
rectangular solid and cylinder are laid out in the left side along vertical axis
(dimension 2). This chart can be seen in Fig. 4.

5.2 User’s Motion

Motion analysis was conducted to clarify the relationship between the way of moving
CyARM, and the accuracy of shape perception by using it. The motion data of each
arm’s joints (wrist, elbow, shoulder) and a sensor of CyARM while shape perception
tasks were analyzed.

In order to analyze motion relationship between each arm’s joint (sensor-wrist,
wrist-elbow, elbow-shoulder), each cross-correlation coefficient between time series
of them were calculated. The mean of square values of cross correlation coefficient
(r%) are used to ANOVA for each pairs of arm’s joints and a sensor. the cross correla-
tion coefficient of elbow-shoulder pair (0.70) was larger than sensor-wrist pair (0.61)
and wrist-elbow pair (0.59). An ANOVA revealed significant main effects for each
arm’s joints and sensor, F (3, 10) = 3.83, p < .05. Pairwise comparison tests for each
pairs of joint showed that the cross correlation coefficient of elbow-shoulder pair was
larger than wrist pairs significantly (p< .05).

The mean of square values of cross correlation coefficient in correct identification
for the sensor-wrist pair, wrist-elbow pair, and elbow-shoulder were 0.69, 0.66, and
0.68, respectively. On the other hand, the mean of square values of cross correlation
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coefficient in erroneous identification for the sensor-wrist pair, wrist-elbow pair, and
elbow-shoulder were 0.58, 0.57, and 0.70, respectively.

6 Discussion

6.1 Accuracy of Specifying Shapes

Performance results for the cube and rectangular solid were higher than random
chance. In contrast, performance results for the sphere and cylinder were not signifi-
cantly higher than random chance. These results show that shapes with sharp edges
(cube and rectangular solid) are identified easily, but shapes with smooth edges
(sphere and cylinder) are identified with greater difficulty. In other words, the sub-
jects perceived changes in distance from the sensor to the object as object edges.
Gradual changes in distance were not easily specified.

The low accuracy of the “cube” and “rectangular solid” testing may have been in-
fluenced by the fact that the subjects of the experiment had no prior experience using
CyARM. Further study is needed to determine whether improvement in accuracy can
be achieved after becoming acquainted with the use of CyARM.

6.2 Classification of Perceived Shapes

From the results of multi-dimensional scaling, it is suggested that object shapes per-
ceived by the subjects were classified according to the sharpness of the edge and by
the ratio of height and width. It is also possible to classify actual shapes in this man-
ner. Therefore, these results may indicate no qualitative difference between identified
shapes and actual shapes.

rectangular
solid

@ cube

Dimension 1

sphere @
1 @ cylinder i

Dimension 2

Fig. 4. Similarity of Shape identified by participants

6.3 User’s Motion

If user swing elbow, the relationship between his elbow and his shoulder is not con-
stant, and elbow-shoulder pair’s cross-correlation coefficient is lower value. From the
result of motion analysis, elbow-shoulder pair’s cross-correlation coefficient was
higher value than other pairs of body parts. Therefore, it is suggested that user tend to
swing arm to front arm mainly in motion of lateral direction.
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7 Summary and Future Works

In this article, we attempted to test whether a shape could be perceived using an “Ac-
tive Perception Device” that moves similar to a sensory organ. In the experiment, the
active perception device called CyARM was used. Results of the experiment showed
that sharp-edged shapes could be identified, but smooth-edged shapes were more
difficult to identify. Object shapes were classified by sharpness of the shape’s edge
and by the ratio of height and width.

As previously mentioned, identification of the shape of an object is determined not
only by the change in distance between the user and the object, but also by how the
user moves CyARM. Perceived shapes do not depend on only how to move, because
percentage correct identification scores was not significantly difference. As such,
continued study of the CyARM device is needed to analyze the relationship between
the method of moving CyARM and the accuracy of shape perception, as well as the
perception of shape itself, using the motion data between shape perception tasks.

Furthermore, motion analysis was conducted to clarify the relationship between the
way of moving CyARM, and the accuracy of shape perception by using the motion
data of each arm’s joints and sensor of CyARM between shape perception tasks. In
order to analyze motion relationship between each joint, each cross-correlation func-
tion between time series of them were calculated. As a result, he maximum value
squared of cross-correlation coefficient between wrist and elbow motion of horizontal
axis were marked difference. This result suggests that user swing arm to front arm
mainly in motion of lateral direction.

We will conduct additional experiment in order to clarify effective motion for
shape perception using CyARM. In the experiment, it is compared user’s motion
between expert of shape perception using CYyARM and novice’s it.

These findings will be eventually applied to the designing of a more sophisticated
environment perception device. CyARM also is able to use as sensory substitution
system for blind people. The information for shape perception using CyARM and
effective way to move sensor of it for blind people and for general people would be
not the same. In order to apply CyARM for sensory substitution system, we will.
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Abstract. In order to simulate the human control behavior during a
manipulation task in a remote controlled or in a X-by-wire systems, first
it is necessary to measure and analyze the human control characteristics.
The aim of this research is to measure the operator reaction time and
analyze the human visual and force sensory feedback integration related
to a manipulation task. Using the developed master-slave type exper-
imental device it was possible to identify and build a human operator
control model related to different sensory feedback. The human model
related to visual feedback solely and visual/force feedback was identified
using the techniques of system identification methods.

Keywords: Human-Machine Interface, System Identification, Reaction
Time, Sensory Feedback Information.

1 Introduction

In order to simulate the human control behavior during a manipulation task in
a remote controlled or in a X-by-wire systems, first it is necessary to measure
and analyze the human control characteristics. The aim of this research is to an-
alyze the human control characteristics in respect to the visual, force and audio
feedback information and build a human control model that can also represent
a control strategy based on multi-sensory feedback. This control model would
be useful to assist the design, simulation and evaluation of human-machine sys-
tems like telerobots [1] and also computer assisted systems as power-assist and
drive-by-wire vehicles. In this work the measurement of the reaction time will be
compared to the time delay identified during a visual tracking task usi