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Preface

The neurosciences and clinical neurology have undergone dramatic changes in the past 25 years 
brought about by major advances in molecular biology and neuroimaging. Clinical practice has 
remained grounded in ideas and concepts that were fi rst enunciated decades ago, but the advances 
made in the laboratory are beginning to impact the clinician. In the 1970s, the invention of math-
ematical equations for tomography opened an era of neuroimaging using x-rays for computed 
tomography (CT), radionuclear isotopes for positron emission tomography (PET), and magnetic 
resonance for magnetic resonance imaging (MRI). This ability to visualize brain pathology prior 
to autopsy profoundly changed the practice of neurology. At around that same time, advances in 
molecular biology began to penetrate the neurosciences, and have now exploded with the elucida-
tion of the human genome, gene chip technology, and, more recently, the fi ndings of proteomics 
and metabolomics.

Clinicians and neuroscientists beginning to grapple with this profusion of information are faced 
with the need to learn older physiological concepts that are relevant to patient care. But knowing 
the physiology, which used to be suffi cient, is no longer adequate. It must be combined with the 
molecular biology to form a new science of molecular physiology. To be successful in clinical care 
as well as in clinical or basic neurosciences, multiple concepts and techniques need to be mastered. 
No longer is it suffi cient to be well versed only in one of the major branches of neuroscience, 
such as neuroanatomy, neurophysiology, neuropathology or neurochemistry; it is now necessary to 
combine and use them all at some point. To do this successfully, scientists and clinicians need to 
work as a team; each person in the collaboration brings a unique skill to the project. Each person 
on the team has a set of skills and a group of words that he or she understands best, but it remains 
mainly one person’s work, and for that individual to lead the effort, an understanding of the others’ 
areas of expertise is required. Learning to do that person’s part of the project usually is possible, 
and having a common language is the key to true teamwork. This is true not only for the complex 
scientifi c project but even more so for the clinician, who on a daily, even hourly, basis is involved 
in a large team.

Working with residents and graduate students over the past years has taught me the importance 
of incorporating the newer molecular insights into the care of patients. While we now know the 
patterns of most neurological diseases from intensive work of neuroimagers, along with many of 
the genes involved, we remain far behind in developing treatments. The challenge we now face is 
to relate the imaging to the molecular studies and to understand the underlying physiological role 
of the specifi c molecules in the injury cascades. Once that knowledge is available, we will need to 
translate it into novel therapies.

Translational research attempts to accelerate the movement of information from the basic sci-
ences to the clinic and to take the insights gained from caring for patients back to the laboratory for 
further study. Drug screening can be done with high-throughput systems; blood tests can identify 
arrays of genes; clinical trials can be done by large consortia; information learned on one continent 
can be quickly conveyed to another group far away by the Internet. This acceleration of informa-
tion transfer has resulted in remarkable advances in treatment. For that to occur, a new type of 
investigator is needed, one who is equally comfortable working in the worlds of brain physiology 
and molecular neurochemistry. My goal in writing this book is to combine the important insights 
into brain physiology gained by early investigators with the new knowledge being obtained on 
genes and proteins in order to understand the impact of these substances in the living animal.

The goal of this book is explain the basic physiological concepts about the brain fl uids, cerebral 
blood fl ow, and the blood-brain barrier and the quantitative approaches to their study. This is the 
topic of the fi rst part of the book. The second part is more concerned with metabolic pathways and 
aspects of transport. Pathological aspects of the brain fl uids and metabolism are introduced where 
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appropriate in both of these parts but are more extensively discussed in the fi nal part on hypoxia, 
ischemia, brain edema, and infl ammation. I have tried to emphasize the commonalities among the 
various aspects of fl uid balance and metabolism in the different diseases.

The information in this book will aid students, trainees in neurology and neurosurgery and 
research neuroscientists in the understanding of the basic concepts of physiology and molecular 
 biology that apply to clinical practice and translational medicine.

— G. A. R
Albuquerque, New Mexico 2011
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Chapter 1

Anatomy of Fluid Interfaces that 
Protect the Microenvironment

HISTORICAL PERSPECTIVE

Brain fl uid studies entered the modern era 
with the work begun at the beginning of the 
twentieth century by the physiologist Louis 
Weed and the neurosurgeon Harvey Cushing. 
They understood that the brain, lacking lym-
phatics, used the cerebrospinal and interstitial 
fl uids (CSF and ISF) as lymph, calling this a 
third circulation1 (Figure 1–1). At around the 
same time, there was growing awareness that 
the brain was sequestered from the systemic 
circulation. Ehrlich was the fi rst to show this 
in 1885; he injected a blue dye into the blood, 
which stained all organs except the brain. In 
1913, Goldmann observed that trypan blue 
dye injected into the CSF stained brain tis-
sue. These two experiments were a dramatic 
demonstration that proved that the brain was 
isolated from the blood but that, once inside 
the skull, fl uids had free access to brain paren-
chyma via CSF/ISF. This isolation became 
known as the blood-brain barrier (BBB).

Camillo Golgi discovered the method 
of silver staining. Cajal used this method 
to describe the close relationship between 
astrocytes and cerebral blood vessels in the 
human brain. Silver staining shows only a 
small population of astrocytes, which for-
tuitously provided a clearer picture of the 
connections between glial cells and blood 
vessels, showing that the astrocytic foot pro-
cesses expanded as they contacted the cere-
bral vessels. This prescient observation lost 
favor for many years as the endothelium 
assumed the dominant role as the site of the 
BBB. Recent studies have revived the con-
cept of a functional unit including vessels 
and astrocytes as the regulator of perme-
ability. Golgi’s  illustrations were remarkably 
accurate considering the state of neuroanat-
omy at the beginning of the twentieth cen-
tury (Figure 1–2). Comparison of a recent 
confocal micrograph of astrocytes attached 
to capillaries and one of Golgi’s hand-drawn 
 fi gures demonstrates this accuracy.2

HISTORICAL PERSPECTIVE

CEREBRAL MICROENVIRONMENT

DEVELOPMENT OF THE BRAIN-FLUID 
INTERFACES

Neural Tube, Ependymal Cells, 
and Stem Cells

Cilated Ependymal Cells and CSF Movement
Choroid Plexuses, Arachnoid, and 

Capillaries

EXTRACELLULAR SPACE AND 
EXTRACELLULAR MATRIX

BRAIN-FLUID INTERFACES
Anatomy of the Cerebral Blood Vessels
Brain Cell Interfaces with CSF 

at Ependyma and Pia

DURA, ARACHNOID, AND PIAL LAYERS

WHAT ARE THE SOURCES OF ENERGY?
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CEREBRAL MICROENVIRONMENT

Normal cellular function depends on the micro-
environment created around brain cells by the 
ISF, which is contiguous with CSF (Figure 1–3). 
Cerebrospinal fl uid fi lls the cerebral ventricles, 
the subarachnoid space over the brain, and the 
fl uid spaces around spinal cord and pools in 
the lumbar sac below the ending of the cord 
at L1-L2. Cerebral ventricles contain about 
20 mL, with the remainder of the 140 mL over 
the brain, around the spinal cord, and in the 
lumbar sac, where it can be removed by lum-
bar puncture. Several important neurological 
illnesses require examination of the CSF for 
diagnosis. Infection, Guillain-Barré syndrome, 
central nervous system vasculitis, idiopathic 
intracranial hypertension, multiple sclerosis, 
and, more recently, Alzheimer’s disease are 
examples of diseases in which the CSF is an 
important diagnostic aid (Table 1–1). An imag-
ing study should be performed prior to lumbar 
puncture to rule out a mass lesion or obstruc-
tive hydrocephalus. Occasionally, in critically 
ill patients suspected of having meningitis or 
when imaging is diffi cult, lumbar puncture can 
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s 
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Figure 1–1. Drawing of the third circulation. Blood and 
lymph are the fi rst and second circulations. Fluid leaving the 
capillaries and the choroid plexuses moves into the brain’s 
extracellular space and the cerebral  ventricles. Removal of 
CSF and ISF is across the arachnoid  granulations. (From 
Ref. 1.)

be done after careful examination of the fundi 
to rule out papilledema and close observation 
after the test to assess for possible herniation. 
Examination of the CSF should always be con-
sidered in the diagnostic workup when infec-
tion, subarachnoid hemorrhage or idiopathic 
increased intracranial pressure is suspected 
because it is cost-effective and ultimately can 
contain costs by reducing the need for more 
expensive tests.

Cerebrospinal fl uid and ISF are separated by 
the ependyma in the ventricles and by the pia 
in the subarachnoid space. Substances in the 
CSF can enter the brain across these cell lay-
ers because they have gap junctions rather than 
tight junctions. Continuity of the CSF and ISF 
means that substances that would be excluded 
from the brain after injection into the blood can 
be injected intrathecally where they can access 
brain cells. Drainage of metabolic products 
from the brain into the CSF via the ISF pro-
vides a lymph-like function, which solves the 
problem created when the brain tissues were 
isolated from the body during evolution. Fluids 
of the third circulation are formed at the cere-
bral endothelial cells and the ependymal cells 
of the choroid plexus. At both sites, adenosine 
triphosphatase (ATPase) pumps provide the 
energy to create the osmotic gradients that pull 
water into brain extracellular space and cere-
bral ventricles. Newly formed ISF from the 
capillaries and CSF from the choroid plexuses 
join together in the ventricles before draining 
back into the blood.

Proteins in the blood circulate into tissues 
through fenestrations in systemic capillaries. 
Acting as passive sieves, pores in the capillar-
ies permit these large molecules to move into 
the tissue to be drained back to the blood by 
the lymphatic vessels. This essential lymphatic 
function prevents protein accumulation in the 
tissues, which would create oncotic pressure, 
resulting in edema.

By contrast, cerebral vessels restrict trans-
port between the blood and the brain of 
most substances except lipophilic molecules. 
Specialized proteins that self-assemble to form 
tight junctions fi ll the clefts between cerebral 
capillaries. Tight junction proteins restrict the 
movement of charged or large protein mole-
cules. Another unique feature of the brain cap-
illary is the requirement for an energy source 
to power sodium-potassium ATPase exchange 
pumps, which maintain a constant fl ow of ISF 
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(A) (B)

(C)

Figure 1–2. Camillo Golgi (1843–1926) described the close relationship between astrocytes and cerebral blood vessels in 
the human cerebellum as follows: “the connection between glia and vessels is either direct, the cell bodies being applied on 
the vessel walls, of which they seem to be part of, or occurs through protrusions more or less pronounced, which exhibit a 
small expansion at the point of contact.” (A) Drawing from table XII of Golgi’s book. (B) Enlargement of (A) showing the 
relationships between astrocytes and blood vessels. (C) Confocal image in which astrocytes were double-labeled with aqua-
porin 4 and glial fi brillary acidic protein (GFAP). The similarities between Golgi’s drawing and the confocal image obtained 
more than a century later are striking. (From Ref. 2.)

BLOOD-CSF CSF-BRAIN BLOOD-BRAIN CSF-BLOOD

SAS

Sinus Skull

PIA

Gap junctions
Fenestrated
capillaries

Tight junctions

Blood Stroma Ependyma

CHOROID PLEXUS EPENDYMA NEUROPIL
(15-20% ECS)

ARACHNOID VILLI

Figure 1–3. Illustration of the third circulation with the regions of tight and gap junctions. In the choroid plexus, substanc-
es in the blood leave fenestrated capillaries to enter the stroma beneath the ependyma, where apical tight junctions prevent 
them from entering the CSF. Once in the CSF, molecules can pass through the gap junctions of the nonchoroid plexus 
ependyma. Extracellular space makes up 15% to 20% of the brain, and ISF delivers substances to the cells in the neuropil. 
Interstitial fl uid leaves the neuropil to enter the subarachnoid space before returning to the blood across the arachnoid villa. 
The arachnoid has tight junctions. Within the brain, the capillaries also have tight junctions.
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Fluid formed by brain capillaries and choroid 
plexus fl ows through interstitial spaces, deliv-
ering nutrients and removing waste, eventually 
draining into the ventricles for removal over 
the convexities via the arachnoid granulations 
in the superior sagittal sinus and down along 
the spinal cord, where arachnoid granulations 
located in the nerve root sleeves perform a 
similar function (Table 1–2).

DEVELOPMENT OF THE 
BRAIN-FLUID INTERFACES

Neural Tube, Ependymal Cells, 
and Stem Cells

The nervous system develops from a region in 
the middorsal line of the embryo. A thickened 
plate of ectoderm folds in to form the neural 
groove, which, once closed, becomes the neu-
ral tube (Figure 1–4). The cephalic part begins 
to dilate to form the brain and the ventricular 
system, while the caudal segment that will be 
the spinal cord maintains a uniform diameter. 
An internal limiting membrane on the inner 
surface forms next to the cells that will become 
the ependyma. At the outer surface is mesen-
chyma that is separated from the ectoderm 
by an external limiting membrane. Germinal 
cells are found between the inner and outer 
 membranes. The mantle layer becomes the 
gray matter, composed of glia and neurons, 
and the marginal layer becomes white matter. 
Ciliated epithelial cells line the neural tube, 
and cilia persist in some regions of the adult 
human ependyma.

The neural tube is formed from neuroepi-
thelial cells that extend from the internal to the 
external limiting membranes.4 Nuclei synthe-
sizing DNA are found near the external limit-
ing membrane and migrate toward the inner 
limiting membrane. Once DNA synthesis is 
complete, these cells become the neuroblasts 
that form the mantle layer. When neuroblasts 
mature into the neuronal cells of the adult, they 
lose their ability to divide. Neurons establish 
synapses with specifi c nuclear groups, probably 
on the basis of chemical affi nities (Figure 1–5). 
After neuroblast differentiation has ceased, 
future glial cells are formed from neuroepi-
thelial cells that have differentiated with 
 glioblasts. Ependymal cells are formed along 

that leaves the capillaries along osmotic gradi-
ents created by ion pumps on the abluminal 
surface. Similar mechanisms of fl uid formation 
are found at the choroid plexus.

Water can readily cross membranes, which 
is anomalous behavior that was poorly under-
stood until the recent discovery of a family of 
pore-forming molecules called aquaporins. 
These molecules form channels through which 
water molecules move passively along pressure 
and osmotic gradients.3 Astrocytic endfeet are 
rich in aquaporin molecules, and when edema 
fl uid forms from movement of water out of 
the capillaries into the extracellular space, the 
astrocytic endfeet swell. The fl ow of ISF that is 
formed by capillaries occurs through the extra-
cellular spaces by either passive diffusion or 
bulk fl ow. White matter tracts permit the uni-
directional movement of ISF, while gray mat-
ter has random fl ow through a dense neuropil. 

Table 1–2 Circulation of Brain  Fluids 
Controlled by Types of Junctions 
 Between Cells

Blood and lymph form the fi rst and second 
 circulations

CSF and ISF form the third circulation
CSF and ISF are formed at the choroid plexuses 

and cerebral capillaries
CSF and ISF are contiguous across ependymal and 

pial surfaces
Drainage back into the blood occurs at arachnoid 

granulations

Table 1–1 Cerebrospinal Fluid 
 Examinations Essential in the Diagnosis 
of Several Neurological Disorders

CSF test for central nervous system infection
Cellular and protein content of CSF are helpful in 

distinguishing the various types of meningitis
Protein elevation without cells is diagnostic of 

Guillain-Barré syndrome
CSF pressure is diagnostic test for idiopathic 

 intracranial hypertension
Large number of cells in central nervous system 

vasculitis, which can separate it from multiple 
sclerosis

Demyelinating profi le in multiple sclerosis 
 diagnosis (myelin basic protein, oligoclonal 
bands, IgG synthesis)
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Figure 1–4. Stages in the development of the neural tube from the neural plate with subsequent formation of the spinal 
cord. (From Ref. 29.)
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during the S phase. Using immunofl uorescent 
labeling for BrdU and for one of the neuronal 
antigens, that is, a marker for mature neurons—
NeuN (neuronal nuclei), calbindin, or neuron 
specifi c enolase—the researchers demonstrated 
that new neurons, as defi ned by these markers, 
are generated from dividing progenitor cells in 
the dentate gyrus of adult humans, showing that 
human hippocampus retains its ability to gener-
ate neurons throughout life.6 The fi eld of stem 
cell biology has grown dramatically since this 
seminal observation.7,8

Cilated Ependymal Cells 
and CSF Movement

Ependymal cells that line the walls of the ven-
tricular system in the adult brain are ciliated epi-
thelial cells. These polarized epithelial cells are 

with glioblasts. Ependymal and subependymal 
cells form a separate unit loosely attached to 
the outer limiting membrane.

Cells in the subependymal zone of the lateral 
wall of the lateral ventricles continue to divide 
throughout life and proliferate after an injury 
to participate in the repair process. Stem cells 
differentiate into a wide variety of cells but 
mainly form glial cell types including astrocytes 
and oligodendroglial cells.5 The hippocampus 
is another region that has plasticity based on 
stem cells. The discovery that there is contin-
ued growth of brain cells in adults was made by 
studies of patients dying of terminal cancer who 
had been injected with a molecule incorporated 
into dividing cells prior to death; their brains 
were studied after death. Human brain tissue 
was obtained postmortem from patients who 
had been treated with the thymidine analog 
bromodeoxyuridine (BrdU), which labels DNA 

Neuroepithelial
cells

Apolar neuroblast

Bipolar neuroblast

Protoplasmic
astrocyte

Fibrillar
astrocyte

MicrogliaMesenchyme cell

Multipolar
neuroblast

Oligodendrocyte

Glioblast

Ependymal
cell

Figure 1–5. Diagram of the histogenesis of neurons and neuroglial cells. Neuroblasts, glioblasts, and ependymal cells orig-
inate from neuroepithelial cells. The origin of the oligodendrocyte is obscure, but both protoplasmic and fi brillary astrocytes 
are derived from glioblasts. The microglia are considered to arise from mesenchyme. (From Ref. 30.).
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Blood vessels in the choroid plexus lack tight 
junctions, allowing substances from the blood 
to pass through the vessels’ pores, as in the 
systemic circulation. Ependymal cells pro-
vide the barrier, and the tight junctions have 
shifted to the apical surface of the ependymal 
cells that line the choroid plexus. For reasons 
that are unclear, there is a sharp demarcation 
between the type of ependymal cell that lines 
the ventricles and those that form the choroid 
plexuses.

Mesenchyme outside the outer limiting 
membrane condenses to become the outer 
covering layers of the brain, namely, perios-
teum, dura, and arachnoid. Fine trabeculi 
join the arachnoid to the pia, and CSF fi lls the 
space between the two membranes. The dura 
thickens into a tough connective tissue, and 
the space between the dura and arachnoid is 
absent except in pathological situations, such as 
a subdural hematoma or empyema.

The mechanisms involved in the expan-
sion of the ventricles are poorly understood. 
It is suggested that the large amount of pro-
tein, albumin, in the fl uid in the ventricles of 
the newborn, which is formed by the choroid 
plexus, may in fact participate in the expansion 
of the ventricles by creating high oncotic pres-
sure inside the ventricles of the newborn.12

Development of the cerebral capillaries 
depends on trophic factors secreted by brain 
tissue. Proof that the brain has trophic factors 
that determine the type of vessel formed comes 

thought to propel CSF through the  ventricles 
by the action of the cilia. Early in neurodevel-
opment, the embryonic ventricles are lined by 
a germinal epithelium. This embryonic neu-
roepithelium has planar polarity that drives 
morphogenetic movements essential for neu-
ral tube closure. Radial glial cells contain both 
spatial and temporal patterning that determines 
the fate and position of the cells in the devel-
oping brain, and a subpopulation of radial glia 
transform into ependymal cells.9 Ependymal 
cells extend multiple motile cilia from their api-
cal surface into the ventricles. Planar-polarized 
beating of these cilia generates directed CSF 
fl ow and helps maintain CSF homeostasis. 
Ependymal-generated CSF fl ow establishes 
gradients of chemorepellents that guide the 
migration of young neurons in the adult mam-
malian subventricular zone.10 Radial glia in 
the embryo have a translational polarity that 
predicts the orientation of mature ependymal 
cells, which suggests that ependymal planar cell 
polarity is a multistep process initially organized 
by primary cilia in radial glia and then refi ned 
by motile cilia in ependymal cells.11

Choroid Plexuses, Arachnoid, 
and Capillaries

The choroid plexuses are formed in specialized 
regions where underlying blood vessels grow 
and push out the ependyma (Figure 1–6). 

Figure 1–6. (A) Scanning electron micrograph of the ventricular system of the adult cat. (B) Choroid plexus with  microvilla. 
(C) Third ventricle with cilia. (Courtesy of Dr. Linda Saland.)

(A) (B)

(C)
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extensive malformations of the cerebellum and 
brainstem, which are generally incompatible 
with life (Table 1–3).

EXTRACELLULAR SPACE AND 
EXTRACELLULAR MATRIX

Physiological studies demonstrated the pres-
ence of a signifi cant extracellular space that 
is necessary for fl ow of the CSF/ISF through 
brain tissue. Rall and colleagues performed 
ventriculocisternal perfusions with an inert 
substance, inulin, that remained in the extra-
cellular space. By sampling tissues surround-
ing the ventricles, they found an extracellular 
space of 15% to 20%, which was consistent with 
a third  circulation.16 In other organs, the cells 
are embedded in a connective tissue matrix that 
contains collagen fi bers. However, the extracel-
lular matrix of the brain has very little collagen, 
and the neurons are embedded in a matrix of 
extracellular matrix molecules with glial cells. 
Better defi nition of the glial cell membranes 
has shown the presence of a space that contains 
complex carbohydrates, such as the glycosamin-
oglycans, heparin sulfate, chondroitin sulfate, 
dermatan sulfate, and hyaluronic acid.17

Extracellular matrix can inhibit neural cell 
migration. Schwann cell migration is integrin-
 dependent and is inhibited by astrocyte-
 produced aggrecan. Transplantation of 
Schwann cells is suggested as a potential treat-
ment for spinal cord injury. However, following 

from elegant transplant experiments between 
quail and chick embryos. Transplantation 
of quail brain into embryonic chick cultures 
resulted in the formation of systemic vessels, 
while nonbrain tissue transplanted into embry-
onic brain produced capillaries with tight 
junctions.13

Failure of neural tube closure in the fi rst 
trimester of embryonic life results in congen-
ital anomalies. Dysraphism refers to a group 
of congenital malformations in which the pos-
terior part of the neural tube fails to close.14,15 
Failure of posterior closure produces develop-
mental disorders that range from spina bifi da 
occulta, an incidental fi nding discovered on 
routine spinal x-ray, to myelodysplasia, a severe 
deformation that involves failure of closure of 
both the midline structures in the posterior 
fossa of the brain and the central canal of the 
spinal cord and can lead to death. Commonly 
encountered dysraphic syndromes include 
absence of cerebral hemisphere development 
(anencephaly), failure of vertebrae and skull to 
close (spina bifi da and cranium bifi dum), and 
the combined spinal and nervous tissue abnor-
malities of the Chiari malformations. In Chiari 
type I malformation there is a protrusion of an 
elongated cerebellar tonsil into the foramen 
magnum. When these patients begin to have 
symptoms, usually in adult life, they have signs 
of lower brainstem dysfunction. Patients with 
type II Chiari malformation have meningomy-
elocele; hydrocephalus is often present at birth 
or becomes manifest when the spinal defect is 
repaired. Chiari type III and type IV are more 

Table 1-3 Common Dysraphic Syndromes Involving Developmental 
 Malformations of the Cerebellum, Fourth Ventricle, and Posterior Fossa

Posterior Fossa 
 Malformations Anatomical Features Clinical Features

Chiari Type I Protrusion of an  elongated 
 cerebellar tonsil into the  
foramen magnum

Symptoms usually begin in adult life with 
signs of lower brainstem dysfunction

Chiari Type II Meningomyelocele Hydrocephalus is often present at birth 
or becomes manifest when the spinal 
defect is repaired

Chiari Types III and IV Extensive malformations of the 
 cerebellum and brainstem

Generally incompatible with life

Dandy-Walker Syndrome Agenesis of the cerebellar vermis, 
cystic dilatation of the fourth 
 ventricle, and enlargement of 
the posterior fossa

Hydrocephalus and other anomalies of the 
brain
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the endothelial cells, as well as at the inter-
face of the choroid plexus and the arachnoid 
(Table 1–4). At the ependymal and pial cells, 
gap junctions separate the CSF and ISF.

Blood vessels have evolved to internalize the 
delivery of nutrients to cells. In single and sim-
ple multicell organisms the cell surface was ade-
quate, but as the complexity increased, another 
solution was needed. A system of tubes formed 
inside the organs that need the nutrients and a 
fl uid to carry them gradually evolved. The pro-
cess of blood vessel formation, which is called 
vasculogenesis for new vessel formation and 
angiogenesis for sprouting from existing vessels, 
is critical for normal development and for repair 
of tissues after an injury. The end result of these 
processes is a densely packed network of arter-
ies, arterioles, capillaries, venules, and veins.

Observations of the vessels on the brain’s 
surface suggested that there were anastomo-
ses between the arteries and the veins. Ernst 
Scharrer made the important observation that 
arteries rarely form anastomoses with veins 
and that the arteries are more numerous than 
the veins.20 Arteries enter the brain separately 
from the surfaces, giving off branches in the 
layers of the cortex, joining the draining veins 
through a network of capillaries. This was a 
seminal observation based on a relatively simple 
technique that reversed decades of erroneous 
observations. The fi nding that cerebral arteries 
end in capillaries without anastomoses elimi-
nated the confusion about the vulnerability of 
the brain to ischemia since it was now clear that 
the brain had end arteries with poor collater-
alizations. These early observations have been 
confi rmed with studies that utilize colored 
plastics to show arteries (red plastic) and veins 
(blue plastic). Plastic casts of the blood vessels 
revealed dense networks of vessels that were 
necessary to ensure adequate perfusion of the 
entire brain (Figure 1–7). Elegant images of 

transplantation Schwann cells show limited 
migratory ability, and they are unable to inter-
mingle with the host astrocytes. Aggrecan 
produced by astrocytes is involved in the inhi-
bition of Schwann cell motility on astrocytic 
monolayers. Knockdown of this proteoglycan 
in astrocytes using interfering RNA (RNAi) 
that blocks the action of the normal RNA mol-
ecules or digestion of glycosaminglycan chains 
on aggrecan improves Schwann cell  migration. 
Aggrecan acts by disrupting integrins on 
Schwann cells.18

Injury to the adult central nervous system 
increases the levels of extracellular matrix mol-
ecules, which inhibit repair of injured axons. 
Chondroitin sulfate chains on proteoglycans 
and enzymes necessary for their synthesis are 
expressed after an injury. Microglial cells at 
the injury sites express both keratan sulfate 
and chondroitin sulfate. Transforming growth 
factor-β (TGF-β) induces the expression of the 
enzymes involved in the synthesis of keratan 
sulfate and chondroitin sulfate as well as the 
expression of the chondroitin/keratan sulfate 
proteoglycan aggrecan. Transforming growth 
factor-β induces basic fi broblast growth fac-
tor (bFGF) expression in microglia, and bFGF 
induces TGF-β expression in astrocytes. Thus, 
the biosynthesis of keratan sulfate and chon-
droitin sulfate is upregulated in common by 
TGF-β in microglia.19

Success of the stem cell transplantation pro-
cedures depends to a large extent on the ability 
of the transplanted cells to disrupt the extra-
cellular matrix and move toward the site of 
injury. Under normal conditions, movement of 
cells within the extracellular matrix is diffi cult, 
but when injury is present and there is secre-
tion of extracellular molecules by the reactive 
astrocytes and microglia, the task becomes 
almost impossible. Altering the conditions of 
the extracellular matrix by enzymes, such as 
hyaluronidase and chondroitinase, facilitates 
cellular mobility.

BRAIN-FLUID INTERFACES

Anatomy of the Cerebral 
Blood  Vessels

Specialized cell-to-cell junctions occur at each 
of the sites of contact between brain fl uids. Tight 
junctions are present at the major  interface of 

Table 1-4 Types of Cell Junctions at 
Major Sites of Brain Interfaces

Tight Junctions
 Choroid plexus ependymal cells (apex)
 Arachnoid
 Cerebral endothelial cells
Gap Junctions
 Ependymal cells
 Pia cells
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structures, the deep white matter, which is at the 
end of the arterial supply, is vulnerable to either 
changes in blood fl ow or oxygenation of the 
blood. Patients with hypoxic/ischemic injury due 
to loss of cerebral blood fl ow often have damage 
to the white matter with death of the oligoden-
drocytes. Deep white matter is a frequent site 
for hypoxic/ischemic damage in the newborn.

Increased cerebral blood fl ow to the inner 
layers of the cortex can be seen with functional 

the surfaces of the brain confi rmed the rela-
tionships of the arteries to the veins shown 
earlier, with the added benefi t of indicating 
the extensive branching of the arteries in the 
layers of the cortex. Layers of the cortex with 
large neurons received the greatest number of 
arterial branches, as would be expected due to 
their greater metabolic need.

As a consequence of the poor collateralization 
and the fl ow of blood from the cortex to deeper 

(A)

(B)

Figure 1–7. Blood vessels in the human brain. (A) Brain vasculature on the surface of the brain. Red plastic fi lls the arter-
ies and blue plastic fi lls the veins. There are no anastomoses of the arteries and the veins since the arteries are end arteries. 
(B) This schematic drawing demonstrates that the arteries pass from the surface to the deep white matter, traversing the six 
layers of the cortex. Arterioles give off branches as the arteries pass through the cortex. The capillaries that join the arteri-
oles and the veins are not seen. (From Ref. 31; See also the color insert.)
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a large number of mitochondria in the cyto-
plasm, and a high energy requirement. Tight 
junctions join their apical surfaces. These cells 
have features in common with those in the kid-
ney that are also involved in active transport.21

Cerebrospinal fl uid has two major sources: 
the choroid plexuses in the ventricles and the 
cerebral capillaries. Choroid plexuses are out-
pocketings that contain fenestrated blood ves-
sels, a stroma, and a layer of epithelial cells 
that have tight junctions and actively secrete 
CSF (Figure 1–9). The ependymal cells of the 
choroid plexus have microvilla but lack cilia. 
Cerebrospinal fl uid absorption occurs at the 
arachnoid through arachnoid granulations in 
the sagittal sinus. The arachnoid is one of the 
tight junction sites except in the region of the 
arachnoid granulations where CSF absorption 
takes place across one-way valve structures. 
The collapsing of the one-way valves when 
blood pressure increases prevents the backfl ow 
of red blood cells into the CSF.

In the region of the fl oor of the third ventri-
cle, called the median eminence or infundibu-
lum, specialized cells called tanycytes connect 
the hypothalamic nuclei with the ventricu-
lar surface. On electron micrographs these 
tanycytes appear to extend to the surface of 
the ependyma. The ventricular surface of the 

magnetic resonance imaging, which shows the 
subtle changes in blood oxygenation related to 
metabolic activity. When a region in the cor-
tex is activated, a fall in the oxygenation of the 
blood vessels produces a change in the nuclear 
magnetic resonance signal that can be visual-
ized when very fast scans are made.

Endothelial cells line the cerebral blood ves-
sels. Except in a few specialized regions, these 
vessels are joined together by self-assembling 
proteins that form the tight junctions. Around 
the vessels is a basal lamina with pericytes. 
Astrocytic endfeet surround the capillaries. 
Close by, but separate from the vessels, are the 
neurons and microglia (Figure 1–8).

Brain Cell Interfaces with CSF 
at Ependyma and Pia

A heterogeneous layer of epithelial cells lines 
the ventricular surface and choroid plexuses. 
Over the choroid plexuses the epithelial cells 
are cuboidal in shape and have microvilli on the 
apical surface next to the CSF; the microvilli are 
short protrusions from the surface of the cells 
that increase the surface area. Choroid plexus 
epithelial cells have nuclei in the basal region, 
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Figure 1–8. Schematic from electron micrograph of an endothelial cell. Note the large number of mitochondria, the tight 
junctions, and the surrounding basal lamina and astrocyte foot processes. Nucleus (NUC), Inset: higher magnifi cation of 
two endothelial cells (END) with a basal lamina (BL) containing an embedded pericyte (PER) and an adjacent astrocyte 
foot process (AS). (Adapted from Ref. 32.)
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third ventricle has tight junctions that limit the 
movement of substances between the hypo-
thalamic nuclei and the CSF. Thus, substances 
that enter the brain in the hypothalamic region 
are restricted from moving into the CSF and 
confi ned within the brain.

The surfaces of the choroid plexuses are cov-
ered with microvilli. Clefts between cells are 
seen to extend from the basal surface up to the 
apical tight junctions. The choroid plexuses are 
similar to other secretory epithelia. The fully 
developed choroid plexus cell has numerous 
mitochondria, a Golgi complex, an endoplas-
mic reticulum, and small vesicles.21 Occasional 
cilia protrude from between the microvilli on 
the surface, which may expand the secretory 
components.

The fi nal site where the blood and the CSF 
come into contact is at the arachnoid villi. As 
at other interfaces, the arachnoid cells cov-
ering the brain’s surface are joined by tight 

tanycytes has microvilli rather than cilia. The 
tanycytes are connected by tight junctions 
forming a diffusion barrier at the ependyma 
that restricts the movement of molecules 
from the CSF to median eminence structures. 
As the tanycyte processes pass through the 
median eminence, they end on capillaries. The 
anterior region of the third ventricle contains 
the circumventricular organs, including the 
median eminence, organum vasculorum of the 
lamina terminalis, subfornical organ, subcom-
missural organ, neural lobe, pineal gland, and 
area postrema. The BBB is lacking here, expos-
ing hypothalamic cells to the circulating blood, 
which is important since nuclei in these areas 
can act as chemical sensors.22 The extracellu-
lar space of the median eminence is exposed 
to substances in the blood that can modulate 
release of the hypothalamic releasing factors. 
To compensate for the absence of the BBB, the 
ependyma over the hypothalamic region of the 

(A)

(B)

Figure 1–9. (A) Choroid plexuses showing the ependymal cells with dark nuclei and a cuboidal shape. Beneath the 
 ependymal cells are the stroma with embedded blood vessels. A rare calcereous deposit is seen in the cores (arrow). 
(B) Higher power image. (Courtesy of Dr. Mario Kornfeld.)
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collagen fi bers. Finally, a very thin layer of 
leptomeningeal cells is found. Traversing the 
subarachnoid space are sheets of trabeculae 
that are formed from collagen fi bers and con-
tain small blood vessels. The collagen bundles 
of the trabeculae are continuous with those in 
the subpial space.

DURA, ARACHNOID, 
AND PIAL LAYERS

Directly beneath the skull is the dura, a tough 
membrane and an important structure that 
prevents the spread of infection from the skull 
into the brain and contains the CSF. Tears in 
the dura can occur when the skull is fractured 
or during surgery. Once the dura is damaged, 
the CSF can leak out; this leads to symptoms 
of headache from low CSF pressure or from 
the introduction of infection into the central 
 nervous system with meningeal irritation.27

Beneath the dura is the arachnoid, whose 
cells are joined together by tight junctions. 
Subarachnoid spaces are fi lled with CSF. Over 
the surface of the brain is a layer of pial cells 
that are bathed by CSF. The pia is joined 
together by gap junctions, and similar to the 
ependymal cells, substances injected into the 
CSF can cross the pial surface and enter brain 
tissue.

junctions.23 Over the sagittal sinus, the arach-
noid cells form villi that protrude into the dural 
sinuses. Electron microscopy of the arachnoid 
villi suggests that there are continuous chan-
nels through them.24 An important function 
of the arachnoid villi is to prevent blood from 
the venous sinus from entering the CSF. The 
valve-like channels that collapse when pressure 
is applied from the blood side and open when 
the CSF pressure increases accomplish this. 
Even when the sinus pressure exceeds that in 
the CSF, there is no reversal of fl ow. Thus, the 
arachnoid villi act as one-way valves that open 
with pressure to allow CSF to drain into the 
sinuses but close when sinus pressure exceeds 
that in the CSF to prevent backward fl ow of 
blood. An unresolved issue is whether these 
villi are actual channels or merely a series of 
vesicles that can coalesce to form pseudochan-
nels. Arachnoid cells with the capacity to drain 
into veins have been found along the spinal 
cord at the interface of the arachnoid with the 
spinal roots.25

Electron microscopic studies of the arach-
noid reveal a multilayered structure in 
humans.26 Five or six layers of cells form 
the subdural mesothelium. Directly below 
this layer is the central portion formed from 
closely opposed polygonal cells joined by des-
mosomes and tight junctions; this is the barrier 
layer. The inner layers consist of more loosely 
packed cells that are separated by bundles of 
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Figure 1–10. Chemiosmotic work that converts energy sources, such as glucose and oxygen, to ATP and other  essential 
molecules. Glucose forms pyruvate and lactate (under anaerobic conditions). Pyruvate enters the TCA cycle to form ATP and 
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Figure 1–11. Conversion of oxygen and glucose to energy by glycolysis and the respiratory chain. Glycolysis yields only 2 
ATP in the absence of oxygen. When oxygen is added, an additional 26 ATP are formed through the TCA. NADH is nico-
tinamide adenine dinucleotide, an electron donor essential for metabolism. ATP is adenosine triphosphate.

WHAT ARE THE SOURCES 
OF ENERGY?

The brain is the most metabolically active organ 
in the body. Accounting for only 2% of the weight 
of the body, the brain requires approximately 
20% of the body’s energy supply. To maintain 
this very large supply of energy, a mechanism 
of autoregulation of cerebral blood fl ow pre-
serves fl ow through a wide range of blood pres-
sures, breaking down only at the extremes of 
very high blood pressure, when disruption of 
the blood vessels leads to vasogenic edema, or 
very low pressure, when syncope occurs. This 
autoregulated system guarantees a steady sup-
ply of oxygen and glucose for all of the brain’s 
metabolic needs under a wide variety of poten-
tially damaging circumstances. Because of the 
great need for glucose by brain cells, special-
ized transport mechanisms at the endothelial 
cell level carry glucose into the brain across the 
cerebral blood vessels.

Glucose can be converted into the neu-
rotransmitter glutamate, which is the most 
abundant amino acid in the brain Along with 
glucose, blood delivers oxygen; both substrates 
are needed for energy generation, which 
occurs during oxidative respiration. Glucose 
and oxygen are the major fuels for the meta-
bolic pathways that form adenosine triphos-
phate (ATP) and reduced nicotinamide adenine 

dinucleotide (NADH), which, in turn, provide 
the energy to run the membrane pumps of the 
chemiosmotic machinery (Figure 1–10). Oliver 
H. Lowry developed the analytical methods to 
measure small amounts of energy metabolites 
and used these methods to describe the loss of 
ATP and other energy-generating molecules 
with acute ischemia.28

Glucose conversion to ATP is the source of 
the energy used for chemiosmotic work, such 
as membrane pumping, constriction of blood 
vessels, and secretion of CSF and ISF. Under 
aerobic conditions, glycolysis of glucose cre-
ates 2 molecules each of ATP, NADH, and 
pyruvate. Pyruvate enters the tricarboxylic acid 
(TCA) cycle (citric acid cycle or Krebs cycle) to 
form 26 molecules of ATP (Figure 1–11).
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Chapter 2

Physiology of the Cerebrospinal 
and Interstitial Fluids

INTRODUCTION

Lumbar puncture for measurement of cerebro-
spinal fl uid (CSF) pressure and analysis of the 
fl uid is one of the most commonly employed 
diagnostic tests in neurology. Measurement 
of intracranial pressure and examination of 
the protein and cellular content of the fl uids 
provide invaluable information for diagnosis 
of serious diseases, such as brain infection, 
increased intracranial pressure, multiple scle-
rosis (MS), Alzheimer’s disease (AD), vascu-
lar dementia, and subarachnoid hemorrhage. 
When removal of CSF is done carefully with-
out complications and the results are properly 
interpreted, lumbar puncture yields valuable 
information at a relatively low cost. Therefore, 
it is important to understand the dynamics and 
impact of disease on the CSF.

The method of removing fl uid has changed 
little since it was fi rst introduced into clinical 

care. Lumbar puncture is performed with a hol-
low needle containing a stylet, which is inserted 
into fl uid space containing the spinal nerve 
roots below the termination of the spinal cord 
around L1. Generally, the needle is inserted in 
the L3-L4 space, which is the location of the 
pooled fl uid. Ideally, the patient lies in the lat-
eral recumbent position, and the test is done 
under sterile conditions at the bedside. Once 
the needle is determined to be in the lumbar 
sac, a manometer is placed on the needle and 
the CSF pressure is measured. After the sam-
ple is collected, it is sent for analysis of cells, 
protein, and other factors that may be useful 
in diagnosis.

Normal CSF is clear and colorless and resem-
bles water. Three to four lymphocytes may be 
present, but generally there are no neutrophils.1 
The protein content is 40 to 60 mg%, in con-
trast to the 4 g of protein in the blood. The CSF 
pressure is between 80 and 180 mm H2O in the 
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An IgG index that is higher than 0.6 is 
 abnormal. Any increase in the index is a refl ec-
tion of IgG production in the CNS.

Measurement of other proteins in the CSF 
is an important diagnostic test in MS, and 
CSF analysis is indicated in the workup of 
patients with suspected MS. In addition to 
the IgG index, fragments of degraded mye-
lin in the form of myelin basic protein can be 
 measured. Detection of oligoclonal bands that 
differ from those present in the blood is highly 
suggestive of an immunological reaction in 
the central nervous system. Myelin basic pro-
tein can be elevated in other acute neurologi-
cal disorders, and oligoclonal bands appear in 
other neuroinfl ammatory conditions, but they 
are extremely useful to support the diagno-
sis when clinical and imaging studies are also 
positive. The presence of myelin basic pro-
tein is only found during the acute attacks, 
while oligoclonal bands are more indicative 
of a chronic process and remain elevated. 
The pattern of expression of the IgG index, 
myelin basic protein, and oligoclonal bands is 
important to determine the stage of the MS 
attack. In the acute attack early in the illness, 
the IgG index and myelin basic protein are 
elevated without oligoclonal bands. In the 
chronic stage there may be an elevated IgG 
index and oligoclonal bands without mye-
lin basic protein elevation.2 Once the oligo-
clonal bands are increased in the CSF they 
remain elevated, in contrast to myelin basic 
protein, which falls after the acute process is 
over. Generally, in MS, there are fewer than 
50 mononuclear cells; when the cell count 
is higher, other causes, such as vasculitis or 
infection, should be suspected.

Very high levels of CSF proteins can occur 
in meningitis, particularly due to fungal organ-
isms, and in the Guillain-Barré syndrome. 
Brain and spinal cord tumors can some-
times increase CSF protein levels, but often 
these levels are normal. While CSF studies 
were once routinely done in patients with 
brain tumors, the use of multimodal imag-
ing has replaced lumbar puncture. Generally, 
removal of CSF is not recommended in 
patients with brain tumors because of the 
threat of herniation. Rarely, markedly ele-
vated CSF protein will obstruct the outfl ow of 
CSF, resulting in raised intracranial pressure 
with papilledema.

majority of patients. Low CSF pressure is asso-
ciated with headaches and may be indicative of 
a CSF leak. It is important to obtain either a 
computed tomography (CT) or magnetic res-
onance imaging (MRI) scan to rule out a mass 
lesion or obstructive hydrocephalus prior to 
performing a lumbar  puncture. Otherwise, 
there is a risk of  herniation. Emergency lumbar 
puncture may be indicated when imaging is not 
available in patients with suspected  bacterial 
meningitis.

PROTEINS IN THE CSF

Protein entry into the CSF is restricted by the 
tight junctions at the interfaces between blood, 
CSF, and brain tissue. In spite of the presence 
of a blood-brain barrier (BBB), small quanti-
ties of albumin and even smaller amounts of 
other proteins are found in the CSF. An ele-
vated level of protein is a marker of an abnor-
mal BBB. Albumin is produced by the liver 
and circulates in large quantities in the blood. 
While the level of albumin in the blood is 
around 4000 mg%, the normal amount in the 
CSF is 40 to 60 mg%. High levels of protein 
in the CSF are suggestive of disruption of the 
BBB, but alterations of the albumin content in 
the blood can infl uence the amount of albumin 
in the CSF. Therefore, it is more accurate to 
form the ratio of albumin in the CSF to that in 
the blood. This is called the albumin index, and 
it is a better indicator of the status of the BBB. 
Small amounts of other proteins are found in 
the CSF. These include immunoglobulins, par-
ticularly IgG, which is also at a much lower 
level in the CSF than in the serum. An increase 
in the intrathecal production of IgG suggests 
an immunological or infectious process in the 
CSF. The IgG index is elevated in autoim-
mune diseases such as MS. When infection or 
autoimmune reactions occur, there can be an 
increase in IgG. Abnormal permeability of the 
BBB allows IgG from the blood to enter the 
CSF. Separation of IgG formed within the cen-
tral nervous system from the blood is critical in 
diagnostic testing. Therefore, it is common to 
calculate the IgG index, which is determined 
from the albumin in both compartments, using 
the formula

IgG index = (IgGcsf  /IgGserum)/(Albcsf  /Albserum)
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which represents about 2% of the total volume. 
When blood volume increases, there is a con-
comitant increase in CSF pressure. Any cause 
of vasodilatation will increase CSF pressure. 
For example, lung disease causes vasodilata-
tion secondary to hypoxia, which often occurs 
during the night, resulting in headaches, and 
on rare occasions the increase in pressure is 
suffi cient to produce papilledema. Brain tissue 
constitutes the largest compartment. Masses, 
such as hemorrhages and tumors, ischemic 
insults, and diffuse brain edema may lead to an 
increase in intracranial pressure.

Normal CSF pressure is between 80 and 
180 mm H2O and is dependent on the pres-
sure in the superior sagittal sinus, which drains 
into the jugular veins. Since the pressure in the 
right side of the heart is generally low, pres-
sure measured in the recumbent position at 
the time of lumbar puncture refl ects the pres-
sure in the venous system rather than arterial 
pressure, which is measured in millimeters of 
mercury3 (Figure 2–2). Another factor involved 
in the venous control of CSF pressure is the 
transmission of pressure through the thin-
walled veins, which occurs more readily than 
through the arterial system, the muscular wall 
of which exerts an opposing force. Thus, CSF 
pressure refl ects the venous pressure and not 
the arterial pressure. When the patient takes a 
deep breath, the venous pressure in the chest 
is reduced. This pressure is transmitted to the 
CSF through the venous return from the brain 
and the manometer pressure falls, which is an 
excellent way to determine that the spinal nee-
dle is correctly positioned.

Elevated intracranial pressure is transmit-
ted through the CSF along the optic nerve to 

CSF PRESSURE REFLECTS VENOUS 
PRESSURE IN THE RIGHT HEART

The CSF is secreted by an energy-dependent 
process by choroid plexuses and capillaries. 
Measurements of CSF production indicate 
a rate of 0.3 mL/min. There is an estimated 
120 mL of total CSF in the ventricles, the 
subarchnoid space, and the spinal region; 
20 mL is found within the ventricles. Since 
about 500 mL of CSF is produced daily in 
humans, steady drainage is essential to avoid 
excess accumulation and increased pressure. 
Drainage of CSF occurs primarily across the 
arachnoid villi.

Cerebrospinal fl uid, blood, and brain tis-
sue contribute to the intracranial pressure. 
Expansion of any of these components cre-
ates a life-threatening situation because of 
the rigid skull encasing the brain. Alexander 
Monro noted in 1783 that since the brain was 
incompressible and the skull rigid, the amount 
of blood leaving by the veins had to be the 
same as that entering by the arteries. In 1824, 
George Kellie confi rmed Monro’s concept 
experimentally when he observed that ani-
mals killed by exsanguination had blood in the 
skull except where bone was removed with a 
trephin. George Burrows extended their obser-
vation in 1846 to include the CSF volume, and 
the limitation to expansion is referred to as the 
Monro-Kellie doctrine (Figure 2–1).

Measurement of CSF pressure with a 
manometer while the patient is in the lateral 
recumbent position refl ects the sum of sev-
eral compartments. Within the cranial vault 
the compartments are blood, CSF, and brain 
tissue. The smallest compartment is the blood, 

Blood-2%

Carbon dioxide retention
Dural sinus thrombosis
Pulmonary hypertension

CSF - 140 mL

Hydocephalus

Brain Tissue

Brain tumors
Cerebral Infacts
Abscess
Brain cell toxin

Figure 2–1. The Monroe-Kellie doctrine states that three compartments determine the pressure in the CSF: blood, CSF, 
and brain tissue.
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system, which is called Batson’s plexus; because 
spinal veins lack valves, they are a route for the 
spread of cancer metastases and infection in 
the lung to the spinal cord and the brain.

FORMATION, CIRCULATION, 
AND ABSORPTION OF CSF

Formation of CSF by Choroid 
Plexuses

Choroid plexuses in the lateral, third, and 
fourth ventricles secrete 30% to 60% of the 
CSF. Formation of CSF by the choroid plexus 
epithelial cells involves active secretion of 
fl uid by ion pumps and enzymes. Ames and 
his colleagues developed methods for col-
lecting the freshly formed CSF in animals by 
fi lling the ventricles with oil and trapping the 
newly secreted CSF for measurements of ion 
 content.5 In a series of elegant experiments, 
they measured the CSF content of potassium 
and sodium, showing that it was regulated 
within a defi ned range different from that of 
the blood. Since the ionic content of CSF dif-
fered from that expected for an ultrafi ltrate of 
plasma, they showed that CSF was formed by 
an active secretory process, which kept potas-
sium levels in CSF within a very narrow range 
and allowed the sodium content to fl uctuate 
more closely with serum levels.

Sodium-potassium adenosine triphospha-
tase (ATPase) and carbonic anhydrase are the 
major enzymes that control CSF secretion 
(Figure 2–3). Secretion of fl uid is relatively 
independent of outside infl uences, which leads 
to clinical problems. Few drugs reduce the 
secretion of CSF, leading to increased intra-
cranial pressure with or without hydrocepha-
lus when the outfl ow pathways are obstructed. 
Inhibition of ATPase by ouabin reduces 
CSF formation, but it is highly toxic to the 
heart and can only be used in animal studies. 
Acetazolamide, a carbonic anhydrase inhibitor, 
also reduces CSF production and is used clin-
ically to treat idiopathic increased intracranial 
pressure. The osmotic agent mannitol reduces 
CSF production and can be used for short peri-
ods to reduce intracranial pressure.

Histochemical studies show that the sodium-
potassium-dependent ATPase is located on the 
microvilli of the apical (CSF-facing) surface of 

the optic disc and can be seen as papilledema. 
Both eyes are generally involved in papille-
dema except in unusual circumstances where 
one of the optic nerves is compressed. Foster-
Kennedy syndrome is a rare condition due to 
compression of one optic nerve by a mass, such 
as a meningioma, causing optic atrophy in the 
optic disc of the compressed nerve and papille-
dema in the other eye. Although there is no 
exact number, pressures over 200 mm H2O are 
considered abnormal and often are associated 
with signs of acute or chronic bilateral papille-
dema. Papilledema is not always present when 
CSF pressure is increased. Large brain tumors 
may be present without signs of papilledema 
other than decreased venous pulsations in the 
eyes. One study using cisternography suggested 
that tumors that interfered with outfl ow of CSF 
were more likely to cause papilledema.4

The spinal cord has a unique system of venous 
drainage. There is an epidural space around the 
spinal cord that is more extensive than the epi-
dural space of the brain. The veins around the 
spinal cord form a network of valveless veins 
that connect the deep pelvic veins and thoracic 
veins to the internal vertebral venous plexuses 
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Figure 2–2. Cerebrospinal fl uid pressure is determined 
by the pressure in the thin-walled veins rather than in the 
muscular arteries. This is shown by the compression of the 
jugular vein in the neck at time A. The rise in CSF pres-
sure is seen in comparison to the venous pressure in the 
torcula. When the pressure is released, it returns to below 
the precompression value (B). Arterial pressure during the 
maneuver remains stable. Note that CSF pressure is mea-
sured in millimeters of water, while blood pressure is mea-
sured in millimeters of mercury. (Adapted from Ref. 3.)
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Blood vessels in the stroma of the choroid 
plexus are similar to systemic vessels since they 
are fenestrated, permitting fl uid, protein, and 
electrolytes to escape into the stroma underlying 
the ependymal cells of the choroid plexus. Tight 
junctions at the epithelial cell-like ependymal 
cells are located on the apical surface. Sodium 
enters the epithelial cell in exchange for hydro-
gen. Sodium is removed from the cell by an 
exchange at the apical surface of three intra-
cellular sodium ions for two potassium ions in 
the CSF; the extra ion pumped by ATPase into 
the CSF increases the osmotic pressure on the 
surface, which results in the formation of CSF. 
Sodium ions accumulate on the apical surface 
as a result of the imbalance in their exchange 
with potassium. Excess sodium increases the 
osmolality at the CSF surface of the choroid 
cell. Water is removed from the cell by the 
osmotic pressure.

While the exact mechanism of CSF forma-
tion remains to be resolved, it is well accepted 
that an excess of ATPase molecules found on 
the apical end of the cleft creates an osmotic 
gradient with an excess of sodium ions on 
the apical surface. As part of CSF formation, 
HCO3

- and Cl- enter the CSF from plasma. 
Bicarbonate plays an important role in CSF 
formation by carbonic anhydrase. To balance 
the movement of HCO3

−, there is a Cl-HCO3 
exchange that is driven by the need to maintain 
a steady-state intracellular HCO3

- level.9
Although the primary driving force for CSF 

formation is Na+/K+ exchange at the apical sur-
face, the HCO3

− ion is linked to CSF secretion 
by cyclic adenosine monophosphate (cyclic 
AMP).10 Few substances increase the rate of 
CSF formation. In underdeveloped countries 
with contaminated water supplies, cholera 
toxin, which is a potent stimulus of cyclic AMP, 
is a cause of an increase in CSF formation.7

The CSF formation rate varies for differ-
ent species.11 In humans, the rate of CSF pro-
duction is 0.3 mL/min. However, formation of 
CSF as a function of choroid plexus weight is 
remarkably constant over a range of species 
(Table 2–1). Although several drugs can inhibit 
CSF production for a short period, they have 
proven to be of limited clinical use because of 
either their time frame of action or their tox-
icity. Acetazolamide, an inhibitor of carbonic 
anhydrase, reduces the CSF formation rate by 
up to 40%. Inhibitors of ATPase, such as digi-
talis, also reduce CSF formation; however, the 

the epithelial cells of the choroid plexus and 
that carbonic anhydrase is within the cells.6 
Cyclic nucleotides appear to be involved in CSF 
secretion; injection of cholera toxin into the 
ventricle, which stimulates adenylate cyclase, 
increases the CSF formation rate.7 Adenylate 
cyclase is located along the basal plasmalemma 
of the choroid plexus.6

Although the choroid plexus and the ependy-
mal cells lining the ventricles have a common 
epithelial cell origin, they differ in their secre-
tory properties and enzymatic makeup. The 
ATPase located on the apical surface of the 
choroid plexuses appears on the basal (brain-
facing) surface of the ventricular epithelium. 
Adenylate cyclase is found on the apical rather 
than the basal surface of the ependymal cells. 
Ependymal cells outside the choroid plexus 
have gap junctions and they restrict free water 
movement, which was shown when vasopres-
sin infused into the CSF in cats caused an 
increase in water transport across the ependy-
mal surface.8
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Figure 2–3. Mechanism of CSF formation at the choroid 
plexus. Ependymal cells are shown with tight junctions at 
the apical surface. An ATPase pump creates an osmotic 
gradient by importing more sodium ions into the CSF than 
potassium ions are removed. Another source of CSF is the 
conversion of CO2 to HCO3 by carbonic anhydrase.
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neoplastic, and systemic diseases. Amyloid beta, 
Aβ, accumulates in the AD choroid plexus.16 In 
MS, the choroid plexus could represent a site 
for lymphocyte entry in the CSF and brain and 
for presentation of antigens.17 Measurement of 
biomarkers is important in the diagnosis not 
only of MS, but also of AD and vascular cogni-
tive impairment (VCI). Measurement of CSF 
biomarkers, hyperphosphorylated tau (P-tau), 
total tau (T-tau), amyloid β1–42 (Aβ (42)) and 
neurofi lament light polypeptide (NF-L) in 
patients with mild cognitive impairment (MCI), 
the early stage of AD, predicted VCI and AD 
at follow-up. Increased baseline concentra-
tions of NF-L signifi cantly separated MCI-VCI 
from stable MCI.18 In another study of CSF 
biomarkers in advanced AD, T-tau, P-tau, and 
Aβ(42) could predict cognitive progression, the 
outcome of cholinesterase inhibitor treatment, 
and mortality in AD. A subgroup of patients 
with AD with extremely high levels of CSF bio-
markers exhibits worse clinical outcomes over 
time, including faster progression of cognitive 
defi cits, no response to cholinesterase inhibitor 
treatment, and higher mortality.19

Absorption of CSF at the 
Arachnoid Villi

The absorption of CSF at the arachnoid villi 
is pressure sensitive (Figure 2–4); as the CSF 
pressure increases, so does the amount of CSF 

effect is too short-lived to be of clinical impor-
tance. Increased CSF pressure reduces CSF 
formation only slightly.12

Table 2.2 lists factors that infl uence the rate 
of CSF formation. Hyperosmolality produced 
by intravenous mannitol reduces CSF produc-
tion by 50%,13,14 and this drug is used clinically 
in patients with raised intracranial pressure 
to temporarily lower the pressure.15 Mannitol 
is effective in doses of 0.25 mg/kg, which is 
below the amount needed to make a signifi cant 
change in plasma osmolality, suggesting that it 
is working by other mechanisms. Hypothermia 
infl uences CSF production by reducing cere-
bral metabolism.

Choroid Plexus and Disease 
 Biomarkers in CSF

The choroid plexus is involved in a variety of 
neurological disorders, including neurodegen-
erative, infl ammatory, infectious, traumatic, 

Table 2–1 Rate of CSF Formation 
in Different Species

Species mL/min
mL/min/mg 
Choroid Plexus

Rabbit 10 0.43
Cat 20 0.5
Dog 50 0.63
Goat 154 0.36
Human 350 0.18

Source: From Ref. 11.

Table 2–2 Factors That Infl uence CSF 
Formation

Substance Site of Action

Increased 
Production

Cholera toxin
Adrenergic 

stimulation

Adenylate 
cyclase

Adenylate 
cyclase

Decreased 
Production

Ouabain/digitalis
Acetazolamide
Hyperosmolality
Hypothermia

Na+/K+-ATPase
Carbonic 

anhydrase
Choroid plexus 

capillaries
Decreased 

metabolism
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Figure 2–4. Absorption of CSF is dependent on its pres-
sure. The formation rate is constant at 0.34 mL/min, and 
the rate of absorption increases above a threshold shown 
here at 68 mm H20 as an example. The point where CSF 
formation and absorption cross determines the CSF pres-
sure, measured by lumbar puncture with the patient lying 
on the side.
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absorbed into the blood across the arachnoid 
villi; alternatively, it can mix with the CSF in 
the spinal sac for subsequent removal into the 
vascular structures around the spinal cord or 
transport up over the hemispheres.

Cisternography was developed at a time 
when normal pressure hydrocephalus (NPH) 
was initially described and predicted to be a 
cure for dementia.22 This was prior to the real-
ization that AD was a major cause of demen-
tia, and enthusiasm for surgery to treat NPH 
waned. The CSF fl ow patterns can be deter-
mined clinically by the use of radioisotope cis-
ternography, which involves the injection of 
radioactive substances into the lumbar spinal 
fl uid.23 Cisternography is done with the gamma 
emitter, technicium, labeled to diethylenetri-
aminepentaacetic acid, a large inert molecule. 
After injection of the isotope into the lumbar 
sac, nuclear brain scans are done at 2, 24, and 
48 hours; the radioactive substances are trans-
ported slowly toward the head. If the molecular 
weight is large, the tracer ascends toward the 
head but remains in the subarachnoid space, 
where it exits through the sagittal sinus, which 
occurs within 24 hours under normal circum-
stances. Smaller molecular weight substances 
diffuse from the spinal canal through the vas-
cular plexuses surrounding the cord.24 When 
NPH is present, the tracer enters the ventricles 
and remains for up to 72 hours. If there is ven-
tricular enlargement due to atrophy (hydro-
cephalus ex vacuo), the tracer can temporarily 
enter the ventricle; however, it does not remain 
as long as in NPH when there is transependy-
mal absorption.25

Several other uses remain for cisternography, 
including determination of CSF leaks in patients 
with diffi cult-to-diagnose presentations of spon-
taneous intracranial hypotension. Patients with 
low CSF opening pressure often show contrast 
enhancement on MRI. Radioisotope cister-
nography is an additional diagnostic method 
to detect CSF leaks or pathological kinetics of 
radioisotope movement, particularly in cases 
with normal MRI fi ndings.26 Low-pressure 
headaches can occur after lumbar puncture but 
are usually transient. In an occasional patient, 
a persistent CSF leak requires a blood patch, 
which involves the injection of the patient’s 
blood into the site of the lumbar puncture to 
speed the healing of the tear. Trauma to the 
nasal area can lead to CSF leaks. Basilar skull 
fractures are another cause.

absorbed. Several explanations have been pro-
posed to describe the absorption process. The 
arachnoid villi appear to act as one-way valves, 
which open with raised pressure and close as 
the pressure falls.20 Larger particles are trapped 
by the arachnoid villi. Red blood cells from an 
intracranial bleed and white blood cells from 
an infection can be seen in the villi. Clogging of 
the absorption channels by cells or high protein 
levels impedes absorption of CSF, causing an 
increase in CSF pressure resulting in papille-
dema, and may lead under certain circum-
stances to communicating hydrocephalus.21

Circulation of CSF begins in the cerebral ven-
tricles with the fl uid exiting through the foram-
ina of Luschka and Magendie into the cisterna 
magna. Flow of CSF within the subarachnoid 
space can follow two patterns (Figure 2–5). 
It can move up over the convexities to be 
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Figure 2–5. Pathways of CSF drainage from the cere-
bral ventricles to the arachnoid villi. (A) The CSF moves 
from the ventricles through the foramina of Luschka and 
Magendie into the subarachnoid space. (B) From the sub-
arachnoid space it moves over the convexity to exit at the 
arachnoid villi.
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electrical resistance is regulated by the Na+/K+ 
ATPase pump. Epithelial sheets have a high 
electrical resistance due to the presence of tight 
junctions between the cells, and those with 
leaky junctions have a lower resistance.32 Thus, 
measurement of the electrical resistance across 
the secreting epithelium gives an indication of 
the tightness of the junctions. The greater per-
meability of the choroid plexus epithelium is 
due in part to leaky intercellular junctions with 
an electrical resistance of 26 ohm/cm2, which 
is similar to that of other leaky epithelium. For 
comparison, the electrical resistance of frog 
brain capillary is 1900 ohm/cm2 and that of 
tight epithelium, such as toad bladder, is over 
4000 ohm/cm2.33

The potassium concentration is maintained 
within a very narrow range in the CSF.5 The 
normal CSF potassium level is approximately 
3 mEq/L. Changes in plasma potassium have 
little effect on CSF potassium.34 Even at very 
high plasma levels, CSF potassium remains 
within the normal range.35 Transport across the 
BBB is limited, and the half-time of exchange 
for potassium is 24 hours. When potassium 
levels in the CSF are increased, sodium is 
exchanged for potassium by an active transport 
mechanism. Potassium is critical for neuronal 
function and affects the release of neurotrans-
mitters, making it important for it to be main-
tained at a constant level in the extracellular 
fl uid.

Calcium in the CSF normally ranges 
between 2 and 3 mEq/L in CSF compared to 
plasma levels of 4 to 5.5 mEq/L.36 Calcium is 
secreted from the choroid plexus and has a 
similar value in various CSF spaces. The rate 
of calcium entry from blood to CSF is relatively 
independent of the serum calcium level. The 
ratio of CSF to serum Ca2+ in humans is around 
0.50.37 The low CSF levels of calcium are main-
tained by transport mechanisms between blood 
and CSF.

Both acute and chronic changes in plasma 
calcium have little effect on brain calcium 
 levels. Fluctuations of plasma calcium from 
1 to 7 mmol/L in dogs change CSF calcium 
levels from 1 to 2 mmol/L; similarly, brain cal-
cium remains constant during acute changes.38 
Young rats fed diets low or high in calcium 
showed a 40% fall or a 30% rise, respectively, 
in total plasma calcium; brain levels remained 
within 10% of those in controls.39 Although cal-
cium enters the brain at the various interfaces 

Absorption of CSF is dependent on the state 
of the valve-like mechanism in the arachnoid 
villa. Several diseases lead to blockage of the 
absorption pathways with increased intracra-
nial pressure and papilledema. Subarachnoid 
hemorrhage leads to the appearance of red 
blood cells in the CSF. These cells are large 
enough to clog the outfl ow passages. White 
blood cells are another potential blocker of the 
absorption mechanism. Rarely, CSF protein 
will be increased suffi ciently to interfere with 
absorption.

Resistance of CSF outfl ow across the sagittal 
sinus can be measured by the infusion of arti-
fi cial CSF into the lumbar sac. This is another 
test developed for use in the diagnosis of NPH 
that is rarely performed. To measure the out-
fl ow resistance, a spinal needle is inserted by 
lumbar puncture and connected to a manom-
eter. While the patient is in a recumbent posi-
tion, artifi cial CSF is infused slowly and the 
rise in pressure during the infusion is used to 
measure the outfl ow. Normal individuals can 
tolerate infusion of CSF at rates twice those 
of production without an increase in pres-
sure.27 When the CSF absorptive mechanism 
is impaired, there is a rise in pressure as the 
fl uid is infused.

ELECTROLYTE BALANCE 
IN THE CSF

Sodium is the most abundant ion in the CSF, 
and it is important in transport and osmoregu-
lation. Tracer studies with 24Na have shown that 
the CSF and plasma levels are closely relat-
ed.28 Acetazolamide, an inhibitor of carbonic 
anhydrase, slows the entrance of radiolabeled 
sodium into the CSF.29 Vasopressin enhances 
the movement of sodium from blood to brain.30 
The exchange time for 24Na transport from 
blood to brain is about 2 hours and depends on 
the region sampled.

Cerebral capillaries have a membrane per-
meability to sodium of l.4 × l0−7 cm/s, which 
is similar to their permeability to mannitol and 
in the same range as tight-junctioned epithelial 
membranes.31 Both hypertonic saline and man-
nitol are used to temporarily control increased 
CSF pressure. The electrical resistance across 
a membrane is determined by the distribution 
of charged ions. In epithelial membranes the 
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of cellular membranes and formation of prod-
ucts of infl ammation.43

MENINGES AND SITES 
OF MASSES AND INFECTION

Three layers of meninges surround the brain 
and spinal cord. Dura mater is the tough 
fi brous layer beneath the skull that forms the 
inner layer of the cranial periosteum and tightly 
adheres to bone. Below the foramen magnum 
periosteum is separated from dura forming 
the epidural space, which is fi lled with fat. 
Arachnoid is the middle layer that is pressed 
against the dura. Cerebrospinal fl uid fi lls the 
subarachnoid space and is contiguous with the 
glia limitans and pia mater covering the brain 
surface. Virchow-Robin spaces are lined with 
pia mater as they surround the blood vessels 
entering the brain from the surface.

Understanding the layers overlying the brain 
provides a rational explanation for the sites of 
infections and mass lesions. Arteries are pre-
sent between the dura mater and the skull. 
When a fracture to the temporal bone tears the 
middle meningeal artery, a collection of blood 
accumulates rapidly under pressure in an epi-
dural hematoma. If the injury results in tearing 
of the veins between the dura mater and the 
arachnoid, a subdural hematoma forms in the 
potential space.

Infections in the sinuses, particularly the 
ethmoid and the sphenoid, can spread into the 
subdural space to form a subdural empyema. 
Because the pus forms a layer of fl uid beneath 
the dura mater, visualization by CT is not pos-
sible and MRI is the best diagnostic test. While 
subdural hematomas generally grow slowly 
and, if small, can be treated conservatively, 
subdural empyemas cause seizures and brain 
edema, and require high doses of antibiotics 
and urgent surgical treatment to drain the pus.

Below the arachnoid is the subarachnoid 
space that is crisscrossed with trabeculae and 
fi lled with CSF. Meningitis is a collection 
of cells in the subarachnoid space that can 
enter via blood or spread from the contiguous 
sinuses. Rupture of aneurysms on arteries in 
the subarachnoid space, commonly around the 
circle of Willis, results in severe headache with 
nuchal rigidity. Either blood or pus in the CSF 
can interfere with absorption of the CSF by 

comprising the BBB, transport across the cho-
roid plexus is the dominant route for calcium 
entry from blood to brain.40

Regulation of calcium is essential for normal 
brain function. Marked increases in brain cal-
cium produce impairment in thinking and can 
lead to coma, while very low levels of calcium 
cause seizures.36 In order to maintain calcium 
homeostasis, active transport of calcium at the 
BBB barrier is necessary. Both the cerebro-
vascular endothelium and the choroid plexus 
 participate in this process.39

Extracellular levels of unbound calcium are 
higher than intracellular ones. Calcium within 
the cell is sequestered in mitochondria and 
smooth endoplasmic reticulum. Entry of cal-
cium into the cell occurs either by a change in 
the voltage across the membrane that accom-
panies depolarization or via agonist-operated 
channels activated by excitatory neurotrans-
mitters. During pathological changes such as 
anoxia, the potassium concentration rises in 
the extracellular space and the calcium level 
falls.41 The extracellular calcium enters the cell 
and leads to a cascade of molecular events that 
result in permanent cell damage.

Postsynaptic calcium channels are activated 
by glutamate and aspartate. Both amino acids 
are excitatory neurotransmitters ubiquitously 
distributed in brain tissue. Two of the glutamate 
receptors are transmembrane channels that are 
named according to the dominant molecule that 
excites them: N-methly-d-aspartate (NMDA) 
and α-amino-3-hydroxy-5-methyl- 4-isoxazole 
propionic acid (AMPA) are ionotropic calcium 
channels. A metabotropic receptor coupled 
to a G-protein increases intracellular calcium. 
Glutamate excitatory receptors are mainly 
active in the synapses but have also been iden-
tifi ed on axons. Found in high concentrations 
in the hippocampus and other regions sensi-
tive to ischemic-anoxic injury, they are active 
in consolidation of memory through long-term 
potentiation. Glutamate ionotropic receptors 
open a sodium channel that allows sodium and 
chloride to enter the cell and another chan-
nel that permits calcium to pass. The calcium 
channel is strongly antagonized by magnesium, 
which may be important in the therapeutic 
action of magnesium.42 Although calcium entry 
is a normal consequence of cell excitation by 
glutamate, excess calcium within the cell can 
lead to the activation of cellular processes that 
are detrimental to the cell, such as breakdown 
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the spinal cord, leading to paralysis. Suspected 
epidural abscesses can be seen on MRI and, if 
detected, require surgical removal and drainage 
to prevent paraplegia (Figure 2–7).

INTERSTITIAL FLUID

The composition of the interstitial spinal fl uid 
(ISF) is thought to be similar to that of the CSF 
because of the continuity of the two fl uids across 
the ependymal and pial surfaces. Formation of 
ISF occurs by active transport processes at the 
cerebral capillary, utilizing the high density of 
mitochondria that allows the capillary to act as a 
secretory epithelium. Estimates of the amount 
of CSF coming from ISF production, which is 
driven by Na+/K+ ATPase pumps on the ablu-
minal side, range from 30% to 60%, depend-
ing on the species studied and the method of 
measurement.44

The extracellular matrix in brain contains 
complex carbohydrates and glycoproteins. 

blocking the channels in the arachnoid granu-
lations, resulting in an increase in CSF outfl ow 
resistance that raises the CSF pressure.

Infections can spread into the brain along 
the Virchow-Robin spaces that contain the 
arteries entering the brain from the surface. 
If the cells enter the Virchow-Robin spaces, 
meningoencephalitis results. Once infection 
has begun in the cerebral tissues, the cells 
form a cerebritis, which is localized. When 
the region of cellular accumulation forms a 
capsule, it is referred to as an abscess. Finally, 
when the cells are scattered more diffusely 
throughout the brain and accumulate around 
blood vessels, it is called an encephalitis. The 
sites of infection and masses in the meninges 
are shown in Figure 2–6.

The epidural space around the spinal cord 
is used as a site for injection of drugs for pain 
control. Infection can spread into the epidural 
space of the spinal cord from sites in the abdo-
men and lungs. Once an infection begins in the 
epidural space it can spread to multiple verte-
bral levels, but most dangerously it can compress 
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Figure 2–6. This drawing shows sites of potential brain infections and masses. Epidural hematomas occur beneath the skull 
and above the dura; these are ruptured blood vessels. Subdural empyemas are infections beneath the dura and over the surface 
of the brain. Meningitis indicates an infection limited to the subarachnoid space that contains the CSF. Meningoencephalitis 
indicates that the infection in the meninges has moved into the brain, often along the spaces formed as the blood vessels pen-
etrate the surface (Virchow-Robin spaces). An infection within the brain begins as a cerebritis, and when it forms a wall, it is 
called an abscess. Encephalitis due to viral infections, such as herpes simplex, spreads within the brain.
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greater drainage of the tracer into the ipsilat-
eral lymphatics of the neck. When the radiola-
beled albumin was injected into CSF, allowing 
it to move evenly throughout the subarachnoid 
space, the tracer appeared in both the ipsilat-
eral and contralateral lymph.46 This suggests 
that the drainage follows a route within brain 
tissue that is lateralized and unlikely to involve 
passage into the CSF in large amounts before 
it leaves the head.

Brain ISF fl ows via bulk fl ow along preferen-
tial pathways through the brain, contributing to 
the formation of CSF.13,48,49 The evidence indi-
cates an ISF bulk fl ow rate of 0.1–0.3 μL/min/g 
in rat brain along preferential pathways, espe-
cially perivascular spaces and axon tracts. Brain 
capillary endothelium is the main source of the 
fl uid; capillaries have the necessary ion trans-
porters, channels, and water permeability to 
generate fl uid at a slow rate, which is much 
less than CSF secretion across choroid plexus 
epithelium. Some CSF may recycle from the 
subarachnoid space into arterial perivascu-
lar spaces on the ventral surface of the brain 
and join the circulating ISF, draining back via 
venous perivascular spaces and axon tracts into 
CSF compartments, and out of both through 
arachnoid granulations and along cranial nerves 
to the lymphatics of the neck. The bulk fl ow of 
ISF has implications for nonsynaptic cell-cell 
communication (volume transmission); for 
drug delivery, distribution, and clearance; for 
brain ionic homeostasis and its disturbance in 
brain edema; for the immune function of the 
brain; for the clearance of beta-amyloid depos-
its; and for the migration of cells (malignant 
cells, stem cells).44

WATER DIFFUSION, BULK FLOW 
OF ISF, AND DIFFUSION TENSOR 
IMAGING

Magnetic resonance imaging has the unique 
ability to show the diffusion of water. As MRI 
technology advanced, with faster scans and 
better computational programs, novel uses of 
MRI emerged. A particularly useful develop-
ment was visualization of water movement in 
three dimensions. In 1990, Michael Moseley 
reported that water diffusion in white mat-
ter was anisotropic, which means that the 
effect of diffusion on proton relaxation varied, 

The main extracellular molecules are the gly-
cosaminoglycans: hyaluronic acid, heparin sul-
fate, dermatan sulfate, and chondroitin sulfate. 
Hyaluronic acid is highly hydroscopic and is 
found in larger amounts in the gray matter than 
in the white matter.45

LYMPHATIC DRAINAGE

Molecules injected into the caudate nucleus 
in several animal species drain into the ipsilat-
eral cervical lymphatics.46 In rabbits, dogs, and 
sheep, it is suggested that the substances move 
through the subarachnoid space and across 
the cribriform plate into the nasal mucosa. 
However, the signifi cance of this route of ISF 
drainage in humans is unknown. Dogs nor-
mally drain CSF out of the brain into the nasal 
region.24 Cats and sheep also have signifi cant 
drainage by this route.

Lymphatic drainage into the cervical nodes 
is a potential route for antigenic fragments of 
brain tissue to reach the peripheral lymphat-
ics where antibody formation could take place, 
which may be of importance in autoimmune 
diseases involving the brain.47 Fragments of 
myelin released by traumatic injury or other 
pathological mechanisms could enter the 
lymph nodes by this route, but the role of 
lymphatic drainage in autoimmune diseases 
remains uncertain.

Direct injection of 131I-labeled human 
albumin into the caudate nucleus resulted in 
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Figure 2–7. Transverse section of a vertebral body show-
ing the locations of the epidural and subdural spaces. 
Epidural abscesses (arrow) arise from infections in the tho-
racic regions and lead to compression of the spinal cord. 
(Adapted from ref. 84)
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There are numerous stimuli that lead to 
the release of AVP into the peripheral circu-
lation. Hemorrhage, water deprivation, hyper-
tonic sodium, and hypoxia cause an increase 
in plasma levels of vasopressin, while hemor-
rhage, hypoxia, and water deprivation lead to 
increased levels of the hormone in the CSF. 
There is a threshold effect with graded hyp-
oxia, with release of hormones occurring only 
when the oxygen level is lowered to 10% of 
that of inspired air.60 The stimuli that produce 
release into the periphery are not necessarily 
the same ones involved in release into brain tis-
sue, which is refl ected in the levels in the CSF. 
The CSF has been proposed as the conduit for 
transport of AVP from the site of release at the 
median eminence to other regions; however, 
the release into brain tissue with drainage into 
CSF is also possible.

Atrial natriuretic peptide (ANP) is released 
from cardiac atrial cells; it acts on the kidney 
and other peripheral organs to counteract the 
effect of AVP. Choroid plexus cells have recep-
tors for atriopeptin, and infusion of ANP into 
the CSF reduced the rate of CSF production 
by 35%.61 Atrial natriuretic peptide acts by 
stimulating the production of cyclic guanosine 
monophosphate, a second messenger. In iso-
lated microvesse1s, ANP activated guanylate 
cyclase activity.

Increased intracranial pressure, such as in 
pseudotumor cerebri and subarachnoid hem-
orrhage, increases CSF vasopressin levels.62 
Hypoxia in animals increases vasopressin lev-
els in both blood and CSF.60 Two vasopressin 
receptors have been identifi ed, namely, a V1 
and a V2 receptor. In rat brain, a V1-type recep-
tor has been localized to the lateral septum and 
dorsal hippocampus. Isolated brain capillaries 
have a V1-type receptor, and the pial arteries 
have vasopressin immunoreactive fi bers.63 The 
V1 receptor is coupled to a phosphoinositol sec-
ond messenger system, which in other organs 
is found near the alpha-adrenergic receptor. 
Activation of phosphoinositol results in inositol 
triphosphate phosphate (IP3) and diacylglyc-
erol (DAG) formation. These, in turn, acti-
vate protein kinase C and the phospholipases. 
Calcium plays a key role in this process since it 
is activated by DAG and augments phospholi-
pase activation. Phospholipases C and A2 can 
release membrane fatty acids, particularly ara-
chidonic acid. Once arachidonic acid and other 
free fatty acids are formed, they have a series of 

depending on the orientation of fi ber tracts 
relative to the orientation of the diffusion gra-
dient applied by the imaging scanner. He also 
pointed out that this should best be described 
by a tensor, which is a vector that can be bro-
ken down into three directions of movement 
in Cartesian space.50 Diffusion tensor imaging 
(DTI) is important when a tissue, such as the 
neural axons of white matter in the brain, has 
an internal fi brous structure analogous to the 
anisotropy of some crystals. Water will then 
diffuse more rapidly in the direction aligned 
with the internal structure, and more slowly 
as it moves perpendicular to the preferred 
direction. More extended DTI scans derive 
neural tract directional information from the 
data using three-dimensional or multidimen-
sional vector algorithms based on six or more 
gradient directions, suffi cient to compute the 
diffusion tensor. From the diffusion tensor, 
diffusion anisotropy measures such as frac-
tional anisotropy can be computed. Moreover, 
the principal direction of the diffusion tensor 
can be used to infer the white matter connec-
tivity of the brain (i.e., tractography, trying to 
see which part of the brain is connected to 
which other part).51 Studies in complex neu-
rological and psychiatric disorders, such as 
traumatic brain injury, stroke, MS, dementia, 
autism, and schizophrenia, have shown disor-
dered patterns of white matter fi ber tracts and 
have inferred that these changes in fi ber tracts 
impact connectivity.

NEUROPEPTIDES AND FLUID 
HOMEOSTASIS

Neuropeptides, such as arginine vasopres-
sin (AVP) and atrial natriuretic factor (ANF), 
infl uence water movement in the brain.8,52–56 
Vasopressin crosses the BBB very slowly, and 
AVP in the CSF is produced within the central 
nervous system. When injected into the CSF of 
rabbits, AVP lowered CSF pressure by increas-
ing the transport of water across the arach-
noid villi.57 Increased intracranial pressure in 
humans results in an increase in the level of the 
hormone in the CSF, suggesting that it may be 
important in brain edema.58 Further evidence 
for a role in brain edema comes from study-
ing cold-injury edema, which is worsened after 
vasopressin injection into the CSF.59
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side effects. Arginine vasopressin receptor 
antagonists represent a new approach to the 
treatment of hyponatremia; they block tubular 
reabsorption of water by binding to V2 recep-
tors in the renal collecting ducts, resulting in 
aquaresis. Initial clinical experience with AVP 
receptor antagonists for hyponatremia has 
shown that these agents augment free water 
clearance, decrease urine osmolality, and 
correct serum sodium and serum osmolality. 
Controlled clinical trials now underway will 
help elucidate the role of AVP receptor antag-
onism in the treatment of hyponatremia.67

AQUAPORINS AND WATER 
TRANSPORT IN THE CENTRAL 
NERVOUS SYSTEM

Early experiments demonstrating that erythro-
cyte membranes are more permeable to water 
than expected from water diffusion through a 
lipid bilayer provided the fi rst experimental evi-
dence of the existence of water pores.68 Many 
years passed before the discovery of pore-form-
ing molecules, aquaporins (AQPs), for which 
Agre was awarded the Nobel Prize.69 The aqua-
porins are a family of at least 13 members of 
small membrane-spanning proteins that assem-
ble in cell membranes as homotetramers.70–72 
Each monomer is approximately 30 kDa, and 
six α-helical domains with cytosolically ori-
ented amino and carboxy termini surround 
the water pore.73 The AQPs transport water 
in both directions, depending on the pressure 
gradients from hydrostatic or osmotic forc-
es.74 The principal AQP in mammalian brain is 
AQP4; this molecule is heavily expressed at the 
borders between brain parenchyma and major 
fl uid compartments, including astrocytic foot 
processes, glia limitans, ependymal cells, and 
subependymal astrocytes.75–77 This distribution 
pattern indicates that AQP4 controls water 
fl ow into and out of the brain.74 Aquaporin 1 is 
expressed in the apical membrane of the cho-
roid plexus and plays an important role in CSF 
formation.74,78,79 There was controversy about 
whether AQP9 is expressed in the brain.78,80 
However, one study using mice with targeted 
deletion of the AQP9 gene has provided con-
clusive evidence for expression of AQP9 in 
neurons.81

deleterious effects on cellular function. They 
inhibit Na+/K+-ATPase and lead to the forma-
tion of free radicals and leukotrienes, both of 
which are potent mediators of the infl ammatory 
response. Edema occurs with intraventricular 
or intracerebral injection of AVP, suggesting 
that excessive stimulation of V1 receptors on 
brain cells or blood vessels mediates volume 
regulation by AVP.59,64

Receptors for vasopressin are present in neu-
rons, astrocytes, endothelial and smooth mus-
cle cells of blood vessels, and choroid plexuses. 
A number of studies have shown increased 
release of vasopressin and expression of vaso-
pressin receptors in the brain following ische-
mia, trauma, or subarachnoid hemorrhage, and 
antagonists of vasopressin V1 receptors reduce 
brain edema. Vasopressin is also implicated in 
brain edema and in impairment of cerebral vas-
culature in hypo-osmotic states. Vasopressin V1 
receptor antagonists are being tested in exper-
imental studies for treatment of cerebrovascu-
lar pathology.65

Hyponatremia is frequently associated 
with neurological disease, neurosurgical pro-
cedures, and the use of psychoactive drugs. 
Arginine vasopressin is the principal phys-
iological regulator of water and electrolyte 
balance at the kidney, and disruption of the 
normal AVP response to osmotic stimuli by 
brain diseases is a common cause of dilu-
tional hyponatremia in neurological  disorders. 
Hyponatremia due to self-induced water 
intoxication, symptomatic hospital-acquired 
hyponatremia, and hyponatremia associated 
with intracranial pathology demand prompt 
intervention. The hyponatremia-induced shift 
in water from the extracellular to the intracel-
lular compartment can lead to cerebral edema 
and serious neurological complications, espe-
cially if the decrease in serum sodium con-
centration is large or rapid. Overly rapid 
correction of the serum sodium level may 
lead to osmotic demyelination and irrevers-
ible brain injury.66 Central pontine myelinoly-
sis was initially described as a consequence of 
the damage to the white matter in the pons, 
but it is now recognized that more extensive 
damage to the white matter may occur. Fluid 
restriction is considered the fi rst-line treat-
ment; the pharmacological agents currently 
used in the treatment of hyponatremia are 
limited by inconsistent responses and adverse 
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Chapter 3

Neurovascular Unit

EARLY EXPERIMENTS ON THE 
BLOOD-BRAIN BARRIER

Endothelial cells provide a barrier that sepa-
rates the systemic circulation from brain cells. 
Early anatomists, using Camillo Golgi’s silver 
chromate stain showed that astrocyte foot pro-
cesses attached to cerebral blood vessels. In 
the 1960s, Reese and Karnovsky found that the 
electron-dense particles ferritin and horserad-
ish peroxidase were trapped in the clefts at the 
top of the luminal-facing junctions between 
endothelial cells, providing visual evidence of 
the blood-brain barrier (BBB).1 The view that 
endothelial cells formed the BBB, ignoring the 
surrounding cells, was the dominant view until 
the mid-1990s, when the concept of the neuro-
vascular unit emerged (Table 3–1).

THE NEUROVASCULAR UNIT AND 
TIGHT JUNCTION PROTEINS

Neuronal function is highly sensitive to the fl uid 
and electrolyte composition of the  extracellular 
fl uid, which is maintained in balance with 

the intracellular fl uids by a complex series of 
membrane pumps and ionic channels. The 
neurovascular unit is critical in preserving this 
delicate fl uid and electrolyte balance through 
a series of interfaces that separate blood and 
brain cells. Endothelial cells, astrocytes, peri-
cytes, and neurons comprise the neuro(glio)
vascular unit2,3 (Figure 3–1). Unlike the periph-
eral microvasculature, brain capillaries are not 
fenestrated and contain very few pinocytotic 
vesicles. Essential nonlipophilc molecules are 
actively transported across the BBB, while 
lipophilic molecules diffuse passively from the 
vascular space into the brain.

During central nervous system development, 
brain blood vessels acquire the unique charac-
teristics that distinguish them from peripheral 
capillaries. Astrocytes and endothelial cells 
interact to form the proteins of the tight junc-
tions and adherent junctions that connect brain 
endothelial cells (Figure 3–2). Although disrup-
tion of adherent junction proteins can lead to 
increased BBB permeability, it is primarily the 
tight junction proteins (TJPs) that confer the 
low paracellular permeability and high electri-
cal resistance of the BBB.4 By increasing the 
electrical resistance, TJPs convert the brain 
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the cell membrane. In experimental autoim-
mune encephalomyelitis (EAE), a model of 
multiple sclerosis, occludin dephosphorylation 
precedes the neurological deterioration and 
increased leakage of plasma proteins across 
the BBB.7 The C-terminal cytoplasmic domain 
of occludin is involved in its association with 
the cytoskeleton via accessory proteins, such 
as zona occludens-1 and -2. The other major 
intracleft TJPs are the claudins, a family of at 
least 24 members.8 Claudins-5, -3, and -12 are 
localized at the BBB.9 The extracellular tails 
of claudins from adjacent cells self-assemble 
to form the tight junctions, which are “zip-
locked”  together.10 Junctional adhesion mole-
cules mediate the early attachment of adjacent 
cell membranes via homophilic interactions.

Adherens junctions (or zonula adherens) are 
protein complexes that occur at cell-cell junc-
tions in epithelial-like tissues, usually more 
basal than tight junctions. An adherens junc-
tion is defi ned as a cell junction whose cyto-
plasmic face is linked to the actin cytoskeleton. 
The adherens junctions are ubiquitously found 
in the cerebral vasculature, where they mediate 
several functions, including adhesion of endo-
thelial cells to each other, contact inhibition 
during remodeling, and growth of the vascu-
lature. VE-cadherin is an endothelial-specifi c 
Ca2+-regulated protein that is linked to the 
cytoskeleton via catenins. Platelet endothelial 

capillaries into epithelial sheets that block the 
transport of large molecules, charged sub-
stances, and nonlipid soluble substances.

The TJPs form an intricate complex of trans-
membrane (occludin, claudins, junctional 
adhesion molecule-1) and cytoplasmic (zona 
occludens-1 and -2, cingulin, AF-6, and 7H6) 
proteins linked to the cytoskeleton (Table 3–2). 
Occludin is a 60 to 65 kDa protein with four 
transmembrane domains and two extracellular 
loops that span the cleft between adjacent endo-
thelial cells.5 Occludins are highly expressed in 
cerebral endothelium and sparsely distributed 
in nonneural endothelia.6 The phosphorylation 
state of occludins regulates its association with 

Table 3–1 Landmarks in the Concept 
of the Neurovascular Unit

1885 Erhlich shows that intravenous dyes do not 
stain brain

1913 Goldmann shows that dyes injected into CSF 
stain brain

1873 Golgi applies his new silver staining method 
to brain, demonstrating the presence of neurons

1889 Ramǒn y Cajal shows that neurons are 
 discrete and shares the Nobel Prize in 1906 with 
Golgi

1967 Reese and Karnovsky demonstrate the barrier 
at the endothelial cell

Pericyte 

Endothelial cell 
Gap junction 

Glucose 
transporter 

AQP4
Ca2+ 

Glutamate 

K+ channel

Capillary 

Figure 3–1. Drawing of the neurovascular unit. Penetrating arterioles are surrounded by astrocytic endfeet that express 
several specialized proteins. Astrocytes have fi ne processes in close proximity to synapses and occupy nonoverlapping spatial 
domains. Pericytes are in the basal lamina. A glutamate synapse is shown releasing calcium into the astrocyte, which will 
modulate the function of the blood vessel. AQP4, aquaporin 4. (Adapted from Ref. 3.)
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membrane of capillaries and postcapillary 
venules. Cell bodies and cytoplasmic processes 
of pericytes, as well as the endothelial cells, are 
enveloped by the same basal lamina, except for 
locations where they make direct contacts with 
each other. They are important in BBB stabil-
ity as well as angiogenesis. Their expression of 
smooth muscle actin and desmin, two proteins 
found in smooth muscle cells, and their adher-
ence to the endovascular cells make them very 
strong candidates for blood fl ow regulators 
in the microvasculature.3 Pericytes are con-
tractile and seem to serve as a smooth muscle 
equivalent in the brain capillaries. They also 

cell adhesion molecule-1 (PECAM-1), also 
known as CD31, is a key participant in the 
migration of blood-borne cells across the BBB. 
Changes in the adherens junction proteins can 
lead to increased paracellular permeability and 
leukocyte traffi cking.

On the abluminal surface of the endothelial 
cells is a thin layer of basal lamina composed 
mainly of type IV collagen, fi bronectin, hepa-
ran sulfate, laminin, and entactin (Table 3–3).11 
Pericytes reside within the basal lamina. 
Mesenchymal in origin, pericytes form an 
incomplete envelopment around the endothe-
lial cells and within the microvascular basement 

apical/luminal plasma membrane

occludin

7H6

actin

ZO-2

ZO-1

claudin
3/5

JAM

BRAIN

cingulin
actin

AF-6 ZO-1

ZO-1

ZO-2

ZO-2

BLOOD

ZO-1

Figure 3–2. The TJPs form an intricate complex of proteins linked to the actin cytoskeleton. Claudins and occludin have 
four transmembrane domains with two extracellular loops, which are important in forming the “seal” between two adja-
cent endothelial cells. These proteins associate with the cytoskeleton via accessory proteins such as zona occludens (ZO)-1, 
ZO-2, AF6, and cingulin. The junctional adhesion molecule (JAM) family forms part of the TJPs and mediates attachment 
of cell membranes via homophilic interactions. The most important components of the adherent junctions are vascular 
endothelial (VE)-cadherin and platelet endothelial cell adhesion molecule-1 (PECAM-1). VE-cadherin is linked to the actin 
cytoskeleton via catenins. (From Ref. 4.)

Table 3–2 Major Tight Junction Proteins

Occludin
Claudin-5, -3, -12
Junctional adhesions molecule-1
Zona occludens-1, -2
Cingulin

Table 3–3 Components of the Basal 
Lamina

Collagen type IV
Fibronectin
Heparan sulfate
Laminin
Entactin
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these processes facilitate ion and water trans-
port across the BBB. Neurons and perivascu-
lar microglia are the other cellular components 
of the neurovascular unit. In the adult brain, 
neurons, which are not in direct contact with 
endothelial cells, probably exert an infl uence 
indirectly. However, astrocytes directly medi-
ate the neurovascular connections by wrapping 
their foot processes around brain microvessels. 
By releasing vasoactive molecules, astrocytes 
mediate the neuron- astrocyte-endothelial sig-
naling pathway and play a profound role in 
coupling blood fl ow to neuronal activity.

Interactions between the different cellular 
components of the neurovascular unit and the 
extracellular matrix determine permeability. In 
vivo studies, while more diffi cult to interpret, 
provide better information than cell culture sys-
tems, which generally include only one or two 
cell types. When endothelial cells are grown 
alone in culture, the electrical resistance across 
the vessels is much lower; adding astrocytes to 
the culture system can increase it, and adding 
pulsations further improves the system.17

INTEGRINS, SELECTINS, AND 
ENDOTHELIAL CELL ADHESION

Blood vessels are joined to the extracellular 
matrix by a series of integrins. Cells within cere-
bral microvessels express both the integrin and 
dystroglycan families of matrix adhesion recep-
tors. Integrins and the dystroglycan complex 
are found on the matrix faces of both endothe-
lial cells and astrocyte endfeet. Pericytes rest 
against the basal lamina. Matrix adhesion recep-
tors are essential for the maintenance of the 
integrity of BBB permeability, and  modulation 
of these receptors contributes to alterations in 
the barrier during brain injury.18

Integrins convey signals from the extracel-
lular matrix outside a cell to the cytoskele-
ton inside the cell, coupling them to essential 
intracellular function through a series of pro-
tein kinases. Ligands of integrins include fi bro-
nectin, vitronectin, collagen, and laminin. 
Infl ammatory cells migrate across the highly 
specialized endothelial cells and gain access 
to the central nervous system. Leukocyte 
recruitment across this vascular bed involves 
α4-integrins in the initial contact as well as 
adhesion with the endothelium (Figure 3–3). 

display several macrophage properties includ-
ing phagocytosis and antigen presentation.12 
Interaction between pericytes and endothelial 
cells is important for the maturation, remod-
eling, and maintenance of the vascular system 
via secretion of growth factors or modulation 
of the extracellular matrix. There is also evi-
dence that pericytes are involved in transport 
across the BBB and the regulation of vascular 
permeability.13

Astrocytes are generally thought to be 
essential cells for tight junction formation 
(Table 3–4). However, a study in embryos 
challenges this concept by showing that BBB 
qualities of the capillary form when the endo-
thelial cells invade the central nervous system 
and pericytes are recruited to the developing 
vessels, which takes place over a week before 
astrocyte generation, showing that pericytes are 
critical for tight junction formation.14 Another 
interesting study of pericytes showed that they 
decrease with age, which parallels an increase 
in BBB permeability.15

During development, leptomeningeal mes-
enchymal cells enter the brain and transform 
into microglia. Circulating monocytes pro-
vide another major source of brain microglia. 
Perivascular microglial cells, which are bone 
marrow derived, continuously turn over in the 
central nervous system and are immunoregula-
tory cells that connect the central nervous sys-
tem with the peripheral immune system; they 
are recruited to the brain after stroke, which 
may be a mechanism involved in the recovery 
process.16 Microglia are phagocytic cells with 
the capability of antigen presentation. They 
rapidly respond to a wide variety of stimuli 
including infl ammation and hypoxia/ischemia. 
Activated microglia release several infl amma-
tory factors, which modulate the permeability 
properties of the neurovascular unit.

Surrounding the endothelia and basal lamina 
are the astrocytic foot processes, which have 
multiple ion transporters and channels and 
heavily express aquaporin 4, suggesting that 

Table 3-4 Roles of Astrocytes

Uptake of glutamate through glutamate uptake 
receptors

Cycling of glycolytic pathway molecules
Source of growth factors for surrounding cells
Aid in formation of tight junctions
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developed to block the adhesion of leukocytes 
are used to reduce infl ammation in EAE and 
MS. One such agent is the humanized anti-
α4-integrin antibody, natalizumab, which is 
an effective treatment for relapsing-remitting 
MS.21 In the EAE model, natalizumab inhibits 
the fi rm adhesion but not the rolling or cap-
ture of human T cells on the infl amed BBB.22 
Although natalizumab is still used in selected 
MS patients with advanced disease who are 
poorly responsive to other agents, this treat-
ment was severely curtailed when an increased 
incidence of progressive multifocal leukoen-
cephalopathy, a fatal disease of the nervous sys-
tem due to the JV virus, occurred in a number 
of patients.23

ASTROCYTES, PERICYTES, 
AND BASAL LAMINA

Immunostaining astrocytes with antibodies 
to aquaporin shows a dense pattern around 

Intravital microscopic analysis of immune cell 
interaction with superfi cial brain vessels dem-
onstrates a role for E- and P-selectin and their 
common ligand, P-selectin glycoprotein-1 
(PSGL-1), in lymphocyte rolling.19

Adhesion and signaling molecules on leu-
kocytes and endothelial cells mediate recruit-
ment of leukocytes into brain tissue. Rolling 
white blood cells adhere to vessels through the 
action of selectins and vascular cell adhesion 
molecule-1 (VCAM-1). Experimental allergic 
encephalomyelitis is a T-cell-mediated auto-
immune disease induced by injection of mye-
lin basic protein in Freund’s adjuvant, which is 
used to model for multiple sclerosis (MS).20 An 
infl ammatory process is induced around blood 
vessels with demyelination in the region of the 
infl ammation. T cells adhere to the selectins 
by an α4β1-integrin on the leukocyte surface. 
Depending on the type of endothelial cell, 
either a selectin or VCAM-1 couples the cell to 
the endothelial surface, slowing the rolling and 
leading to the adhesion and diapedesis of the 
cells across vessels. Anti-infl ammatory agents 
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Figure 3–3. Differential contribution of selectins to immune cell interaction with the meningeal versus the parenchymal 
BBB. In meningeal microvessels endothelial E- and P-selectin and their leukocyte ligand (PSGL-1), as well as α4-integrin, 
contribute to leukocyte tethering and rolling. Meningeal microvascular endothelial cells store P-selectin in their Weibel-
Palade bodies and can upregulate P-selectin expression during EAE. In contrast, parenchymal microvascular endothelial 
cells lack storage of P-selectin in their Weibel-Palade bodies. In deep cortical brain microvessels, which are inaccessible to 
intravital microscopy the molecular mechanisms of the initiation of lymphocyte recruitment across the BBB might differ, as 
antibodies directed against α4-integrin but not against E- and P-selectin or PSGL-1 inhibit infl ammatory cell accumulation 
and EAE. The intravital microscopy of spinal cord microvessels supports a predominant role of α4-integrins in immune cell 
interaction with the BBB. BM, basal membrane; TJ, tight junction; APC, antigen presenting cells. (From Ref. 19.)
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in white matter, are disorganized but are inter-
calated between oligodendrocytes and along 
blood vessels.

Astrocytes have diverse roles in brain 
 function. One of the most important is uptake 
of glutamate, through glutamate uptake recep-
tors, after it is released into the extracellular 
space during normal cell excitatory signaling. 
Glutamate also provides energy-generating 
substrates for the tricarboxylic cycle for use 
in the glycolytic pathways. Astrocytes supply 
surrounding cells with a variety of growth fac-
tors and are essential for the maintenance of 
the basal lamina. Because of their use of gly-
cogen as a fuel source, astrocytes are thought 

capillaries consistent with their important role 
in the neurovascular unit. Conventional stain-
ing of astrocytes with glial fi brillary acidic pro-
tein (GFAP) stains fewer astrocytes.24 Densely 
packed astrocytes are arranged neatly around 
blood vessels (Figure 3–4). Astrocytes use 
calcium signaling to communicate, and cal-
cium signaling spreads rapidly between astro-
cytes through gap junctions formed by Cx43 
hemichannels.25

There are several types of astrocytes in brain 
tissue. In cortex, protoplasmic astrocytes are 
found mainly in layers 2–6, and are organized 
into domains associated with neurons and 
blood vessels. Fibrous astrocytes, which reside 
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Figure 3–4. Not all vascular astrocytic endfoot processes are GFAP positive. (A) Glial fi brillary acidic protein immuno-
labeling of astrocytes in cortex. Individual astrocytes are star-shaped and distributed symmetrically, with minimal contact 
with neighboring astrocytes. Vascular processes differ from other processes by being straight, unbranched, and of wide 
diameter (arrowheads). The surfaces of large to medium-sized vessels were densely covered by GFAP-positive astrocytic 
endfeet. Inset: An astrocyte with two vascular processes. (B) Double immunolabeling of AQP-4 (red) and GFAP (green). 
Aquaporin-4 immunolabeling reveals that the entire network of vessels, including capillaries, is covered by astrocytic 
processes, albeit GFAP negative. Smaller vessels and capillaries are mostly GFAP negative but display intense labeling 
against the astrocyte-specifi c channel AQP-4. The AQP-4 labeling reveals continuous coverage by astrocytic endfeet. (C–F) 
Examples of the organization of GFAP in astrocytic endfeet around larger vessels. C and D display examples of wagon-
wheel or rosette formation of GFAP fi laments in the vascular endfeet, whereas E and F are examples on parallel arrays 
running perpendicular to the length of the vessel. C and E are double labeled against GFAP (green) and AQP-4 (red), 
whereas D and F are stained against GFAP only. Scale bar: inset, 40 μm; A, 10 μm; B, 60 μm; C, E, 5 μm; D, F, 30 μm. 
(From Ref. 51; See also the color insert for red and green colored images.)
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fl uid (ISF) occurs through the exchange of 
ions across membranes by Na/K adenosine 
triphosphatases (ATPases), which creates an 
osmotic gradient when three Na+ molecules 
move out of the cell and two K+ molecules 
move in. These high energy needs of cerebral 
capillaries are supplied by the large number 
of mitochondria that provide the adenosine 
triphosphate (ATP) for the Na+/K+ ATPase 
pumps.29 Finally, cerebral capillaries contain 
proteins that act as transporters for glucose and 
amino acids, maintaining the levels of these 
essential substrates in brain tissues through 
a wide range of blood values (Figure 3–5). 
Understanding the mechanisms of transport 
of substances from blood to brain is of great 
clinical importance; it has infl uenced concepts 
of disease  pathogenesis and been helpful in 
drug design.

Several factors impact the rate of transport of 
substances across the BBB (Table 3–5). These 
include molecular weight, molecular charge, 
lipid solubility, and carrier mechanisms. Lipid-
soluble molecules pass most easily through the 
endothelial cell. This may occur either through 
lipoprotein pores in the membrane or by dis-
solving in the membrane matrix. For example, 
gases such as oxygen, carbon dioxide, and anes-
thetic agents are highly lipid-soluble and readily 
cross the membrane, while slow passage across 
the BBB of certain drugs limits their therapeu-
tic usefulness. Modifying molecules to increase 
their lipid solubility has been used to design 
drugs with greater therapeutic effectiveness. 
The octanol/water ratio of a substance is a good 
index of the ease of movement across the BBB 
(Figure 3–6). Lipid-soluble compounds parti-
tion into the octanol layer, while nonlipids are 
dissolved mainly in the water. For example, ami-
nopyrine is highly lipid- soluble and has a par-
tition coeffi cient greater than 1, while sucrose 
is very insoluble in octanol and has a very low 

to be better able to withstand hypoxia than 
neurons. Astrocytes are able to metabolize lac-
tate, which makes them more resistant to hyp-
oxia, and they provide substrates to neurons. 
Astrocytes secrete a number of vasoactive sub-
stances that vasodilate and vasoconstrict blood 
vessels. Synaptic activity releases glutamate, 
which stimulates an increase in astrocyte 
 calcium. Neuronal activity increases intracel-
lular Ca2+ in astrocytic perivascular endfeet, 
which can infl uence the diameter of cerebral 
arterioles.3

MOVEMENT OF SUBSTANCES 
INTO AND OUT OF BRAIN

Transport of essential nutrients into the brain 
is compromised by the extremely high electri-
cal resistance in the cerebral capillaries, which 
reaches values of 1900 ohm/cm2, equivalent 
to those in frog skin.26 Tight junctions in brain 
capillaries create an intermediate electrical 
resistance compared to other tissues. By com-
parison, the tight junctions in urinary bladder 
epithelium create an electrical resistance of 
3800 ohm/cm2, while muscle capillaries have 
a resistance of 20 ohm/cm2 and mesenteric 
capillaries have only 1–2 ohm/cm2 resistance. 
In addition to the tight junctions, brain capillar-
ies contain enzymatic barriers that effectively 
metabolize various substrates before they are 
allowed to enter the brain. These enzymes 
include alkaline phosphatase, pseudocholines-
terase, aromatic-l-amino acid decarboxylase, 
and gamma-glutamyl transpeptidase.27

Transplantation studies have shown that the 
stimulus for capillaries to form tight junctions 
comes from brain. This was shown in transplan-
tation studies using quail brains, which have 
specifi c markers for capillaries so that they 
can be identifi ed and distinguished from 
other capillaries. Transplantation of systemic 
capillaries into quail brain induces capillaries 
with tight junctions.28 Pericytes participate in 
the production of tight junctions in developing 
brain capillaries.14 Astrocytes probably have an 
important role in maintaining the integrity of 
the tight junctions.

Cerebral capillaries are highly metabolic 
structures, which makes them vulnerable to 
traumatic and ischemic injuries that impair 
energy sources. Formation of interstitial 

Table 3–5 Factors That Infl uence 
 Transport Across the BBB

Molecular weight
Extent of ionization
Lipid solubility
Presence of carrier molecules
Protein binding of drugs
P-glycoprotein transport out of brain
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of pinocytosis and increased mitochondria. (3) Specialized transport molecules. (4) High metabolic activity is necessary to 
provide energy to ATPase pumps. (5) Formation of CSF/ISF. (6) Basal lamina.

10

1

.1

.01

.001

.0001

.00001 .0001

glycine

mannitol

L-glucose

pencillin

 morphine dopamine

epinephrine

B
ra

in
 u

p
ta

k
e
 r

a
te

 (
m

l/
g
/m

in
)

D-glucose L-dopa

L-leucine

heroin

water

nicotine

iodoantipyrine

diazepam

ethanol

phenobarbital phenytoin

.001 .01 .1 1

Oil/water partition coefficient + MW

Figure 3–6. Graph showing that the increased brain uptake of various compounds is determined by the lipophilicity 
(higher oil/water partition coeffi cient). Drugs of abuse, such as ethanol, heroin, and nicotine, are rapidly taken into brain. 
(From Ref. 52.)



42 Molecular Physiology and Metabolism of the Nervous System

B receptor, protein kinase C, and nitric oxide 
synthase (Figure 3–7). Signaling mechanisms 
could be blocked, providing potential thera-
peutic targets that could be used to modulate 
P-glycoprotein activity and increase drug deliv-
ery across the BBB.30

GLUCOSE AND AMINO ACID 
TRANSPORT

Glucose is carried into the brain by facilitated 
transport.31 When the concentration of glucose 
in the blood is low, it is more avidly transported 
across the capillary by the carrier molecules. 
However, high concentrations of glucose satu-
rate the carrier molecules. A smaller amount of 
glucose continues to enter the brain by  diffusion. 
The transport process is described by equations 
derived from enzyme kinetics, with the carrier 
molecule acting as the enzyme that causes the 
reaction to occur but remains unchanged in the 
process. Carrier molecules specifi cally trans-
port d-glucose rather than the l-form.

The analysis of glucose movement across 
the capillary is complicated because glucose 
is both transported and metabolized. To over-
come this limitation, analogs of glucose have 
been used. One such analog, 3–0-methyl glu-
cose, is transported by the d-glucose carrier 
but is not metabolized by the tricarboxylic acid 
cycle, making it a measure of glucose uptake.32 
Another analog of glucose, deoxyglucose, is 
transported and phosphorylated but not fur-
ther metabolized, making it a useful tracer for 
autoradiographic and positron emission tomog-
raphy (PET) studies of glucose  metabolism.33 
An important advance in understanding brain 
metabolism occurred with the introduction of 
measurement of glucose metabolism in humans 
using PET, which is done with analogs of glu-
cose labeled with positron-emitting isotopes.

Glucose transporters in the cerebral capillar-
ies shuttle the glucose molecule from blood to 
brain. Carrier-mediated transport utilizes spe-
cialized proteins to shuttle glucose into the 
brain; the rate of transport is affected by the 
plasma glucose concentration. The transport 
constant term is called KT

m. Once glucose is 
within the cell, its concentration, Cs, affects the 
formation of metabolic products, Cp, and the 
metabolic processes are described by Km

m. As 
the plasma concentration of glucose increases, 
the rate of infl ux becomes saturated to reach 

coeffi cient. Modifi cation of morphine to create 
heroin increases its lipid solubility, allowing it 
to enter the brain more rapidly, which makes it 
more desirable as a substance of abuse. When 
a molecule has low permeability and remains 
in the blood, it can be used as a marker for the 
size of the vascular space. By contrast, a mol-
ecule that is highly permeable can be used to 
measure cerebral blood fl ow. Lipid solubility 
aids the transport of drugs across the BBB. 
The poor solubility of penicillin limits its access 
to the brain, making very high concentrations 
necessary for the treatment of brain diseases. 
Alternatives to penicillin, such as ampicil-
lin, chloramphenicol, and the new-generation 
cephalosporins, penetrate into brain more 
readily than penicillin and are used to treat 
brain infections. Occasionally, an infection with 
a bacteria or fungus is sensitive only to a poorly 
permeable antibiotic, such as the treatment of 
coccidiomycoses with amphotericin; in that sit-
uation, it is necessary to bypass the BBB by the 
direct injection of the antibiotic intrathecally 
into the lumbar CSF, intracisternally or occa-
sionally into the ventricles, depending on the 
site of the infection and the need to have the 
drug closer to the site. Chemotherapy for brain 
tumors is another example of the interference 
of the BBB in treatment. The anticancer drug, 
methotrexate, is used to treat brain tumors and 
childhood leukemia. However, because it is 
relatively impermeable and crosses the BBB 
slowly, intrathecal injection is often used.

Another unique aspect of the cerebral cap-
illary is its high content of several enzymes. 
These enzymes metabolize neurotransmitters 
and limit the transport of these substances 
into brain. For example, l-dopa decarboxyl-
ase metabolizes l-dopa, reducing the amount 
of circulating l-dopa that can enter the brain. 
An inhibitor of dopa decarboxylase called car-
bidopa is added to l-dopa to form sinemet for 
the treatment of Parkinson’s disease by dopa-
mine replacement.

P-glycoprotein, an ATP-driven drug effl ux 
transporter, is a critical element of the BBB. 
High level of expression, luminal membrane 
location, multispecifi city, and high transport 
potency make P-glycoprotein a selective gate-
keeper of the BBB and a primary obstacle to 
drug delivery into the brain. Expression of 
P-glycoprotein is modulated by a complex 
series of signaling pathways: several pathways 
share common signaling elements, including 
tumor necrosis factor receptor-1, endothelin 
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phosphorylation step. When the concentration 
of glucose in plasma is in the normal range, the 
transport system for brain is close to satura-
tion and transport rather than phosphorylation 
through hexokinase is rate-limiting.

Amino acids are necessary for the forma-
tion of proteins and are abundant in the brain. 
The excitatory amino acids, glutamate and 
aspartate, are found in high concentrations. 
Important neurotransmitter amino acids found 
in lower concentrations are glycine and gam-
ma-aminobutyric acid (GABA). Other brain 
amino acids are l-dopa, leucine, phenylala-
nine, tryptophan, methionine, histidine, and 
valine. The essential amino acids are required 
by the brain for protein synthesis and neu-
rotransmission. To ensure the uptake of the 
essential amino acids into brain, carrier systems 
are found in the capillaries for their transport. 

a maximum; at this point, additional glucose 
enters by diffusion. Normal plasma levels are 
close to the estimated Michaelis-Menten con-
stant (Km) for half-maximum infl ux. After enter-
ing the cell, glucose is metabolized through 
glycolysis and the Krebs cycle.

The relationship of glucose transport  (supply) 
to glycolysis (demand) is determined from the 
concentrations of the substrates and Km. For 
glucose, the transport step involves molecular 
movement across the endothelial cell, through 
the extracellular space, and into the cell. The 
Km

T for transport is normally 6–10 μmol/mL, 
which is close to the normal value of glucose 
in the plasma (7–8 μmol/mL). Low blood glu-
cose levels increase the transport, which is 
the rate-limiting step in glucose metabolism. 
Furthermore, high levels of glucose in plasma 
shift the rate-limiting step into the cell to the 
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levels are increased, as in hepatic disease, 
ammonia is detoxifi ed by conversion to glu-
tamine, which is elevated in CSF and brain.

Essential amino acids are maintained in brain 
at levels close to those in plasma. Competitive 
inhibition interferes with transport of essen-
tial amino acids. Tyrosine, for example, moves 
into brain across cerebral capillaries by a car-
rier-mediated transport system. When amino 
acids using the same carrier are increased, the 
amount of tyrosine entering brain is reduced. 
Cells in the substantia nigra normally con-
vert tyrosine into dopamine. In patients with 
Parkinson’s disease, the dopamine-forming 
cells of the substantia nigra are damaged, and 
l-dopa is taken orally in order to replace brain 
dopamine. Large doses of l-dopa are needed 
to overcome the metabolic loss due to the 
enzymes dopa decarboxylase in the blood ves-
sels. Carbidopa inhibits dopa decarboxylase 
so that smaller doses of l-dopa can be used. 
Tyrosine and l-dopa uptake can be competi-
tively inhibited by the presence of other amino 
acids after ingestion of protein.

PROTEASES AND THE 
NEUROVASCULAR UNIT

Neutral proteases serve diverse roles in nor-
mal and pathological processes: they regulate 
molecular events at the cell surface, activate a 
number of growth factors to promote normal 
development, and control the death receptors 
involved in apoptosis. Normally, they remodel 
the extracellular matrix and participate in angio-
genesis and neurogenesis. However, during an 
injury, they degrade the basal lamina around 
cerebral blood vessels, opening the BBB, and 
facilitate programmed cell death (apoptosis). 
Several classes of enzymes participate in a wide 
variety of cellular processes in the extracellular 
space, cytoplasm, and nucleus, including ser-
ine proteases, metalloproteinases, and caspases 
(Figure 3–8). Proteases are important in both 
normal and pathological processes, often play-
ing dual roles; although self-digestion by pro-
teases damages cells, without a process to clear 
cellular debris and recycle cellular molecular 
building blocks, the organisms would die. In 
many disease processes, enzymatic defi ciencies 
result in so-called storage diseases. Of the neu-
tral proteases, the best studied are the serine 
proteases and metalloproteinases.

Carrier systems transport neutral amino acids, 
basic amino acids, and dicarboxylic amino 
acids.34 Neutral amino acids are carried by the 
 l-system  (leucine-preferring). Competitive 
inhibition of the l-system carrier prevents the 
entry of essential amino acids in the presence 
of an excess of one of the transported mol-
ecules. In the hereditary disorder in which an 
excess of phenylalanine is present in the blood, 
competition for the l carrier blocks the entry 
of tryptophan; serotonin levels in the brain are 
reduced by the absence of its precursor trypto-
phan. Individuals with increased phenylalanine 
in the blood have mental retardation, which 
can be prevented with a diet low in phenyla-
lanine or high in an amino acid that blocks the 
entry of phenylalanine.35 The genetic disorder 
phenylketonuria is the inability to metabolize 
phenylalanine. Individuals with this disorder 
must regulate their intake of phenylalanine to 
prevent brain damage.

The A-system, which carries α-(methylamino) 
isobutyric acid into cells, appears to be absent 
from brain tissue. Glycine enters brain slowly, 
as does glutamate, N-acetylaspartate, and aspar-
tate. Effl ux from brain appears to occur actively 
for the acidic amino acids, glutamate and aspar-
tate. Utilization of amino acids is determined by 
the rate of their transport across the capillary 
and the amount of enzyme available in the cell. 
The amino acids have a low transport rate into 
the brain and a high enzymatic utilization rate. 
Therefore, the rate-limiting step is the passage 
into the brain. Kinetic transport constants are 
in the range of the serum concentrations for 
the amino acids; inhibition of transport is thus 
possible. If the kinetic constants were high 
and enzyme utilization rates low, the amino 
acids could be transported easily into the brain 
and an excess of one amino acid in the serum 
would not competitively inhibit the entrance of 
another. Compared to glucose, the rate of entry 
of the amino acids into brain is slow.

The nonessential amino acids, glutamate 
and aspartate, are excitatory transmitters in the 
central nervous system. Glutamate is incorpo-
rated into proteins and peptides and is essen-
tial in ammonia regulation. The concentration 
of glutamate in brain is 13.6 μmol/g, compared 
with 4.4 μmol/g for glutamine, 2.3 μmol/g for 
GABA, and 0.4 μmol/g for lysine. Although its 
levels are high, glutamate is compartmental-
ized and only a very small portion is involved 
in neurotransmission. Glutamate is important 
in ammonia metabolism since when ammonia 
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the so-called cysteine switch.38 The binding 
of cysteine in the catalytic domain blocks the 
active zinc site, maintaining the latent or inac-
tive state. Although there is continuous pro-
duction of constitutively expressed MMPs and 
ADAMs, they remain latent until activated by 
free radicals or other enzymes through cleavage 
of the propeptide or breaking of the cysteine 
bond. The MMPs and ADAMs are primar-
ily extracellular enzymes with a major role in 
controlling cell surface proteolysis. In addition, 
they regulate DNA in the cell nucleus.39,40

The MMPs are divided into four main 
subgroups based on domain structure: colla-
genases, gelatinases, stromelysins, and mem-
brane-type MMPs (MT-MMPs). Collagenases 
degrade triple-helical fi brillar collagens, 
which are the major components of bone and 
cartilage. In the brain, 72 kD type IV collage-
nase, or gelatinase A (MMP-2), and 92 kDa 
type IV collagenase, or gelatinase B (MMP-9), 
have been most intensively studied because of 
the ease with which they can be identifi ed by 
gelatin zymography and the prominent role 
they play in injury and repair (Table 3–6). 
Gelatinases degrade molecules in the basal 
lamina around capillaries, facilitate angio-
genesis and neurogenesis, and participate in 
apoptosis. Stromelysins (MMP-3, MMP-10, 
and MMP-11) and matrilysin (MMP-7) are the 
smallest proteases in the family; they degrade 
most components of the extracellular matrix 
except the triple-helical fi brillar collagens. 
Membrane-type MMPs contain a furin cleav-
age site near the propeptide region; they are 
activated intracellularly by the proconvertase, 
furin, and the serine protease, plasmin. The 
MT-MMPs are membrane bound and act at 
the cell surface as sheddases with a number of 
important roles, including activation of other 
proteases, particularly MMP-2, and release 
and activation of growth factors.

Normally, proteases exist in a latent or inac-
tive state, and proteolysis is tightly regulated to 
prevent unwanted tissue damage. An example 
is MMP-2, which is constitutively expressed in 
astrocytes and found in high concentrations in 
brain and CSF (Figure 3–10). Under normal 
conditions, MMP-2 remodels the extracel-
lular matrix. During an injury, it is the fi rst to 
react since it is already present in relatively 
large amounts and does not require induc-
tion through gene expression, which is a much 
slower process. The mmp-2 gene has a pro-
moter region that contains activator protein-2 

Plasmin is an activator of other proteases 
and has taken on added importance because of 
its role in the action of tissue plasminogen acti-
vators. Metalloproteinases are the larger class 
that contains both matrix metalloproteinases 
(MMPs) and a disintegrin and metalloprotei-
nases (ADAMs). The MMPs and ADAMs have 
dual natures: in the early stages of an injury they 
function to promote cell destruction, but later 
in the recovery phase they have a benefi cial 
role. This duality complicates treatment strat-
egies, which depend on the stage of the injury 
and its severity. However, when molecules sig-
naling injury are released with infection, ische-
mia, or trauma, extracellular matrix proteases 
are induced and initially amplify the damage 
to the tissues; subsequently, they participate in 
removal of debris in the injured area.

Interacting with the metalloproteinases are 
two plasminogen activators, tissue plasminogen 
activator (tPA) and urokinase plasminogen acti-
vator (uPA), which are important in cancer, clot-
ting mechanisms, and angiogenesis.36,37 Another 
class of enzymes, the caspases, play a critical 
role in apoptosis of brain cells. The caspases 
are activated by intrinsic and extrinsic mecha-
nisms that involve cell surface receptors in the 
tumor necrosis factor family and mitochondria. 
Caspases are important in programmed cell 
death or apoptosis, which is the mechanism the 
cell uses to break down DNA in the nucleus.

MATRIX METALLOPROTEINASES 
(MMPS)

The MMP family of proteins shares a com-
mon structure with four main domains: the 
pro- peptide, catalytic, hemopexin-like, and 
transmembrane domains (Figure 3–9). The 
pro-peptide domain contains a cysteine residue 
that bonds with zinc at the active site to form 

Cysteine Serine Metalloproteinases

MMPs / ADAMsuPA/tPA
Plasmin

Caspases
Cathepsin B/L

Apoptosis Extracellular Matrix Remodeling
Angiogenesis and Apoptosis

Figure 3–8 Classes of neutral proteases involved in tissue 
breakdown during injury.
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Table 3–6 Major Metalloproteinases in the Central Nervous System and their 
 Endogenous Inhibitors

Name Function Inhibitor

Gelatinases (MMP-2 to -9) Disruption of the BBB,  angiogenesis,  neurogenesis, 
 remodeling of the  basal   lamina, regeneration of 
axons,  remyelination, apoptosis

All TIMPs

Stromelysins (MMP-3 to -10) 
and matrilysin (MMP-7)

Proteolysis of proteins in the ECM,  disruption of the 
BBB, angiogenesis, synaptic  remodeling, glutamate 
receptor proteolysis, apoptosis

All TIMPs

Membrane-type MMP 
(MT1-MMP or MMP-14)

Forms a trimolecular complex with TIMP-2 and 
proMMP-2 for activation of MMP-2 at the cell 
surface

TIMP-3

ADAM10 α-Secretase in amyloid precursor protein  proteolysis, 
degrades the NOTCH  protein, acts as sheddase at 
the cell surface for growth factors, integrins, etc.

TIMP-1
TIMP-3

ADAM17 (TACE) TACE forms 17 kDa TNF-α from the 28 kDa form, 
sheddase for TNFRs at the cell surface

TIMP-3

MMP, matrix metalloproteinases; ADAM, adisintegrin and metalloproteinase; BBB, blood-brain barrier; TIMP, 
 tissue inhibitor of metalloproteinase; ECM, extracellular matrix; TNF, tumor necrosis factor; TACE, TNF-α 
 converting enzyme; TNFRs, TNF receptors.
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Matrix metalloproteinase-2 is a constitu-
tive enzyme that can be seen by immuno-
histochemisty in the astrocytic processes, 
and along with the foot process it surrounds 
the endothelial cells next to the basal lamina 
(Figure 3–12). Being next to the basal lam-
ina and the tight junctions is important in its 
action as a regulator of BBB permeability. 
Matrix metalloproteinase-2 is activated at the 
cell surface by membrane type-1 metallopro-
teinases  (MT1-MMP or MMP-14). Activation 
of MMP-2 involves formation of a trimolecu-
lar complex composed of latent MMP-2, tissue 
inhibitor of metalloproteinases-2 (TIMP-2), 
and MMP-14. Membrane-bound MMP-14 
constrains proteolysis to a small region close 
to the surface of the cell in the extracellular 

(AP-2), SP-1, and polyomavirus enhancer 
activation-3 (PEA3) binding sites, while other 
sites stimulated by cytokines are found in other 
MMPs41 (Figure 3–11).
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Figure 3–10. The promoter region in the MMP genes. The constitutive enzyme, MMP-2, has AP-2 and SP-1 sites and is 
present under normal conditions. MMP-1, MMP3, MMP-7, and MMP-9 have AP-1 sites, consistent with expression during 
infl ammation. MMP-14 has an NF-κB site. Transcription-factor-binding sites include: the activator proteins (AP)-1 and -2 
site, the core-binding factor 1 (CBFA1) site, the CCAAT/enhancer-binding protein (C/EBP) site, the CAS-interacting zinc-
fi nger protein (CIZ) site, the early growth response-1 (EGR1) site, the immortalization-sensitive elements (ISE)-1, and -2, 
the keratinocyte differentiation-factor responsive element (KRE), the nuclear factor of B (NF-kB) site, the polyomavirus 
enhancer-A binding-protein-3 (PEA3) site, the retinoblastoma control element (RCE), the stromelysin-1 platelet-derived 
growth factor- responsive element (SPRE), the signal transducer and activator of transcription (STAT) site, the TATA-box 
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Figure 3–11. Transcription factors involved in the expres-
sion of various MMPs.
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is important in the neuroinfl ammatory 
response under acute and chronic conditions 
(Figure 3–11). Since the inducible MMPs are 
produced in a latent form, similarly to the 
constitutive proMMP-2, they require activa-
tion. In the case of MMP-9, several activation 
mechanisms have been proposed, including 
other proteases, such as MMP-3 and free 
radicals including nitric oxide, which acts 
through N-nitrosylation.43,44

Hypoxia-inducible factor-1α (HIF-1α) 
contributes to the activity of MMP-2. Under 
conditions of low oxygen, HIF-1α accumu-
lation leads to the expression of the fur gene 
and transcription of the protein Furin, which 
activates MMP-14, resulting in the activation 
of MMP-2. In acute ischemia, HIF-1α is ele-
vated; it reverts to low levels after the acute 
insult. In more chronic situations, such as 
intermittent hypoxia, HIF-1α may remain ele-
vated for longer periods. How this affects the 
activation of MMP-2 and other MMPs remains 
to be resolved.

A DISINTEGRIN AND 
METALLOPROTEINASE (ADAM)

The ADAMs are transmembrane proteins that 
bind to integrins and are important in intracel-
lular signaling and cell adhesion.45 While a num-
ber of ADAM members have been identifi ed in 
this branch of the metalloproteinase family, the 
functions of only a few of them are known in 
brain (Table 3–6). The subunits of the ADAMs 
are comprised of a catalytic domain at the end of 
the extracellular extension, which is connected 
to three domains: a disintegrin, a cysteine-rich 
region, and epidermal growth factor (EGF) 
repeats. The cytoplasmic tail attached to an 
EGF domain protrudes through the membrane 
and signals cell surface events to the cytoplasm.46 
The disintegrin domain binds to integrins, while 
the cysteine-rich region interacts with proteo-
glycans. The catalytic region of the ADAMs 
molecules release bound proteins from the 
extracellular matrix and the cell surface through 
a process called ectodomain  shedding. Several 
important examples of their role in the central 
nervous system include the processing of amy-
loid precursor protein (APP) and transforming 
growth factor-α (TGF-α). They are involved 
in proliferation, migration,  differentiation, and 

space.42 Inducible enzymes, such as MMP-3 
and MMP-9, which are secreted and move 
about in the extracellular space, cause more 
extensive damage to the injury site. Both plas-
min and furin can activate MMP-3, which is an 
activator of MMP-9 (Figure 3–13).

The promoter regions of the induc-
ible MMPs, including mmp-3, mmp-7, and 
mmp-9, contain binding sites for transcrip-
tion factors such as activator protein-1 (AP-1) 
and nuclear factor-κB (NF-κB), which are 
responsive to cytokines and play an important 
role in infl ammatory responses in the brain. 
In addition, the mt1-mmp gene has an NF-κB 
binding site, suggesting that it can also be 
induced during infl ammation. The AP-1 sites 
bind the transcription factors c-jun and c-fos. 
Cytokines such as tumor necrosis factor-α 
(TNFα) and interleukin-1β induce MMP-3 
and MMP-9 at the transcription level, which 

Figure 3–12. An astrocyte is shown that has been immu-
nostained with MMP-2 (brown). The endfoot is seen encir-
cling a small blood vessel. Relatively little immunostaining 
is seen in the cell body. (See also the color insert.)
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MT-MMP

ECM

proMMP-2
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Plasmin
uPA

rtPA
Plasminogen

proMT-MPP

Figure 3–13. Interaction of MMPs and the plasminogen 
activators and plasmin. Activation of MMPs by plasmin 
leads to an excessive risk of hemorrhage in tPA treatment 
of stroke.
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beyond the endothelium to the endothelium 
itself provided a more protected environment 
for neural function. Moving away from the 
extracellular matrix, which was important in 
ion binding in crustaceans and cephalopods to 
the highly organized structure of the mamma-
lian brain, involved shifting of the barrier sites 
from glial cells to endothelium.50
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Chapter 4

Glucose, Amino Acid, and Lipid 
Metabolism

GLUCOSE METABOLISM

Brain glucose is metabolized to produce 
energy for cellular work or is converted into 
amino acids and lipids or other molecules for 
energy storage and protein synthesis. Because 
relatively little glucose is stored in brain tissue, 
it must be constantly replenished to maintain 
cellular function. Oxidative phosphorylation 
is the major pathway of energy production 
from glucose via the tricarboxylic acid (TCA) 
or Krebs cycle. Glucose is transported into the 
cell for glycolysis by specialized glucose trans-
porters using a carrier-mediated mechanism. 
The glucose molecule is initially phosphory-
lated by hexokinase into glucose-6-phosphate 
before conversion by phosphofructokinase into 
fructose-1, 6-diphosphate. Then it is split into 
glyceraldehyde-3-phosphate and dihydroxyac-
etone phosphate. Phosphofructokinase is the 
rate-limiting enzyme: adenosine triphosphate 
(ATP), plasma creatinine (PCr), and citrate 
suppress its activity to reduce glycolysis, and 
adenosine diphosphate (ADP), inorganic phos-
phate (Pi), adenosine monophosphate (AMP), 
cyclic 3, 5-AMP, and NH4+ activate it when 
energy supplies need to be refurbished. The 

fi nal products of glycolysis are pyruvate and 
lactate (Figure 4–1).

Pyruvate enters the Krebs cycle, which is 
crucial for production of the reduced nicotin-
amide adenine dinucleotide (NADH) needed 
to replenish ATP in the respiratory chain. Acetyl 
coenzyme A (CoA) is formed by fatty acid oxi-
dation and amino acid  breakdown. Acetyl CoA 
enters the cycle by forming citric acid after 
joining with oxaloacetate. Succeeding steps of 
metabolism convert citrate into α-ketoglutaric 
acid, succinic acid, fumaric acid, malic acid, 
and fi nally back to oxaloacetic acid, complet-
ing the cycle; α-ketoglutaric acid is metabo-
lized to glutamate. One turn of the Krebs cycle 
makes 3 moles of reduced NADH; the NADH 
releases energy in the respiratory chain as 
 electrons fl ow from it to oxygen:

NADH + 1/2O2 + H+ → NAD + H2O

From glycolysis of glucose to pyruvate,
  6 moles of ATP are formed:

Glucose + 2 NAD + 2 ADP + 2 Pi→
  2 Pyruvate + 2 NADH + 2 H2O + 2 ATP
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AMINO ACID NEUROTRANSMITTERS
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EICOSANOID METABOLISM

HEPATIC ENCEPHALOPATHY

HYPOGLYCEMIA

HYPONATREMIA, OSMOTIC 
DEMYELINATION, AND ACID BALANCE

Hyponatremia
Hyperglycemia
Acidosis



56 Molecular Physiology and Metabolism of the Nervous System

Finally, as 2 molecules of acetate go through 
the Krebs cycle and the respiratory chain, 
 additional ATP are formed:

2 Acetate + 24 Pi + 24 ADP + 4 O2→ 4 CO2

  + 28 H2O + 24 ATP
The energy yield from the complete meta-

bolism of glucose is given by

Glucose + 36 Pi + 36 ADP + 6 O2→ 6 CO2

  + 42 H2O + 36 ATP

Therefore, the transfer of energy from glu-
cose to ATP is a highly effi cient process that 
effectively allows the intact cell to burn glucose 
into calories for use and storage rather than for 
generation of heat. In the process of forming 
ATP, water is formed, which most likely is the 
“metabolic water” in the ISF.

Aerobic glycolysis provides both sources of 
energy in the form of ATP and NADH, but 
also forms the substrates that enter the TCA 
cycle to complete the metabolic process by the 
action of the respiratory chain. A substantial 
amount of the glucose is stored as amino acids, 
particularly glutamate, which has a high con-
centration in the brain, generally in the 10 mM 
range. Shuttling of amino acids into and out of 
the TCA cycle ensures suffi cient neurotrans-
mitters and energy substrates. In pathologi-
cal conditions there is loss of oxygen, bringing 
the metabolic machinery to an abrupt halt 
and eventually depleting the neurotransmitter 
pools. Similarly, hypoglycemia with suffi cient 
oxygen causes a more gradual onset of energy 
depletion, but the end result is cell death.

AMINO ACID 
NEUROTRANSMITTERS

Glutamate is the main excitatory neurotrans-
mitter substance and gamma-aminobutyric 
acid (GABA) is the major inhibitory transmit-
ter in brain. Only a small portion of the glu-
tamate is used in neurotransmission, with the 
major portion sequestered in compartments 
for later use. High concentrations of glutamate 
are released into the synaptic clefts during 
a number of brain insults. Normally, fl ood-
ing of the extracellular space with an excit-
atory neurotransmitter is prevented by the 

Each NADH molecule that is formed out-
side the mitochondria and metabolized inside 
yields 2 ATP because of the loss of reducing 
potential during transport, accounting for the 
total of 6 ATP. Thus,

2 NADH + 4 Pi + 4 ADP + O2→ 2 NAD
  + 6 H2O + 4 ATP

Formation of 2 acetyl CoA from 2 pyru-
vates inside the mitochondria yields 6 moles 
of ATP:

2 Pyruvate + 2 NAD CoA → 2 Acetyl CoA
  + 2 CO2 + 2 NADH

2 NADH + 6 Pi + 6 ADP + O2→ 2 NAD 
  + 8 H2O + 6 ATP
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Figure 4–1. Glycolytic pathway to convert glucose into 
pyruvate and lactate. [1–13C] glucose is converted into 
[3–13C] lactate. The ability to follow 13C-labeled com-
pounds by nuclear magnetic resonance provides a means 
to determine metabolic pathways precisely.
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to pyruvate, PC creates oxaloacetate, which 
enters the TCA cycle to form α-ketoglutarate, 
glutamine. and GABA (Figure 4–2).

Once inside the cells, GABA-transaminase 
(GABA-T) and a dehydrogenase return it to the 
TCA cycle as succinate. The return of GABA to 
the TCA cycle is referred to as the GABA shunt 
(Figure 4–3). The enzymes GABA-T and suc-
cinic semialdehyde dehydrogenase (SSA) are 
located in the mitochondria. Nerve cell end-
ings contain the enzyme GAD in the cytosol. 
Glial cells lack GAD; they can convert gluta-
mate via glutamine synthetase into glutamine. 
α-Ketoglutarate available from the Krebs cycle, 
is converted into glutamate by GABA-T in the 
mitochondria.

Radioisotope studies have shown that there 
are two pools of glutamate: 14C-glucose is mainly 
metabolized to glutamate, while 14C-acetate is 
metabolized to glutamine. One pool is used 
for energy generation and the other for neu-
rotransmitters.1 Glucose and pyruvate enter 
both pools, while acetate, acetaldelyde, pro-
prionate, butyrate, citrate, GABA, glutamate, 
aspartate, leucine, bicarbonate, ammonia, and 
succinate enter the small pool. A model has 
been proposed in which the GAD-containing 
neurons make GABA from glutamate for use in 
neurotransmission, while its catabolism occurs 
via the GABA shunt in the astrocytes, where it 
is converted by GABA-T into glutamate and by 
glutamine synthetase into glutamine. The glu-
tamine is then transported to the neuron for 
reconversion into GABA (Figure 4–3).

Analysis of the TCA cycle has been done 
with 14C-labeled substrates; radioactively 
labeled molecules show the total concentration 
of metabolic products, but they require chemi-
cal separations for full characterization of the 
metabolites. Nuclear magnetic resonance 
(NMR) spectroscopy uses differences in the 
energy levels of different protons attached to 
carbon atoms to map the location of an NMR-
labeled compound in a molecule. Because 13C 
has a magnetic moment, NMR can detect the 
location of the labeled carbon. This unique fea-
ture of NMR provides an accurate map of the 
metabolism of compounds enriched with 13C. 
Use of 13C labeling with NMR spectroscopy 
avoids the necessity for cumbersome chemical 
extractions and offers the possibility of in vivo 
studies. Thus, 13C labeling and NMR provide 
a means to follow and completely character-
ize the passage of a labeled substrate through 

 compartmentalization of  glutamate. In addition 
to the protection afforded by compartmentali-
zation, there is conservation of the glutamate 
by a complex distribution of enzymes that 
control glutamate metabolism; some of these 
enzymes are present in glial cells, while others 
are present only in neurons.

The enzymes involved in glutamate/GABA 
metabolism are listed in Table 4–1. Gamma-
aminobutyric acid is formed irreversibly from 
glutamate via the enzyme glutamic acid decar-
boxylase (GAD). Once formed, GABA may 
be released into the synaptic cleft, acting on 
GABA receptors to inhibit membrane fi ring. 
After glutamate is released, it can be taken up 
into neurons and astrocytes. Uptake mecha-
nisms on the astrocytes control the concentra-
tion of glutamate in the synaptic cleft, keeping 
it at safe levels. Conversion of glutamate to 
glutamine occurs through the action of gluta-
mine synthetase in glial cells. Glutamine can be 
transferred back into the neuron, while gluta-
mate transport is restricted.

There are two routes for pyruvate metab-
olism that depend on the enzymes involved. 
The majority of pyruvate formed by glycolysis 
goes through pyruvate dehydrogenase (PDH) 
into acetylCoA and then into the TCA cycle. 
Glutamate dehydrogenase (GDH) converts 
α-ketoglutamate into glutamate, which can be 
further converted into GABA by GAD in the 
GABAergic neurons. An alternative route for 
pyruvate to enter the TCA cycle is through pyru-
vate carboxylase (PC), which is an anapleuritic 
reaction that restores carbon molecules that 
are depleted in the PDH pathway. Joining CO2 

Table 4–1 Enzymes Involved in 
 Glutamate and GABA Metabolism

Enzyme Action

Glutamate oxaloacetate 
aminotransferase 
(GOT)

Transmination  between 
glutamate/α-ketoglutarate 
and aspartate/oxaloacetate

Glutamine synthetase 
(GLU-S)

Glutamine synthesis from 
glutamate and ammonia 
(ATP needed)

Glutamic acid 
 decarboxylase (GAD)

GABA formation from 
glutamate

GABA transaminase 
(GABA-T)

GABA metabolism to 
 succinate semialdehyde

Glutaminase (GLU-N) Converts glutamine into 
glutamate
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Figure 4–2. Glutamate and GABA synthesis in the TCA cycle starts with glucose. Pyruvate dehydrogenase (PDH)  converts 
pyruvate to acetyl CoA. Glutamate dehydrogenase (GDH) forms glutamate. Conversion of glutamate to glutamine is done 
with glutamine synthetase (GS), and conversion back to glutamate uses glutaminase. Replenishment of carbon skeletons 
occurs through the pyruvate carboxylase (PC) pathway with glutamate and GABA formation. Glutamic acid decarboxylase 
(GAD) is necessary for conversion of glutamate to GABA. α-Ketoglutarate (α-KG) is an important intermediate in the 
 production of glutamate.
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membranes. Glutamate formed in glial cells is converted to glutamine by glutamine synthetase, which is found only in 
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mitter (GABA). α-KG, α-ketoglutarate; GABA-T, GABA-transaminase; SSA, succinic semialdehyde; NAD, nicotinic acid 
 dehydrogenase; NADH, reduced nicotinamide adenine denucleotide.
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by pyruvate carboxylase to [2–13C] glutamate.2 
The metabolism of [1–13C]-glucose by pyruvate 
carboxylase occurs by the anaplerotic reaction 
in which oxaloacetate is formed; the 13C label, 
therefore, is in the second carbon of glutamate 
and the fourth carbon of GABA. The location 
of the 13C in GABA indicates the metabolic 
pathway followed. For example, [4–13C]GABA 
is a product of pyruvate carboxylase, while 
[2–13C]-GABA formed from [4–13C]glutamate 
is a product of PDH (Figure 4–4).

The morphological basis of the current 
model of glutamate-glutamine interaction is 

glycolysis and the TCA cycle. An example of the 
use of 13C labeling in metabolic studies is the 
metabolism of glucose labeled with 13C in the 1 
position, which becomes lactate labeled in the 
3 position (see Figure 4–1). In the presence of 
oxygen, pyruvate is decarboxylated to acetyl 
CoA, which enters the Krebs cycle.

Following injection of [1–13C]glucose into 
pentobarbital-anesthetized rats, it is converted 
mainly into [4–13C]glutamate in the TCA cycle 
by the action of pyruvate decarboxylase. Ninety 
percent of the labeled glucose appears in [4–13C] 
glutamate via PDH, while 10% is metabolized 
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Phosphatidylethanolamine contains 12.5% 
arachidonic acid and 40.2% plasmalogen, 
while phosphatidylcholine has 46.9% palmitic 
acid and 6% arachidonic acid. This information 
is important in attempting to understand the 
mechanism of fatty acid release during brain 
injury. Phosphatidylinositol appears to play a 
central role in the release of arachidonic acid, 
which damages cells through its metabolic 
products.

Snake venom and pancreatic enzymes con-
tain large amounts of phospholipase A2 in a 
soluble, easily extractable form, making it 
convenient to study. In the pancreas, trypsin 
activates the enzyme. However, there are also 
phospholipases associated with membranes. A 
phospholipase A2 has been purifi ed from rat 
liver mitochondria, which is bound to mem-
branes and present in low concentrations that 
are in continuous contact with an excess of sub-
strate. When respiration of the mitochondria is 
reduced, the enzyme is activated and hydro-
lyzes membranes.

Phospholipase C, which releases inosi-
tol from phosphoinosital, has been identifi ed 
in brain, muscle, platelets, and seminal fl uid. 
The enzyme is important in the phosphati-
dylinositol cycle, where it hydrolyzes phos-
phatidylinositol to diacylglcerol and inositol 1, 
4, 5-triphosphate. Both diacylglcerol and inosi-
tol triphosphate play important roles: diacylgl-
cerol is the signaling molecule that acts at the 
membrane to activate protein kinase C, while 
inositol triphosphate works in the cytosol to 
mobilize Ca2+ from the endoplasmic reticulum. 
When Ca2+ is elevated, phospholipase A2 is 
activated and forms arachidonic acid and doco-
sahexanoic acid (DHA); both of these acids are 
important precursors of bioactive lipids that 

controversial. Problems with isolation of pure 
fractions and possible differences between 
species have complicated the interpretation 
of data.3 A major problem with the current 
model is the slow uptake of glutamine by 
neurons, which is important in the conver-
sion of glutamine to glutamate in the neuron. 
Labeling of cortical glutamate and glutamine 
during a [2–13C] glucose or [5–13C]glucose 
infusion with a multicompartment model 
provides a way to assess the glutamate/gluta-
mine cycle. About 75% of glucose oxidation 
in the neuronal pathway goes into the gluta-
mate/glutamine cycle in the cerebral cortex of 
anesthetized rats. The glutamate/glutamine 
cycle is the predominant pathway of astro-
cyte/neuron glutamate substrate traffi cking, 
accounting for at least 70% of the total fl ux. 
Anaplerosis accounts for 20%–25% of total 
glutamine synthesis under normoammone-
mic conditions. When the ammonia levels 
are increased, anaplerotic glutamine synthe-
sis is directly coupled to nitrogen removal 
 (ammonia detoxifi cation).4

LIPID METABOLISM

Brain tissue has a high content of lipids. 
Cholesterol, sphingolipids, and glycerophos-
pholipids comprise the three major catego-
ries of brain lipids.5 Cholesterol is important 
in membrane structure for all cells, includ-
ing those of brain tissue. Sphingolipids are 
important components of the myelin sheath. 
Glycerophospholipids are important in lipid 
metabolism since they play a role in normal 
metabolism and they release substances that 
lead to cellular disruption.

Glycerophospholipids are formed around the 
glycerol backbone. Two long chain fatty acids 
are present, along with a phosphate-linked 
substance from which the molecule derives 
its name (Figure 4–5). Fatty acids are named 
by the length of their chains, a, and the num-
ber of unsaturated double bonds, b (a:b). The 
commonly occurring ones are palmitic (16:0), 
stearic (18:0), and arachidonic (20:4) fatty acids; 
less commonly found in brain membranes are 
oleic (18:1) and linoleic (18:2) fatty acids. For 
example, phosphatidylinositol contains 45.5% 
arachidonic, 34.4% stearic, 9.5% palmitic, 6.4% 
oleic, and 2.3% docosahexaenoic acids.
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Figure 4–5. The basic structure of a phospholipid with 
molecules substituted at R1, R2, and A. Sites of cleavage 
of phosphatidylinositol by phosphospholipases (A, A2, C, 
and D).
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percentage of fatty acids, by the activation of 
phospholipase C. Molecules attach to recep-
tors on the cell surface and activate the second 
messenger cascade. Phospholipase C is acti-
vated and initiates protein phosphorylation and 
calcium infl ux into the cytosol. This process is 
usually self-limiting and necessary in chemi-
cal signaling in the cell. However, at times it 
becomes excessive, and the by-products, such 
as arachidonic acid and calcium, damage cells.

EICOSANOID METABOLISM

Free fatty acids are released from cell mem-
branes during hypoxia/ischemia and contribute 
to cell damage.7 Increased levels of free fatty 
acids are found in severe hypoxia when oxygen 
levels are dramatically lowered.8 Arachidonic 
acid produces a series of infl ammatory media-
tors called the eicosanoids. In the presence 
of oxygen, prostaglandins, thromboxanes, 
and leukotrienes are formed (Figure 4–6). 
Normal prostaglandin metabolism to prosta-
cyclin (PGI2) is inhibited by ischemia; PGI2 
promotes vasodilatation and prevents platelet 
 aggregation. In ischemia there is formation 

act as dual messengers by modulating normal 
cellular function and mediating infl ammatory 
responses to injury.

Arachidonic acid is a C20 fatty acid that is 
the precursor of a group of molecules collec-
tively termed the eicosanoids. These include 
prostaglandins, thromboxanes, leukotrienes, 
and hydroxy-eicosanoic acids. The eicosanoids 
are formed by the action of cyclooxygenase 
and lipoxygenase in the presence of oxygen. 
Arachidonic acid is one of the essential fatty 
acids required by most mammals. Some mam-
mals lack the ability to convert linoleic acid into 
arachidonic acid, making it an essential part of 
their diet. Since little or no arachidonic acid is 
found in common plants, such animals are obli-
gate carnivores.

Arachidonic acid is one of the most abundant 
fatty acids in the brain, and is present in quan-
tities similar to those of DHA. The two account 
for approximately 20% of its fatty acid content. 
As with DHA, neurological health is reliant 
upon suffi cient levels of arachidonic acid.

Normally, the phosphatidylinositol cycle 
is activated as part of the second messenger 
system of membranes.6 The arachidonic acid 
is also derived from the hydrolysis of phos-
phatidylcholine, where it is found in a small 
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Figure 4–6. Pathways for metabolism of arachidonic acid into prostaglandins and leukotrienes.
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stimulate COX-2 mRNA, including cytok-
ines, glutamate, platelet activating factor, and 
growth factors (Figure 4–7). During ischemia, 
calcium and glutamate stimulate the forma-
tion of arachidonic acid by phospholipase A2, 
initiating the arachidonic acid cascade and 
prostaglandin, lipoxygenase, and thrombox-
ane production. Glutamate acts through the 
N-methyl-d-aspartate receptor to release plate-
let-activating factor, starting protein kinase cas-
cades that eventually lead to transcription of 
COX-2. In that cascade, the cytokines are pow-
erful inducers of COX-2. Steroids inhibit the 
formation of COX-2. Free radical generation 
in the form of reactive oxygen species (ROS) is 
an important consequence of this pathway, and 
the excessive production of ROS causes oxida-
tive damage.9,10

HEPATIC ENCEPHALOPATHY

Liver failure occurs in a variety of pathologi-
cal conditions including alcoholic cirrhosis, 
infectious hepatitis, Reye’s syndrome, and 
Wilson’s disease, as well as with certain toxins. 

of thromboxane A2, which promotes platelet 
aggregation and vasoconstriction.

Normally, fatty acids are bound to mem-
branes in phospholipids. The second messen-
ger phosphatidylinositol uses a phospholipase 
in the activation of membrane receptors. As 
calcium enters the cell during depolarization, 
other lipases can be activated. Phospholipase 
A2 acts on the phospholipid at the second posi-
tion in the glycerol molecule to hydrolyze the 
fatty acids. The complex changes that occur in 
lipid membranes during hypoxia/ischemia are 
an important contributing factor in cell death. 
The sources of free fatty acids include phos-
phatidylcholine, phosphatidylethanolamine, 
phsophatidylserine, phosphatidylinositol, and 
triglycerides. Phospholipase C becomes active 
and removes inositol groups from the phospho-
tidylinositol-forming diacylglycerol and inositol 
triphosphate. With continued ischemia, activa-
tion of diacylglycerol lipase and monoacylglyc-
erol lipase releases arachidonic acid (20:4) and 
stearic acid (18:0).

Metabolism of arachnoid acid takes place 
by two enzymes: a constitutively expressed 
cyclooxygenase-1 (COX-1) and an induc-
ible COX-2. A series of infl ammatory agents 
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Figure 4–7. Glutamate stimulation of the NMDA receptor induces platelet activating factor (PAF). Protein kinase  cascades 
lead to the transcription of COX-1 and COX-2, which are converted to prostaglandins, thromboxanes, and  prostacyclin. 
(Adapted from Ref. 5.)
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energy reserves, possibly at the level of the 
malate-aspartate shunt that normally trans-
fers reducing equivalents from cytoplasm to 
mitochondria for oxidation.13 Accumulation of 
ammonia in brain could inhibit malate-aspar-
tate exchange by combining with cytoplasmic 
glutamate to form glutamine and thus deplete 
the mitochondria of substrate (NADH) for oxi-
dation phosphorylation.

Another theory is that GABA levels, which 
are elevated in serum, could enter brain 
through an altered blood-brain barrier (BBB), 
where they would inhibit normal neuronal 
function. Evidence for the GABA theory comes 
from the fi ndings of elevated levels of GABA 
receptors in experimental animals. The GABA 
receptors are closely related to the benzodiaze-
pine receptors, suggesting that these receptors, 
whose function in brain is unclear, may play a 
role in hepatic failure. Elevated intracellular 
ammonia levels result in altered neurotrans-
mission mainly by acting as an agonist, increas-
ing GABA inhibitory tone, as well as by causing 
cerebral energy failure.14

HYPOGLYCEMIA

When glucose levels in the blood fall below 
those needed for carrier-mediated transport, 
other sources of energy are mobilized within 
brain cells, including glutamate, glycogen, and 
ketone bodies derived from fatty acid metabo-
lism in the liver. Glucose is stored at low levels 
in the brain; its depletion causes the brain to 
switch to alternative fuels such as amino acids 
and fatty acids, extending the time before cel-
lular damage occurs. However, when all energy 
stores are depleted, hypoglycemia can cause 
extensive damage to brain tissues. A major 
cause of cerebral dysfunction in hypoglycemia 
is the loss of neurotransmitters, which are syn-
thesized from glucose. Acetylcholine is derived 
from pyruvate, which is made from glucose by 
glycolysis. Amino acid pools, including gluta-
mate and GABA, are depleted since glucose is 
the major source for their synthesis.

Prior to the introduction of insulin, hypo-
glycemia was rarely seen except in patients 
with insulin-secreting tumors, newborns with 
inborn errors of metabolism, and patients with 
liver disease. Once insulin became the stan-
dard therapy for diabetes, the number of cases 

In hepatic encephalopathy, symptoms range 
from mild confusion with sleep disturbances to 
coma. In borderline liver failure, there may be 
intermittent symptoms produced by ingestion 
of meals high in protein content; these confu-
sional episodes can be mistaken for seizures 
before the liver disease is discovered. In spite 
of many years of searching for the underly-
ing etiology, hepatic encephalopathy remains 
enigmatic. The main theory centers on the 
role of gut-derived amino acids that are con-
verted into ammonia. Astrocytes appear to be 
adversely affected. Characteristic pathological 
changes due to liver failure are seen in brain 
astrocytes, which have large, pale nuclei and 
prominent nucleoli.11 Elevated levels of ammo-
nia are found and are thought to contribute 
to the metabolic disturbance in brain tissue. 
Improvement in cerebral symptoms follows 
reduction of the high plasma ammonia level by 
either treating the liver disease or by reducing 
ammonia formation in the gut with antibiotics, 
lactulose, and a low-protein diet.

Elevated levels of ammonia may be the cause 
of the brain damage, but other possible toxins 
include short chain fatty acids and false neu-
rotransmitters; it is possible that a combination 
of several factors is involved. Ammonia labeled 
with positron-emitting 13N has been used to 
show that its uptake and metabolism is a linear 
function of arterial concentration.12 Astrocytes 
are the primary cells involved in ammonia 
detoxifi cation and show the greatest damage in 
hepatic encephalopathy. As astrocytes degen-
erate, their ability to perform essential cellular 
functions is impaired. Astrocytes in cell cul-
ture exposed to ammonia show hypertrophic 
changes followed by disturbances in membrane 
receptors and second messengers.11

Ammonia is removed from the brain by sev-
eral mechanisms. It is incorporated into glu-
tamate from the TCA cycle intermediate, 
α-ketoglutarate. Glutamate forms glutamine in 
the presence of ATP, NH4

+, Mg+2, and phosphate 
by the action of glutamine synthetase. Patients 
with hepatic encephalopathy have increased lev-
els of glutamine in cerebrospinal fl uid (CSF) and 
blood, while glutamate levels are unchanged. 
Glutamine formation uses energy in the form of 
ATP and depletes the TCA cycle intermediates 
needed to reduce NAD+ to NADH for subse-
quent use in the respiratory chain.

Glutamine formation takes place in the cyto-
plasm of astrocytes. Ammonia interferes with 
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sources besides ketone bodies (such as fatty 
acids), but the brain does not. After the diet 
has been changed to lower blood glucose for 
3 days, the brain gets 30% of its energy from 
ketone bodies.16

Starvation increases the level of ketones. 
The major ketone bodies formed by the liver 
when glucose is low are acetoacetate, d-3-
 hydroxybutyrate, and acetone. Carboxylation 
of pyruvate by pyruvate carboxylase forms oxa-
loacetate, which can restore carbon to the TCA 
cycle. Since fatty acids cannot be converted 
into glucose, the major source of gluconeogen-
esis, which is the reversal of glycolysis, is the 
liver. During starvation the liver forms glucose; 
fatty acids can be mobilized from adipose tis-
sue and muscle. Insulin causes glucose to be 
stored in the liver, fat, and muscle, where it 
can be stimulated to be released by glucagon 
and epinephrine. Within 2 to 3 days after the 
start of a fast, glucose levels in the plasma fall 
from around 6 to 3 mM, where they remain; 
ketone body levels rise from zero to 4 to 5 mM. 
Acetoacetate is converted by CoA transferase 
into acetoactyl CoA and further converted by 
thiolase into acetyl CoA. This important reac-
tion permits the ketone bodies to enter the 
TCA cycle directly without transfer into pyru-
vate. Use of ketone bodies as a fuel for the brain 
is highly effi cient in terms of energy produc-
tion, making the ketogenic diet possible. For 
many years, the benefi t of the ketogenic diet 
in childhood epilepsy has been known. More 
recently, the ketogenic diet has been shown to 
reduce the effects of aging and to improve the 
outcome after stroke.17,18

Amino acid levels fall and ammonia levels 
rise in hypoglycemia. Glutamate combines 
with oxaloacetic acid to form aspartate and 
α-ketoglutarate (Table 4–3). The fall in pyru-
vate leads to excess oxaloacetate, resulting 
in the loss of glutamine, alanine, and GABA, 

of hypoglycemia increased. Attempts to tightly 
control blood glucose levels resulted in hypo-
glycemia; a more liberal approach to control has 
reduced hypoglycemic complications. There 
are other causes of hypoglycemia besides too 
much insulin, including diabetic drugs, other 
drugs, chronic liver disease secondary to alco-
holism, non-islet cell tumors, Reye’s syndrome, 
and, rarely, inherited metabolic diseases, such 
as maple syrup urine disease, which are found 
mainly in newborns and children (Table 4–2).

Excessive amounts of insulin from insulin-
secreting tumors, self-injection of the drug, or 
iatrogenic causes result in hypoglycemia. Use 
of implantable devices to slowly release insu-
lin resulted in improved control of blood glu-
cose levels through a more natural pattern of 
insulin release. Occasional patients have hypo-
glycemia during the night, which goes unrec-
ognized for long periods because of the release 
of epinephrine, stimulating glucose secretion. 
When the blood glucose levels are recorded 
in the morning, they are found to be normal. 
When there are multiple nocturnal episodes of 
unrecognized hypoglycemia, the patients can 
present with memory loss from damage to the 
large neurons in the hippocampus.15

Ketone bodies can be used for energy. 
Ketone bodies are transported from the 
liver to other tissues, where acetoacetate 
and β-hydroxybutyrate can be reconverted 
to acetyl-CoA to produce energy, via the cit-
ric acid cycle. The brain gets its energy from 
ketone bodies when glucose is unavailable (e.g., 
when fasting). In the event of low blood glu-
cose, most other tissues have additional energy 

Table 4–2 Causes of Hypoglycemia

Excessive insulin in Type I diabetics
Drugs used to treat diabetes
 Metformin
 Glucosidase inhibitors
 Glucagon-like peptide-1 receptor agonists
Other drugs
 Sulfonylureas
 Meglitinides
Alcohol
Critical illness with septic shock, renal 

 insuffi ciency, etc.
Non islet cell tumors

Table 4–3 Metabolic Changes with 
Hypolglycemia

Rise in ammonia levels as glutamate combines with 
NAD to form NADH

Increased aspartate and α-ketoglutamate and 
 decreased pyruvate

Loss of glutamine, alanine, and GABA
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not result in brain damage. This osmotic demy-
elination leads to altered states of consciousness, 
including confusion and inability to concentrate. 
A number of  disease processes, including chronic 
renal failure with and without dialysis, chronic 
obstructive lung disease, and hepatic failure, 
are associated with rapid changes in extracellu-
lar acid base conditions. Hyponatremia often is 
found in these disorders, and altered brain pH 
regulation could induce central nervous system 
dysfunction in these patients.

Seizures may occur with hyponatremia if 
the plasma sodium concentration is less than 
120 mEq/L. Once seizures complicate hypona-
tremia, treatment is urgent since correction of 
the low sodium level is necessary to stop the 
seizures, but rapid correction increases the risk 
of central pontine myelinolysis. In spite of many 
studies on osmotic demyelination, the cause 
remains uncertain. Magnetic resonance imaging 
shows the lesions in the white matter that were 
originally described in the pons, leading to the 
name central pontine myelinolysis (Figure 4–8). 
However, lesions may also be present in the 
white matter in the supratentorial regions.

which are needed for the formation of gluta-
mate. Glutamate combines with NAD to form 
NADH and ammonia; large amounts of ammo-
nia accumulate. In addition, lipids are metabo-
lized as an energy source; membrane lipids are 
consumed when blood glucose levels fall below 
20 mg/dL in rabbits.19

HYPONATREMIA, OSMOTIC 
DEMYELINATION, AND ACID 
BALANCE

Hyponatremia

Rapid correction of hyponatremia, which devel-
ops relatively acutely, causes the demyelinating 
syndrome of central pontine myelinolysis. Arieff 
and colleagues20 showed that raising plasma 
sodium in hyponatremic individuals by more 
than 25 mEq/L within 48 hours to hypernatremic 
levels was associated with cerebral demyelinat-
ing lesions, whereas similar rapid elevations in 
plasma sodium to nonhypernatremic levels did 

Figure 4–8. A 30-year-old alcoholic woman presented with confusion and disorientation after a grand mal seizure. Her 
serum sodium concentration on admission was 99 mmol/L. Treatment was initiated with a slow infusion of normal saline, 
resulting in serum sodium values of 102 mmol/L 4 hours after admission, 104 mmol/L at 8 hours, 115 mmol/L at 12 hours, 
118 mmol/L at 18 hours, and 125 mmol/L at 24 hours. The patient initially had dysarthria, with slurred speech, and a slow 
fi nger-to-nose test on cerebellar examination, although there was no Babinski refl ex. During days 2 to 6, with a normal 
serum sodium concentration, her condition gradually improved, although she interacted slowly with staff members and 
family and had diffi culty following commands. On the seventh day she became unresponsive to commands and painful 
stimuli and had a Babinski refl ex. Magnetic resonance imaging demonstrated central pontine myelinolysis as a region of 
prominent low signal intensity on a sagittal T1-weighted image (panel A, arrowheads) and high signal intensity on an axial 
T2-weighted image (panel B, arrows). The signal intensity on the periphery of the pons is normal on both images, and there 
is relative preservation of the corticospinal tracts (panel B, arrowheads). The patient remained in an unresponsive state for 
7 weeks, but her sensorium gradually improved and she became fully responsive, alert, and oriented. (From Ref. 22.)
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Acidosis

Acidosis can be due to metabolic causes, such 
as bicarbonate loss with diarrhea, or respira-
tory causes including retention of CO2. Gases 
exchange rapidly between the blood and brain, 
but charged molecules, such as bicarbonate, 
move very slowly between the two compart-
ments. This creates a situation in which equili-
bration of CO2 can occur rapidly, but levels of 
bicarbonate remain unbalanced for a much 
longer period of time. As a consequence of the 
differential rates of equilibration, metabolic 
acidosis leads to a compensatory respiratory 
alkalosis with a reduction in pH (Figure 4–9). 
Since the bicarbonate concentration is low in 
both the brain and blood, a respiratory alkalo-
sis caused by hyperventilation raises the brain 
pH. A new steady state is reached with low 
brain bicarbonate compensated for by the 
reduced pCO2. Treatment with bicarbonate, 
however, raises the blood pH and reduces 
the respiratory drive, leading to a buildup of 
pCO2, which is rapidly transported into the 
brain. Since the bicarbonate concentration 
in the brain is low and there is limited trans-
port from the blood, the brain pH falls due 
to the treatment, creating a life-threatening 
situation.21 Patients’ conditions deteriorate 
when there is a too rapid a replacement of 
bicarbonate.

Hyperglycemia

Hyperglycemia is another cause of increased 
osmolality. Diabetes is the most common cause 
for a rise in blood glucose, and the increased 
blood osmolality causes an osmotic shift of 
water out of brain cells. Increases in blood 
osmolality lead to a compensatory increase in 
brain osmolality by the formation of idiogenic 
osmoles, which are most likely amino acids such 
as taurine. Osmoles created by amino acids or 
other molecules leave cells more slowly than 
water molecules. Because idiogenic molecules 
remain, keeping the osmolality of the brain 
cells high, it is dangerous to lower blood glu-
cose rapidly. Even though the lowering of blood 
osmolality corrects the disturbance, it fails to 
reduce the osmotic gradient between the brain 
and the blood, and water moves from the blood 
into the brain along osmotic gradients, result-
ing in brain swelling. Before this paradoxical 
situation was understood, many patients with 
diabetic ketoacidosis and high plasma glucose 
levels died of cytotoxic brain edema in spite 
of what was thought to be proper treatment 
to restore blood osmolality to normal levels. 
Current treatment guidelines recommended 
for hyperglycemia and metabolic acidosis in 
patients with diabetic ketoacidosis are to slowly 
reverse the acidosis with bicarbonate and to 
gradually restore normal blood glucose.
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Figure 4–9. Correction of long-standing metabolic acidosis with infusion of bicarbonate can lead to worsening of the 
mental status and possibly coma. Because the bicarbonate in the blood and CSF is chronically reduced, there is compen-
satory hyperventilation with reduction of CO2 in both the blood and CSF compartments. When the acidosis in the blood is 
corrected, hyperventilation ceases and CO2 builds up. Since only the CO2 crosses into the CSF and it does not encounter 
HCO3, the pH of the CSF is driven down. A reduced mental state can occur in spite of optimal levels in the blood.



674 Glucose, Amino Acid, and Lipid Metabolism

11. Norenberg MD, Rao KV, Jayakumar AR. Mechanisms 
of ammonia-induced astrocyte swelling. Metab Brain 
Dis. 2005;20:303–318.

12. Cooper AJ, Plum F. Biochemistry and physiology of 
brain ammonia. Physiol Rev. 1987;67:440–519.

13. Hindfelt B, Plum F, Duffy TE. Effect of acute 
ammonia intoxication on cerebral metabolism in 
rats with portacaval shunts. J Clin Invest. 1977;59:
386–396.

14. Cash WJ, McConville P, McDermott E, et al. Current 
concepts in the assessment and treatment of hepatic 
encephalopathy. QJM. 2010;103:9–16.

15. Suh SW, Gum ET, Hamby AM, et al. Hypoglycemic 
neuronal death is triggered by glucose reperfusion and 
activation of neuronal nadph oxidase. J Clin Invest. 
2007;117:910–918.

16. Hasselbalch SG, Knudsen GM, Jakobsen J, et al. Brain 
metabolism during short-term starvation in humans. 
J Cereb Blood Flow Metab. 1994;14:125–131.

17. Puchowicz MA, Zechel JL, Valerio J, et al. 
Neuroprotection in diet-induced ketotic rat brain after 
focal ischemia. J Cereb Blood Flow Metab. 2008;28: 
1907–1916.

18. LaManna JC, Salem N, Puchowicz M, et al. Ketones 
suppress brain glucose consumption. Adv Exp Med 
Biol. 2009;645:301–306.

19. Auer RN, Siesjo BK. Biological differences between 
ischemia, hypoglycemia, and epilepsy. Ann Neurol. 
1988;24:699–707.

20. Ayus JC, Krothapalli RK, Arieff AI. Treatment of symp-
tomatic hyponatremia and its relation to brain dam-
age. A prospective study. N Engl J Med. 1987;317(19): 
1190–1195.

21. Posner JB, Plum F. Spinal-fl uid ph and neuro-
logic symptoms in systemic acidosis. N Engl J Med. 
1967;277:605–613.

22. Hart BL, Eaton RP. Osmotic myelinolysis. N Engl J 
Med. 1995;333:1259–1259.

REFERENCES

 1. van den Berg CJ, Garfi nkel D. A stimulation study of 
brain compartments. Metabolism of glutamate and 
related substances in mouse brain. Biochem J. 1971;123: 
211–218.

 2. Brainard JR, Kyner E, Rosenberg GA. 13C nuclear 
magnetic resonance evidence for gamma-aminobutyric 
acid formation via pyruvate carboxylase in rat brain: a 
metabolic basis for compartmentation. J Neurochem. 
1989;53:1285–1292.

 3. Hertz L. Functional interactions between neurons and 
astrocytes. Turnover and metabolism of putative amino 
acid transmitters. Prog Neurobiol. 1979;13:277–323.

 4. Sibson NR, Mason GF, Shen J, et al. In vivo (13)C nmr 
measurement of neurotransmitter glutamate cycling, 
anaplerosis and tca cycle fl ux in rat brain during. 
J Neurochem. 2001;76:975–989.

 5. Suzuki K, Siegel GJ, Albers RW, et al. Chemistry and 
metabolism of brain lipids. In: Siegel G, Albers RW, 
Brady S, Price D, eds. Basic Neurochemistry. Boston: 
Little, Brown; 1981:355–370.

 6. Berridge MJ, Irvine RF. Inositol trisphosphate, a novel 
second messenger in cellular signal transduction. 
Nature. 1984;312:315–321.

 7. Bazan NG Jr. Effects of ischemia and electroconvul-
sive shock on free fatty acid pool in the brain. Biochim 
Biophys Acta. 1970;218:1–10.

 8. Gardiner M, Nilsson B, Rehncrona S, et al. Free fatty 
acids in the rat brain in moderate and severe hypoxia. 
J Neurochem. 1981;36:1500–1505.

 9. Katsura K, Rodriguez de Turco EB, Folbergrova J, et 
al. Coupling among energy failure, loss of ion homeo-
stasis, and phospholipase a2 and c activation during 
ischemia. J Neurochem. 1993;61:1677–1684.

10. Bazan NG. Lipid signaling in neural plasticity, brain 
repair, and neuroprotection. Mol Neurobiol. 2005;32: 
89–103.



68

Chapter 5

Disorders of Cerebrospinal 
Circulation: Idiopathic Intracranial 
Hypertension and Hydrocephalus

INTRODUCTION

Two important diseases that illustrate the 
importance of understanding the anatomy and 
physiology of brain fl uids are idiopathic intra-
cranial hypertension (IIH) and hydrocephalus. 
Both involve excessive amounts of fl uid in the 
brain, raising intracranial pressure. Treatment 
involves either reducing fl uid production with 
medications or enhancing drainage by shunt-
ing brain fl uids to sites outside the brain. A 
major difference is the size of the ventricles; 
in IIH the ventricles are normal or small, while 
the opposite is the case in hydrocephalus. 
Diagnosis of hydrocephalus has been remark-
ably simplifi ed by computed tomography (CT) 
and magnetic resonance imaging (MRI), which 
not only show the enlarged ventricles, but also 
indicates the sites of obstruction. The images 
are usually normal in IIH, but that in itself is 
important information.

Papilledema and markedly raised cerebrospi-
nal fl uid (CSF) pressure are hallmarks of IIH, 
and headache is a major symptom. Enlarged 
ventricles always accompany hydrocephalus, 
but the CSF pressure is variable. Depending 

on the site of CSF obstruction, intraventric-
ular pressure may be evenly distributed in 
noncommunicating hydrocephalus, in which 
the ventricles are either internally blocked or 
obstruction is at the sites where fl uid enters the 
cisterns around the brainstem. Communicating 
hydrocephalus occurs when the obstruction is 
beyond the exit foramina in the brainstem and 
is at the sites of CSF absorption.

Medical treatment is available for IIH, and 
surgery is used only when that fails. However, 
hydrocephalus generally requires surgical 
treatment. Normal pressure hydrocephalus is 
challenging to diagnose, since no single test is 
adequate, and a combination of clinical judg-
ment and diagnostic tests is needed. Advances 
in imaging techniques are beginning to unravel 
the pathophysiology of both conditions.

CLINICAL FEATURES OF IIH

Many names are applied to the syndrome of 
raised intracranial pressure with papillema. In 
1931, prior to the development of antibiotics, 
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TREATMENT OF IIH

HYDROCEPHALUS

HYDROCEPHALUS IN CHILDREN

ADULT-ONSET HYDROCEPHALUS
Obstructive Hydrocephalus
Normal Pressure Hydrocephalus
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or both of the sixth cranial nerves may occur 
as an effect of shifts in cerebral tissue; because 
the sixth cranial nerve is remote from the site 
of the process producing intracranial hyperten-
sion, the cranial neuropathy is a false localiz-
ing sign. The sixth nerve has a long course as 
it travels to the orbit. After leaving the brain-
stem and before entering the orbit, it makes a 
90-degree turn at the top of the clivus and goes 
through Dorello’s canal at the tip of the tem-
poral bone (Figure 5–1). It is possibly at this 
site that compression of the abducens nerve 
could occur because there are several root-
lets that pass above and below the ligament 
that forms Dorello’s canal.4 Other causes of 
paralysis of the abducens nerve include direct 
injury in trauma of the skull with fracture of 
the petrous temporal bone; infections of the tip 
of the temporal bone in the region of Meckel’s 
cave, which are referred to as Gradenigo’s syn-
drome; diabetes; and vasculitis. The nerve is 
vulnerable as it passes over the sharp superior 
border of the apex of the petrous bone. In IIH, 
the mechanism of damage to the sixth nerve 
has been interpreted as a displacement of the 
encephalic mass toward the foramen magnum, 
thus putting more tension on the nerve where 
it straddles the petrous bone, but the exact 
mechanism of sixth nerve involvement remains 
unclear.

Diagnosis of IIH is essentially a process 
of ruling out other causes of increased intra-
cranial pressure. All patients require a CT or 
MRI scan to look for hydrocephalus and mass 
lesions. After a mass lesion is ruled out, lum-
bar puncture is needed, with careful attention 
to accurate measurement of the CSF pres-
sure, which must be elevated by defi nition. 
Positioning of the patient is important in order 
to obtain an accurate pressure. With the patient 
lying on one side, the lumbar puncture needle 
is placed in the lumbar sac and the manometer, 
with minimal loss of fl uid, measures the pres-
sure. Characteristically, CSF has normal or 
low protein, normal glucose, no cells, and ele-
vated pressure. The upper limit of normal CSF 
pressure is 200 mm H2O. Many IIH patients 
show CSF pressures above 300 mm H2O, with 
occasional pressures exceeding 500 mm H2O. 
Measurement of CSF pressure should be done 
with the legs extended and the neck straight. 
Performance of lumbar puncture with the 
patient in the sitting position should be avoided 
since the pressure cannot be measured. It is 

Symonds referred to it as otitic hydrocephalus, 
recognizing the fact that it was often seen as 
an ear infection with papilledema; headaches 
and papilledema were assumed to be due to 
hydrocephalus because diagnostic imaging was 
not available.1 When pneumoencephalography 
was introduced, and tumors and hydrocepha-
lus could be seen by distortion of the ventricles 
on the x-ray fi lms, some patients with papille-
dema suspected to have brain tumors were 
found to have normal studies. Davidoff used 
the term pseudotumor cerebri to describe the 
syndrome, which has remained in use by some 
investigators.2 For some years, the term benign 
intracranial hypertension was the accepted 
diagnostic descriptor, but the syndrome could 
lead to blindness and was not always benign.3 
The best term at this time is idiopathic intra-
cranial hydrocephalus, which shows the poor 
understanding of the pathophysiology and 
merely describes the fi ndings.

Generally a benign condition that resolves 
spontaneously, IIH can have a malignant course 
and cause blindness due to encroachment of 
the swollen discs on the macular region of the 
retina. Headache is most often the present-
ing symptom in IIH patients. Typically, the 
headache occurs in the early morning, often 
awakening the patient from sleep. Transient 
obscuration of vision occurs when changing 
from a sitting to a standing position. Some 
patients complain of dizziness and tinnitus. 
Visual symptoms are common, ranging from 
obscuration and diplopia to loss of vision.

Because headache is a common complaint in 
general practice, unless time is taken to care-
fully examine the optic discs for the presence 
of blurring of the margins and loss of pulsa-
tions of the veins, diagnosis may be delayed 
for months. Visual fi elds show an enlarged 
blind spot due to the swollen optic nerve head. 
Prolonged papilledema may lead to sector sco-
tomas and restriction of the visual fi elds. It 
is important to differentiate papillitis due to 
infl ammation of the optic disc from papille-
dema due to increased CSF pressure; in papil-
litis vision is lost initially and the pupillary 
response is abnormal, while with papilledema 
vision is  preserved until the late stages.

The majority of patients with IIH have a 
normal neurological examination except for 
papilledema. When the central nervous sys-
tem is involved, IIH generally takes the form 
of cranial nerve involvement. Damage to one 
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include Guillain-Barré syndrome, in which the 
increase in intracranial pressure may be due 
to an increase in CSF protein or an infl amma-
tory response with obstruction of the outfl ow 
of CSF at the level of arachnoid granulations. 
Uremic patients have an increased incidence 
of papilledema with IIH. Patients with renal 
failure have increased levels of vitamin A, use 
corticosteroids, and take cyclosporine, which 
have all been linked to IIH.

Idiopathic intracranial hypertension may be 
due to impaired venous fl ow in at least some 
patients. Venous pressure measurement has 
shown high pressure in the superior sagittal 
sinus and proximal transverse sinuses, with 
a drop in venous pressure distal in the trans-
verse sinus.5 Angiography does not show this 
well. In patients without a documented struc-
tural defect in the venous sinuses, increased 
right atrial fi lling pressure that was transmit-
ted to the venous sinuses has been shown.6 
This procedure is not recommended since it 
is unproven in controlled trials and may have 
long-term consequences in patients who are 
generally young.

Magnetic resonance imaging has rekindled 
interest in conditions that cause occlusions 
of the venous sinuses because of the ability 
to visualize the venous drainage system with 

important to obtain an accurate pressure read-
ing at the time of the initial lumbar puncture, 
since measurements of pressure in subsequent 
lumbar punctures may be falsely reduced by 
damage to the dura with leakage of CSF.

Women develop IIH more frequently than 
men. Obesity and menstrual irregularities, 
with excessive premenstrual weight gain, are 
often present. Because many illnesses are asso-
ciated with IIH, the search for an underlying 
cause is essential before the diagnosis is made 
by exclusion. Because obesity is often found 
in women with IIH, endocrine abnormalities 
are extensively investigated, but they are rarely 
discovered.

Drugs associated with the syndrome include 
tetracycline-type antibiotics, nalidixic acid, 
nitrofurantoin, sulfonamides, and trimethop-
rim-sulfamethoxazole. Paradoxically, the 
withdrawal of corticosteroids, which are used 
to treat increased intracranial pressure, can 
cause an increase in intracranial pressure. 
Large doses of vitamin A, which are used in 
the treatment of various skin conditions, may 
cause the syndrome. Hypercapnia leads to 
retention of carbon dioxide and an increase 
in blood volume. Sleep apnea and lung dis-
eases may cause headaches and papilledema 
due to this mechanism. Less frequent causes 
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Figure 5–1. (A) Dissection showing one of the branches of a split sixth nerve passing above and the other below the pet-
rosphenoidal ligament. Both branches fuse again into a single trunk in the cavernous sinus. (B) Schematic drawing of a dis-
section. (C) Dissection after removal of a ligament showing the branch below the petrosphenoidal ligament passing above 
the sharp edge of the petrous bone close to its tip. VI n. = abducens nerve; V n. = trigeminal nerve; I.C.A. = internal carotid 
artery; D.S. = dorsum sellae; P.C.l. = petroclinoid ligament (ligament of Gruber, or petrosphenoidal ligament); I.P.s. = 
inferior petrosal sinus; S.P.s. = superior petrosal sinus; D.M. = dura mater; S.T. = sella turcica; O.n. = optic nerve; S.O.f. = 
superior orbital fi ssure; L.R.m. = lateral rectus muscle; P.b. = petrous bone; C.s. = cavernous sinus. (From Ref. 4.)
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capsule, or the corpus callosum. In addition, 
four of seven patients with an increased ADC in 
subcortical white matter also had an increased 
ADC in gray matter.9Another group measured 
the mean diffusivity of water and the proton 
longitudinal relaxation time in 10 patients with 
idiopathic intracranial hypertension and 10 
age-, sex-, and weight-matched controls. They 
failed to fi nd signifi cant differences in diffu-
sion-weighted images and T1 values between 
the patient and control groups in any of the 
brain regions investigated, concluding that IIH 
is not associated with abnormalities of convec-
tive transependymal water fl ow leading to dif-
fuse brain edema.10 Thus, based on the results 
of MRI studies, there is no consensus as to the 
presence of brain edema.

In a small number of patients, the symp-
toms of IIH progress rapidly. Fulminant IIH 
can result in loss of vision from the progressive 
papilledema. Visual fi elds change over days to 
weeks. One series of 483 IIH patients included 
16 obese young women with a fulminant 
course. All had headaches and visual loss. Half 
of them had transient visual obscurations. Five 
had diplopia, and all had severe papilledema 
with severely constricted visual fi elds. In spite 
of treatment with acetazolamide and intrave-
nous methylprednisolone, all patients required 
surgical treatment, which included optic nerve 
sheath fenestration, lumboperitoneal shunt, or 
ventriculoperitoneal shunt.11 Visual fi elds and 
fundus photographs from a patient with fulmi-
nant papilledema are shown in Figure 5–3.

MRI venography. When the sinuses draining 
blood from the brain are obstructed, absorp-
tion of CSF is reduced, causing CSF pressure 
to increase. Magnetic resonance venography 
is better for showing the thrombosis of the 
sinuses than conventional MRI (Figure 5–2). 
The importance of venous sinus obstruction 
in IIH, although it should be ruled out with 
venography, may be limited since there is no 
information on its incidence. Often the sinus 
occlusion is related to hypercoagulable states, 
which should be looked for in patients with 
venous sinus obstruction. Venous occlusions on 
MRI scans should be interpreted with caution 
because of the normal variability of the venous 
system in the general population.

Several studies have suggested the pres-
ence of brain edema in patients with IIH. A 
biopsy showed brain edema in one patient that 
was subjected to temporal decompression, a 
procedure that is no longer done.7 Two recent 
MRI studies showed edema in the white mat-
ter in patients with IIH; there was an increase 
in the white matter water signal of a heavily 
T2-weighted imaging sequence obtained at 
1.5T.8 Another study compared diffusion maps 
of the apparent diffusion coeffi cient (ADC) in 
12 patients fulfi lling conventional diagnostic 
criteria for IIH and in 12 healthy volunteers. 
The authors reported a signifi cantly larger 
ADC within subcortical white matter in the 
patient group than in the control group; there 
were no signifi cant differences within corti-
cal gray matter, the basal nuclei, the internal 

Figure 5–2. A 57-year old man with a 2-year history of blurred vision and dizziness. He had a remote history of idio-
pathic thrombocytopenic purpura. Papilledema was seen on examination. A magnetic resonance venogram showed sagittal 
sinus thrombosis. (A) Coronal view showing both transverse sinuses (arrows) with absence of the superior sagittal sinus. 
(B) Sagittal view showing the thrombosis of the superior sagittal sinus (arrow).
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of the macula, visual acuity falls and eyesight 
is threatened. Although most patients with 
IIH retain normal vision, a small percentage 
develop impairment of vision. When vision is 
threatened, and drugs and multiple lumbar 
punctures do not lower the CSF pressure, surgi-
cal intervention is necessary. Lumboperitoneal 
shunting has a reportedly high initial success 
rate. However, shunt malfunction is common 
in lumboperitoneal shunts. Fenestration of the 
optic nerve sheath to drain CSF into the orbital 
region reduces the intracranial pressure, and 
some consider it the treatment of choice in 
medically refractory patients. In obese patients 
with IIH, weight loss is an important adjunc-
tive treatment, and some authors argue that 
it is as important as acetazolamide. Recently, 
the ability to perform stereotactic placement 
of the ventriculoperitoneal shunt has allowed 
this to be done in place of the lumboperitoneal 
shunt. At the present time, there is insuffi -
cient follow-up to evaluate the effi cacy of the 
 ventriculoperitoneal shunt in IIH.

HYDROCEPHALUS

Hydrocephalus is a general term used to des-
cribe an enlargement of the ventricular system. 

TREATMENT OF IIH

Treatment involves reducing the intracra-
nial pressure. Acetazolamide is an inhibitor 
of carbonic anhydrase that lowers CSF pro-
duction and pressure. It is given in a dose of 
250 mg twice daily, which may be increased 
to 1 g/day. Occasionally, even higher doses 
may be needed. Electrolytes must be moni-
tored to look for metabolic acidosis. Distal par-
esthesias are reported to occur in up to 25% 
of patients. The hyperosmolar agent, glycerol 
(0.25–1.00 g/kg two or three times daily), was 
advocated at one time but is no longer used; 
the increased blood sugar caused weight gain.12 
Corticosteroids reduce increased intracranial 
pressure, but the pressure may increase when 
they are tapered. Drug effects are often tran-
sient, and when the syndrome does not resolve 
spontaneously, other treatments are needed. 
Although the relationship of obesity to IIH is 
uncertain, loss of weight can lead to resolu-
tion of the syndrome, and some patients have 
undergone surgical stomach size reduction to 
control the obesity.

Visual fi elds should be measured and the 
size of the blind spot plotted. The swelling of 
the optic disc causes the enlarged blind spot. 
When the papilledema spreads into the region 
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Figure 5–3. A 29-year-old overweight woman had headaches for 1 month and transient obscurations for 5 months. 
Lumbar puncture on admission showed a CSF pressure of 300 mm H20. At that time, visual acuity was 20/20 in both 
eyes, with normal visual fi elds and color vision. She was treated with diet and diamox, but visual loss progressed rapidly. 
(A) Eight days later, the visual fi elds had changed markedly. (B) Papilledema was worse, and visual acuity had decreased to 
20/60 on the right and 20/200 on the left. A lumboperitoneal shunt was placed stereotactically. (C) Two months lager, the 
visual fi elds were improved. (D) Papilledema had resolved. (Photographs of the fundi and visual fi elds courtesy of Thomas 
Carlow, M.D.)
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pressure recordings on random measurements. 
Atrophy may occur in the chronically hydro-
cephalic white matter. When the rate of ven-
tricular enlargement stabilizes in patients with 
incomplete ventricular obstruction, CSF pro-
duction is balanced by absorption, which occurs 
across the ependyma, so-called transependy-
mal absorption, which leads to fl uid accumula-
tion around the edges of the ventricles referred 
to as interstitial edema.13 Absorption of CSF by 
this transependymal route appears to be an 
important compensatory mechanism in adults, 
but the manner in which the interstitial edema 
is resolved is unclear. Occasionally, patients 
assumed to have arrested hydrocephalus can 
undergo acute decompensation after many 
years of apparent stability.

Relatively little is known about the causes of 
hydrocephalus because of the limited informa-
tion obtained from animal studies. One study of 
the cilia in the ventricles provided information 
about the potential for aberrant development 
of cilia in the pathophysiology of hydroceph-
alus. Disrupting ependymal ciliary beating 
results in an accumulation of CSF in the brain 
ventricles and is a pathogenic mechanism of 
hydrocephalus.14 In addition to hydrocephalic 
mouse models in which the genetic defect dis-
rupts ciliary motility or ciliogenesis, human 
patients with primary ciliary dyskinesia also 
develop hydrocephalus.15 The planar polarized 
beating of ependymal cilia is therefore essen-
tial for normal brain function. However, very 
little is known about the mechanism of planar 
cell polarity in ependymal cells.

HYDROCEPHALUS IN CHILDREN

Hydrocephalus in children is often due to a 
structural abnormality, such as Chiari I or II 
malformation, congenital aqueductal steno-
sis, aqueductal stenosis due to intrauterine 
infection, or other congenital causes, such as 
anoxic injury, intraventricular hemorrhage, and 
obstruction of the CSF pathways after bacterial 
meningitis. Bulging of the anterior fontanelle 
may be seen, along with thinning of the skull 
and separation of the sutures. If the diagnosis 
is delayed, abnormal eye movements and optic 
atrophy may develop. Spasticity of the lower 
limbs may be observed at any stage. Acute 
enlargement of the ventricles is associated with 
nausea and vomiting.

The cause of hydrocephalus is obstruction of 
drainage of the CSF, which accumulates in the 
ventricles. The site of CSF obstruction defi nes 
the type of hydrocephalus: obstruction of CSF 
fl ow out of the ventricles is called noncommu-
nicating hydrocephalus, and blockage outside 
the ventricles in the arachnoid granulations is 
referred to as communicating hydrocephalus. 
Although it is possible to detect enlarged ven-
tricles by CT and MRI, the separation of ventri-
cular enlargement due to hydrocephalus from 
that due to loss of brain tissue may be challeng-
ing. Patients with loss of brain tissue, as occurs 
in dementing illnesses, can have enlarged ven-
tricles or hydrocephalus ex vacuo, which is 
generally accompanied by generalized atrophy, 
a fi nding absent in obstructive hydrocephalus.

In early life, obstruction of ventricular outfl ow 
most commonly occurs in the aqueduct, leading 
to noncommunicating hydrocephalus, while in 
the elderly, communicating hydrocephalus due 
to resistance to drainage of the CSF after its exit 
into the subararchnoid space is more common. 
Obstruction prior to the outfl ow of CSF at the 
foramina of Luschka and Magendie results in 
noncommunicating hydrocephalus, whereas in 
communicating hydrocephalus, enlargement of 
the ventricles takes place with preserved fl ow 
of CSF between the ventricle and the suba-
rachnoid space. Enlargement of the cerebral 
ventricles in children less than 2 years of age 
produces enlargement of the head circumfer-
ence because the skull sutures are still open. 
Children with head growth that is more rapid 
than expected for age are suspected of having 
hydrocephalus and undergo imaging. In the 
elderly, the onset of symptoms may be gradual, 
beginning with problems of gait and intellect, 
which can suggest many different diagnoses. 
Obstruction of CSF circulation may result in 
increased CSF pressure as the cerebral ven-
tricles enlarge, but once that has occurred, 
compensatory drainage mechanisms may lower 
the CSF pressure, resulting in so-called normal 
pressure hydrocephalus.

Acute noncommunicating hydrocephalus 
develops rapidly, reaching 80% of maximal 
ventricular enlargement within 6 hours. A 
slower phase of enlargement follows the initial 
rapid expansion, and ventricular enlargement 
plus continual production of CSF causes fl uid 
accumulation in the periventricular white mat-
ter interstitial space. When the hydrocephalus 
stabilizes and enters a chronic phase, the CSF 
pressure may decrease, resulting in normal 
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1 year, the fi rmness of the fontanelle can-
not be used because the sutures have closed. 
Other fi ndings that are rarely seen because of 
the ease of obtaining imaging studies at the 
earliest suspicion of a problem include the 
“cracked-pot” sound on percussion of the skull 
(McEwen sign), engorged scalp veins, and 
abnormal eye movements. If the ventricular 
enlargement goes undetected and the fron-
tal fi bers around the ventricle are stretched, 
spasticity may be found with increased deep 
tendon refl exes.

Treatment involves shunting CSF from the 
ventricles to drain fl uid into another body cav-
ity. The shunt is generally placed in the peri-
toneal cavity, but the site varies depending on 
the age of the patient since the child’s growth 
needs to be considered in choosing the fi nal 
location. Complications of shunt placement 
include malfunction and shunt infection. 
Revisions of the shunt as the child grows are 
frequently necessary.

ADULT-ONSET HYDROCEPHALUS

In the adult, symptoms of acute hydrocephalus 
include headaches, papilledema, diplopia, and 
mental status changes. Sudden death may occur 
with severe increases in pressure. Although 
rare, hydrocephalus can cause an akinetic mut-
ism due to pressure on the structures around 
the third ventricle. Other symptoms include 
temporal lobe seizures, CSF rhinorrhea, endo-
crine dysfunction (e.g., amenorrhea, polydip-
sia, and polyuria), and obesity, which suggest 
third ventricle dysfunction. Gait disturbances 
are reported in patients with aqueductal ste-
nosis, but hyperrefl exia with Babinski’s sign is 
infrequent.

Adult-onset hydrocephalus has causes that 
are similar to those in children, but the frequen-
cies differ. As in children, acute obstruction 
of the ventricles results in rapidly progres-
sive hydrocephalus with symptoms of raised 
intracranial pressure. Adults are more likely 
than children to present with an acute block-
age of CSF fl ow by intraventricular masses, 
such as a colloid cyst of the third ventricle or 
an ependymoma of the fourth ventricle. These 
tumors cause sudden headaches, ataxia, and 
loss of consciousness with symptoms that may 
be intermittent due to the ball-valve effect 

During the neonatal and early childhood 
period, irritability is the most common symp-
tom of hydrocephalus. The child eats poorly, 
appears fretful, and may be lethargic. In the 
older child, headache may be a complaint. 
Vomiting due to increased intracranial pres-
sure may be present in the morning. Remote 
effects of the increased pressure may affect the 
sixth cranial nerves on one or both sides, lead-
ing to the complaint of diplopia. The enlarged 
ventricles affect gait. A wide-based ataxic gait 
may be present due to the stretching of the 
white matter tracts from the frontal leg regions 
around the ventricles.

Premature infants weighing less than 1500 g 
at birth have a high risk of intraventricu-
lar hemorrhage, and approximately 25% of 
these infants develop progressive ventricular 
enlargement, as shown by CT or ultrasound 
scans.16 Ventricular size in the neonate may 
be followed at the bedside with B-mode ultra-
sound through the open fontanelle. Long-term 
follow-up studies of children with intraven-
tricular hemorrhage due to prematurity show 
that 5% of these infants require shunting for 
hydrocephalus. The survivors of a large ger-
minal plate hemorrhage often have multiple 
disabilities.

Once the sutures are closed, hydrocephalus 
causes signs of increased intracranial pressure 
rather than head enlargement. Meningitis, 
aqueductal stenosis, Chiari malformations, and 
mass lesions may be the cause of hydrocepha-
lus in these young children. Tumors originating 
from the cerebellum and the brainstem pro-
duce acute symptomatology, including head-
aches with vomiting, diplopia, visual blurring, 
and ataxia. Symptoms are due to the acute 
hydrocephalus secondary to obstruction of the 
aqueduct of Sylvius and to pressure on brain-
stem structures.

Examination shows papilledema, possi-
ble sixth cranial nerve palsy, and spasticity 
of the lower limbs. When the hydrocephalus 
is more long-standing, endocrine dysfunc-
tion may occur, involving short stature, men-
strual irregularities, and diabetes insipidus. 
Excessively rapid growth of the head is the 
hallmark of hydrocephalus in the child before 
closure of the sutures. Charts are available 
to plot head growth and to compare it with 
the standardized curves for normal children. 
Bulging of the anterior fontanelle is found 
even with the child relaxed and upright. After 
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the ventricles to the peritoneal cavity. These 
devices have one-way valves that respond to 
pressure. In an emergency, hydrocephalic 
ventricles can be assessed readily due to the 
increase in their size. Shunt malfunction may 
cause abrupt decompensation. Symptoms of 
acute increased intracranial pressure from a 
shunt malfunction resemble those seen with 
onset of the hydrocephalic process.

Normal Pressure Hydrocephalus

Adult-onset hydrocephalus that is commu-
nicating may be due to a tumor in the basal 
cisterns, subarachnoid bleeding, or infection 
or infl ammation of the meninges. In the pre-
antibiotic era, syphilis, tuberculosis, and fungal 
infections were common causes of hydroceph-
alus due to the chronic obstruction of the sub-
arachnoid pathways.19 Cultures of the CSF are 
indicated in the elderly patient with enlarged 
ventricles, and a search for other sources of 
infection in lungs and other organs may be 
helpful in establishing the type of infection. In 
the majority of patients with adult-onset hydro-
cephalus, the etiology remains obscure and the 
term idiopathic adult-onset hydrocephalus is 
used. In 1965, Adams and colleagues described 
the syndrome of normal pressure hydroceph-
alus (NPH) as a cause of dementia with gait 
 problems.20 This has remained an important 
cause of mental impairment in the elderly, but 
the cause of the syndrome in most patients 
continues to be obscure.21

Chronic hydrocephalus in the adult can 
produce symptoms of gait disturbance, incon-
tinence, and memory loss, with or without 
symptoms and signs of raised intracranial pres-
sure, including headache, papilledema, and false 
localizing signs (Table 5–2).22 Causes of chronic 
hydrocephalus include subarachnoid hemor-
rhage, chronic meningeal infections, and slow-
growing tumors blocking the CSF pathways.

of the masses. A CT or MRI scan reveals the 
 colloid cyst in the ventricle.

Obstructive Hydrocephalus

Cerebellar hemorrhage and cerebellar infarc-
tion with edema cause an acute hydrocepha-
lus by compression of the brainstem, occluding 
the aqueduct of Sylvius and the fourth ventri-
cle outfl ow pathways and causing noncommu-
nicating hydrocephalus, which can be seen on 
CT and MRI and results in acute elevation of 
intraventricular pressure. Patients with cer-
ebellar hemorrhage usually have a history of 
hypertension. Increasing drowsiness and dif-
fi culty walking often follow the acute onset of 
headache. Hemiparesis and brainstem fi ndings 
evolve after the ataxia, providing a clue that 
the origin of the problem is in the posterior 
fossa (Table 5–1). The expanding hemorrhagic 
mass in the posterior fossa, if it is encroaching 
on the brainstem, requires urgent neurosurgi-
cal attention, with placement of a ventricular 
catheter to decompress the lateral and third 
ventricles, followed by posterior fossa craniec-
tomy to remove the mass effect and pressure 
on the brainstem.17 In patients with cerebellar 
infarction, the progression is generally slower 
since the maximum swelling takes place in 
24 to 48 hours, but the consequences of the 
enlarging posterior fossa mass are the same as 
with hemorrhage, and surgery may be neces-
sary to remove the necrotic tissues and restore 
the normal fl ow of CSF.18 Computed tomog-
raphy is needed in the acute setting, partic-
ularly when MRI is not readily available, but 
visualization of the cerebellar infarction, which 
may be missed on CT, is clearly seen on the 
 diffusion-weighted MRI.

Treatment of adult hydrocephalus involves 
an operation to insert a tube to shunt CSF from 

Table 5–2 Normal Pressure 
 Hydrocephalus

Gait impairment (ataxia of gait)
Incontinence
Dementia
Communicating hydrocephalus 

with  transependymal fl ow

Table 5–1 Cerebellar Hemorrhage 
and Obstructive Hydrocephalus

Abrupt onset of headache with ataxia
Hemiparesis develops later
Signs of brainstem compression including 

sixth and seventh nerve palsies
Acute enlargement of the ventricles due to 

CSF obstruction
May progress to death within 24 to 72 hours 

if not treated
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other neurological fi ndings, including spastic-
ity and hyperrefl exia with a Babinski sign. The 
combination of cerebrovascular disease and 
hydrocephalus is a poor prognostic indicator 
for treatment with shunts.

Normal pressure hydrocephalus leads to 
a reduction in intellect, which at times may 
be subtle. The dementia is of the subcorti-
cal type, and involves slowing of verbal and 
motor responses with preservation of cortical 
functions, such as language and spatial resolu-
tion. Neuropsychological testing quantifi es the 
decline in intellect and the degree of dementia. 
Patients are apathetic and appear depressed. 
Incontinence of urine may occur early in the 
course, particularly in patients with prominent 
gait disturbance. In the early stages of the ill-
ness, presumably as the ventricles are undergo-
ing enlargement, patients can experience drop 
attacks or brief loss of consciousness. Headache 
and papilledema are generally not part of the 
syndrome.

Diagnosis of adult-onset hydrocephalus and 
selection of patients for placement of a ven-
triculoperitoneal shunt are diffi cult.22 Many 
of these patients have hypertensive vascu-
lar disease with lacunar infarcts.23,24 Features 
of Parkinson’s disease were noted in earlier 
reports of the syndrome, and it is now rec-
ommended that all patients with Parkinson’s 
disease have scans to rule out hydrocephalus. 
Computed tomography and MRI have aided in 

Typically, patients with NPH have the triad 
of mental impairment, gait disturbance, and 
incontinence. Normal pressure hydrocephalus 
can develop secondary to trauma, infection, or 
subarachnoid hemorrhage, but in about one-
third of patients no etiology is found. Enlarged 
ventricles are seen on CT or MRI (Figure 5–4). 
By defi nition, lumbar puncture generally 
reveals a normal or minimally elevated CSF 
pressure. Normal pressure is an unfortunate 
term because patients who have undergone 
long-term monitoring with this syndrome have 
intermittently elevated pressures, often during 
the night.

The presenting symptoms may be related 
to gait or to mental function. When gait dis-
turbance is the presenting symptom, the prog-
nosis for treatment is better. Normal pressure 
hydrocephalus causes an apraxic gait, which is 
an inability to lift the legs as if they were stuck 
to the fl oor. Motor strength is intact, refl exes are 
usually normal, and the Babinski sign is absent. 
In some patients, attempts to elicit a Babinski 
sign will result in a grasp response of the toes 
suggestive of a frontal lobe  abnormality. Patients 
may be misdiagnosed as having Parkinson’s dis-
ease because the gait disorder is similar in the 
two syndromes, suggesting that the etiology of 
the problem in the hydrocephalic patient lies 
in the basal ganglia. Because many of these 
patients also have hypertension, and some 
have had small or large strokes, there may be 

Figure 5–4. Normal pressure hydrocephalus. (A) Fluid attenuated inversion recovery (FLAIR) MRI showing the enlarged 
ventricles and the transependymal fl ow of interstitial fl uid (arrowhead). (B) Postventriculoperitoneal shunt (arrow). 
A   subdural hematoma developed after the ventricles collapsed (arrowhead).

(A) (B)
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results of a shunt. Other proposed diagnostic 
methods, including measuring the rate of CSF 
absorption by infusion of saline or artifi cial CSF 
into the thecal sac, clinical improvement after 
CSF removal, or the prolonged monitoring of 
intracranial pressure, have been used with some 
success to select patients for surgery. Decreased 
cerebral blood fl ow has been reported in NPH; 
regional cerebral blood fl ow is reduced in both 
cortical and subcortical regions.26 Patients who 
show clinical improvement with shunting have 
a concomitant increase in cerebral blood fl ow. 
Removal of CSF may result in an increase in 
cerebral blood fl ow in patients in whom NPH 
is likely to respond to shunt therapy.

The number of patients undergoing shunt 
operations at most centers has fallen as the 
initial enthusiasm for this procedure, which 
resulted in many shunts and a low success 
rate, has waned. None of the currently avail-
able tests by themselves identifi es the patients 
who will benefi t from shunting. Most helpful is 
a combination of clinical signs and judiciously 
chosen laboratory tests.

Various success rates for shunt placement 
have been reported; some reports describe 
improvement in approximately 80% of treated 
patients, while others report lower rates. In the 
early days of treatment of NPH patients with 
shunts, a high rate of shunt failure occurred, 
with complications of shunting being a major 
problem. Serious complications occurred in 
as many as one-fourth of the patients, includ-
ing infection and subdural hematomas. More 
recently, the rates of correct diagnosis and 
complication-free treatments have improved, 
but the defi nitive diagnostic test and compli-
cation-free treatment remain elusive goals. 
Clearly, more information is needed to aid in 
the diagnosis and management of patients with 
this potentially treatable syndrome
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Chapter 6

Quantifi cation of Cerebral Blood Flow 
and Blood-Brain Barrier Transport 
by Nuclear Magnetic Resonance 
and Positron Emission Tomography

INTRODUCTION

The discovery of the mathematical equa-
tions for tomographic imaging by Godfrey 
Hounsfi eld in the mid-1970s led to the pro-
liferation of studies on brain structure and 
function that have revolutionized the neu-
rosciences and improved clinical practice. 
Brain images are now routinely available 
during life that were previously accessible 
only at autopsy. Initially, these images were 
made with x-rays by computed tomography 
(CT), but the same mathematical approach 
was applied to magnetic fi elds with magnetic 
resonance imaging (MRI) and gamma rays 
with positron emission tomography (PET). 
All of these complex technologies require 

 cooperation between teams of physicians, 
physicists, chemists, engineers, and computer 
scientists. While it is not necessary to under-
stand the underlying mathematical principles 
to utilize the new technology, a basic under-
standing of each method aids in the selection 
of the appropriate clinical test or research 
tool. The basic equations that are now used 
to analyze hundreds of thousands of pixels 
to construct an image of a brain function are 
the same ones that were initially developed 
for single regions. Besides structural informa-
tion, which was the primary value of early CT 
scanners, it is now possible to obtain images 
of brain chemistry with magnetic resonance 
spectroscopy (MRS) and neural activity with 
functional MRI (fMRI) (Table 6–1).

INTRODUCTION

MATHEMATICAL APPROACH TO 
CBF AND TRANSPORT

CBF: The Schmidt-Kety Approach
Regional Blood Flow
Transport Between Blood and Brain

POSITRON EMISSION TOMOGRAPHY
Single-Injection External Registration
Patlak Graphical BBB Method for 

 Autoradiography and MRI

MRI IN CBF AND TRANSPORT 
MEASUREMENT

MRI AND SPECTROSCOPY
Multinuclear NMR
The Relaxation Phenomenon and the 

 Rotating Frame
31P-MRS
13C-MRS
1H-MRS
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For oxygen, the amount entering a given 
 volume dQ/dt is equal to the blood fl ow 
F [mL/min/g] multiplied by the difference 
between the arterial and venous concentra-
tions of oxygen Ca(t)i and Cv(t) [mmoL/ml] 
respectively. Then

 dQ/dt = F(Ca(t)—Cv(t)) (6–3)

By using a measurable tracer, it is possible to 
calculate blood fl ow F from the above equation 
by knowing the concentration of the tracer in 
arterial Ca(t), and venous blood Cv(t) at time t; 
the tissue concentration could be obtaind from

 CT(t) = λTCv(t) (6–4)

where λT, the constant partition coeffi cient, 
relates to the cerebral parenchyma–blood par-
tition coeffi cient of the indicator. By solving 
equation (6–3) and considering equation (6–4), 
we can fi nd the concentration of oxygen in tis-
sue at time t1 from the following equation:

 CT(t) = λT K 
t1

∫
t
 Ca(t)e

−K(t1−t)dt (6–5)

with Κ = F/λ. When blood fl ow to an organ is 
known from a separate determination, the oxy-
gen consumption of that organ can be deter-
mined. On the other hand, when the substance 
is not metabolized, it can be used to measure 
blood fl ow. The anesthetic agent, nitrous oxide 
(N2O), is an inert gas that can be inhaled in 
amounts lower than those used to produce 
the anesthetic effect and that equilibrates with 
brain tissue in 10 to 15 minutes. The arterial 
concentration can be sampled, and the venous 
concentration coming from the brain can be 
obtained from the jugular bulb.

The mass conservation equation for a sub-
stance that is metabolized is given by

 Qa = Qv + Qm + Qi (6–6)

where Qa is the amount in the artery, Qv is the 
amount in the vein, Qm is the metabolized por-
tion, and Qi is the amount of gas taken up by 
the organ.

For oxygen, which is practically all metabo-
lized Qi = 0, while for N2O, which is inert, Qm = 0 
and Qi can be calculated from equation (6–2).

At equilibrium, part of the gas is in the brain 
and part is in the blood. In a given amount of 
brain tissue, there is a quantity of gas equal to 

The basic equations for measurements of 
cerebral blood fl ow (CBF) are based on the 
Frick principle, which in the early days of CBF 
measurements required extensive canalization 
of arteries and veins and measured fl ow to the 
whole brain rather than to specifi c regions. 
These measurements can now be done with-
out injections with MRI or with only intrave-
nous injections, and fl ow in small regions of 
the brain can be measured. Each of the new 
modalities, PET, MRI, and CT, can be used to 
measure CBF.

MATHEMATICAL APPROACH TO 
CBF AND TRANSPORT

CBF: The Schmidt-Kety Approach

Kety was the fi rst to measure CBF, basing his 
approach on Fick’s law,1 which states that the 
change in the amount of a substance, Q, within 
a given volume, v, is equal to the amount enter-
ing that volume of tissue, Qin[mmoL/g], minus 
the amount leaving, Qout [mmoL/g] over a short 
time interval Δt:

 Q/Δt = Qin/Δt − Qout/Δt (6–1)

Using this equation enables determination 
of the cerebral metabolic rates of oxygen, glu-
cose and lactate. Q is the product of the fl ow to 
organ F [mL/min/g] and the concentration of 
substance C [mmoL/g]:

 dQ/dt = F × C (6–2)

Table 6–1 Imaging Modalities in Brain 
Studies

Computed 
tomography (CT)

x-rays

Positron emission 
tomography (PET)

Positrons

Magnetic resonance 
imaging (MRI)

Protons in water

Magnetic resonance 
spectroscopy (MRS)

Multinuclear 
(13C, 31P, 1H)

Functional MRI (fMRI) Oxygenation of 
blood (BOLD)

Blood oxygen level dependent (BOLD).
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then

 dCi/ρdt = KiλλiCa(t)—KiCi(t) (6–11)

and a solution to this differential equation at 
time t1 gives the concentration at tissue T:

 Ci(t) = λi Ki 
t1

∫
t
 Ca(t)e

−Ki(t1−t)dt (6–12)

Inputs to this equation are the fl ow rate con-
stant Κi, the partition coeffi cient λi, the con-
centration in the arterial blood Ca(t), and the 
time-dependent tissue concentration Ct(t). 
Several substances have been used to measure 
blood fl ow by autoradiography. The one that 
has proven most useful is 14C-iodoantipyrine, 
which has a partition coeffi cient of 0.8.3 The 
tracer is injected intravenously and sampled 
arterially multiple times for several minutes, at 
which time the brain is rapidly removed and 
sectioned on a cryostat for autoradiography. 
From the time curve of the amount of tracer in 
the blood and the amount in the various brain 
regions at the end of the experiment, the CBF 
is determined. Xenon is a stable gas that acts 
like N2O. It alters the tissue characteristics on 
CT, which makes it useful to study CBF. Stable 
xenon provides regional maps of CBF and has 
been used in studying a number of neurologi-
cal conditions.

Transport Between Blood and Brain

A number of techniques can be used to mea-
sure the transport of substances across the 
blood-brain barrier (BBB). While most of them 
are useful only for animal studies, several are 
available for studies in humans, using CT and 
MRI with contrast. Computed tomography 
provides a rapid method of obtaining regions 
of contrast leakage with iodine-based contrast 
agents. Multichannel CT scanners can obtain 
images in rapid succession, collecting changes in 
contrast concentration over time, which allows 
for extraction of permeability coeffi cients.4 
Magnetic resonance imaging is another modal-
ity to study the BBB. There are several reasons 
that MRI replaced CT: there is no radiation, the 
contrast agent has almost no allergic reactions, 
and high-resolution anatomical images can be 
superimposed. In favor of CT permeability 
measurements is that they can be obtained in a 
shorter time than MRI.

Qi(T) at time T. The amount in the brain can 
be estimated from the venous concentration 
by the so-called blood-gas partition coeffi cient 
λ defi ned by equation (6–4). This is necessary 
because the actual amount of N2O in brain 
tissue cannot be measured. Nitrous oxide is 
a marker of blood fl ow because it has a parti-
tion coeffi cient of 1 after equilibrium time. For 
convenience, equation (6–4) can be expressed 
for N2O in the following form:

 λN2O
 = [Qi(T)/ρ]/Cv(T) (6–7)

In equation (6–7), ρ is the tissue density. 
This equation represents the fact that the 
CBF for a given weight is the fl ow divided 
by the weight, F/W. Using equation (6–7) in 
equation (6–5), it is straightforward to calcu-
late the partial extraction of N2O by organ. For 
the measurement of CBF, the subject inhales 
15% N2O and its concentration in the arterial 
blood and the jugular bulb is sampled at mul-
tiple time points over 10 minutes. The integral 
of the arteriovenous difference and the CBF 
are calculated.

Regional Blood Flow

Methods to measure regional cerebral fl ow 
were developed based on the Kety-Schmidt 
approach, but using tracers rapidly transported 
into brain. A xenon radioisotopic method was 
developed for use with external radiation detec-
tors and an autoradiographic method for use in 
experimental animals.2 The essential feature of 
the regional method is the ability to measure a 
substance both in the brain region of interest 
and in the blood. The equations are similar to 
those for the N2O method except that the con-
centration of the substance in the vein (Cv) is 
estimated from the partition coeffi cient, λi, and 
the brain concentration (Ci):

 Cv(t) = λTCi(t)/λ (6–8)

so that the basic equation (6–3) becomes

 dCi/ρdt = Fi(Ca(t)—Ci(t)/λi) (6–9)

and if a fl ow rate constant is defi ned by

 Ki = ρFi/λI (6–10)
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words, injecting into the carotid and sampling 
at the sagittal sinus gives the arteriovenous 
(AV) difference.

The amount of a substance extracted by the 
brain (E) as the blood fl ows through the region 
is defi ned as the concentration in the artery, Ca, 
minus that in the vein, Cv, with the difference 
divided by the arterial concentration:

 E = (Ca—Cv)/Ca (6–13)

or

 E= 1—(Cv /Ca) (6–14)

After injection, dilution occurs and the arterial 
concentration is unknown. Since both test and 
reference substances are equally diluted, the 
ratio of the concentration of the permeable test 
substance to that of the impermeable reference 
substance in the injection fl uid is known and 
remains constant. However, the removal of the 
permeable test substance by the brain changes 
the ratio of test and reference substances in the 
venous blood. Thus, ratios rather than absolute 
amounts refl ect the amount of test substance 
lost to the brain. Knowing the concentrations 
of the test and indicator substances in both the 
injectate and in the venous outfl ow provides 
suffi cient information to calculate the amount 
extracted.

Flux relates the extraction value to perme-
ability of the membrane; it is the product of 
fl ow through a surface area, A, and the change 
in concentration, dC, using the relationship:

 P = Flux/(A × dC) (6–15)

Another way of expressing the fl ux is by blood 
fl ow. The fl ux equals the blood fl ow (F) through 
the vessel and the arteriovenous difference, 

Compared to studies of the physiology of 
the BBB in humans, animal studies offer a 
much greater choice of methods. Selection of 
the appropriate method depends on the type 
of information desired, the technical diffi culty, 
the species of animal used, and the character-
istics of the tracer substance studied. Methods 
that use a carotid injection and measure a sin-
gle passage through the brain are excellent 
for rapidly transported substances but are too 
insensitive to detect those that are more slowly 
transported (Figure 6–1). For the more slowly 
transported molecules, intravenous infusion of 
a bolus or an amount to maintain a steady blood 
level can be used. Some methods utilize blood 
entering and leaving the brain, so they are lim-
ited to those regions sampled to obtain data or 
to whole brain measurements, while others can 
be done with autoradiograms or tomography 
and yield regional information. Finally, when 
the substance being measured is rapidly trans-
ported out of the blood into the brain, it can 
serve as a marker of CBF.

Permeability of a membrane to a given sub-
stance is the rate with which that substance 
crosses the membrane. Although permeability 
is a complex function of the membrane struc-
ture and the reaction of the membrane to the 
substance, a functional defi nition relates the 
rate of movement across the membrane to 
the concentration of the substance on the either 
side. The blood dilutes both impermeable and 
permeable substances when they are injected 
into the carotid. However, permeable mol-
ecules diffuse across the endothelial cell mem-
brane to enter the brain and CSF. Therefore, 
after injection into the carotid artery, if both 
the arterial concentration and the venous con-
centration as sampled at the sagittal sinus are 
known, the amount extracted during passage 
through the brain can be calculated. In other 

0.5 mg

[Ca]test = 1 mg/mL [CV]test = 0.5 mg/10 mL

[CV]ref = 2 mg/10 mL[Ca]ref = 2 mg/mL

Arterial Venous

Figure 6–1. Illustrative example of the calculation of the extraction fraction (E) using the indicator dilution method with a 
partially permeable, extracted test substance of concentration [Ca]test in the artery and an impermeable reference substance 
[Ca]ref..
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Oldendorf measured brain uptake of a rap-
idly diffusible 3H-labeled reference substance 
and a less diffusible test substance labeled with 
14C; both substances were injected into the 
carotid, and brain tissue was rapidly sampled 
to obtain a ratio of the two substances to calcu-
late the brain uptake coeffi cient5 (Figure 6–2). 
Fifteen seconds after injection of the tracers 
into the carotid, the brain is removed and the 
amount of both the test and reference sub-
stances in brain is measured. Ratios of the test 
substance to the reference substance in both 
the brain and the blood can be measured. A 
brain uptake index (BUI) can be calculated by 
the expression

 BUI = (Ct/Cr)brain/(Ct/Cr)injectate × 100 (6–20)

where Ct is the concentration of the test sub-
stance and Cr is that of the reference com-
pound either in the brain or in the injectate. 
Generally, the reference molecule is  3H-labeled 
water and the test substance is a 14C-labeled 
compound. Ideally, the reference substance 
would be completely extracted in a single pas-
sage through the brain in order to be able to 
calculate an accurate value for extraction of 
the test substance; a less permeable reference 
substance would lower its concentration in the 
brain and falsely elevate the BUI.6 Although 

that is, the arterial concentration, Ca, and the 
venous concentration, Cv:

 Flux = F (Ca − Cv) (6–16)

Leading to the relationship,

 PA = (F [Ca − Cv])/dC (6–17)

The change in concentration is not known, 
and it can be estimated empirically with the 
relationship:

 dC = (Ca—Cv) / [1n(Ca/Cv)] (6–18)

Substituting this into the earlier equation 
gives:

 PA = −F 1n(1-E) (6–19)

The fl ow and the extraction rate can be esti-
mated or experimentally determined so that 
the permeability of the surface area can be 
calculated. Estimating the surface area allows 
calculation of the permeability itself. The 
indicator-dilution method is best suited for 
repeated measurements of moderately perme-
able molecules, such as glucose. Limitations of 
the method include extracerebral contamina-
tion of sinus blood, changes in blood fl ow by 
the injection, and lack of regional specifi city.

3H2O

Ext Carotid

20%

80
%

ARTERIAL INFLOW

14C

VENOUS OUTFLOW

Figure 6–2. Diagram of the brain uptake index method. A buffered solution containing a 14C-labeled test solute and 3H2O 
is injected into the common carotid artery of a rat, and the animal is decapitated 15 seconds later. (From Ref. 5.)
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for different brain regions. The capillary is a 
dynamic structure that undergoes changes in 
its surface area in response to changes in its 
environment. Therefore, the combined expres-
sion for permeability and surface area should 
be used unless the surface area can be unam-
biguously determined.

POSITRON EMISSION 
TOMOGRAPHY

Positrons are positively charged particles emit-
ted from an unstable nucleus. When a positron 
and an electron collide they are annihilated, 
and two gamma rays are formed that are 180° 
to each other.10 The PET scanner has an array 
of detectors arranged in a circle. An event is 
recorded when detectors at 180° to each other 
are simultaneously activated. A large array of 
opposing radiation detectors allows localiza-
tion of the point source of positron emission. 
The detection of two simultaneous events is 
recorded for multiple lines of coincidence, 
and the data are reconstructed analogously to 
the mathematical process used in CT scan-
ning. The principles used for data analysis and 
image reconstruction are similar for CT, MRI, 
and PET. The major benefi ts of PET scanning 
are that it allows location of the point source 
in three dimensions and very small amounts of 
tracer can be detected.

The positron-emitting atoms commonly 
used for labeling with PET studies are 15O, 
13N, 11C, and l8F, with half-lives of 2, 10, 20, and 
110 minutes, respectively (Table 6–2). These 

water moves across the endothelial cell, its 
uptake into brain is slightly limited by its dif-
fusion across the capillary.7 The slower than 
expected diffusion rate makes the amount of 
water extracted dependent on the rate of CBF. 
This can present a problem since intracarotid 
injection may alter the blood fl ow. In fact, the 
carotid injection of a 200 μL bolus in less than 
1 second alters blood fl ow. To overcome the 
problem caused by the diffusion limitation of 
water, 14C-butanol has been used as the refer-
ence tracer because it is more rapidly trans-
ported. In spite of the fl ow limitation, very 
useful information has been obtained using 
the BUI method; for most molecules the effect 
of water limitation is minimal, and for those 
where it is a problem, corrections can be made 
for the lower extraction rate. Therefore, the 
BUI method has been used to study moder-
ately permeable molecules such as the narcot-
ics, the peptides, and the amino acids.

Another approach utilized the steady-state 
intravenous infusion of a radiolabeled test sub-
stance with an infusion apparatus that main-
tained a constant blood level.8 This method can 
be used to study less permeable substances, 
such as sodium, that require a longer time to 
enter the brain. A modifi cation of the intrave-
nous method that utilizes a bolus intravenous 
injection has also been used to measure the 
transport of substances with low permeability 
and negligible back fl ux.9

Another way to express BUI is by use of the 
extraction fraction, E, which includes other 
factors. Conversion of BUI to E, can be done, 
assuming that there is negligible back fl ux of 
test tracer, by the formula

 E = (cBUI)/100 (6–21)

where c is a constant that depends on blood 
fl ow, the reference tracer, the decapitation time, 
and the brain region sampled. An estimate of 
PA is then obtainable with  equation (6–19). The 
BUI method has been used extensively because 
it is relatively simple to perform. However, 
translation of BUI to PA has been hampered 
by the need to determine the constants.

Although it is appealing to express the move-
ment of a test substance from the blood to the 
brain in terms of permeability, the inability to 
directly measure the surface area introduces 
considerable uncertainty into the measurement. 
The capillary surface area has been estimated 

Table 6–2 Uses for Various Positron 
Emitters

Isotope Half-Life (min) Function

15O 2 rCBF, rOER

11C 20 Amyloid plaques
(11C-P1B)

18F 110 Amyloid plaques

rCBF, regional cerebral blood fl ow; rOER, regional 
 extraction oxygen ratio; 11C-P1B (Pittsburgh compound B).



856 Quantifi cation of CBF Flow and BBB Transport

Errors in the use of these equations occur 
because the extraction of H2O is less than 100% 
and due to the variability of cerebral blood vol-
ume, which needs to be calculated. Current 
models of rCBF and rOER measurement 
incorporate terms to correct for these  factors. 
Measurements of rCBF and rOER with the 
steady-state continuous inhalation method 
require 1.5 to 2 hours; patient cooperation is 
essential for these long studies.

Another method used to measure CBF by 
PET besides inhalation of 15O-labeled CO2 is 
the injection of 15O-water. 15O is well suited 
to blood fl ow measurements because it has a 
short half-life and can, therefore, be used for 
repeated measurements without producing 
too great a radiation exposure. Measurement 
of CBF with 15O-water is based on the Kety 
approach to describing the exchange of an 
inert gas between blood and tissue. 15O-water 
is injected intravenously, and arterial samples 
are collected over several minutes while the 
15O is detected in the brain. The main problem 
with the use of 15O-water is that it is not freely 
diffusible across the capillary. The diffusion 
rate for water is slower than that for a freely 
diffusible substance.7 Blood fl ow measure-
ments made with water are underestimated.13 
The advantage of 15O-water is that it has a short 
half-life with low radiation exposure from a sin-
gle study, making multiple studies possible in a 
single subject.

The extent of the diffusion limitation with 
water has been studied with a more readily 
diffusible substance, [11C]butanol. Butanol 
is an alcohol that readily crosses the BBB.14 
Compared to water, it is more completely 
extracted. The amount of butanol and water 
extracted by the brain differs; the difference 
in the amount of each isotope extracted by the 
brain provides a means to calculate the perme-
ability of the capillary to water.

Although [11C]butanol is a better com-
pound for measuring CBF, it has several dis-
advantages that limit its usefulness. The longer 
half-life of 11C results in slow decay of the 
radioactivity, which interferes with subsequent 
isotopic studies and limits the number of times 
blood fl ow can be measured. For this reason, 
the  15O-labeled compounds have been more 
 frequently used to measure CBF.

Imaging of brain neurotransmitter recep-
tors with positron-labeled receptor-binding 
molecules has been used to study patients with 

compounds are given in 5 to 100 mCi doses, 
depending on the compound labeled and the 
organ to be studied. The total radiation dose 
to the patient is 1 to 2 rads, with a maximum 
permissible dose of 5 rads. Repeated studies 
with certain compounds can therefore lead to 
appreciable radiation exposure.11

Positron emission tomography, like autora-
diography, shows regional substrate utiliza-
tion. Glucose metabolism is measured with 
2-deoxy-2-[18F]fl uoro-d-glucose (FDG), which 
is phosphorylated upon entry into brain cells 
and trapped as the phosphorylated compound. 
Since little of the tracer is metabolized in the 
fi rst few minutes, transport into brain cells can 
be measured. Some of the originally injected 
tracer remains in blood and extracellular fl uid 
during this short time period, making correc-
tions for regional blood volume necessary. 
Generally, a 30 to 40 minute delay after injec-
tion is necessary for complete phosphorylation 
of the tracer, and during this time some metab-
olism by phosphatase may have occurred. The 
problems with the use of an analog are the long 
measurement time, the large radiation dose, 
particularly with 18F, and the potential toxicity 
from compounds that interfere with glucose 
metabolism.

Several methods have been used to mea-
sure CBF and oxygen metabolism with PET. 
The 15O steady-state inhalation model pro-
vides measurements of regional CBF, oxygen 
extraction ratio (rOER), and oxygen utilization 
(rCMRO2).

12 The technique involves continu-
ous inhalation of tracer amounts of C15O2. In 
the lungs, CO2 is converted to 15O-water. After 
10 minutes a steady state is reached, with the 
rate of delivery to the brain balanced by the 
washout of the tracer into the venous circu-
lation. Regional CBF is related to the arterial 
(Ca) and tissue (Ci) concentrations of 15O-water 
by the relationship

 rCBF = τ/[(Ca/Ci)—1] (6–22)

where τ is a correction factor to account for 
loss from decay. The rOER is measured by the 
inhalation of 15O2 with corrections for recircu-
lation of labeled water. From the blood fl ow 
and oxygen extraction the rCMRO2 can be 
determined:

 CMRO2 = CBF × [O2]arterial × OER (6–23)
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further studies, however, the nonspecifi c 
nature of amyloid binding in brains of nor-
mal individual reduces the clinical utility of 
amyloid-binding compounds. A community-
based sample of 43 volunteers, aged 65 to 88 
years, who did not meet diagnostic criteria for 
AD or mild cognitive impairment were stud-
ied with PIB. Nine (21%) showed evidence of 
early amyloid deposition, demonstrating that 
amyloid deposition can be identifi ed among 
cognitively normal elderly persons during life, 
and the prevalence of asymptomatic amyloid 
deposition may be similar to that of symptom-
atic amyloid deposition.16

Single-Injection External 
 Registration

Positron emission tomography studies can be 
done with a method that utilizes  intracarotid 

parkinsonism, schizophrenia, and epilepsy. 
The dopamine D2 receptor has been imaged 
in humans with the receptor ligand, 11C-N-
methylspiperone. Normally, the ligand binds 
specifi cally to the dopamine receptors in the 
caudate.

Pittsburgh Compound-B (PIB) is an 
amyloid-binding compound labeled with a 
positron emitter that shows the presence of 
amyloid plaques in the brains of patients with 
Alzheimer’s disease (AD). Compared with con-
trols, AD patients typically showed marked 
retention of PIB in areas of association cortex 
known to contain large amounts of amyloid 
deposits in AD. In the AD patient group, PIB 
retention was increased most prominently in 
frontal cortex but was also seen in parietal, 
temporal, and occipital cortex and striatum15 
(Figure 6–3). These early results suggested 
that PET imaging with the novel tracer PIB 
can provide quantitative information on amy-
loid deposits in living subjects with AD. With 
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Figure 6–3. Pittsburgh Compound-B standardized uptake value (SUV) images demonstrate a marked difference between 
PIB retention in Alzheimer’s disease (AD) patients and healthy control (HC) subjects. Positron emission tomography images 
of a 67-year-old HC subject (left) and a 79-year-old AD patient (AD6; mini-mental status examination (MMSE) = 21; right). 
Top: SUV PIB images summed over 40 to 60 minutes. Bottom: 18Fluorodeoxyglucose regional cerebral metabolic rate for 
glucose(18FDG rCMRglc) images (mol/min/100 mL). The left column shows lack of PIB retention throughout the gray 
matter of the HC subject (top left) and normal 18FDG uptake (bottom left). Nonspecifi c PIB retention is seen in the white 
matter (top left). The right column shows high PIB retention in the frontal and temporoparietal cortices of the AD patient 
(top right) and a typical pattern of 18FDG hypometabolism present in the temporoparietal cortex (arrows; bottom right) 
along with a preserved metabolic rate in the frontal cortex. The PIB and 18FDG scans were obtained within 3 days of each 
other. (From Ref. 15; See also the color insert.)
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AIB is very slowly taken up by brain. Transfer 
constants are obtained from the information in 
the blood curve and the brain autoradiogram 
using Patlak’s equations.

Adaptation of the graphical method to CT 
and MRI has facilitated measurements of BBB 
permeability in humans. Contrast-enhanced 
MRI scans provide useful qualitative informa-
tion for highly permeable regions of the brain. 
Quantifi cation of regional permeability requires 
the use of multiple measurements over time. 
Originally developed in animals and proven 
accurate by comparison with autoradiograms, 
the graphical method can be used not only to 
visualize the regions of increased uptake but 
also to quantify the effects of treatments.

Gadolinium-diethylenetriaminepentaacetic 
acid (Gd-DTPA)-enhanced MRI scans are 
performed with a series of rapid T1-weighted 
measurements and are made after injection 
of the contrast agent. This method has been 
referred to as dynamic contrast-enhanced MRI 
(DCEMRI); comparison of 14C-sucrose autora-
diographic measurements of BBB permeability 
with Gd-DTPA MRI measurements was done 
in the same rat brains, demonstrating excellent 
correlation of the two methods.19 The ability 
of Gd-DTPA-enhanced MRI to localize and 
quantitate BBB opening was evaluated against 
quantitative autoradiographic imaging of the 
14C-AIB distribution in animals with stroke. 
The blood-to-brain transfer constant (Ki) for 
Gd-DTPA was determined by MRI in rats with 
focal cerebral ischemia and compared with that 
of AIB as determined by quantitative autoradi-
ography done soon afterward. Estimates of Ki 
came from Patlak plots constructed from the 
time course of Gd-induced blood and tissue T1 
changes. Mean Ki values of AIB were highly 
correlated with those of Gd-DTPA across 
multiple brain regions. In most instances, 
Gd-DTPA MRI accurately localized areas of 
BBB opening.20

The benefi t of using an MRI method for esti-
mation of BBB permeability is that it can show 
pixel-by-pixel changes in permeability and can 
be used in human studies in a clinically rele-
vant time frame. In addition, in animal studies, 
the ability of MRI to study multiple parameters 
in an ischemic region including CBF, diffusion-
weighted imaging, and infarct size, makes it the 
method of choice for studies of stroke in both 
animals and humans.

or intravenous injection of a short-lived 
radioisotope that is rapidly taken up by the 
brain.14 A positron-labeled substance such as 
 15O-labeled water or 11C-labeled carbon monox-
ide is injected into the carotid or intravenously. 
External detectors register the appearance of 
the tracer in the head and its clearance. Since 
water is rapidly transported, it provides a use-
ful estimate of the rate of blood fl ow (its slight 
diffusion limitation results in an underestima-
tion in high-fl ow states). This method has been 
used to show changes in water permeability 
induced by various agents including vasopres-
sin and osmotic agents. Use of PET to measure 
permeability is cumbersome compared to CT 
and MR methods. The short half-life of posi-
tron-labeled compounds requires that they be 
made by a cyclotron close to the PET scanner, 
and they must be attached to the study mol-
ecule and injected intravenously. A large team 
of physicists, chemists, and radiologists is nec-
essary to carry out these costly experiments. 
The development of autoradiography provided 
a theoretical basis for the use of CT and MRI 
in studies of the BBB in humans.

Patlak Graphical BBB Method 
for Autoradiography and MRI

Autoradiography was used in animals to map 
the distribution of the labeled isotope in specifi c 
brain regions. Equations to measure the per-
meability constants were developed by Patlak 
and colleagues based on a graphical method. 
The advantage of the graphical method is that 
it provides regional measurements of BBB 
transport, which are of interest in the study 
of pathological processes such as stroke, brain 
tumors, traumatic brain injury, cavernous mal-
formations, and multiple sclerosis.

In the autoradiographic method, amino-
isobutyric (AIB) acid is an amino acid that is 
passively transported into brain; normally, its 
transport is slow; however, in pathological con-
ditions, the rate is increased.17,18 The amino 
acid concentration in blood is recorded at mul-
tiple points after its intravenous injection; at a 
given time, the brain is removed and cryosec-
tions are prepared for autoradiography. The 
AIB method is excellent for analysis of patho-
logical states since, under normal conditions, 
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without resorting to mathematical formula-
tions. Therefore, what follows is a simplifi ed 
discussion focused on those aspects necessary 
for an understanding of MRI and MRS.

Nuclei with magnetic moments align them-
selves parallel to a magnetic fi eld. Certain 
atoms possess magnetic properties that make 
them detectable by NMR. Atoms have nuclear 
spins whose value depends on the mass num-
ber and the atomic number of the nucleus. 
Those nuclei with spins of 1/2, 3/2, 5/2, and 
so on will resonate when placed in an applied 
magnetic fi eld. The resonant frequency will 
depend on the magnetogyric ratio, γ, which is 
a proportionality constant specifi c for each par-
ticular atom. The fundamental resonance con-
dition for all NMR experiments is given by the 
Larmor equation:

 ν0 = γB0/2π (6–24)

where ν0 is the frequency (Hz) at which a 
nucleus of a given magnetogyric ratio reso-
nates when a magnetic fi eld, B0, is applied. 
The fi eld or the frequency may be varied in 
order to obtain spectra. The strength of a 
magnetic fi eld is described in Tesla or kilo-
gauss (1 T = 10 kG). When nuclei with mag-
netic moments are exposed to radio waves of 
a  specifi c  frequency, they emit a signal of the 
same frequency as that applied. Atoms with 
magnetic moments can assume one of several 
discrete energy states when placed in a mag-
netic fi eld. When another magnetic fi eld is 
applied, the atom undergoes a transition from 
one energy state to another.

Energy levels in NMR are in the radio fre-
quency range of 107 Hz. Visible light is at a 
frequency of 1015 Hz, while that of x-rays is 
1017 Hz (Figure 6–4). Therefore, the amount 
of radiation needed for NMR studies is very 

MRI IN CBF AND TRANSPORT 
MEASUREMENT

Magnetic resonance imaging provides non-
invasive approaches for quantitative assess-
ment of CBF and transport. Most successful 
approaches in CBF measurements by MRI are 
based either on tracking a bolus of paramag-
netic contrast agent (an exogenous MRI-visible 
tracer) or on arterial spin labeling (an endoge-
nous MRI-visible tracer). This method, which 
is called arterial spin labeling (ASL), uses mag-
netically labeled arterial blood as an endoge-
nous fl ow tracer. Radiofrequency inversion is 
used to tag the blood. In order to acquire the 
ASL image, an image is acquired from the 
tagged infl owing arterial blood by magnetic 
inversion. The acquisition is repeated without 
tagging to be used as the control image. The 
control image is subtracted from the tagged 
image to compute the arterial infl ow.

MRI AND SPECTROSCOPY

Nuclear magnetic resonance (NMR) spec-
troscopy (magnetic resonance spectroscopy 
[MRS]) provides a unique method for the in 
vivo study of the chemistry of metabolism. 
Molecules containing 13C, 19F, 23Na, and 1H 
have magnetic moments that can be detected21 
(Table 6–3). Because of the innocuous nature 
of MRS, in vivo noninvasive measurements of 
brain metabolism can be easily repeated and 
a pathological process followed over time. 
Although a true understanding of the concepts 
behind the biological use of NMR are com-
plex and require quantum mechanics for a full 
appreciation, basic concepts can be grasped 

Table 6–3 NMR Properties of Other Nuclei Compared to Hydrogen

Nucleus

Resonance
Frequency at
5T (mHz) Spin Number

Natural 
Abundance (%)

Relative Sensitivity 
Compared 
to Protons

1H 213.0 1/2 99.98 100
13C 53.5 1/2 1.1 1.6 × 10−2

15N 21.6 1/2 0.36 3.7 × 10−4

19F 200.0 1/2 100.0 83.0
31P 86.2 1/2 100.0 6.6
23Na 56.3 3/2 100.0 9.3
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response to the applied magnetic fi eld. That is, 
the proton experiences a greater effect than an 
atom with more electrons and, therefore, more 
atomic shielding. The electrons, as they spin 
around the atom, set up electromagnetic fi elds 
that modify the magnetic fi eld they experience. 
Atoms are compared to protons to describe 
their sensitivity. The sensitivity of certain atoms 
compared to water is given in Table 6–3.

Nuclear magnetic resonance is possible 
because certain nuclei behave as tiny bar 
magnets, aligning themselves along magnetic 
lines (Figure 6–5). When a magnetic fi eld, Bo, 
is applied, the spinning nuclei orient them-
selves either in the direction of or opposite to 
the applied fi eld. If a second magnetic fi eld is 
induced electronically at right angles to the 
originally applied fi eld, and if the new magnetic 
fi eld is oscillating at the resonant frequency, νo, 
for that atom then they move up to a higher 
energy level:

 ΔE = hν0 (6–25)

where ΔE is the increase in energy and h is the 
Plank constant. The resonant frequency needed 
to excite different nuclei is determined from the 
magnetogyric ratio and is related to the magnetic 
fi eld. Each nucleus has a different magnetogy-
ric ratio and resonates at a different frequency. 
Since the magnetogyric ratio varies from atom 
to atom, for a given fi eld there is a characteristic 
resonance frequency for each atom.

In a strong magnetic fi eld, only a portion 
of the atoms are aligned to the fi eld at a given 
time. Since millions of atoms are involved, the 
number actually aligned in the fi eld direction 
may be only a few parts per million (ppm). 
Homogeneous magnetic fi elds are needed to 
produce suffi cient signal for spectra formation; 
inhomogeneous fi elds degrade the signal. This 
can be due to magnet design problems or to 
characteristics of the sample being studied that 
lead to inhomogeneities.

low. Spectroscopy involves raising the energy 
level of a substance and recording its return 
to the unexcited state. Energy is absorbed and 
emitted in discrete packets. Increasing the 
energy state causes a transition to the higher 
level. Because the magnetic forces of atoms 
are small, the amount of energy needed to 
raise the energy state is in the 105 to 107 Hz 
range. X-rays, in comparison, excite electrons 
at 1017 Hz, while microwaves, at l011 Hz, induce 
molecular rotation and heating. The NMR 
signal depends on the weak attraction of one 
nucleus for another; for example, 1H near a 
carbon atom has a slightly different response to 
the applied fi eld, depending on the position of 
the carbon in the molecule.

The strength of the magnetic fi eld can vary 
over a wide range, from very low fi elds of 
0.05 T to high fi elds of 11 T. In order to detect 
magnetic atoms in molecules of lower concen-
trations and separate signals with close reso-
nances, it is necessary to go to higher fi elds. 
Superconducting helium-cooled magnets are 
needed to produce the higher fi eld strength 
for in vivo spectroscopy: the higher the fi elds, 
the better the ability to detect substances pres-
ent in lower concentration and for nuclei of 
lower sensitivity, such as 31P and 13C. An added 
advantage of high-fi eld magnets is that as the 
fi eld strength increases the signal-to-noise ratio 
improves, so that sharper peaks with better 
spectral defi nition are possible.

Multinuclear NMR

In addition to protons, other atoms, such as 31P, 
23Na, 13C, and 15N, can be detected by NMR, 
but with weaker signals than those seen with 
water because of their much lower abundance. 
Electrons in orbits around the atoms modify the 
magnetic signal from the atom. Since hydrogen 
has only one orbital electron, it has the greatest 
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Figure 6–4. Regions of the electromagnetic spectrum. The visible light region occupies a small band around 1015 Hz. 
Nuclear magnetic resonance is at the radiowave energy level.
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where σA is the screening constant for nucleus 
A.22 An example of the effect of nuclear shielding 
on proton NMR spectra is given in Figure 6–6. 
Methanol has the chemical formula CH3OH 
and contains four protons. In a magnetic fi eld 
with homogeneity greater than 107, the pro-
tons near the carbon can be distinguished from 
those near the oxygen. The methyl protons 
(–CH3) are shielded more than the hydroxyl 
protons (–OH). This causes the methyl protons 
to resonate at a lower frequency.

The chemical shift is defi ned as the nuclear 
shielding divided by the applied fi eld. A ref-
erence compound either external to the mea-
sured material or within it is needed. The 
chemical shift of the nucleus A is given as

 δA = [(νA—νref/νref)/νref] × 106 ppm (6–27)

where νref is the effective fi eld experienced by 
a reference compound and νA is that of the 
 sample. The shielding effect produces a shift 
that is dimensionless and expressed in parts 
per million; the higher the applied or refer-
ence magnetic fi eld, the greater the separation 

Magnet homogeneity is important in bio-
logical NMR. Because the forces between 
atoms that are detected by NMR are very 
small, the magnets capable of detecting them 
require homogeneities that exceed a few parts 
per  million. Spectrometers used for high-
 resolution NMR are capable of distinguish-
ing spectra separated by less than 1 ppm. The 
basic notion of electron shielding underlies 
all of the current uses of NMR spectroscopy. 
Therefore, an understanding of the concept 
of chemical shift is critical for the following 
discussion.

Each nucleus within a molecule may experi-
ence a slightly different magnetic fi eld because 
the electrons within the molecule shield the 
nuclei from the full force of the applied fi eld. 
This so-called nuclear shielding, δ, is propor-
tional to the applied fi eld. In effect, the other 
nuclei have shifted the resonant frequency, and 
a new term is introduced to relate the amount 
of shift to a reference compound. The Larmor 
equation (6–24) is now written as

 νA = γB0 (1 − σA)/2π (6–26)

Z
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Figure 6–5. (A) Atoms with magnetic moments line up along the magnetic fi eld lines when placed in a magnetic fi eld (B0). 
The atoms spin about their own axis and rotate (precess) about the main axis of the fi eld.

He(1 – σ0)

He(1 – σ2)

~ 3ppm

Figure 6–6. Proton NMR spectrum of methanol (CH3OH) in a magnetic fi eld with uniformity greater than 107. Two 
chemically shifted lines are resolved arising from the methyl and hydroxyl protons. The three methyl protons are three times 
higher than the one hydroxyl proton. (From Ref. 22.)
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resonance frequency causes the nuclear mag-
nets to precess synchronously. The spectrom-
eter detects the signals, which begin to decay 
with time. Older spectrometers changed the 
magnetic fi eld to fi nd the resonant frequency 
and produce the signal. This form of NMR, 
called continuous NMR, was very time-con-
suming. A major advance occurred with the 
use of Fourier transforms. This allowed the 
simultaneous recording of multiple frequen-
cies at the same magnetic fi eld.

Fourier transformation converts the signal 
from the time domain to the frequency domain 
(Figure 6–7). By turning the signal on and off 
rapidly at a time interval of t seconds, a range 
of frequencies centered about the original fre-
quency, F, occurs. This form of NMR, which is 
referred to as pulsed Fourier transform NMR, 
has become the NMR method of choice. When 
the pulse is applied, a single decaying curve is 
obtained in the time domain, which converts 
to a single peak in the frequency domain. A 
pulse of time, t, produces a frequency response 
that has an inherent uncertainty of 1/t. In other 
words, the shorter the pulse, the greater the 
frequency spread. Relaxation of molecules 
when the pulse is stopped leads to the return 
to the unexcited state, that is, the alignment of 
the nuclei in the fi eld is lost. Relaxation to the 
unexcited state is referred to as T1 relaxation. 
Interactions between nuclei also occur, and 
relaxation of the interacting nuclei is referred 
to as T2 relaxation.

T1 and T2 are used extensively in image for-
mation. A T1-weighted MRI scan has a shorter 

in Hertz. Two peaks with a separation of 60 Hz 
in a 60 MHz fi eld (1 ppm) will be 100 Hz apart 
in a 100 MHz spectrometer. This is the reason 
that higher fi eld magnets are better for spec-
troscopic studies, while imaging is not neces-
sarily better at higher fi elds where other effects 
may interfere with the water signal.

Nuclear magnetism is extremely small com-
pared to, for example, paramagnetism, which is 
found in materials in which magnetic fi elds can 
be induced. Hydrogen nuclei act as tiny bar 
magnets in a strong magnetic fi eld. Normally, 
the nuclei are aligned randomly, with some 
pointing up and others down. The net effect is 
no magnetic moment. Protons of hydrogen have 
a spin of 1/2 and two possible energy states. As 
they line up in the fi eld, they experience a force 
that causes them to gyrate about their axis. The 
angular velocity at which they gyrate or precess 
depends on the fi eld strength and the charac-
teristics of the nuclei. For example, hydrogen 
with a spin of 1/2 has two possible positions 
(2j +1), where j is the spin number.

An NMR spectrometer works by induc-
ing an oscillating fi eld around the sample at 
a frequency that causes nuclei in the sample 
to resonate. When the resonating frequency 
induced equals the characteristic frequency for 
that substance, there is a transition from the 
lower to the higher energy state and energy is 
absorbed. Normally, there is a small prepon-
derance of nuclei that are in the lower energy 
state. This amounts to less than 1 part in 106. 
The slight energy absorption can be detected 
with a sensitive electronic amplifi er. The 
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Figure 6–7. Spectra from a single resonance are accumulated. (A,B) Two consecutive responses to radiofrequency pulses 
of 20 milliseconds’ duration and at intervals of about 1 second. (C) Accumulation of 64 responses or scans. (D) The  spectrum 
obtained on Fourier transformation of the accumulation. (From Ref. 23.)
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is referred to as Mo. If the xy-plane were set to 
rotate in the same direction as the precessing 
nuclei, they would appear stationary and could 
be simply described by a bulk magnetization 
vector. This construct is useful in imagining the 
effects of pulse sequences. The concepts of the 
rotating frame, pulse sequences, and relaxation 
are central to understanding biological NMR; 
they are discussed in greater detail in NMR 
textbooks.23

Radiating the sample with another pulse of 
the same frequency as the Larmor frequency 
but along the y-axis results in tipping of the 
magnetization vector into the xy-plane. When 
the appropriate radiofrequency pulse in a mag-
netic fi eld excites nuclei, they have a net mag-
netic moment in the direction of the  excitation. 
If we assume that the original moment is in the 
z direction of the xyz reference frame, then 
relaxation back to the unexcited state takes 
a certain amount of time. Relaxation back 
to the original z-plane is referred to as spin-
lattice relaxation.  Spin-lattice or T1 recovery 
can be measured by the inversion-recovery 
method (Figure 6–8). The original alignment 
in the fi eld along the Bo fi eld lines results in 
alignment of the nuclei in the z direction. A 
pulse of radiofrequency energy of suffi cient 
length to invert the magnetic moment 180° 
is applied. After a waiting period of length τ, 
the signal begins to recover. Another pulse 
of 90° is given, and the amount of signal that 
has recovered is recorded during the collec-
tion time, tD. Signal collection occurs in the 
y-plane; the 90° pulse is needed after the 
180° inversion pulse to position the signal in 
the correct plane. An inversion- recovery pulse 
sequence is given as

 (180°− π—90°− AT—D)n (6–28)

where AT is the acquisition time for the sig-
nal to be collected and D is the delay between 
collections, which is at least four times the T1 
value. T1 measurements are made by collect-
ing spectra at different t values and plotting the 
value of 1n(Minf—Mt) against T. A straight line 
results with a slope of 1/T1.

The interaction between molecules is mea-
sured by the T2 or spin-spin relaxation meth-
ods. Spin-spin measurements are more diffi cult 
to do and more subject to error than T1. The 
reason for this is that inhomogeneities in the 
magnetic fi eld contribute to the apparent spin-

relaxation time and shows signals in protons 
attached to molecules in membranes, while the 
longer-relaxing molecules that remain spinning 
are not observed. Thus, in the T1-weighted 
image, water appears as a dark region and the 
tissue is lighter, which can be readily visualized 
by the very dark regions inside the water-fi lled 
cerebral ventricles. By contrast, T2-weighted 
images are formed at longer relaxation times, 
when the water molecules are still spinning, 
resulting in detection of the molecules with 
long resonances. The technique of allowing the 
spinning atoms to return to the original state 
is referred to as spin-echo because it refocuses 
the water molecules during the longer record-
ing times. Water molecules on the inelastic 
membranes lose resonance while those in the 
water continue to spin, allowing them to be 
detected.

An important addition to the imaging 
sequences was the use of FLAIR (fl uid atten-
uated inversion recovery), which uses shorter 
imaging times to show water that is relaxing at 
an intermediate speed. This allows the water 
in the tissues to be seen, revealing edema fl uid 
clearly, but reduces the signal from the water 
in the ventricles, which is still spinning. The 
FLAIR sequence is an important improvement 
that shows water in tissue while suppressing the 
water proton signal in CSF. This is an excellent 
sequence to detect the transependymal fl ow of 
water in hydrocephalus and early edema for-
mation in the ischemic brain.

The Relaxation Phenomenon 
and the Rotating Frame

A convenient way of thinking about the relax-
ation phenomenon is to use the concept of 
the rotating frame. Earlier in the chapter, the 
fundamental equation (6–24) related the fre-
quency of precession of the nuclei of a given 
atom to the magnetic fi eld strength and the 
characteristic magnetogyric ratio. In a mag-
netic fi eld, B0, a sample of nuclei with nuclear 
spin 1/2 will precess around the direction of the 
fi eld with a frequency of νo, which is called the 
Larmor frequency. The nuclei will align either 
with or against the fi eld (up or down). A slight 
excess of nuclei align themselves in the direc-
tion of the fi eld, with a resulting net magnetiza-
tion in that direction. The magnetization vector 
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180° reverses the dephasing signal, and contin-
ued fanning brings the signal to a focus along 
the y-axis, forming a mirror image or echo of 
the original signal. The echo can be repeated 
a number of times at every 2t seconds. As with 
the T1 measurements, over time the signal 
intensity at each echo is slightly less and T2 
can be calculated from a plot of 1n(My—Moy) 
against time.

Relaxation measurements are made after 
pulse sequences have been applied to help iden-
tify the origin of the signals. Bound molecules, 
such as those in crystals or membranes, have 

spin relaxation time. Measurements of T2 
relaxation are done by the spin-echo method 
(Figure 6–9). The magnetization is tilted 90° 
into the xy-plane. The phase coherence is grad-
ually lost because of slight inhomogeneities in 
the fi eld. This results in the faster-moving mol-
ecule dephasing ahead of the slower- moving 
one. When the fi eld is fl ipped 180°, the slow-
er-moving nuclei are placed inside the faster-
 moving ones so that they refocus at the same 
time, partially correcting the effect of the inho-
mogeneity. After a time delay, the signal has 
dephased around the z-axis. Another pulse of 
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Figure 6–8. Inversion-recovery Fourier transform method for T1 determination. (A) Net magnetization in the z direction 
equals M0. A 180° pulse inverts the magnetizations vector. (B) Mz then recovers toward its initial value, M0, during time τ. 
(C) A 90° pulse tilts this magnetization into the recording xy-plane. The size of the resulting signal is determined by the 
magnetization at the time of recording. (D) After a delay of time D > 4 T1, the magnetization, Mz, has relaxed to its initial 
value of M0 and the cycle can then be repeated (From Ref. 23).
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Figure 6–9. Spin-echo T2 measurement. (A) Magnetization in the z-direction. (B) A 90° pulse tilts the magnetization onto 
the x′-axis. (C) The fi eld in homogeneity causes the vector to diphase or fan out over time. (D) A 180° pulse about the x′-axis 
reverses the magnetization. (E) The precessing atoms come together or refocus into an echo during time τ (From Ref. 23).
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for the three atoms of biological importance, 
1H, 31P, and 13C. For example, the C3 carbon 
of lactate resonates at 21 ppm at 300 Hz, while 
the C1 carbon of glucose resonates at 96 ppm. 
This wide spread allows for unequivocal iden-
tifi cation. Phosphorus-31 has a 30 ppm spread 
from adenosine triphosphate (ATP) to phosph-
omonoesters. Protons, on the other hand, are 
more diffi cult to identify, particularly at low 
fi eld strength or with inhomogeneous fi elds, 
because the part per million spread is from 1 
to 10, with many compounds of interest in the 
1 to 4 regions.

Phosphorus and proton spectroscopy have 
been of the greatest interest in in vivo spectros-
copy because of their relatively short acquisition 
times, particularly with higher fi eld strength 
magnets. Phosphorus spectra show the four 
phosphorus atoms in ATP— inorganic phos-
phate, phosphocreatine, phosphodiesters, and 
phosphomonoesters. Each phosphorus atom 
can be identifi ed from its chemical shift in the 
high-resolution 31P spectra. Phosphocreatinine 
(PCr) is set at 0.00 ppm as the reference stan-
dard. The polyphosphate region contains the 
γ-, α-, and β-ATP phosphates along with the 
nucleotide diphosphate. The β-ATP is the only 
ATP resonance that has no contribution from 
the dinucleotides.

Phosphorus can be used to follow high-
energy phosphate metabolism and to mea-
sure pH shifts. Phosphocreatinine is used as 
the standard to measure the chemical shifts 
of inorganic phosphate and to calculate pH. 
As the pH falls, the chemical shift difference 
between inorganic phosphate and PCr nar-
rows. Measurement of pH with 31P-NMR has 
provided interesting information on pH regu-
lation since it is an accurate method for in vivo 
studies. In one study, brain pH was shown to 
change with the level of blood glucose.25 A dia-
betic patient with a stroke had several  31P-NMR 
recordings over a week while the blood glucose 

shorter relaxation times because they are less 
mobile than unbound ones. Therefore, altering 
the delay time before signal acquisition after 
the fi nal pulse in the sequence determines the 
components included in the signal. For exam-
ple, a long delay time removes the broad sig-
nals from bound membrane compounds since 
they have relaxed early and allows the selective 
acquisition of the smaller, more mobile metab-
olites that take longer to fully relax. This is very 
important in proton spectroscopy of biological 
systems because the more abundant protons in 
membrane lipids overwhelm the protons from 
more mobile metabolites that are present in 
smaller amounts. Appropriate choice of delay 
times gives better defi nition of the spectra and 
allows more accurate peak identifi cation.

A particular advantage of NMR is that the 
intensity of the NMR signal indicates the con-
centration of the observed nuclei. Quantities 
can be measured from areas under the spectral 
curves as determined by the integral. For exam-
ple, signals from three protons will produce an 
integral three times as large as the signal from 
one proton. Areas under the curve determined 
by the integrals are an accurate measure of 
quantity, although the complexity of the spectra 
often makes calculations of area from integral 
diffi cult; instead, an approximation is deter-
mined with the use of peak heights. There are 
numerous problems with precise measurement 
of peak areas, and none of the various ways of 
estimating areas in chemical samples has been 
optimal for in vivo studies. When the signals 
are indexed to water rather than calculated as 
ratios, there is an increase in accuracy.24

31P-MRS

Nuclei with wider part per million sepa-
ration are more easily identifi ed by NMR. 
Figure 6–10 shows the part per million spread 
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Figure 6–10. The part per million spread of 1H, 31P, and 13C is shown. 13C has the greatest spread and the more readily 
resolved spectrum, whereas 1H, with the smallest spread, is most diffi cult to resolve.
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is an asset. A 13C spectrum from glutamate and 
gamma-aminobutyric acid (GABA) is shown 
in Figure 6–11. Each atom has a unique part 
per million signal so that full identifi cation is 
possible.

Injection of glucose with a 13C molecule in 
the 1 position, [13C]-1-glucose, into an ani-
mal results in the incorporation of the 13C into 
brain glycolytic and nonglycolytic metabolites. 
The 13C labeled in the 1 position appears in the 
lactate labeled in the C3 position. After enter-
ing the Krebs cycle, it is incorporated into the 
C4 position of glutamate, and with subsequent 
turns it is seen in the C2 and C3 positions.

Following injection of [1–13C]glucose intra-
venously into rat, the tracer is seen in several 
compounds after 30 minutes. Although long 
collection times are necessary for 13C analysis 
of a single rat brain, it is possible to shorten 
the collection time considerably by combining 
several brains for analysis. These studies can 
be done in chemically extracted brain tissue, 
which improves the resolution because of the 
long collection times possible.

The sensitivity of 13C detection is enhanced 
by the use of heteronuclear decoupling. The 
protons coupled to 13C molecules produce a 
signal that differs from the signal of protons 
coupled to 12C. This method enables the mea-
surement of 1H after irradiation of 13C. If the 
protons on 13C are decoupled, they can be 
detected with those on 12C, and by subtract-
ing the results of the coupled and decoupled 
spectra, the protons on 13C can be determined. 
The 1H observe/13C decouple method has been 

remained elevated. Normal brain pH, which 
has a lower value than the value of 7.4 in the 
blood, has been recorded at 7.1 in humans with 
in vivo 31P-NMR. Hypoxia/ischemia leads to a 
fall in brain pH to as low as 6.5.26 Although ele-
vated glucose can drive the brain pH down, 
there are factors other than lactate that cause 
brain acidosis.

13C-MRS

Of the nuclei used for in vivo spectroscopy, 
1H, 19F, and 31P are 100% abundant, while 13C, 
which has a spin of 1/2, has a natural abun-
dance of only 1.1%, making it diffi cult to detect 
by NMR. The sensitivity is much less than that 
of protons: 1.6 × 10−2 at natural abundance con-
centrations. Enrichment of the 13C is required 
to obtain spectra.27 Enrichment is possible by 
synthesizing compounds labeled with 13C. By 
injecting labeled substances into animals, it is 
possible to follow metabolic processes with-
out extensive biochemical analyses that require 
extraction of the molecules from the removed 
tissue samples.28

A major advantage of 13C in NMR studies is 
the wide part per million range for 13C-NMR, 
which provides a method to identify the posi-
tion of 13C atoms within a molecule. This is 
helpful in natural abundance studies where the 
chemical structure can be determined. More 
important for biological studies, however, is the 
ability to use enriched molecules as tracers. In 
this respect, the low natural abundance of 13C 
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Figure 6–11. The 13C NMR spectrum of brain extract obtained 30 minutes after [1–13C]-glucose injection. The major met-
abolic products are C4 glutamate (glut) from one turn through the TCA cycle and C2 glut and C3 glut from a second turn. 
Two forms of glucose (gluc) are seen. (Courtesy of Dr. J. Brainard, Los Alamos national Laboratory.)
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plane. Another, more slowly relaxing substance 
will be below the xy-plane when the water is in 
the zero position, the molecule of interest will 
be tilted into the xy-plane, and its relaxation 
will be recorded. Thus, a (180°—π—90°) pulse 
sequence can be used to suppress water.

1H-MRS spectra contain numerous com-
pounds of importance in brain metabolism, 
which can be separated by magnets operat-
ing above 1.5T (Figure 6–12). Glutamate, for 
example, produces peaks at 2.0 and 2.3 ppm. 
N-acetyl groups resonate at 2.0 ppm, while the 
methyl protons on lactate are seen at 1.3 ppm. 
Concentrations of these substances can reach 
millimolar amounts so that in vivo detection is 
possible.

Lipids form a high percentage of brain tissue. 
The membrane-bound lipids produce a broad 
signal in vivo. Since this is undesirable for some 
studies, pulse sequences are used with longer 
delay times that allow the bound molecules to 
relax. Bound lipids remain undetected, while 
signals from more mobile lipids are still seen. 
These lipids have been poorly characterized 
but may represent those that are part of the 
membrane cytoskeleton or suspended in the 
cytosol or extracellular space. With short-echo 

used to follow glutamate labeling with 13C in 
vivo in rat brain.29 Use of high-fi eld magnets 
allows detection of low-abundance 13C metab-
olites. This method has been used to follow 
the metabolism of glucose into glutamate and 
related compounds.28

1H-MRS

Protons are the most abundant atoms in the 
brain. Most of the protons are on water mol-
ecules, which are the most abundant, and 
the NMR resonances from protons on water 
swamp other proton signals. To overcome the 
signals from the large amount of water, which 
obscure signals from protons on other mol-
ecules, novel pulse sequences that suppress the 
water protons reveal a rich variety of protons 
on other  molecules. Techniques to suppress 
the water and other solvent signals while leav-
ing the  signals from other protons intact involve 
pulses that null the water signal. One early pulse 
sequence to accomplish this used a 180° pulse 
to suppress the water signal in the z-axis. 
Protons on water relax in the z-axis after a 180° 
pulse, moving toward the zero point in the xy 
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Figure 6–12. In vivo 1H-MRS from a human brain at 4T. The major peaks are N-acetylaspartate (NAA), creatine/phos-
phocreatine (Cr/PCr), choline/phosphocholine (Cho/PCho), glutamate/glutamine (Glu/Gln), gamma-aminobutyric acid 
(GABA), lactate (Lac), myo-inositol (m-Ins), and taurine (Tau). (From Ref. 33.)
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times, it is possible to detect lipid molecules 
that are released after an ischemic injury.

Spectroscopic imaging with fast pulse 
sequences provides spectra from multiple sites 
using small volumes of tissue. The dominant 
signal in brain is from N-acetylaspartate (NAA), 
which is present in high concentration in brain. 
Brain injuries from a number of sources cause a 
fall in the level of NAA, making it a biomarker 
for injury. The NAA is thought to arise from the 
axons and neurons, but other cells may also be 
involved since the exact origin of these signals 
is not well understood. Other injury markers 
in the proton spectra are choline and creatine/ 
phosphocreatine. At 3T and above, it is possible 
to resolve signals from glutamate and GABA. 
With special pulse sequences, lactate signals can 
be detected. Certain pathological processes have 
patterns that are unique, such as the genetic 
abnormality called Canavan’s syndrome, where 
a defi ciency of aspartoacylase causes elevation 
of NAA in the brain, which can be detected by 
1H-MRS. More common is a loss of NAA, which 
is seen in stroke, brain injury, multiple sclerosis, 
and other  pathological processes.

A unique use of 1H-MRS is in the detection 
of ischemic/hypoxic injury in patients with vas-
cular cognitive impairment (VCI). One form of 
VCI due to small vessel disease with arterio-
losclerosis produces extensive damage to the 
deep white matter, which is at the end of the 
cerebral circulation (watershed); when blood 
fl ow is reduced for any reason, this is one of 
the most vulnerable areas. Injury to the axons 
in the white matter leads to astrocytosis with 
glial scar formation. However, in some elderly 
individuals, the white matter appears to be 
ischemic in that it has white matter hyperin-
tensities (WMHs) on MRI, but these indi-
viduals are symptom-free and scarring is not 
seen at autopsy. Quantitative 1H-MRS of the 
white matter shows a fall in NAA in persons 
with ischemic injury, but it is normal when the 
WMHs are due to aging.30,31 Patients with AD 
have reductions in NAA in the white matter, 
which may indicate that they have both AD 
and VCI (mixed dementia).32
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Chapter 7

Mechanisms of Ischemic/Hypoxic 
Brain Injury

EPIDEMIOLOGY, RISK FACTORS, 
AND PREVENTION OF STROKE

Stroke is the third leading cause of death 
and the major cause of disability, and with 
the projected increase in the number of 
elderly individuals, the number of people 
suffering from stroke will increase. In spite 
of extensive research only one drug, recom-
binant tissue plasminogen activator (rtPA), 
has received approval from the U.S. Food 
and Drug Administration for stroke treat-
ment.1 Currently, prevention remains the best 
option for reducing the incidence of stroke. 
Recognized risk factors include smoking, 
hypertension, diabetes mellitus, hypercoag-
ualability, blood dyscrasias, and hereditary dis-
orders of the blood vessels (Table 7–1). The 

majority of strokes are due to thrombi and 
emboli, which accounts for about 85% of all 
strokes. Primary intracerebral hemorrhage 
(ICH) comprises the remainder. In Asia the 
incidence of ICH is higher, approaching 50% 
of strokes. Emboli from the heart and carotids 
are important potentially treatable causes of 
stroke. The incidence of stroke has declined 
over the past several decades due to improved 
treatment of hypertension, hyperlipidemia, 
carotid disease, and programs to stop smoking. 
However, the total number of patients with 
stroke remains high because of the increase in 
the age of the population, offsetting the gain.

Epidemiological data from 1994 to 2004 
obtained from the Canadian Mortality 
Database showed a striking decrease of 30% 
in the overall age- and sex-standardized 
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MOLECULAR CASCADE IN 
ISCHEMIC TISSUE RESULTS FROM 
ENERGY FAILURE

When efforts to reduce risk factors fail and 
ischemia develops, there is a dramatic drop 
in the supply to vital brain structures of glu-
cose and oxygen, which are the main sources 
of energy in the brain. Loss of energy causes 
release of the excitatory neurotransmitter, glu-
tamate, into the synaptic clefts, stimulating 
glutamate receptors and triggering increases in 
intracellular calcium. Rising intracellular cal-
cium activates transcription of genes involved 
in cytokine formation, which, in turn, leads to 
expression of enzymes that participate in the 
breakdown of cellular membranes. While oxy-
gen and glucose are the primary energy sub-
strates, brain cells can use ketones from fatty 
acids as a source of fuel in energy metabolism. 
However, if cerebral blood fl ow is maintained, 
other sources of energy can be delivered to the 
brain in the form of lipids that will temporarily 
sustain energy needs for hours and prevent the 
loss of membrane ion pumps. When cerebral 
blood fl ow is abruptly lost, as occurs during a 
cardiopulmonary arrest, energy supplies are 
rapidly lost and processes that will lead to cell 
death begin after several minutes. Thus, even 
brief interruption of the blood fl ow to brain tis-
sue initiates a series of events that lead to cell 
death.

Loss of oxygen is referred to as hypoxemia, 
while loss of blood fl ow is called ischemia; since 
they occur together when blood fl ow stops, 
the term hypoxia/ischemia is often used to 
describe a stroke or cerebral infarction. When 
cerebral blood fl ow is maintained and oxygen 
content falls, as when nitrogen is substituted 
for oxygen, which occasionally happens in an 
anesthetic accident or with carbon monoxide 
poisoning, hypoxia alone damages the cells 
after the oxygen remaining in the circulating 
blood is absorbed. Consciousness is lost after 
an average of 7 seconds of ischemia, but cells 
can survive if the fl ow of blood is restored.

Molecular events initiated by the loss of oxy-
gen lead through a series of stages to cell death 
within several days. With prolonged oxygen 
loss, the center of the infarct, called the core, 
undergoes necrosis and is irreversibly dam-
aged. Around the core, however, the penumbra 
remains potentially salvageable. Peri-infarct 

rate of death from cardiovascular disease.2 
Similar results were reported in the long-
term Framingham Study: over three con-
secutive periods (1950–1977, 1978–1989, 
and  1990–2004), the investigators studied 
9152 men and women free of stroke who 
underwent follow-up for up to 50 years. They 
found a decrease in the incidence of stroke 
over 50 years without a decline in lifetime 
risk, which they attributed to improved life 
expectancy.3 Certain regions of the United 
States have a higher incidence of stroke and 
heart disease than others; the Deep South is 
referred to as the stroke belt because of the 
high incidence of stroke in that region.4

Poorly controlled hypertension is the single 
most important factor in determining the risk 
of stroke. Large cohort studies confi rm that 
moderate reductions in blood pressure sig-
nifi cantly reduce the incidence of heart attacks 
and stroke. A meta-analysis showed that in 
older patients with isolated systolic hyperten-
sion, lowering the systolic blood pressure by 
10 mm Hg and the diastolic pressure by 4 mm 
Hg reduced the risk of stroke and myocardial 
infarction by 30% and 23%, respectively. In 
patients with predominantly diastolic hyper-
tension, the corresponding benefi ts produced 
by a 5–6 mm Hg decline in diastolic pressure 
were 38% and 16%, respectively.5 Another 
meta-analysis of 20 randomized clinical tri-
als revealed that angiotensin receptor block-
ers provide benefi t in preventing stroke when 
compared with placebo. However, there was 
no evidence of the benefi t when angiotensin 
receptor blockers were compared with angio-
tensin converting enzyme inhibitors and with 
calcium antagonists.6 Vascular complications 
are prominent in diabetes mellitus, which is a 
major risk factor for stroke. Finally, hyperlipi-
demia and smoking both increase the stroke 
risk, and treatment of hyperlipidemia with sta-
tins and cessation of smoking both reduce the 
risk of stroke.

Table 7–1 Risk Factors in Stroke

Hypertension
Diabetes mellitus
Hyperlipidemia
Smoking
Coagulopathy
Older age
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they rapidly froze the brain by pouring liquid 
nitrogen through a funnel onto the exposed 
skull. With multiple animals sacrifi ced at multi-
ple time points, they unraveled the time course 
of energy failure in the brain. In rat models of 
cerebral ischemia the initial changes occur in 
the ATP molecule. The lactate level rises more 
slowly and contributes to the fall in pH; the ini-
tial level of glucose determines the amount of 
increase in lactate.10 Proteolysis of membranes 
leads to an increase in free fatty acids.11,12

The extent of injury depends on multiple 
factors. From a clinical viewpoint, the most 
important of these are hyperglycemia, hypona-
tremia, and fever, each of which increases the 
size of the infarcted tissue (Table 7–2). When 
glucose is high, lactate increases and pH falls; 
acidosis increases cell death through the action 
of acid hydrolysis. Hyponatremia interferes 
with the removal of potassium, calcium, and 
protons from the cells, all of which depend 
on a sodium exchanger. When hyponatremia 
is present, the removal of protons from the 
cell is impeded; proton buildup reduces the 
pH. Hyperthermia worsens stroke outcome 
by increasing metabolism, and hypothermia 
improves the outcome by slowing it, making 
temperature a major factor in stroke.13 In fact, 
hypothermia is used in patients with cardiac 
arrest: controlled trials show that it is effec-
tive.14 Maintaining a low body temperature is 
a challenge for many reasons. Patients need to 
be sedated due to the discomfort. Methods to 
reduce body temperature range from cooling 
in ice to pumping cooled blood through the 
patient’s arteries. Although animal data on the 

depolarization causes spreading depression 
from excessive potassium release. Early in the 
injury, there is activation of the genes that will 
promote the infl ammation that leads to cell 
apoptosis (Figure 7–1). With oxygen loss, the 
membrane pumps that depend on adenos-
ine triphosphate (ATP) fail. Failure to pump 
sodium out of the cell in exchange for potas-
sium leads to the buildup of sodium inside 
the cell, causing cytotoxic edema. Initially, the 
cell membrane remains intact, averting cell 
death, and function can be restored once the 
energy supply is resumed. Aquatic mammals 
can survive for long periods without oxygen 
by using lactate as fuel for the production of 
ATP.7 However, once the cell membranes are 
damaged, cells die by necrosis, which is a rapid 
form of cell death that leads to release of intra-
cellular contents and the initiation of an infl am-
matory response. Apoptosis, or programmed 
cell death, is a slower process of cellular invo-
lution without infl ammation. Apoptosis is initi-
ated at an early stage after the ischemic injury 
but manifests over several days. Prolonged 
ischemia/hypoxia initiates a chain of molecu-
lar events that culminate in autodigestion by 
proteolytic enzymes involved in taking apart 
the cell’s membranes by the process of necrosis 
with rapid death and infl ammation or apoptosis 
without infl ammation (Figure 7–2).

In an important series of early experiments, 
Lowry and colleagues, who pioneered analyti-
cal methods of measuring energy substrates 
in rats, studied the chemistry of the anoxic 
brain.8,9 Because the energy molecules are lost 
quickly after the onset of an ischemic injury, 
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Figure 7–1. Putative cascade of damaging events in focal cerebral ischemia showing the time course of an ischemic injury. 
Within minutes the loss of energy results in depolarization, which causes the release of glutamate and triggers neuroinfl am-
mation. Peri-infarct depolarizations contribute to the infl ammatory phase. Apoptosis begins gradually, reaching a maximum 
after several days. Because of the slower nature of the infl ammation and apoptosis, these patients are targeted for treatment. 
(From Ref. 94.)
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EXCITATORY AND INHIBITORY 
NEUROTRANSMITTERS

In the 1960s, Olney discovered that glutamate, 
which was thought at that time to be benign, 
caused excitotoxic damage to neurons, but it 
took many years before this fi nding was gen-
erally accepted since glutamate is a normal 
neurotransmitter present in high concentra-
tions in brain.16 Peri-infarct depolarization 
(spreading depression) with energy failure 
in an ischemic insult causes glutamate to be 
released into the extracellular space. Normally, 
glutamate inside cells is sequestered in a large 
energy storage compartment, which exchanges 
with a small neurotransmitter pool available 
for synaptic function. Glutamate is found in 
high concentration in the brain, most of which 
is formed from glucose and stored in a com-
partment for use in metabolism. Several routes 
are available to glucose through the glycolytic 
pathway to form glutamate. Conversion of 
pyruvate to acetyl coenzyme A (CoA) by the 
enzyme pyruvate dehydrogenase (PDH) leads 
to α-ketoglutarate, which is a major interme-
diate in glutamate formation. Glutamate can 
be converted to the inhibitory neurotransmit-
ter, gamma- aminobutyric acid (GABA), by 
glutamic acid decarboxylase (GAD) or to glu-
tamine by the enzyme, glutamine synthetase. 
This is an important function of the tricarbox-
ylic acid (TCA) cycle. As carbon molecules 
are consumed by metabolism of protein for-
mation, new sources of carbon are needed to 
maintain the TCA cycle. An important mecha-
nism for this is the use of an alternate route of 

use of hypothermia in stroke are promising, its 
use in stroke patients remains to be proven in 
controlled clinical trials.15

Glucose is transported into the brain by 
carrier-mediated, facilitated transport. In the 
blood-brain barrier (BBB), glucose transport-
er-1 (GLUT1) is the main carrier molecule 
for glucose. Once across the BBB, glucose is 
phosphorylated by hexokinase to glucose-6-
phosphate in the process of glycolysis, which 
takes place in the cytosol; the rate-limiting 
enzyme, phosphofructokinase, converts it to 
fructose-1,6-diphosphate (Figure 7–3). The 
pivotal molecule, pyruvate, can be converted to 
lactate, yielding 2 ATP molecules; alternatively, 
when oxygen is present, it can be taken into the 
mitochondria, where the Krebs cycle stores it 
as glutamate and the electron transport chain 
converts it to energy, creating 36 molecules of 
ATP. When the process is working smoothly, 
about 70% of the ATP goes into maintain-
ing ionic adenosine triphosphatase (ATPase) 
pumps on various membranes.

Table 7–2 Factors to Control to 
 Prevent Worsening of Acute Stroke

High glucose: increases lactate and lowers pH
Low sodium: impedes sodium exchange with 

 potassium and protons and lowers pH
Fever: increases the metabolic rate and tissue 

 damage
Low blood pressure from hypertensive 

 medications: reduces cerebral blood fl ow
Hypoxia: from pneumonia or sleep apnea

Stroke 
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Inflammation 
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Early Intermediate
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Figure 7–2. Molecular cascade of events in an ischemic injury. Shortly after the injury occurs, loss of ATP leads to energy 
failure with release of glutamate. Stimulation of glutamate receptors increases calcium within the cell. Early immediate 
genes are activated and cytokines, free radicals, and chemokines are formed that recruit leukocytes. After several hours, 
another set of genes are activated by the cytokines and free radicals that lead to late effector gene expression. Finally, the 
production of proteases causes cell death by self-digestion.
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inhibitors of glutamate receptors, which were 
originally heralded as major advances in stroke 
treatment based on numerous animal stud-
ies, have proven unsuccessful in clinical trials 
because of the side effects produced by the 
inhibitors that were available at the time.18,19

Glutamate in excessive amounts leads to 
prolonged depolarization and synaptic activ-
ity with excessive sodium and calcium infl ux. 
In hippocampal slice preparations subjected to 
hypoxic conditions, glutamate produced pro-
longed depolarization with ion and water infl ux 
from the extracellular space. Cell damage from 
glutamate appears to occur in two phases: 
a rapid phase mediated by sodium and chlo-
ride infl ux with osmotic changes and a delayed 
phase related to the cellular events triggered 
by calcium infl ux. Excitatory amino acid neu-
rotransmitters are decreased in ischemia in 
whole brain preparations, but their extracellu-
lar levels are increased in ischemia: the extra-
cellular level of the excitatory amino acids is 
related to cellular excitation.

To avoid excitotoxicity, glutamate uptake 
transporters maintain extracellular glutamate at 

entry of carbon skeletons into the TCA cycle 
by the conversion of pyruvate to oxaloacetate 
by incorporation of carbon molecules by the 
aid of the enzyme, pyruvate carboxylase (PC; 
Figure 7–4). Studies using 13C-glucose indicate 
that this anapleritic route is important for the 
formation of GABA.17 Thus, anaplerosis, which 
literally means “fi lling up,” restores TCA inter-
mediates that are consumed in biosynthetic 
reactions.

Glutamate is the major excitatory amino acid, 
and release of small amounts of glutamate into 
the synaptic clefts is essential for brain func-
tion. Hypoxia causes an excess of glutamate to 
fl ood the synaptic cleft; activation of glutamate 
receptors leads to an infl ux of calcium into the 
cell. The rapid increase in intracellular calcium 
signals that the cell is under stress and in danger 
of dying. Calcium is the major mediator of glu-
tamate-initiated excitotoxicity: both the release 
of glutamate and the infl ux of calcium occur 
very soon after the onset of ischemia/hypoxia, 
making them very diffi cult to inhibit. In fact, 
clinical trials of calcium inhibitors in the treat-
ment of stroke have generally failed. Likewise, 
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Figure 7–3. Schematic drawing of the metabolic pathways that are important in preserving cellular function. The major fuel 
sources are glucose and ketone bodies. Oxygen is essential. Several factors infl uence glycolysis through  phosphofructokinase. 
Suffi cient supplies of ATP and phosphocreatinine (PCr) reduce the activity of the enzyme, while adenosine diphosphate 
(ADP), adenosine monophosphate (AMP), and (Pi) enhance it. Ketone bodies can directly enter the TCA cycle for the 
production of energy in the form of nicotinamide adenine dinucleotide (NADH), fl avin adenine dinucleotide (FADH2) and 
ATP. Membrane function is maintained by ATP through the ATPase exchange pumps. Pi is inorganic phosphate.
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with a G-protein (Figure 7–5). The glutamate 
receptors are densely located in the CA1 zone 
of the rat hippocampus, an area selectively 
vulnerable to ischemia. Low concentrations of 
Mg2+ block the glutamate receptors, as do sev-
eral compounds that are structurally similar to 
glutamate.

During hypoxia and ischemia the neu-
rotransmitter amino acids undergo com-
plex changes. Synthesis of GABA by GAD 
continues, while its degradation by GABA-
transaminase (GABA-T) is reduced. Glutamic 
acid decarboxylase has a pH optimum below 7. 
Glutamate and ATP, both of which fall in isch-
emia, inhibit it, favoring the formation of 
GABA. In addition, the degradation of GABA 
by GABA-T is reduced in hypoxia, since it is 
dependent on availability of the TCA cycle 
intermediate α-ketoglutarate. Thus, GABA 
will increase in hypoxia/ischemia.

a low concentration. The level of glutamate in 
hippocampal brain slices has been shown to be 
as low as 25 nM, which would have negligible 
actions on most glutamate receptors, indicat-
ing that small increases in extracellular gluta-
mate could have an effect at the synapse.20 The 
small pool of glutamate used in neurotrans-
mission is highly concentrated in the synaptic 
vesicles of the nerve terminals. Conservation of 
the glutamate is achieved by glutamate uptake 
into astrocytes, where it is converted into glu-
tamine by the enzyme, glutamine synthetase. 
The glutamine is transferred to the neuron and 
converted back into glutamate, which can be 
combined with α-ketoglutarate for entry into 
the TCA cycle (Figure 7–4).

The postsynaptic membrane contains the 
glutamate receptors (Table 7–3). Three of the 
receptors form ion channels, and the fourth is 
a metabotropic receptor. There is also a volt-
age-gated calcium channel that opens when 
the cell membrane is depolarized. The major 
glutamate receptor is N-methyl-d-aspartate 
(NMDA), which is mainly a calcium channel. 
Another channel-forming receptor is α-amino-
3-hydroxy-5-methyl-4-ioxazole propionic acid 
(AMPA), mainly a sodium channel. The third 
glutamate receptor responds to kainic acid 
(KA). The metabotropic receptor is coupled 
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Figure 7–4. In the early stages of injury, the TCA cycle can have carbon replenished through the action of the anapleurotic 
pathway. Fixation of carbon can occur through pyruvate carboxylase (PC), and Krebs cycle intermediates can be main-
tained in the absence of glucose. Normal production of glutamate, glutamine, and GABA can continue by conversion of 
α-ketoglutarate. GAD, glutamic acid decarboxylase; Gln synth, glutamine synthase; Asp-T, aspartate transaminase.

Table 7–3 Glutamate Receptors

N-methyl-d-aspartate (NMDA)
α-Amino-3-hydroxy-5-methyl-4-ioxazole, propionic 

acid (AMPA)
Kainic acid (KA)
G-protein-coupled receptors (metabotropic)
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white blood cells. In both the exogenously and 
endogenously driven reactions, a characteristic 
chain of molecular events leads to induction of 
cytokines, chemokines, and proteases.

The hallmark of any infl ammatory response 
is disruption of the blood vessels, which are 
the primary sites of infl ammation (Table 7–4). 
During a systemic response, vasodilation and 
its resulting increased blood fl ow cause redness 
(rubor) and increased heat (calor). Increased 
permeability of the blood vessels results in 
infi ltration of white blood cells and leakage 
of plasma proteins with entrained fl uid that 
results in tissue swelling (tumor). Neutrophils 

NEUROINFLAMMATION 
IN STROKE

Infl ammation (Latin infl ammare, “to set on 
fi re”) in the body is initiated as a response of 
vascular tissues to harmful stimuli. Although 
generally thought of in a negative sense related 
to the amplifi cation of tissue injury, infl amma-
tion may also protect the body by facilitating 
removal of the offending organisms and initi-
ating the healing process. Originally, infl amma-
tion referred mainly to the reaction triggered 
by an infectious agent. The current defi nition 
encompasses a wider range of reactions, includ-
ing those of the body to internal noxious stimuli, 
as occur in stroke, trauma, and immunological 
reactions. When infectious agents are involved, 
such as in meningitis, the infl ux of neutrophils 
dominates the infl ammatory response,with less 
impact from endogenous cells, including micro-
glia and macrophages. The opposite situation 
arises in an ischemic injury; the initial response 
to the tissue hypoxia is activation of the intrin-
sic cells and later recruitment of the systemic 
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Figure 7–5. Glutamate receptors are shown schematically. The N-methyl d-aspartate (NMDA) allows sodium and calcium 
to enter (left), and the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPA) receptors are channels for 
the entry of extracellular calcium (middle). A metabotropic channel acts through a G-protein and phospholipase (right). 
Activation of the metabotropic receptor leads to metabolism of inosital phosphate (PIP4) to inositol triphosphate (IP3), and 
diacylglyerol (DAG), which goes to the endoplasmic reticulum and causes the release of calcium. High levels of calcium 
inside the cell turn on free radical production and produce mitochondrial damage through the formation of peroxynitrate.

Table 7–4 Infl ammatory Mechanism 
in Brain

Energy failure causes Ca2+ infl ux
Nuclear transcription factors activated and form 

cytokines and chemokines
Disruption of the BBB with infl ux of neutrophils
Activation of astrocytes and microglia
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the infl ammatory cytokines, such as tumor 
necrosis factor-α (TNF-α) and nuclear factor-
kappa B (NF-κB). A complex pattern of matrix 
metalloproteinase (MMP) expression in hyp-
oxic/ischemic injury is emerging from many 
laboratories.21–24 In the reperfusion model, 
there is an early increase in MMP-2, which 
is transient but results in the early reversible 
opening of the BBB. An elevation in MMP-2 in 
the early stages of the injury has been observed 
in rodents and nonhuman primates.25,26 Tight 
junction proteins are degraded by MMP-2 but 
remain within the vessels after 3 hour of rep-
erfusion. However, by 24 hours, the tight junc-
tion proteins are no longer seen in the vessels.26 
Following the initial opening of the BBB, there 
is a second opening between 24 and 48 hours, 
depending on the time of occlusion. During this 
phase there is a marked increase in MMP-9, 
which leads to more extensive damage to the 
blood vessels (Figure 7–6).

A number of other factors are involved in the 
later disruption of the blood vessels since cytok-
ines, proteases, and free radicals are released at 
this stage of the injury. Another major differ-
ence between the fi rst wave of MMP-induced 
injury and the second is that MMP-2 is tethered 
to the cell surface by membrane-type MMP 
(MT-MMP) and requires the presence of tis-
sue inhibitor of metalloproteinase-2 (TIMP-2) 
in order to undergo activation. This restricts 
the proteolytic action of MMP-2 to the imme-
diate vicinity of the protease. On the other 
hand, MMP-9 is released into the extracellular 
space where it is not constrained, and degrades 
multiple proteins in the extracellular matrix, 
including those in the matrix around neurons.

Free radicals are involved in BBB opening 
and cell death, and cyclooxygenase (COX) inhi-
bition limits BBB disruption following ischemic 
stroke and bacterial meningitis. Indomethacin, 
an inhibitor of COX-1 and COX-2, reduced 
BBB damage at 24 hours and signifi cantly 
attenuated MMP-9 and MMP-3 expression and 
activation, preventing the loss of endogenous 
radical scavenging capacity and indicating that 
MMP-mediated BBB disruption during neu-
roinfl ammation can be signifi cantly reduced by 
administration of COX inhibitors.27

Arachidonic acid is a polyunsaturated fatty 
acid that is released from membrane phos-
pholipids by the action of phospholipase A2 
(Figure 7–7). Large amounts of arachidonic 
acid are released following brain ischemia and 

migrate along a chemotactic gradient created by 
chemokines, released by local cells in response 
to the injury stimulus, to reach the injury site. 
Pain due to the tissue swelling causes a loss of 
function (functio laesa) in the injury area.

While infl ammation in the brain has similari-
ties to that occurring in the rest of the body, the 
differences in the responses in brain tissue have 
led to a new term, neuroinfl ammation, which 
is used to broadly describe the amplifi cation 
of the molecular injury response that occurs 
through the action of cytokines and chemok-
ines and involves free radicals and proteases 
that are specifi c to brain tissue. Infl ammation 
in the brain follows the classic pattern of dolor, 
calor, rubor, and tumor. Although the redness 
and heat produced by the damage to the blood 
vessels cannot be observed in brain, disruption 
of the BBB causes vasogenic edema. As is the 
case with infl ammation elsewhere in the body, 
the destructive phase is followed by a repair 
phase characterized by macrophage-mediated 
removal of dead and damaged tissues followed 
by a period of angiogenesis and neurogenesis. 
One of the major goals of stroke researchers 
is to fi nd agents that provide neuroprotection 
from ischemic injury by reducing secondary 
infl ammation. Treating the early injury is dif-
fi cult because it occurs within hours, but the 
delayed infl ammation offers a longer thera-
peutic window. Attempts to treat infl ammation 
have another, more important complication. 
Blocking the detrimental aspects of infl amma-
tion interferes with the subsequent benefi cial 
aspects. Finding the proper balance between 
the two extremes is necessary for any agent 
that will be used for neuroprotection. This 
has proven to be an elusive goal because of 
the large number of molecular events uncov-
ered and the positive benefi ts of aspects of the 
infl ammatory response.

PROTEASES IN HYPOXIA/
ISCHEMIA

Proteases are essential in many normal pro-
cesses, but when produced as part of the 
neuroinfl ammatory cascade, they are highly 
toxic to brain tissues. Proteases contribute to 
secondary damage as the fi nal common path-
way in the ischemic injury cascade. Activation 
of the  protease genes is mainly controlled by 
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Figure 7–6. Summary of the potential reactions in the ischemic brain. The scenario depicted involves transient occlusion 
of the blood vessel with reperfusion. The time course is depicted on the y-axis with the time of occlusion at the top and onset 
of reperfusion shown at a later time. There is a biphasic opening of the BBB, with the initial injury related to activation of 
the constitutively expressed matrix metalloproteinase-2 (MMP-2) by MT-MMP, which is activated by plasmin. If the ische-
mic injury is prolonged, a secondary reaction begins through the white blood cells (WBCs), fi brin deposition, and cytokines. 
Stimulation of the AP-1/NF-κB sites in the promoter regions of the proinfl ammatory MMP genes leads to MMP-3 and -9 
production, and the opening of the BBB with edema and hemorrhage. (From Ref. 95.)
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Figure 7–7. Arachidonic acid metabolism is central to the damage done by ischemic injury. Phospholipase A2 (PLA2) pro-
duces arachidonic acid and free fatty acids. Cyclooxygenase converts arachidonic acid to prostaglandin H2 (PGH2). Platelet 
activating factor (PAF) acts through protein kinases (PK) to induce formation of COX-2. Other factors, such as the cytokines 
and glutamate, contribute to free radical production through the COX-2 enzyme.

trauma. Arachidonic acid has been implicated 
in vasogenic cerebral edema.28 The deleterious 
effects of arachidonic acid, which may con-
tribute to cerebral edema, include enhanced 
production of prostanoids and free radicals via 

its metabolism by cyclooxygenase (COX) and 
lipoxygenase (LOX) enzymes.

Reactive oxygen species (ROS) and nitric 
oxide (NO) are the major free radicals iden-
tifi ed in ischemic brain (Table 7–5). Arginine 
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glibenclamide (glyburide), in conditions asso-
ciated with cytotoxic edema, such as ischemic 
stroke and spinal cord injury.29 The SUR1-
regulated NCCa-ATP channel is not constitutively 
expressed in the central nervous system, but 
it is strongly upregulated under conditions of 
hypoxia or injury in all members of the neu-
rovascular unit. The SUR1-regulated NCCa-ATP 
channel conducts all inorganic monovalent 
cations, and opening of this channel induces a 
strong inward current that depolarizes the cell 
completely and leads to oncotic cell swelling. 
In a rodent model of massive ischemic stroke 
with malignant cerebral edema, pharmaco-
logical blockade of the SUR1-regulated NCCa-

ATP channel with glibenclamide dramatically 
reduced mortality and cerebral edema.

CASPASES AND CELL DEATH

Caspases are serine proteases that are impli-
cated in programmed cell death. Infl ammation 
occurs with release of cellular contents during 
necrosis, with extensive irreversible damage to 
the cell that occurs as the cell membrane rup-
tures and the contents of the cell are released 
into the extracellular space, causing recruit-
ment of macrophages and microglial cells to the 
injury site, where they participate in removal of 
the damaged cells. Astrocytes form a glial scar 
to wall off the necrotic cells and other debris 
from normal brain tissue. If the cells avoid the 
initial necrotic destruction, they may still die 
by apoptosis.30 Fragmentation of nuclear DNA 
by the caspases produces apoptotic bodies seen 
in involuting cells. Because apoptosis takes 

combines with oxygen through the action of 
nitric oxide synthetase (NOS) to form citu-
line, NO, and oxygen; NO is a potent vasodi-
lator. Free radicals of oxygen are formed in 
the electron transport chain. If the reactive 
oxygen joins with NO, peroxynitrate is formed 
(Figure 7–8).

Many studies have shown that pharmaco-
logical blockade of ion channels, including 
nonselective cation channels, reduces cytotoxic 
edema and ischemic brain injury in animal 
models of focal ischemia. The following cat-
ion channels have been shown to participate 
in the development of cytotoxic edema follow-
ing brain injury: the NMDA receptor channel, 
acid-sensing ion channels (ASICs), sulfonylurea 
receptor 1 (SUR1)-regulated Ca2+-activated, 
[ATP]i-sensitive nonspecifi c cation (NCCa-ATP) 
channels (NCCa-ATP) channels, transient recep-
tor potential (TRP) channels and the elec-
troneutral cotransporter (NKCC) channel.

The SUR1-regulated NCCa-ATP channel has 
recently received much attention due to grow-
ing evidence from preclinical and clinical stud-
ies demonstrating the therapeutic potential 
of blocking SUR1 by sulfonylureas, such as 

Table 7–5 Nitrous Oxide 
Synthetases (NOS)

Endothelial
NOS (eNOS)

Protects during ischemia

Neuronal
NOS (nNOS)

Increases cell damage

Infl ammatory
NOS (iNOS)

Increases cell death

Arginine Citrulline

O2
CO2 Acetyl CoA

Electron
Transport

NOS

Normal free radical
function

ONOO− (toxic)

O2

O2

O2

H2O

NO

NO + O2

Vasoditation

Figure 7–8. Nitric oxide synthetase (NOS) forms nitric oxide (NO) from arginine and oxygen. NO joins with oxygen to 
form peroxynitrate (ONOO-).
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caspase mediator of cell death. Because the 
cell surface death receptors are involved, this 
is called the extrinsic pathway. Another path-
way, the intrinsic pathway, is initiated by cas-
pase-8 through a cytoplasmic factor, the Bcl-2 
interacting domain (BID), which goes to the 
mitochondria, where it leads to release of cyto-
chrome c, activating caspase-3. Caspase inhibi-
tors block apoptosis in animal models of stroke, 
but none have been tested in clinical trials.32,33 
The MMPs and caspases are central to a series 
of mechanisms that damage cells through 
 multiple mechanisms (Figure 7–9).

TISSUE INHIBITORS OF 
METALLOPROTEINASES 
AND APOPTOSIS

Metalloproteinases are inhibited by several 
molecules, including four tissue inhibitors of 
metalloproteinases (TIMPs),34 which are rel-
atively small proteins with molecular weights 
between 21 and 28 kDa with highly conserved 
regions in the genes and overlapping functions 
(Table 7.6). Although all of them have some 
inhibitory actions against most MMPs, they 
have predilections: TIMP-1 inhibits mainly 
MMP-9, while TIMP-2 inhibits MMP-2 and, 
paradoxically, contributes to the activation 
of proMMP-2. TIMP-3 is unique in that it is 

place over several days and is a late effect of 
the ischemic cascade, drugs that block apop-
tosis provide protection and have therapeutic 
potential.31

Apoptosis is the process of programmed 
cell death, with biochemical events leading to 
characteristic cell changes in morphology and 
death. These changes include blebbing, loss 
of cell membrane asymmetry and attachment, 
cell shrinkage, nuclear fragmentation, chroma-
tin condensation, and chromosomal DNA frag-
mentation. In contrast to necrosis, which is a 
form of traumatic cell death that results from 
acute cellular injury, apoptosis, in general, con-
fers advantages during an organism’s life cycle.

A normal amount of apoptosis prevents 
undesirable cell growth, as occurs in cancer 
cells. In that situation, as opposed to an isch-
emic injury, apoptosis is benefi cial in contain-
ing the excessive growth.

Death receptors on the cell surface of the 
tumor necrosis factor (TNF) gene family 
include the Fas receptor (also known as Apo-1 
or CD95), which binds the Fas ligand (FasL), a 
transmembrane protein part of the TNF family. 
The interaction between Fas and FasL results 
in the formation of the death-inducing signal-
ing complex (DISC), which contains the FADD, 
caspase-8 and caspase-10. The Fas ligand and 
TNF-α bind to their respective receptors and 
initiate a cascade that includes activation of 
caspase-8, which activates caspase-3, the major 
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Figure 7–9 Schematic drawing showing the multiple factors involved in edema, hemorrhage, and death. HIF = hypoxia 
inducibe factor; MCP-1 = monocyte chemotactic protein-1.
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and after injury in rats.39 Lipopolysaccharide 
(LPS) stimulation of cultured astrocytes leads 
to formation of TIMP-3, while TIMP-3 inhibits 
activation of MMP-2 in neurons.40 Although a 
forth TIMP has been identifi ed, its function in 
brain is obscure.

TIMP-3 plays a prominent role in control-
ling activities at the cell surface. It prevents the 
release of death receptors of the TNF superfam-
ily from being shed from the surface of the cell; 
by blocking shedding of the death receptors, 
TIMP-3 facilitates apoptosis of cancer cells.41,42 

bound to the extracellular matrix.35 TIMP-3 
inhibits several membrane-constrained mol-
ecules with sheddase functions. These include 
MMP-14, MMP-3, and tumor necrosis factor-α 
converting enzyme (TACE), indicating that 
TIMP-3 plays a central role in several impor-
tant reactions in brain involving growth, cell 
death, and tissue repair.36 TIMP-3 is expressed 
early in ischemia and contributes to apoptosis 
of neurons in the middle cerebral artery suture 
occlusion model.37,38 TIMP-3 mRNA was 
found to be overexpressed in developing brain 

Table 7–6 Nomenclature, Molecular Weights, Functions, and Location of Tissue 
Inhibitors of Metalloproteinases

Name Mol. Wt. (kDa) MMPs Inhibited Other Functions Location

TIMP-1 28 All
ADAM10

Strong inhibitor 
of MMP-9

Secreted

TIMP-2 21 All Forms trimolecular complex 
with pro-MMP-2 and 
MT1-MMP to activate 
MMP-2

Secreted

TIMP-3 24/27 All MMPs
ADAM10
ADAM17

Apoptosis
Inhibits angiogenesis

Bound to extracellular 
matrix

TIMP-4 22 All Inhibits angiogenesis Secreted

Source: Modifi ed from Ref. 93.
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Figure 7–10. Central role of TIMP-3 in MMPs and ADAMs. TIMP-3 inhibits MT-MMP, MMP-3, and TACE. MT-MMP 
contributes to the trimolecular complex that activates MMP-2, which opens the BBB, converts big endothelin to  endothelin-1 
(a vasoconstrictor), and degrades myelin. MMP-3 activates MMP-9, contributing to BBB opening, and releases Fas from 
the membrane. TACE converts proTNF to TNF and sheds TNF receptor.
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and MMP-9, and astrocytes have MMP-2, 
MMP-9, and MMP-14 in the endfeet that sur-
round the endothelial cells. Resting astrocytes 
mainly express MMP-2, but once activated, 
other MMPs are induced. White blood cells 
secrete MMPs, which facilitates their ability 
to cross the BBB. Neutrophils contain an acti-
vated form of MMP-9 that is released during 
infl ammation.

Astrocytes with MMP-2 are found around 
blood vessels; also found in the cells are the 
activator of MMP-2, MT-MMP, as well as its 
activator, furin (Figure 7–11A–C). The MMPs 
disrupt proteins in the basal lamina and tight 
junctions. Since the MMPs are secreted by 
the endothelial cells, the astrocytes, and the 
pericytes, it is unclear where the unraveling 
of the basal lamina and tight junctions begins. 
It is possible that disassembly starts with the 
outer layers of the basal lamina and proceeds 
to the tight junctions once they are exposed, 
but endothelial cells may be able to directly 
attack the tight junction proteins in their clefts 
(Figure 7–11D). Ischemia induces cytokines, 
which, in turn, induce MMP-9 and MMP-3. 
Pericytes around the cells are a major source 
of MMP-3, which is an activator of MMP-9. 
Another source of MMP-9 is the neutrophils 
recruited into the injury site. However, these 
are produced late in the injury, and the con-
tribution of the endogenous and exogenous 
MMPs is uncertain.

MMPS AND TPA-INDUCED 
BLEEDING

When tissue plasminogen activator (tPA) is 
given for the treatment of acute stroke, it acti-
vates plasminogen to plasmin and initiates the 
activation of the MMPs. In the situation where 
the BBB is disrupted early after onset of the 
ischemic injury, the tPA/plasmin may enter 
the brain and initiate proteolysis by MMPs, 
enhancing the hemorrhagic conversion of the 
tissues. Proteases are activators of MMPs, 
and this becomes important in the proteolytic 
disruption of the BBB, where the combination 
of the release of MMP-3 by pericytes and the 
release of MMP-9 by microglia and endothe-
lial cells results in the activation of MMP-9 by 
MMP-3, with amplifi cation of the damage to 
the BBB.

Several key MMPs interact with TIMP-3 and 
regulate cell death (Figure 7–10). TIMP-3 
blocks MT-MMP, TACE, and MMP-3; this 
combination of actions controls both cell sur-
vival and cell death, making interpretation of 
the role of TIMP-3 complex.

MMP-3 has a neuroprotective action through 
regulation of (Fas-FasL) at the cell surface. Two 
mechanisms appear to be involved: (1) MMP-3 
may be protective by neutralizing FasL and 
(2) MMP-3 increases the bioavailability of 
insulin growth factor-1 (IGF-1), nerve growth 
factor-1 (NGF-1), and binding protein-3, which 
frees biologically active IGF-1 at the cell sur-
face.43 Additionally, proNGF can be released 
and cleaved to its mature form by MMP-3 
at the cell surface.44 When proNGF binds to 
the p75 neurotrophin receptor, it triggers cell 
death; but when mature NGF binds to the 
tyrosine kinase receptor (TrkA) high- affi nity 
NGF receptor, it promotes neuronal surviv-
al.45 Thus, MMP-3 and its inhibitor, TIMP-3, 
can infl uence whether the cell undergoes cell 
death or survives.

Multiple mechanisms likely contribute to 
the cell death observed in neuroinfl ammatory 
pathologies. TACE releases TNF-α and TNF 
receptor (TNFR) from the cell membranes, 
while MMP-3 acts on Fas at the cell surface. 
When TIMP-3 blocks the action of MMP-3 
and TACE, the death-promoting functions of 
Fas and TNF-α are facilitated.38 Apoptosis of 
hippocampal neurons occurs after transient 
bilateral carotid occlusion, and mice lacking the 
timp-3 gene are protected from hippocampal 
cell apoptosis.46 Because TIMP-3 blocks both 
release of TNF receptors from the cell surface 
and cleavage of TNF-α into an active form, the 
role of TIMP-3 in regard to TNF action is diffi -
cult to predict. However, the release of Fas by 
MMP-3 is more readily understandable since 
TIMP-3 blocking of MMP-3-mediated release 
of Fas from the cell surface would promote 
apoptosis.

TIGHT JUNCTION PROTEINS 
AND MMPS

Brain capillaries are acted on by MMPs, 
which are found in all the elements of the 
neurovascular unit. Endothelial cells have 
mainly MMP-9, pericytes express MMP-3 
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Treatment of rats with tPA increases mor-
tality and increases the opening of the BBB 
and hemorrhage; treatment with the broad-
spectrum MMP inhibitor, BB-94, blocks the 
opening of the BBB and hemorrhage and dra-
matically reduces hemorrhage.49,50 Opening of 
the BBB after administration of tPA leads to 
increased mortality; when the BBB is closed 
with an MMP inhibitor, the death rate is dra-
matically reduced (Figure 7–12). Tissue plas-
minogen activator increased the expression and 
activation of MMP-9; at 12 hours, tPA-treated 

Proteolytic disruption of the BBB by MMPs 
occurs normally in stroke. Magnetic reso-
nance imaging in human cardioembolic stroke 
showed hemorrhagic transformation in 68% of 
infarcts, suggesting that hemorrhagic transfor-
mation is a regular fi nding in medium-sized and 
large cardioembolic infarcts.47 Plasma levels of 
MMP-9 correlate with hemorrhagic transfor-
mation and intracerebral hemorrhage.48 Tissue 
plasminogen activator, which is given for acute 
strokes within 3 hours of onset, increases the 
risk of hemorrhage approximately 10-fold.1 
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Figure 7–11. (A) Confocal immunohistochemistry shows GFAP-positive astrocytes around a vessel (V) that express 
MMP-2 (arrows) in intact rat brain tissue. The arrowheads indicate the astrocyte endfeet around the vessel. (B) Expression 
of furin and MT1-MMP in brain cells and around vessels (V). (C) Confocal images show the colocalization of MMP-2 and 
MT1-MMP immunohistochemistry in brain cells. (D) Schematic drawing showing that the activation of MMP-2 occurs 
through the action of the trimolecular complex during the early opening of the BBB in 3 hours of reperfusion after 90 min-
utes of MCAO. In the astrocytic foot processes (AFP), MT1-MMP joins with TIMP-2 to activate proMMP-2 in a spatially 
constrained manner close to the basal lamina (BL). In the BL are the pericytes (PC). The endothelial cells (ECs) have tight 
junctions (TJ). The activated MMP-2 has direct access to the portion of the BL beneath the AFP, and components of the 
BL are degraded. The manner in which this disruption of the BL leads to increased permeability is unclear since the role of 
the BL in maintaining the integrity of the blood vessel is uncertain. (From Ref. 96; See also the color insert.)
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The MMPs contribute to DNA damage, indi-
cating that they are important inside the nucleus 
as well as in the extracellular space.52 Nuclear 
proteins, poly-ADP-ribose polymerase-1 
(PARP-1), and X-ray cross-complementary 
factor 1 (XRCC1), as well as DNA repair 
enzymes, are important in DNA fragmentation 
and cell apoptosis. Rats exposed to a 90-minute 
middle cerebral artery occlusion (MCAO) had 
increased MMP-2 and MMP-9 activity in neu-
ronal nuclei by 3 hours, which was associated 
with DNA fragmentation at 24 and 48 hours of 
reperfusion. Nuclear extracts showed cleaved 
fragments of PARP-1 and XRCC1, indicating 

rats showed signifi cantly higher levels of pro-
MMP-9 and cleaved MMP-9 than untreated 
controls, and by 24 hours, all rats showed evi-
dence of hemorrhagic transformation in the 
ischemic territory. Rats treated with BB-94 and 
tPA showed signifi cantly reduced hemorrhage 
volumes compared with those that received 
tPA alone.51 When the BBB remains intact, the 
fi brinolytic agent acts on fi brin within the blood 
vessels; however, if the BBB is compromised, 
the tPA escapes into the brain and acts on the 
MMPs. Agents that maintain the integrity of 
the BBB may therefore extend the therapeutic 
window for treatment.
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across an in vitro cell culture system, suggesting 
that MMP-7 may contribute to the infl amma-
tory response.64 Several broad- spectrum MMP 
inhibitors, such as BB-1101 and GM6001, 
improve function and reduce weight loss in 
EAE.65 BB-1101 is also an inhibitor of TACE, 
which may contribute to its effect.66

Acute infl ammation of the meninges causes 
opening of the BBB associated with release of 
MMPs into the CSF. Elevated levels of MMPs 
are found in viral, bacterial, and fungal men-
ingitis.67 Matrix metalloproteinases and TACE 
contribute synergistically to the pathophysi-
ology of bacterial meningitis; TACE proteo-
lytically releases several cell-surface proteins, 
including the proinfl ammatory cytokine, 
TNF-α, and its receptors, which in turn stimu-
late cells to produce active MMPs, facilitating 
leukocyte extravasation into brain with degra-
dation of extracellular matrix components and 
vasogenic edema.68 Treatment with BB-1101, a 
hydroxamic acid-based inhibitor of MMP and 
TACE, downregulated the CSF concentration 
of TNF-α and decreased the incidence of sei-
zures and mortality. Several types of organisms 
that cause meningitis increase MMP expres-
sion, which can be detected by zymography in 
the CSF. Organisms other than bacteria induce 
MMPs, including those causing Lyme disease, 
viral infections, and tuberculosis.67 A water-
soluble MMP inhibitor, TNF484, with actions 
against both MMPs and TACE, was shown to 
be effective in an experimental model of bacte-
rial meningitis.69

ANIMAL MODELS IN STROKE

Several animal models have been used to ana-
lyze brain hypoxic/ischemic damage. Graded 
hypoxia is produced by the substitution of nitro-
gen for oxygen. Hypoxia results from agents 
that poison oxidative metabolism or reduce 
the oxygen-carrying capacity of hemoglobin. 
Cyanide injection produces anoxia by react-
ing with cytochrome oxidase and binding to 
hemoglobin. Carbon monoxide (CO) combines 
with hemoglobin to form carboxyhemoglobin, 
which is unable to carry oxygen. The toxicity of 
CO is due mainly to the hypoxia resulting from 
its effect on hemoglobin, but CO also reacts 
with cytochrome oxidase and interferes with 
oxidation.12

proteolytic digestion. Treatment with a broad-
spectrum MMP inhibitor, BB1101, blocked the 
ischemia-induced degradation of both PARP-1 
and XRCC1. Free radicals may contribute to 
intranuclear MMP activity, as shown by the 
elevation of oxidized DNA, apurinic/apyrimi-
dinic sites, and 8-hydroxy-2′-deoxyguanosine, 
in ischemic brain cells at 3 hours of reperfu-
sion. Again, BB1101 markedly attenuated the 
early increase of oxidized DNA. Finally, tissue 
from stroke patients showed intranuclear MMP 
expression. Taken together, these observations 
expand the role of MMPs to damage inside the 
nucleus in ischemic injury.

Multiple sclerosis (MS) is an autoimmune 
central nervous system demyelinating dis-
ease that affects young adults; it has a signifi -
cant infl ammatory component that is related 
to MMP action on the BBB and myelin.53,54 
The CSF of MS patients in an acute exacer-
bation contains elevated levels of MMP-9.55 
The MMPs attack myelin and break myelin 
into myelin basic protein (MBP) fragments.56 
High-dose steroids, which are used to treat 
acute MS exacerbations, dramatically reduce 
MMP-9 in the CSF.57 Steroids block the activa-
tor protein-1 (AP-1) site in the MMP-9 gene 
promoter region. The MMP-9 comes from 
the brain compartment. This was convinc-
ingly demonstrated in studies that measured 
MMP-9 levels in the blood and CSF, indexing 
the MMP-9 to albumin in both compartments 
by analogy with the IgG index used in the diag-
nosis of MS.58

Treatment of animals with experimental 
allergic encephalomyelitis (EAE) with MMP 
inhibitors reduces the severity of the illness.59 
Direct inhibitors of MMPs have not been 
tested in the treatment of MS. However, a tet-
racycline derivative, minocycline, which has 
anti-infl ammatory actions, including inhibi-
tion of MMPs, improved patients with MS in 
an uncontrolled clinical trial involving a small 
number of subjects.60,61 Minocycline suppresses 
production of MMP-9 but has other effects on 
the infl ammatory response, including inhibi-
tion of the reduction in the microglia response, 
making it diffi cult to determine its mechanism 
of action.

In the test tube, myelin can be degraded into 
immunogenic fragments of MBP by the addi-
tion of MMPs.62,63 Furthermore, MMP-7 knock-
out mice displayed reduced infl ammation and 
white blood cell entry into the brain as well as 
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a single agent for the treatment of ischemic/
hypoxic injury unlikely and most likely explains 
the failure of most studies of single agents in 
the treatment of stroke.77 These cascades occur 
in a sequence that makes it possible to consider 
treatments at different stages

ARTERIOVENOUS 
MALFORMATIONS AND 
CAVERNOUS HEMANGIOMAS

Aberrant development of blood vessels takes 
several forms. Large tangles of blood vessels 
with shunting of blood from the arteries to the 
veins are referred to as arteriovenous malfor-
mations (AVMs). These are high-fl ow struc-
tures with a tendency to bleed, making them 
potentially life-threatening. These abnormal 
vessels can grow over long periods of time. 
There is evidence that they use growth factors 
such as vascular endothelial growth factor and 
MMPs to grow.78,79

Another type of vascular malformation that 
can only be visualized on MRI is the cavern-
ous malformation. These malformations are 
small tangles of blood vessels that are not vis-
ible on CT or cerebral angiograms. They are 
hereditary and occur in families; they are often 
multiple and can be found in all regions of 
the brain. Generally, they present as seizures 
or headaches. On MRI there may be several 
cavernous angiomas, and studies have shown 
that they grow in number over time. Rings 
of hemosiderin around the cavernous malfor-
mations indicate occult episodes of bleeding. 
Large bleeds are rare and seldom need to be 
surgically excised.

At one institution between 1986 and 1993, 
the histories and imaging studies of 29 patients 
whose lesions were suggestive of cavernous 
angiomas were identifi ed in 5000 cranial MRI 
reports. Patients ranged from 3 to 66 years of 
age, and 27 were of Hispanic origin. The num-
ber of malformations per patient ranged from 
1 to 30, and 24 patients had more than 1 lesion. 
The number of lesions per patient increased 
at a rate of one lesion per decade of age, but 
the mean size of the lesions was smaller with 
advancing decade (p < .05).80

It is estimated that cerebral cavernous malfor-
mations (CCMs) are present in some 20   million 
people worldwide. They are responsible for 

Brain ischemia produced by occlusion of 
vessels in the neck is diffi cult to induce repro-
ducibly in animals because of the collateral 
circulation from external to internal carotid 
and a rete mirabile around the circle of Willis. 
Methods to overcome this limitation include 
the addition of hypoxia to carotid occlusion,70 
prior cauterization of the vertebrals with later 
occlusion of the carotids producing a four-
vessel occlusion,71 and occlusion of the middle 
cerebral artery through the orbit.72 A major 
problem with each of these models that limits 
their application is the variability from animal 
to animal, so large numbers of experiments 
are often needed. Gerbils have an incomplete 
circle of Willis, so unilateral carotid occlusion 
results in strokes on the ipsilateral side to the 
obstruction in approximately 40% of the ani-
mals, and unilateral or bilateral carotid occlu-
sion in the gerbil has been used as a model to 
study the time course in the evolution of the 
ischemic lesion.73 Seizures occur in some of 
the animals with stroke; this complicates the 
interpretation of the data. The small size of the 
gerbil brain and the lack of reagents for immu-
nohistochemisty and Western blot analysis have 
limited their use in stroke research.

A suture model of MCAO is used exten-
sively in stroke research.74 Transgenic mice can 
be studied with an analogous suture method 
of MCAO. The variability in infarct develop-
ment seen in the suture model was reduced by 
coating the suture with poly-l-lysine, which 
caused a marked improvement in consistency 
in infarct size.75 Although used extensively, 
the suture model mimics only the reperfu-
sion injury. Permanent occlusion of an artery 
is probably more common as a cause of stroke 
in humans.

None of the current models is adequate to 
study the spectrum of cerebral infarction in 
humans. Because of the use of one model for a 
short time period, a number of studies of drugs 
developed for stroke treatment failed, greatly 
reducing the enthusiasm of the pharmaceutical 
industry to test new drugs for stroke. To over-
come this diffi culty, use of several models with 
multiple time points and the inclusion of long-
term recovery data is now advocated.76 The 
consequence of initiating the molecular cas-
cades involved in cell death is the activation of a 
number of pathways (Figure 7–9). The number 
and complexity of these multiple pathways that 
simultaneously come into play make the use of 
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Stroke patients have cytotoxic edema that 
causes cell swelling with reduced extracellular 
space that slows water diffusion; this causes a 
reduction in the apparent diffusion coeffi cient 
(ADC), which is seen as a dark area on MRI. 
At the same time, there is an increase in the 
diffusion-weighted image (DWI) that appears 
white on MRI. Another technique is to perform 
a perfusion study with the use of a contrast 
agent, gadolinium-diethylenetriaminepentaa-
cetic acid (DTPA). Transit of the gadolinium-
DTPA through the circulation is slowed when 
the tissue is ischemic. Combining the ADC, 
which indicates the ischemic core, with the 
perfusion image, which presumably shows the 
vulnerable tissue that has not infarcted, pro-
vides information about the penumbra where 
the tissue is potentially salvageable. Finding 
this “mismatch” suggests that this is the penum-
bra, indicating that more aggressive treatment 
may be undertaken. Although the concept has 
a strong theoretical basis, attempts to confi rm it 
by the use of other methods including positron 
emission tomography reveal some discrepan-
cies. This use of magnetic resonance diffusion 
and perfusion imaging to identify an ischemic 
penumbra has been augmented with 1H-MRS. 
Comparison of N-acetylaspartate (NAA), which 
is found in intact neurons, and lactate, an indi-
cator of anaerobic metabolism, with diffusion/
perfusion parameters in stroke patients showed 
that NAA differentiated abnormal from normal 
tissues, but it failed to separate areas with mis-
match of DWI and perfusion-weighted images 
(PWIs). Regions that were thought to be defi -
nitely abnormal had the highest levels of lactate. 
However, there was no correlation between 
NAA and ADC or PWI values, but high lactate 
correlated with low ADC and prolonged mean 
transit times. Thus, ADC and mean transit time 
indicate the presence of ischemia, as shown by 
elevated lactate, but not neuronal damage, as 
indicated by reduced NAA in acute ischemic 
stroke, suggesting that caution is required if 
ADC and PWI parameters are used to differen-
tiate salvageable from nonsalvageable tissue.87

Positron Emission Tomography

Positron emission tomography (PET) provides 
dynamic measurements of cerebral blood 
fl ow (CBF), cerebral metabolic rate of oxygen 

seizures, migraine, hemorrhage, and other neu-
rological problems. Familial CCM can be inher-
ited as an autosomal dominant disorder with 
variable expression. A gene for CCM (CCM1) 
has been mapped to the 4 cM interval of chro-
mosome 7q in a large Hispanic family.81,82

MAGNETIC RESONANCE 
IMAGING, POSITRON EMISSION 
TOMOGRAPHY, AND ELECTRON 
PAPAMAGNETIC RESONANCE IN 
HYPOXIA/ISCHEMIA

Magnetic Resonance Imaging and 
Magnetic Resonance Spectroscopy

1H-Nuclear magnetic resonance (1H-NMR) 
has been used experimentally, either alone 
or in combination with 31P-NMR, to follow 
metabolic changes. In a study with both 31P-
NMR and 1H-NMR used to study bicucull-
ine-induced seizures, lactate was shown to be 
elevated longer than the duration of the sei-
zure; the signal attributed to lactate persisted 
in spite of a return of pH to normal.83 Lactate 
and pH measurements have been made in 
traumatic brain injury.84 During brain injury, 
there was a transient fall of brain pH along 
with a transient rise in the lactate level; the 
increase in lactate correlated with the fall in 
pH. However, the NMR changes were similar 
in moderately and severely injured animals, 
and functional recovery was worse in the 
severely injured ones. Dissociation of lactate 
and pH was found in intracerebral hemor-
rhage induced in rats with bacterial collage-
nase injection into the caudate; although the 
lactate was increased, the pH, as measured 
with 31P-magnetic resonance spectroscopy 
(31P-MRS), remained normal.85 There was 
vasogenic edema, which caused the lactate 
to rise, but tissue ischemia was not present 
and the pH remained normal. Few clinical 
uses have been identifi ed for spectroscopic 
measurements of lactate. One exception is 
mitochondrial encephalopathy, lactic acidosis, 
stroke-like episodes (MELAS), a syndrome of 
children and young adults with dysfunction 
of the mitochondria that causes stroke-like 
episodes and white matter damage; 1H-MRS 
shows an increase in lactate in the brain.86
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hemisphere.89 The increase in CBV means 
that resistance is lower and CBF is maintained 
in spite of the occlusion. A more advanced 
stage is seen in some patients with maximally 
dilated vasculature ipsilateral to the carotid 
occlusion and reduced CBF with an exhausted 
 hemodynamic reserve.

The loss of tissue viability occurs in 
 infarction. The ischemia preceding infarction 
shows a maximal rise in the OEF that is due to 
an attempt to remove as much oxygen as possi-
ble by the damaged tissue. Infarcted tissue has 
a lower metabolic rate. The reduced CMRO2 
remains low in spite of increased CBF, and 
the tissue changes are generally irreversible90 
(Figure 7–13). Therefore, PET has shown the 
interplay of homeostatic mechanisms in isch-
emic tissue that lead to infarction. Firstly, the 
cerebral vessels dilate to reduce peripheral 
resistance and maintain fl ow. When the hemo-
dynamic reserve is exhausted and vasodilation 
is maximal, the oxygen-carrying reserve and 
rate of oxygen extraction increase. Finally, 

(CMRO2), oxygen extraction fraction (OEF), 
cerebral blood volume (CBV), and cerebral 
metabolic rate of glucose (CMRGlu).88 Shortly 
after a fall in cerebral perfusion, there is vaso-
dilatation producing a compensatory increase 
in CBV; the OEF and CMRO2 remain normal. 
With further decreases in perfusion pressure, 
the fall in oxygen delivery results in an increase 
in OEF, while CMRO2 remains normal. At 
this preinfarction stage, the CBF is variable, 
and there is reduced oxygen extraction. As 
the damage progresses, there is a reduction in 
CBF, CMRO2, and OEF.

After an infarct is established the CMRO2 
can be decreased, as is the OEF, while the 
CBF is elevated. This elevation of CBF above 
metabolic demands is termed luxury perfusion 
and can be seen in strokes. Positron emission 
tomography studies have shown that CBF is 
an unreliable indicator of recovery. A better 
 predictor appears to be CMRO2.

Occlusion of the internal carotid artery may 
lead to an increase in CBV in the ipsilateral 

Figure 7–13. Stage 2 haemodynamic failure. Increased CBV indicates autoregulatory vasodilation (CBV, arrows). This 
is insuffi cient to maintain fl ow, however, and fl ow falls (CBF, arrows). In this situation, the brain can increase the fraction 
of oxygen extracted from the blood (OEF, arrows) in order to maintain normal oxygen metabolism (CMRO2) and brain 
 function. (From Ref. 90; See also the color insert.)
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using paramagnetic probes to assess tissue pO2, 
pH, and identifi cation of free radical species, 
with EPR measurements performed noninva-
sively. The measurement of cerebral pO2 with 
EPR oximetry is facilitated by the use of the 
oxygen-sensitive paramagnetic probe, lithium 
phthalocyanine. Electron paramagnetic reso-
nance was used to measure oxygenation in the 
penumbral region after an MCAO with reper-
fusion. Treatment with normobaric hyperoxia 
reduced the damage to tissue after an infarc-
tion; 95% oxygen after a stroke in rats restored 
oxygen to the penumbra, resulting in reduced 
expression of MMP-9 and the disruption of the 
BBB in the penumbral region.91

Electron paramagnetic resonance-sensitive 
compounds can be injected intravenously and 
used to form images of tissue oxygenation. 
One such class of compounds is nitroxides that 
cross the BBB and enter brain cells, becoming 
trapped and acting within the cells as paramag-
netic probes. These nitroxides accurately report 
local O2 concentrations using low-frequency 
EPR spectroscopy as an imaging modality. 
Using these compounds, it was possible to map 
the O2 in an ischemic mouse brain in real time. 
The change of O2 concentration in this experi-
mental paradigm of brain ischemia was clearly 
visualized by EPR spectral-spatial imaging of 
the nitroxide line width. The hypoxic zone in 
the EPR images matched well with the infarc-
tion area in the brain, as revealed by diffu-
sion-weighted MRI. Electron paramagnetic 
resonance imaging indicated that the hypoxic 
region with pO2 < 5 mm Hg was relatively small, 
even though the MR diffusion image showed 
a relatively large infarction area after 30 min-
utes of focal cerebral ischemia, suggesting that 
not all tissues in the infarcted area, as defi ned 
by DWI or TTC staining, are highly hypoxic. 
Treatment with normobaric hyperoxia treat-
ment signifi cantly increased overall tissue pO2 
and reduced the hypoxic region in the ischemic 
mouse brain.92

REFERENCES

 1. Anonymous. Tissue plasminogen activator for acute 
ischemic stroke. The National Institute of Neurological 
Disorders and Stroke rt-pa Stroke Study Group [see 
comments]. N Engl J Med. 1995;333:1581–1587.

 2. Tu JV, Nardi L, Fang J, et al. National trends in 
rates of death and hospital admissions related to 

loss of both blood fl ow and oxygen extraction 
reserves leads to tissue infarction as the energy 
demands can no longer be met (Figure 7–14).

Electron Paramagnetic Resonance

Oxygen measurements in ischemic tissue 
can be made by NMR and by electron para-
magnetic resonance (EPR), a novel method 
of studying oxygen and free radicals in vivo. 
In vivo EPR is a magnetic resonance technique 
that provides physiological information by 

Figure 7–14. Modifi ed model of hemodynamic and met-
abolic responses to reductions in cerebral perfusion pres-
sure (CPP). Point A represents the baseline. The distance 
between points A and B represents the autoregulatory 
range. The distance between points B and C represents 
exceeded autoregulatory capacity where CBF falls passively 
as a function of pressure. Point C represents the inability 
of compensatory mechanisms to maintain normal oxygen 
metabolism and the onset of true ischemia. Cerebral blood 
fl ow may not change or may increase within the autoregu-
latory range (between A and B). Once the autoregula-
tory capacity is exceeded (between B and C), CBV may 
increase slightly (10%–20%), remain elevated, or continue 
to increase (up to 150%). Cerebral blood fl ow falls slightly, 
to 18%, through the autoregulatory range (between A and 
B). Once the autoregulatory capacity is exceeded, CBF 
falls passively as a function of pressure to 50% of baseline 
values (between B and C). The OEF increases slightly, 
to 18%, with the reductions in CBF through the auto-
regulatory range (between A and B). After autoregulatory 
capacity is exceeded and fl ow falls by up to 50% of base-
line, OEF may increase by up to 100% from baseline. The 
CMRO2 remains unchanged throughout this range of CPP 
reduction (between A and C) due to both autoregulatory 
vasodilation and increased OEF. (From Ref. 90.)

A B C
150

CBV

CBF

OEF

CMRO2

−100

−100

P
e
rc

e
n

ta
g
e
 c

h
a
n

g
e

Decreasing CPP

100

0

0

0

0



1217 Mechanisms of Ischemic/Hypoxic Brain Injury

22. Heo JH, Lucero J, Abumiya T, et al. Matrix metallo-
proteinases increase very early during experimental 
focal cerebral ischemia. J Cereb Blood Flow Metab. 
1999;19:624–633.

23. Gasche Y, Fujimura M, Morita-Fujimura Y, et al. Early 
appearance of activated matrix metalloproteinase-9 
after focal cerebral ischemia in mice: a possible role in 
blood-brain barrier dysfunction. J Cereb Blood Flow 
Metab. 1999;19:1020–1028.

24. Wang X, Jung J, Asahi M, et al. Effects of matrix 
metalloproteinase-9 gene knock-out on morphologi-
cal and motor outcomes after traumatic brain injury. 
J Neurosci. 2000;20:7037–7042.

25. Chang DI, Hosomi N, Lucero J, et al. Activation sys-
tems for latent matrix metalloproteinase-2 are upreg-
ulated immediately after focal cerebral ischemia. 
J Cereb Blood Flow Metab. 2003;23:1408–1419.

26. Yang Y, Estrada EY, Thompson JF, et al. Matrix 
metalloproteinase-mediated disruption of tight junc-
tion proteins in cerebral vessels is reversed by syn-
thetic matrix metalloproteinase inhibitor in focal 
ischemia in rat. J Cereb Blood Flow Metab. 2007;27:
697–709.

27. Aid S, Silva AC, Candelario-Jalil E, et al. Cyclooxy-
genase-1 and -2 differentially modulate lipopoly-
saccharide-induced blood-brain barrier disruption 
through matrix metalloproteinase activity. J Cereb 
Blood Flow Metab. 2010;30:370–380.

28. Chan PH, Fishman RA. The role of arachidonic acid in 
vasogenic brain edema. Fed Proc. 1984;43:210–213.

29. Simard JM, Kahle KT, Gerzanich V. Molecular mecha-
nisms of microvascular failure in central nervous sys-
tem injury—synergistic roles of nkcc1 and sur1/trpm4. 
J Neurosurg. 2010;113:622–629.

30. Kerr JF, Wyllie AH, Currie AR. Apoptosis: a basic bio-
logical phenomenon with wide-ranging implications in 
tissue kinetics. Br J Cancer. 1972;26:239–257.

31. Fink K, Zhu J, Namura S, et al. Prolonged thera-
peutic window for ischemic brain damage caused by 
delayed caspase activation. J.Cereb.Blood Flow Metab. 
1998;18:1071–1076.

32. Endres M, Namura S, Shimizu-Sasamata M, et al. 
Attenuation of delayed neuronal death after mild focal 
ischemia in mice by inhibition of the caspase family. 
J.Cereb Blood Flow Metab. 1998;18:238–247.

33. Broughton BR, Reutens DC, Sobey CG. Apoptotic 
mechanisms after cerebral ischemia. Stroke. 2009;40: 
e331–e339.

34. Brew K, Nagase H. The tissue inhibitors of metal-
loproteinases (timps): an ancient family with struc-
tural and functional diversity. Biochim Biophys Acta. 
2010;1803:55–71

35. Leco KJ, Khokha R, Pavloff N, et al. Tissue inhibitor 
of metalloproteinases-3 (timp-3) is an extracellular 
matrix-associated protein with a distinctive pattern 
of expression in mouse cells and tissues. J Biol Chem. 
1994;269:9352–9360.

36. Cunningham LA, Wetzel M, Rosenberg GA. Multiple 
roles for MMPs and timps in cerebral ischemia. Glia. 
2005;50:329–339.

37. Wallace JA, Alexander S, Estrada EY, et al. Tissue 
inhibitor of metalloproteinase-3 is associated with 
neuronal death in reperfusion injury. J Cereb Blood 
Flow Metab. 2002;22:1303–1310.

38. Wetzel M, Li L, Harms KM, et al. Tissue inhibitor of 
metalloproteinases-3 facilitates Fas-mediated  neuronal 

acute  myocardial infarction, heart failure and stroke, 
1994–2004. CMAJ. 2009;180:E118-E125.

 3. Carandang R, Seshadri S, Beiser A, et al. Trends in 
incidence, lifetime risk, severity, and 30-day mortal-
ity of stroke over the past 50 years. JAMA. 2006;296: 
2939–2946.

 4. Liao Y, Greenlund KJ, Croft JB, et al. Factors explain-
ing excess stroke prevalence in the u.s. stroke belt. 
Stroke. 2009;40:3336–3341.

 5. Staessen JA, Wang JG, Thijs L. Cardiovascular protec-
tion and blood pressure reduction: a meta-analysis. 
Lancet. 2001;358:1305–1315.

 6. Lu GC, Cheng JW, Zhu KM, et al. A systematic review 
of angiotensin receptor blockers in preventing stroke. 
Stroke. 2009;40:3876–3878.

 7. Hochachka PW, Guppy M. Metabolic Arrest and the 
Control of Biological Time. Cambridge, MA Harvard 
University Press; 1987.

 8. Lowry OH, Roberts NR, Wu ML, et al. The quanti-
tative histochemistry of brain. II Enzyme measure-
ments. J Biol Chem. 1954;207:19–37.

 9. Lowry OH, Passonneau JV, Hasselberger FX, et al. 
Effect of ischemia on known substrates and cofac-
tors of the glycolytic pathway in brain. J Biol Chem. 
1964;239:18–30.

10. Duffy TE, Nelson SR, Lowry OH. Cerebral carbohy-
drate metabolism during acute hypoxia and recovery. 
J Neurochem. 1972;19:959–977.

11. Bazan NG Jr. Effects of ischemia and electroconvul-
sive shock on free fatty acid pool in the brain. Biochim 
Biophys Acta. 1970;218:1–10.

12. Siesjo BK. Brain Energy Metabolism. Chichester, UK: 
Wiley; 1978.

13. Maier CM, Ahern K, Cheng ML, et al. Optimal depth 
and duration of mild hypothermia in a focal model 
of transient cerebral ischemia: effects on neurologic 
outcome, infarct size, apoptosis, and infl ammation. 
Stroke. 1998;29:2171–2180.

14. Bernard SA, Gray TW, Buist MD, et al. Treatment of 
comatose survivors of out-of-hospital cardiac arrest 
with induced hypothermia. N Engl J Med. 2002;346: 
557–563.

15. Den Hertog HM, van der Worp HB, Tseng MC, et al. 
Cooling therapy for acute stroke. Cochrane Database 
Syst Rev. 2009:CD001247.

16. Olney JW, Sharpe LG. Brain lesions in an infant rhesus 
monkey treated with monsodium glutamate. Science. 
1969;166:386–388.

17. Brainard JR, Kyner E, Rosenberg GA. 13C nuclear 
magnetic resonance evidence for gamma-aminobutyric 
acid formation via pyruvate carboxylase in rat brain: a 
metabolic basis for compartmentation. J Neurochem. 
1989;53:1285–1292.

18. Rothman SM, Olney JW. Glutamate and the patho-
physiology of hypoxic-ischemic brain damage. Ann 
Neurol. 1986;19:105–111.

19. Tekkok SB, Ye Z, Ransom BR. Excitotoxic mechanisms 
of ischemic injury in myelinated white matter. J Cereb 
Blood Flow Metab. 2007;27:1540–1552.

20. Herman MA, Jahr CE. Extracellular glutamate con-
centration in hippocampal slice. J Neurosci. 2007;27: 
9736–9741.

21. Rosenberg GA, Navratil M, Barone F, et al. Proteolytic 
cascade enzymes increase in focal cerebral isch-
emia in rat. J Cereb Blood Flow Metab. 1996;16:
360–366.



122 Molecular Physiology and Metabolism of the Nervous System

 sclerosis and other infl ammatory neurological 
 disorders. J Neuroimmunol. 1992;41:29–34.

56. Chandler S, Cossins J, Lury J, et al. Macrophage met-
alloelastase degrades matrix and myelin proteins and 
processes a tumour necrosis factor-alpha fusion protein. 
Biochem Biophys Res Commun. 1996;228:421–429.

57. Rosenberg GA, Dencoff JE, Correa N Jr, et al. Effect 
of steroids on csf matrix metalloproteinases in mul-
tiple sclerosis: relation to blood-brain barrier injury. 
Neurology. 1996;46:1626–1632.

58. Liuzzi GM, Trojano M, Fanelli M, et al. Intrathecal 
synthesis of matrix metalloproteinase-9 in patients 
with multiple sclerosis: implication for pathogenesis. 
Mult Scler. 2002;8:222–228.

59. Hewson AK, Smith T, Leonard JP, et al. Suppression 
of experimental allergic encephalomyelitis in the 
Lewis rat by the matrix metalloproteinase inhibitor 
ro31–9790. Infl ammation Res. 1995;44:345–349.

60. Metz LM, Zhang Y, Yeung M, et al. Minocycline 
reduces gadolinium-enhancing magnetic resonance 
imaging lesions in multiple sclerosis. Ann Neurol. 
2004;55:756.

61. Yong VW, Giuliani F, Xue M, et al. Experimental mod-
els of neuroprotection relevant to multiple sclerosis. 
Neurology. 2007;68:S32-S37; discussion S43-S54.

62. Chandler S, Coates R, Gearing A, et al. Matrix metal-
loproteinases degrade myelin basic protein. Neurosci 
Lett. 1995;201:223–226.

63. Opdenakker G, Van den Steen PE, Van Damme J. 
Gelatinase b: a tuner and amplifi er of immune func-
tions. Trends Immunol. 2001;22:571–579.

64. Buhler LA, Samara R, Guzman E, et al. Matrix met-
alloproteinase-7 facilitates immune access to the cns 
in experimental autoimmune encephalomyelitis. BMC 
Neurosci. 2009;10:17.

65. Clements JM, Cossins JA, Wells GM, et al. Matrix 
metalloproteinase expression during experimental 
autoimmune encephalomyelitis and effects of a com-
bined matrix metalloproteinase and tumour necro-
sis factor-alpha inhibitor. J Neuroimmunol. 1997;74:
85–94.

66. Gearing AJ, Beckett P, Christodoulou M, et al. 
Processing of tumour necrosis factor-alpha precursor 
by metalloproteinases. Nature. 1994;370:555–557.

67. Leppert D, Lindberg RL, Kappos L, et al. Matrix met-
alloproteinases: multifunctional effectors of infl am-
mation in multiple sclerosis and bacterial meningitis. 
Brain Res Brain Res Rev. 2001;36:249–257.

68. Leib SL, Clements JM, Lindberg RL, et al. Inhibition 
of matrix metalloproteinases and tumour necrosis factor 
alpha converting enzyme as adjuvant therapy in pneu-
mococcal meningitis. Brain. 2001;124:1734–1742.

69. Echchannaoui H, Leib SL, Neumann U, et al. 
Adjuvant tace inhibitor treatment improves the out-
come of TLR2-/- mice with experimental pneumococ-
cal meningitis. BMC Infect Dis. 2007;7:25.

70. Levine S. Anoxic-ischemic encephalopathy in rats. Am 
J Pathol. 1960;36:1–17.

71. Pulsinelli WA, Brierley JB. A new model of bilat-
eral hemispheric ischemia in the unanesthetized rat. 
Stroke. 1979;10:267–272.

72. O’Brien MD, Jordan MM, Waltz AG. Ischemic cere-
bral edema and the blood-brain barrier. Distributions 
of pertechnetate, albumin, sodium, and antipyrine in 
brains of cats after occlusion of the middle cerebral 
artery ischemic cerebral edema. Distribution of water 

cell death following mild ischemia. Cell Death Differ. 
2008;15:143–151.

39. Jaworski DM. Differential regulation of tissue inhibi-
tor of metalloproteinase mrna expression in response 
to intracranial injury. Glia. 2000;30:199–208.

40. Liu W, Furuichi T, Miyake M, et al. Differential 
expression of tissue inhibitor of metalloproteinases-3 
in cultured astrocytes and neurons regulates the acti-
vation of matrix metalloproteinase-2. J Neurosci Res. 
2007;85:829–836.

41. Smith MR, Kung H, Durum SK, et al. Timp-3 induces 
cell death by stabilizing tnf-alpha receptors on the 
surface of human colon carcinoma cells. Cytokine. 
1997;9:770–780.

42. Bond M, Murphy G, Bennett MR, et al. Tissue inhibi-
tor of metalloproteinase-3 induces a Fas-associated 
death domain-dependent type II apoptotic pathway. 
J Biol Chem. 2002;277:13787–13795.

43. Fowlkes JL, Serra DM, Bunn RC, et al. Regulation 
of insulin-like growth factor (igf)-1 action by matrix 
metalloproteinase-3 involves selective disruption of 
igf-1/igf-binding protein-3 complexes. Endocrinology. 
2004;145:620–626.

44. Lee R, Kermani P, Teng KK, et al. Regulation of 
cell survival by secreted proneurotrophins. Science. 
2001;294:1945–1948.

45. Harrington AW, Leiner B, Blechschmitt C, et al. 
Secreted proNGF is a pathophysiological death-in-
ducing ligand after adult cns injury. Proc Natl Acad Sci 
USA. 2004;101:6226–6230.

46. Walker EJ, Rosenberg GA. Timp-3 and mmp-3 con-
tribute to delayed infl ammation and hippocampal 
neuronal death following global ischemia. Exp Neurol. 
2009;216:122–131.

47. Hornig CR, Bauer T, Simon C, et al. Hemorrhagic 
transformation in cardioembolic cerebral infarction. 
Stroke. 1993;24:465–468.

48. Rosell A, Ortega-Aznar A, Varez-Sabin J, et al. 
Increased brain expression of matrix metalloprotei-
nase-9 after ischemic and hemorrhagic human stroke. 
Stroke. 2006;37:1399–1406.

49. Lapchak PA, Chapman DF, Zivin JA. Metalloproteinase 
inhibition reduces thrombolytic (tissue plasminogen 
activator)-induced hemorrhage after thromboembolic 
stroke. Stroke. 2000;31:3034–3040.

50. Pfefferkorn T, Rosenberg GA. Closure of the blood-
brain barrier by matrix metalloproteinase inhibition 
reduces rtpa-mediated mortality in cerebral ischemia 
with delayed reperfusion. Stroke. 2003;34:2025–2030.

51. Sumii T, Lo EH. Involvement of matrix metallopro-
teinase in thrombolysis-associated hemorrhagic trans-
formation after embolic focal ischemia in rats. Stroke. 
2002;33:831–836.

52. Yang Y, Candelario-Jalil E, Thompson JF, et al. 
Increased intranuclear matrix metalloproteinase 
activity in neurons interferes with oxidative DNA 
repair in focal cerebral ischemia. J Neurochem. 
2010;112:134–149.

53. Noseworthy JH, Lucchinetti C, Rodriguez M, et al. 
Multiple sclerosis. N Engl J Med. 2000;343:938–952.

54. Yong VW, Zabad RK, Agrawal S, et al. Elevation of 
matrix metalloproteinases (mmps) in multiple scle-
rosis and impact of immunomodulators. J Neurol Sci. 
2007;259:79–84.

55. Gijbels K, Masure S, Carton H, et al. Gelatinase in 
the cerebrospinal fl uid of patients with  multiple 



1237 Mechanisms of Ischemic/Hypoxic Brain Injury

85. Mun-Bryce S, Kroh FO, White J, et al. Brain lactate 
and pH dissociation in edema: 1H- and 31p-nmr in col-
lagenase-induced hemorrhage in rats. Am J Physiol. 
1993;265:R697-R702.

86. Melberg A, Akerlund P, Raininko R, et al. Monozygotic 
twins with melas-like syndrome lacking ragged 
red fi bers and lactacidaemia. Acta Neurol Scand. 
1996;94:233–241.

87. Cvoro V, Marshall I, Armitage PA, et al. MR diffusion 
and perfusion parameters: relationship to metabo-
lites in acute ischaemic stroke. J Neurol Neurosurg 
Psychiatry.81:185–191.

88. Phelps ME, Mazziotta JC, Huang SC. Study of cere-
bral function with positron computed tomography. 
J Cereb Blood Flow Metab. 1982;2:113–162.

89. Frackowiak RS. Pet scanning: can it help resolve man-
agement issues in cerebral ischemic disease? Stroke. 
1986;17:803–807.

90. Derdeyn CP, Videen TO, Yundt KD, et al. Variability 
of cerebral blood volume and oxygen extraction: stages 
of cerebral haemodynamic impairment revisited. 
Brain. 2002;125:595–607.

91. Liu S, Liu W, Ding W, et al. Electron paramagnetic 
resonance-guided normobaric hyperoxia treatment 
protects the brain by maintaining penumbral oxygen-
ation in a rat model of transient focal cerebral isch-
emia. J Cereb Blood Flow Metab. 2006;26:1274–1284.

92. Shen J, Sood R, Weaver J, et al. Direct visualiza-
tion of mouse brain oxygen distribution by electron 
paramagnetic resonance imaging: application to 
focal cerebral ischemia. J Cereb Blood Flow Metab. 
2009;29:1695–1703.

93. Baker AH, Edwards DR, Murphy G. Metalloproteinase 
inhibitors: biological actions and therapeutic opportu-
nities. J Cell Sci. 2002;115:3719–3727.

94. Dirnagl U, Iadecola C, Moskowitz MA. Pathobiology of 
ischaemic stroke: an integrated view. Trends Neurosci. 
1999;22:391–397.

95. Rosenberg GA, Cunningham LA, Wallace J, et al. 
Immunohistochemistry of matrix metalloproteinases 
in reperfusion injury to rat brain: activation of mmp-9 
linked to stromelysin-1 and microglia in cell cultures. 
Brain Res. 2001;893:104–112.

96. Candelario-Jalil E, Yang Y, Rosenberg GA. Diverse 
roles of matrix metalloproteinases and tissue inhibitors 
of metalloproteinases in neuroinfl ammation and cere-
bral ischemia. Neuroscience. 2009;158:983–994.

in brains of cats after occlusion of the middle cerebral 
artery. Arch Neurol. 1974;30:456–460.

73. Levine S, Payan H. Effects of ischemia and other pro-
cedures on the brain and retina of the gerbil (Meriones 
unguiculatus). Exp Neurol. 1966;16:255–262.

74. Longa EZ, Weinstein PR, Carlson S, et al. Reversible 
middle cerebral artery occlusion without craniectomy 
in rats. Stroke. 1989;20:84–91.

75. Belayev L, Alonso OF, Busto R, et al. Middle cere-
bral artery occlusion in the rat by intraluminal suture. 
Neurological and pathological evaluation of an 
improved model. Stroke. 1996;27:1616–1622; discus-
sion 1623.

76. Saver JL, Albers GW, Dunn B, et al. Stroke Therapy 
Academic Industry Roundtable (stair) recommenda-
tions for extended window acute stroke therapy trials. 
Stroke. 2009;40:2594–2600.

77. Savitz SI, Fisher M. Future of neuroprotection for 
acute stroke: in the aftermath of the saint trials. Ann 
Neurol. 2007;61:396–402.

78. Hashimoto T, Matsumoto MM, Li JF, et al. Suppression 
of mmp-9 by doxycycline in brain arteriovenous 
 malformations. BMC Neurol. 2005;5:1.

79. Chen Y, Zhu W, Bollen AW, et al. Evidence of infl am-
matory cell involvement in brain arteriovenous 
malformations. Neurosurgery. 2008;62:1340–1349; 
discussion 1349–1350.

80. Kattapong VJ, Hart BL, Davis LE. Familial cerebral 
cavernous angiomas: clinical and radiologic studies. 
Neurology. 1995;45:492–497.

81. Marchuk DA, Gallione CJ, Morrison LA, et al. A 
locus for cerebral cavernous malformations maps to 
chromosome 7q in two families. Genomics. 1995;28:
311–314.

82. Johnson EW, Iyer LM, Rich SS, et al. Refi ned local-
ization of the cerebral cavernous malformation gene 
(CCM1) to a 4-cm interval of chromosome 7q con-
tained in a well-defi ned yac contig. Genome Res. 
1995;5:368–380.

83. Petroff OAC, Prichard JW, Ogino T, et al. Combined 
1H and 31P nuclear magnetic resonance spectroscopic 
studies of bicuculline-induced seizures in vivo. Ann 
Neurol. 1986;20:185–193.

84. McIntosh TK, Faden AI, Bendall MR, et al. Traumatic 
brain injury in the rat: alterations in brain lactate and 
ph as characterized by 1H and 31P nuclear magnetic 
resonance. J Neurochem. 1987;49:1530–1540.



124

Chapter 8

Vascular Cognitive Impairment 
and Alzheimer’s Disease

REGULATION OF CEREBRAL 
BLOOD FLOW

Blood vessels deliver 20% of the total cardiac 
output to the brain, which consumes 25% of 
the oxygen used by the body. To meet this 
extraordinary need for an uninterrupted sup-
ply of blood, the heart has complex regulatory 
mechanisms that function under both normal 
and adverse conditions. When the heart fails to 
supply adequate blood to the brain, there is a 
loss of consciousness that can be transient and 
have little impact on the survival of the cells 
or prolonged, with extensive damage to mul-
tiple brain regions. In order to meet this large 
demand for blood and maintain it at an unin-
terrupted level, cerebral blood fl ow to brain is 
tightly autoregulated (Table 8–1). Several fac-
tors determine the amount of blood delivered, 
including the pumping potential and the rate 
and rhythm of the heart, and the vascular resis-
tance of the cerebral blood vessels. Cardiac 
arrest is the event most damaging to the brain, 
while long-standing hypertension causes 

 serious damage but over a longer time course. 
Blood vessels are extremely sensitive to the lev-
els of carbon dioxide and oxygen in the blood. 
Increased carbon dioxide and decreased oxy-
gen are powerful vasodilators, while reduced 
carbon dioxide is a potent vasoconstrictor. A 
number of molecules, such as nitric oxide, reg-
ulate cerebral blood fl ow.

Autoregulation of cerebral blood fl ow 
occurs over a wide range of blood pressures. 
When mean arterial blood pressure falls below 
a threshold value, there is a fall in cerebral 
blood fl ow (CBF), which results in syncope. 
At the opposite extreme, when blood pres-
sure increases, vessels dilate, causing vasodila-
tion and breakdown of the blood-brain barrier 
(BBB). The autoregulatory curve, plotting 
mean arterial blood pressure against CBF, has 
a characteristic shape, which is dependent on 
the health of the blood vessels (Figure 8–1). 
When considering the impact of drastic 
changes in blood pressure on blood fl ow, it is 
important to take into account the age of the 
individual and the presence of hypertension or 
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vasogenic edema due to damage to the BBB 
with a characteristic appearance on magnetic 
resonance imaging (MRI): fl uid attenuated 
inversion recovery (FLAIR) and T2 images 
show excess fl uid in white matter that is partic-
ularly evident in the parieto-occipital regions of 
the brain. Since this is mainly vasogenic edema 
without ischemic injury to brain cells, the diffu-
sion-weighted image (DWI) is dark rather than 
white, as is seen in ischemia, and the appar-
ent diffusion coeffi cient (ADC) is white rather 
than dark. The vasogenic edema releases fl uid 
from the blood into the brain, where it moves 
through the white matter; as a result, the dif-
fusion rate is increased, which is the oppo-
site of ischemic edema. When this pattern of 
vasogenic edema is present, the prognosis is 
good unless the edema in the white matter has 
produced cell death due to the increased pres-
sure. Once the blood pressure is controlled, 
the edema subsides (Figure 8–2).

Patients other than those with eclampsia can 
have a similar MRI appearance. In one series of 
15 patients with vasogenic edema in the poste-
rior regions of the brain, 7 were receiving immu-
nosuppressive therapy after transplantation or 
as treatment for aplastic anemia, 1 was receiv-
ing interferon for melanoma, 3 had eclampsia, 
and 4 had acute hypertensive encephalopathy 
associated with renal disease (2 with lupus 
nephritis, 1 with acute glomerulonephritis, and 
1 with acetaminophen-induced hepatorenal 
failure). Twelve patients had abrupt increases in 

other  disease-modifying effects on the blood 
vessels, such as diabetes and arteriolosclerosis, 
which cause stiffer and less elastic blood ves-
sels. Young individuals with low blood pressure 
and compliant vessels tolerate a drop in blood 
pressure better than older individuals with less 
compliant, chronically hypertensive vessels. 
The clinical implication is that overaggressive 
treatment of blood pressure in the elderly can 
lead to frequent episodes of dizziness and occa-
sional fainting at levels of blood pressure that 
are easily tolerated in younger people. By con-
trast, elderly persons can better tolerate mark-
edly elevated blood pressure because of their 
stiffer blood vessels. Thus, the level of blood 
pressure needed to induce a hypertensive crisis 
is much lower in the younger individual.

An example of this is seen in patients with 
eclampsia, who are young women with blood 
pressure that is normally low; they can develop 
a hypertensive crisis with moderate increases 
in blood pressure. Hypertensive crises cause 

75

50

25

0 50 100 150

Mean arterial blood pressure
(mmHg)

Hypertension shifts curve

Syncope

C
e
re

b
ra

l 
b

lo
o

d
 fl

o
w

(m
L
/1

0
0

g
/m

in
)

Hypertensive crisis

Figure 8–1. Autoregulation of CBF. The average CBF is 50 mL/100 g/min, which is an average between the higher corti-
cal CBF in gray matter and the lower CBF in white matter. The level when the CBF falls and syncope occurs depends on 
the state of the blood vessels. In a normal blood vessel, the level is lower than in a fi brotic blood vessel secondary to long-
standing hypertension. At the upper level, the breakthrough point occurs at a higher level in the hypertensive blood vessel 
than in the normal one.

Table 8–1 Extreme Metabolic Needs 
of the Brain

25% of oxygen is used by the brain
20% of cardiac output goes to the brain
Autoregulation of CBF occurs over a wide 

mean arterial blood pressure range
Even short periods of loss of CBF lead to loss of 

consciousness
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Compared to the young patient, in the 
elderly patient with long-standing hyperten-
sion with or without diabetes, blood vessels 
have undergone extensive remodeling, becom-
ing stiffer and less responsive. Hypertension 
leads to fi brosis of the cerebral blood vessels 
and loss of compliance. Therefore, hyperten-
sion shifts the autoregulatory curve to the right, 
which means that syncope can occur at a higher 
blood pressure, but there is a greater capacity 
to withstand marked increases in blood pres-
sure before a hypertensive crisis occurs. Thus, 

blood pressure, and eight had some impairment 
of renal function. Clinical fi ndings included 
headaches, vomiting, confusion, seizures, cor-
tical blindness, and other visual abnormalities, 
along with motor signs. Computed tomography 
(CT) and MRI studies showed extensive bilat-
eral white matter abnormalities suggestive of 
edema in the posterior regions of the cerebral 
hemispheres. Treatment with antihypertensive 
medications or withdrawal of immunosuppres-
sive therapy caused the clinical conditions to 
resolve within 2 weeks.1

Figure 8–2. A patient with hypertensive encephalopathy secondary to eclampsia with the HELLP (hemolysis, elevated 
liver enzymes, and low platelets) syndrome. (A and B) Two T2-weighted MRI scans from a lower (A) and higher (B) region, 
showing extensive cerebral edema in the posterior white matter regions with less involvement of the gray matter. (C and B) 
Diffusion-weighted images from axial images in the same plane as A and B. The lack of DWI changes except for one small 
area of involvement suggests this is not an ischemic injury, but more compatible with a vasogenic type of edema. Consistent 
with lack of ischemia is the fact that the patient had a good recovery without residual effects.
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onds are well tolerated, assuming that no injury 
occurs from falling. Longer periods of oxygen 
loss are needed to produce brain cell damage. 
If anaerobic conditions persist for more than 
several minutes, there can be an increase in 
lactate and a fall in pH. With persistent fail-
ure to restore blood circulation, brain cells 
undergo energy failure and begin to show signs 
of cytotoxic edema. With prolonged hypoxia, 
brain cells undergo necrosis and apoptosis, 
resulting in autodigestion by neutral and acid 
proteases that causes irreversible brain damage 
with cell death due to loss of membrane func-
tion. At any point in the process, there may be 
suffi cient anoxia to begin the process of gene 
activation that can result in delayed injury even 
after CBF is restored.

Loss of oxygen leads to the activation of 
hypoxia-inducible factor-1α (HIF-1α), which 
is a major regulator of a cassette of genes 
related to hypoxia and angiogenesis. These 
genes transcribe many proteins that signal to 
the brain that a switch from aerobic to anaero-
bic metabolism is needed: there is induction of 
glycolytic pathways, production of red blood 
cells by erythropoietin, and eventually angio-
genesis and neurogenesis (Figure 8–3).

Hypoxia and acidosis lead to changes in 
vascular tone with dilatation and an increase 
in blood volume. Biochemical changes in the 

the low point at which syncope occurs and the 
high point at which breakdown of the BBB 
takes place are highly dependent on the state 
of the cerebral blood vessels: reduced cerebral 
blood fl ow when high blood pressure is treated 
occurs earlier in fi brotic vessels than in normal 
ones. The clinical implication of this important 
curve is that aggressive treatment of hyperten-
sion in the elderly should be carefully moni-
tored to avoid episodic hypotension. However, 
aggressive treatment of hypertension is war-
ranted in younger patients, who are at risk of 
BBB disruption with vasogenic edema.

HYPOXIA/ISCHEMIA 
IN CARDIAC ARREST

Cardiac arrest suddenly reduces blood fl ow to 
the entire brain. The fi rst consequence of the 
sudden loss of blood fl ow is anoxia with loss of 
consciousness. A study done on navy recruits 
in the Second World War showed that a cuff 
placed around the neck and infl ated to greater 
than blood pressure resulted in loss of con-
sciousness within 7 to 12 seconds; several of 
the subjects had seizures before the cuff pres-
sure was released.2 Short periods of anoxia such 
as occur during a fainting spell lasting for sec-
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Figure 8–3. Hypoxia inducible factor-1α is induced when oxygen is low and turns on a cassette of genes involved in aid-
ing the brain in withstanding the hypoxic conditions. Glycolysis is increased. Endothelial nitric oxide synthase (eNOS) 
causes vasodilation, and erythropoiesis (EPO) increases the red blood cell mass. Furin is a convertase activated by the fur 
gene. Furin induces the activator of MMP-2, MT1-MMP, vascular endothelial growth factor (VEGF), transforming growth 
factor-β (TGF-β), and other growth factors. HO is heme oxygenase.
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was reduced 50% to 60% of normal in those in 
a vegetative state: the depression of metabolism 
was seen in all regions measured.6 Patients with 
metabolic causes of coma have the best chance 
of regaining function, while those with stroke 
have the worst prognosis; patients with hypoxia/
ischemia due to cardiac arrest have only a 12% 
chance of recovery.4

When the hypoxic/ischemic insult is severe 
and the patient survives, often the patient 
remains comatose with the eyes open and 
has preservation of some primitive func-
tions; this condition was originally referred 
to as the persistent vegetative state.7 These 
patients are unaware of their surroundings, 
but their primitive functions are preserved 
and they appear to be awake. Since some of 
these patients have recovered, the term per-
sistent is no longer used. Functional mag-
netic resonance imaging (fMRI) has added a 
novel dimension to the study of these altered 
states of consciousness. Data emerging from 
the use of fMRI in patients in the vegeta-
tive state reveal that a small number of them 
can answer questions by changing their brain 
activity.8 Such patients are considered to be 
in a minimally conscious state. The long-term 
implications of fi nding such patients remains 
to be established.9

Cardiac Surgery and Memory Loss

Less severe episodes of hypoxia/ischemia can 
also cause cerebral damage. Patients undergo-
ing cardiac surgery are at risk for subtle changes 
secondary to hypoxia/ischemia during surgery.10 
This is particularly true of elderly individuals 
who may experience long hypotensive periods 
during surgery.11 These patients are frequently 
confused upon awakening from anesthesia, 
and an occasional patient is left with perma-
nent amnesia or dementia. In patients with 
anoxic damage after cardiac surgery, the cere-
bral defi cit is related to the type of surgery.12 
Replacement of damaged and infected heart 
valves results in a high incidence of strokes. 
Coronary bypass surgery leads to more dif-
fuse symptoms such as confusion and memory 
loss. Postsurgical disorientation, which was 
originally attributed to psychosis from sensory 
deprivation in the intensive care environment, 
was probably due to cerebral anoxia and small 
emboli from the heart lung machine.

blood are more severe during prolonged arrest 
and lead to a greater degree of brain damage. 
Resuscitation is used to maintain some fl ow of 
blood to the brain during the time of the arrest 
before cardiac function is restored. If cardio-
pulmonary resuscitation is done very early after 
the arrest and circulation can be effectively 
restored to the brain, the extent of brain dam-
age can be limited, which is possible mainly 
when the cardiac arrest occurs in a hospital. 
However, often the interval between arrest and 
restoration of blood fl ow is too long to permit a 
return of normal brain function.

Prognosis for Recovery After 
 Cardiac Arrest

Longstreth and colleagues evaluated 459 
patients who had an out-of-hospital cardiac 
arrest; 39% of those examined never regained 
consciousness, and of the 61% (279) who awoke, 
30% (91) had persistent neurological defi cits.3 
A large multicenter study determined the fac-
tors affecting recovery in a group of patients 
with nontraumatic or drug-induced comas.4 
The majority of these patients had hypoxia/
ischemia due to cardiac arrest. As would be 
expected, those who awoke soon after the arrest 
had the best prognosis for full recovery, while 
those showing loss of brainstem function had 
the worst prognosis. Only 1 of the 120 patients 
with absent pupillary or corneal responses 
regained function. Surviving comatose patients 
remained in a coma with their eyes closed for 
about 1 week before they evolved into the veg-
etative state in which their eyes were open, as 
if they were awake, but there was no evidence 
of awareness or comprehension. Except for 
younger patients with a head injury or drug 
overdose, recovery is rare; only in very rare 
circumstances does an adult with a hypoxic/ 
ischemic insult regain limited function.5

In the patients who fall between those who 
awaken shortly after the onset of coma and those 
who become vegetative, prediction of recovery 
is diffi cult. Levy and colleagues used positron 
emission tomography (PET) scanning to study 
the regional CBF and the glucose metabolic 
rate in a group of patients who were either in a 
persistent vegetative state or who were locked in 
due to brainstem infarcts that left them awake 
but totally paralyzed. The glucose metabolic rate 
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does not progress, as occurs with degenerative 
diseases such as Alzheimer’s disease (AD). An 
MRI scan from a patient who developed post-
anoxic leukoencephalopathy after taking one 
tablet of “diverted” methadone obtained from 
a friend for abdominal pain shows the exten-
sive damage to the white matter that occurred 
as a result of the respiratory and cardiac arrest 
(Figure 8–4) This patient gradually improved 
over 6 months and by 1 year had returned 
to work.

HYPOXIA-INDUCIBLE FACTORS 
AND GENE EXPRESSION

Hypoxia may be severe, as in cardiac arrest, 
or it may be mild and chronic. Living at high 
altitude, suffering from sleep apnea, or hav-
ing poor brain perfusion secondary to car-
diovascular disease all initiate a molecular 
response to compensate for the reduced levels 
of oxygen. Hypoxia initiates a large number of 

Up to 80% of patients undergoing coronary 
artery bypass surgery show diffuse cerebral 
impairment in the immediate postoperative 
period, which has been suggested to be related 
to an initial hypocapnia with onset of the oper-
ation and a subsequent hypercapnia.13 The 
degree of transient neuropsychometric defi cit 
was reduced in a group of patients in whom the 
partial pressure of carbon dioxide (pCO2) was 
more carefully controlled. Although the major-
ity will eventually recover without cognitive 
problems, one-third of these patients continue 
to show defi cits at 1 year postoperatively.

Self-reported cognitive and memory com-
plaints after coronary artery bypass graft 
(CABG) operations are common. Measures of 
subjective memory complaints were compared 
in two groups: 220 CABG patients and 92 non-
surgical cardiac patients at 3 months and at 1, 
3, and 6 years. At early (3-month or 1-year) 
follow-up, the CABG patients reported subjec-
tive memory complaints more often than the 
nonsurgical controls. However, by 6 years, the 
frequency of complaints was similar (52%) in 
both groups. The authors speculated that the 
increase in subjective complaints over time 
might be related to progression of underlying 
cerebrovascular disease.14 Although cognitive 
decline may be a late effect of coronary artery 
bypass surgery, the degree of this decline is 
similar to that observed in patients of similar 
age with CABG surgery who have not under-
gone cardiopulmonary bypass, suggesting that 
cognitive decline that occurs late in life is not 
related to the type of operation.15

Delayed Postanoxic 
 Leukoencephalopathy

Some patients who awaken from a hypoxic epi-
sode may remain awake for 1 to 2 weeks before 
again lapsing into coma. When this occurs, the 
condition is referred to as delayed postanoxic 
leukoencephalopathy. These patients have 
extensive damage to the white matter.16 In 
delayed postanoxic leukoencephalopathy, there 
is a period of confusion following the anoxia, 
but then the patient regains consciousness for a 
short time before lapsing back into coma. Some 
patients who survive are left with a permanent 
impairment in global intellectual function. 
These patients are demented but the dementia 

Figure 8–4. Fluid attenuated inversion recovery (FLAIR) 
MRI scan of a 20-year-old man who took one methadone 
pill given to him by a friend for stomach pain and did not 
awaken the next morning. He came out of a coma 9 days 
later but developed postanoxic leukoencephalopathy. After 
3 months, he began to recover, and he resumed work after 
6 months. Mild spasticity in the legs remained after 3 years, 
but otherwise he was functioning well.
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under normoxic conditions. With hypoxia HIF 
prolyl-hydroxylase is inhibited, since it utilizes 
oxygen as a cosubstrate.19

At normal tissue oxygen tension, O2 is bound 
to a hemoprotein oxygen sensor (S·Heme). 
When oxygen levels drop, oxygen dissociates, 
causing a change in the sensor that triggers 
a signaling cascade involving protein phos-
phorylation. This leads to activation of a hypo-
thetical regulator (Factor X) and increased 
expression of the HIF-1α and -1β subunits. 
The HIF-1 α/β heterodimer binds and acti-
vates expression of various genes, including 
those encoding glycolytic enzymes (for anaer-
obic metabolism), vascular endothelial growth 
factor (VEGF; for angiogenesis), inducible 
nitric oxide synthase and heme oxygenase-1 
(for production of vasodilators), erythropoietin 
(EPO; for erythropoiesis), and possibly tyro-
sine hydroxylase (for dopamine production to 
increase  breathing). These genes help the cell 
survive the low-oxygen environment and act 
to restore normal oxygen levels. Some targets 
of HIF-1α are induced in most hypoxic cells, 
while others, like EPO, are only induced in 
specifi c tissues and hence also require tissue-
specifi c regulators.20

Tumor cells exist in a hypoxic environment 
and HIF plays a major role in tumor growth, 
which is regulated by the effect of HIF on p53, 
which suppresses the production of HIF-1α. 
The tumor suppressor gene has multiple roles 
in promoting apoptosis and preventing can-
cer cell growth (Figure 8–6). The anticancer 
mechanisms of p53 include (1) activation of 
DNA repair proteins when DNA has sustained 

changes in transcription factors. Some of the 
proteins produced in response to the lack of 
oxygen participate in the disruption of tissue, 
preparing dead cells for removal or recycling; 
others initiate repair processes that increase 
the number of blood vessels and lead to new 
cell growth. Hypoxia-inducible factors (HIF) 
are central to an understanding of the mecha-
nisms involved in the response of the brain to 
oxygen.17

The HIF molecular complex is composed 
of two protein subunits: HIF-1β/ARNT (aryl 
hydrocarbon receptor nuclear transloca-
tor), which is constitutively expressed, and 
HIF-1α, which is not present in normal cells 
but is induced under hypoxic conditions. The 
HIF-1α subunit is continuously synthesized 
and degraded under normoxic conditions, 
while it accumulates rapidly following exposure 
to low oxygen tensions. The ubiquitin-protea-
some system proteolytically destroys HIF-1α 
under normoxic conditions, which maintains 
its normal low level.18

The α subunit of HIF-1α is a target for pro-
lyl hydroxylation by HIF prolyl-hydroxylase, 
which makes HIF-1α a target for degradation 
by an E3 ubiquitin ligase, leading to quick deg-
radation by the proteasome (Figure 8–5). E3 
ubiquitin ligase is a protein that, in combina-
tion with an E2 ubiquitin-conjugating enzyme, 
causes the attachment of ubiquitin to a lysine 
on a target protein via an isopeptide bond; 
the E3 ubiquitin ligase targets specifi c protein 
substrates for degradation by the proteasome. 
Polyubiquitination marks proteins for degra-
dation by the proteasome, which occurs only 

Oxygen

Activation of VHL
E3 Ligase

Destruction of HIF-1α 

HIF-1α

α β

Hypoxia

p300

Nucleus

Activation of Genes

ErythropoietinGlycolysis Convertases

HRE

Figure 8–5. Mechanism of HIF-1α induction of other genes. When oxygen is present, the HIF molecule is degraded 
by E3 ligase. Under anaerobic conditions, HIF-1α joins with HIF-1β to form a dimer (αβ). This dimer activates an 
 HIF-responsive element (HRE) in many genes. VHL is von Hippel-Lindau.
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INTERMITTENT HYPOXIA IS A 
STRONG STIMULUS FOR HIF

Acute hypoxia transiently prevents the degra-
dation of HIF-1α, limiting the effects of the 
activation of HIF-responsive genes. When the 
hypoxic stimulus is intermittent, prolonged 
activation of HIF occurs, which can lead to 
persistence of the infl ammatory pathways, 
promoting cardiovascular and cerebrovascu-
lar  diseases.24 Patients with obstructive sleep 
apnea have repeated episodes of reduced oxy-
gen during the night. Sleep-disordered breath-
ing with recurrent apnea (periodic cessation of 
breathing) results in chronic intermittent hyp-
oxia, which leads to cardiovascular and respi-
ratory pathology. The molecular mechanisms 
underlying the intermittent hypoxia-evoked 
cardiorespiratory comorbidities have not been 
fully delineated, but several lines of evidence 
implicate the apnea in the vascular damage. In 
one study, mice with heterozygous defi ciency 
of HIF-1α failed to develop cardiorespiratory 
responses to chronic intermittent hypoxia. 
Hypoxia-inducible-1α protein expression and 
HIF-1α transcriptional activity were induced 
by intermittent hypoxia in PC12 cells exposed 
to either aerobic conditions (20% O2) or 60 
cycles of intermittent hypoxia (30 seconds at 

damage; (2) induction of growth arrest by hold-
ing the cell cycle at the G1/S regulation point 
on DNA damage recognition (if it holds the cell 
there long enough, the DNA repair proteins 
will have time to correct the damage and the 
cell will be allowed to continue the cell cycle); 
and (3) initiation of apoptosis if the DNA dam-
age proves to be irreparable. Hypoxia-inducible 
factor-1α acts together with p53 to stabilize it, 
resulting in cell death.21

Another important gene that is induced 
by HIF-1α is the convertase, fur. Furin is 
the protein produced by the fur gene; it has 
a number of actions, including establishment 
of new blood vessels and endoproteolytic 
cleavage of multiple growth factors, such as 
transforming growth factor-β1, platelet-de-
rived growth factor, and insulin-like growth 
factor. Furin is the activator of membrane-
bound type 1 matrix metalloproteinase (MT1-
MMP;  MMP-14.22 When the fur gene leads to 
increased expression of furin, it initiates the 
cascade that activates MMP-2; furin activates 
MMP-14, and MMP-14 activates MMP-2. 
Since both MMP-14 and MMP-2 are con-
stitutive MMPs, they are the fi rst respond-
ers in the early stages of an ischemic insult.23 
When furin is induced, it leads to a number of 
important actions.

ATP ADP

PARP

DNA

damage
p53

DNA repair
Restart cell cycle

Apoptosis of
damaged cells

ATP
PARP

–
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Figure 8–6. Hypoxia initiates DNA damage in the nucleus. Poly-adenosine diphosphate (ADP)-ribose polymerase 
(PARP) is activated in an attempt to repair the DNA, but when the hypoxia is prolonged, there is a depletion of adenosine 
 triphosphate that causes apoptosis rather than repair.
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2006 a National Institutes of Health-sponsored 
consensus conference adopted the term vascu-
lar cognitive impairment (VCI), which is now 
used to describe patients with all forms of vas-
cular disease related to intellectual loss.27,28

Earlier classifi cation schemes had little dif-
fi culty defi ning multiple infarcts as a cause 
of dementia. These patients had strokes with 
intellectual loss associated with the ischemic 
events and had a characteristic stepwise pro-
gression, allowing the diagnosis of MID to 
be readily made.29 However, problems were 
encountered when the illness followed a pro-
gressive course and overlapped with other 
neurodegenerative disorders, such as AD and 
frontotemporal dementia. Vascular diseases 
were heterogeneous in clinical phenotypes and 
pathology, leading to a multiplicity of diseases 
labeled as VCI, which has impeded research 
and treatment of this condition (Table 8–2).

As studies accumulated, using MRI to screen 
large populations and correlating the imaging 
studies with those of pathological investigators, 
the importance of small vessel disease became 
evident. The term cerebral small vessel disease 
refers to a group of pathological processes that 
affect the small arteries, arterioles, venules, 
and capillaries of the brain.30 Common causes 
of small vessel disease are hypertension, dia-
betes mellitus, cerebral amyloid angiopathy, 
and the aging process. The cardinal feature 
of small vessel disease is changes in the deep 
white matter, which are ascribed to ischemic 
injury, but other causes are possible. Because 
of the need to identify such changes in making 
the diagnosis of VCI, MRI has taken on a criti-
cal role in the evaluation of these patients, 
but it has also created confusion because of 
the frequent fi nding of changes in the white 
matter in otherwise healthy elderly persons 

1.5% O2 followed by 5 minutes at 20% O2). 
Intermittent hypoxia-induced HIF-1α accu-
mulation is due to increased generation of 
reactive oxygen species (ROS) by reduced 
nicotinamide adenine dinucleotide phosphate 
(NADPH) oxidase. Reactive oxygen species-
dependent Ca2+ signaling pathways involving 
phospholipase Cγ (PLCγ) and protein kinase C 
activation are required for intermittent hypox-
ia-evoked HIF-1α accumulation.25

VASCULAR COGNITIVE 
IMPAIRMENT

Vascular disease is a major cause of intellectual 
loss in the elderly, which is projected to increase 
dramatically in the next 50 years as popula-
tions worldwide increase in age. Early studies 
on cerebral blood fl ow that were done prior to 
the introduction of CT and MRI showed that 
patients with vascular dementia had multiple 
strokes, and the term multi-infarct dementia 
(MID) was popular.26 As interest in AD devel-
oped, emphasis shifted to the buildup of amy-
loid plaques and neuronal tangles as a major 
cause of memory loss from neurodegenerative 
causes and interest in vascular causes of demen-
tia waned. This situation changed dramatically 
with the introduction fi rst of CT and later, even 
more, with availability and routine use of MRI. 
Patients thought to have a degenerative form of 
dementia due to the progressive course rather 
than a series of stroke-like events were found 
to have extensive white matter damage on MRI 
highly suggestive of ischemic insults. Emphasis 
shifted to understanding the role of vascular dis-
ease of the small vessels as an important cause 
of dementia. Another dilemma arose from the 
fi nding in suspected vascular disease patients of 
subtle forms of intellectual loss different from 
the primary memory loss in AD patients. New 
terms were proposed to classify these patients. 
It was realized that both large and small ves-
sel disease could lead to vascular dementia, 
but that in the early stages of the illness, the 
type of cognitive impairment more frequently 
involved the inability to complete sequential 
tasks or perform executive functions. New ways 
of  testing for cognitive impairment and more 
refi ned defi nitions, utilizing clinical informa-
tion and biomarkers, were clearly a  priority. In 

Table 8–2 Vascular Cognitive 
 Impairment

Large vessel disease (multi-infarct dementia)
 Emboli from the heart, carotids, and vertebral 

arteries
Thromboses
Small vessel disease
 Lacunar strokes (état lacunar)
 Subcortical ischemic vascular disease 

(Binswanger’s disease)
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fi rst report of BD using MRI described 23 
patients; 8 patients presented with vague, 
nonspecifi c symptoms and had no neurologic 
defi cits.35 This indicated the problems in rely-
ing on radiological studies to diagnose BD. 
These problems were confi rmed in several 
studies done shortly after the introduction of 
MRI in large cohorts of normal elderly indi-
viduals, which showed that up to 30% of them 
had moderate changes in white matter.36,37 
Thus, use of the radiological changes in the 
white matter on MRI for the diagnosis of BD 
should be avoided.

Large autopsy series have demonstrated that 
the most common form of vascular disease caus-
ing cognitive impairment is arteriolosclerosis of 
small vessels38–40 (Figure 8–7). These changes 
are usually due to hypertension, diabetes melli-
tus, hyperlipidemia, and other causes of vascu-
lar disease. Chronic hypertension stiffens the 
walls of the small blood vessels, which become 
fi brotic. With time, arteriolosclerosis of the ves-
sels impairs blood fl ow to the watershed areas 
of the deep white matter. At this stage, the 
small blood vessels may form a thrombus and 
produce a lacunar stroke, which may be silent. 
Alternatively, the fi brotic vessels may initiate 
a remodeling process that recruits infl amma-
tory cells, such as microglia and macrophages. 
These cells attempt to repair the damaged ves-
sels but may also secrete toxic proteases and 
free radicals that damage the blood vessels 
and the surrounding cells. A number of causes 
may result in damage to the blood vessels and 
infl ammation.

Small vessel disease is a pathological fi nd-
ing that is diagnosed by a radiological change. 
This has created controversy as to how best 
to classify these patients. Using MRI alone is 
useful for showing lacunas in the basal gan-
glia, large strokes in the cortical regions, and 
extensive white matter lesions. Most likely the 
underlying pathological substrates for each of 
these changes will have both similarities and 
differences. For example, a small hypertensive 
vessel in the basal ganglia can develop a throm-
bosis and produce a lacunar stroke. This stroke 
may be isolated to that region. Thrombosis of 
a similar vessel in the deep white matter may 
lead to a change in that region referred to as 
a silent stroke, although the pathological basis 
for the two lesions is the same. Some patients 
have symmetric lesions in the deep white 

over the age of 65. History, neurological and 
neuropsychological testing, MRI, and several 
biomarkers using more elaborate MR testing 
and cerebrospinal fl uid studies have improved 
the classifi cation.

Small vessel disease results in lacunar 
infarcts in deep white matter and basal ganglia 
that can be widespread and result in état lacu-
nar, or a lacunar state, a condition character-
ized by numerous small infarcts in the basal 
ganglia associated with memory loss, disorien-
tation, and convulsions, along with cerebellar 
ataxia, hemiplegia, pure sensory stroke, dysar-
thria, and clumsy hand syndrome. The lacu-
nar state can cause symptoms of Parkinson’s 
disease.

WHITE MATTER 
HYPERINTENSITIES ON MRI 
AND BINSWANGER’S DISEASE

In 1894, Otto Binswanger, who was a student 
of Alzheimer, reported a novel form of demy-
elination related to cerebrovascular disease, 
which he termed encephalitis subcorticalis 
chronica progressiva. Alzheimer named the 
new disease entity Binswanger’s disease (BD). 
In the days prior to CT and MRI, few patients 
were reported with BD, and all involved 
pathological studies.31 With the routine use 
of CT scanning, it became possible to see the 
changes in the white matter that appeared 
as areas of white matter attenuation around 
the  ventricles. Autopsy studies verifi ed that 
the lesions in the white matter seen on CT 
were due to vascular demyelination of the 
type described originally by Binswanger.32,33 
Diagnosis of BD became possible during life 
by the characteristic changes on the CT scan 
and the clinical symptoms. Initially, the diag-
nosis was made from the radiological fi ndings, 
causing otherwise asymptomatic individuals 
being told that they had BD. By 1981 this 
practice was widespread, and this obscure dis-
ease was frequently diagnosed. An editorial 
that year in the medical journal The Lancet 
described this as an “epidemic” of BD and 
warned against making the diagnosis on the 
basis of a CT scan.34 When MRI because avail-
able and showed greater white matter changes 
than CT, the situation was not improved. The 
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Clinical fi ndings are important in making the 
diagnosis of BD.41 These patients represent an 
important subgroup of those with VCI because 
they have a progressive disease that will be more 
amenable to clinical trials than the patients with 
sporadic strokes, in whom the natural history 
is less predictable.42 Clinical symptoms of BD 
include gait disturbance, which is often the ear-
liest fi nding; subtle mental changes including 
problems with information processing referred 
to as executive dysfunction; apathy; and depres-
sion (Table 8–3). Generally, focal fi ndings sug-
gestive of a small stroke are present, including 
hyperrefl exia and hemiparesis. Hypertension is 
the major cause of fi brotic changes in the blood 
vessels. Arterioles that supply the deep white 
matter are mainly affected. Arteriolosclerosis 
of these vessels has several adverse conse-
quences: (1) blood fl ow is limited by the 
reduced caliber of the blood vessels; (2) loss 
of resilience of the vessels prevents vasodilata-
tion under hypoxic conditions; (3) the risk of 
small strokes is increased; and (4) infl amma-
tory cells are activated by the fi brotic vessels. 
External factors can increase the vulnerability 

matter, which do not directly follow a vascular 
pattern but rather suggest hypoxic hypoperfu-
sion involving a watershed region. In addition, 
patterns of BBB disruption that can be seen in 
the deep white matter suggest that vasogenic 
edema may be a cause. Finally, the fi nding of 
infl ammatory cells around hypertensive or oth-
erwise damaged blood vessels raises the pos-
sibility that an infl ammatory response is taking 
place.

Several terms are used to describe the sus-
pected underlying pathology and to suggest a 
common etiology. The general term used to 
describe the changes seen in the white mat-
ter is white matter hyperintensities; this is 
a nonspecifi c term, and the etiology may be 
ischemic, infl ammatory, autoimmune, or nor-
mal aging. Thus, it is of little diagnostic value. 
When there are lacunas in the basal ganglia 
alone, the condition can be described as a lacu-
nar state. If there are also extensive changes 
in the deep white matter without evidence of 
cortical strokes, these patients are described 
as having subcortical ischemic vascular disease 
or BD. In the late stages of BD there may be 
cortical strokes. In an occasional patient there 
is hydrocephalus, and the diagnosis of normal 
pressure hydrocephalus is made. To further 
confound the nomenclature, patients with BD 
can have pathological changes consistent with 
AD and the term mixed dementia (MD) is used 
to describe them. In some patients, separating 
those with BD from those with AD is a chal-
lenge. Knowing the mode of onset of the illness 
and using biomarkers to be described later can 
be helpful.

VaD Autopsies
(176)

Pure VaD
(49)

Small
Vessel
(36)

Large
Vessel

(7)

Hypoxic
Hypoperfusion

(6)

Small
Vessel
(110)

Large
Vessel
(50)

Hypoxic
Hypoperfusion

   (55)

More than one type of VaD
(126)

Figure 8–7. Autopsy series of patients with vascular dementia (VaD). Of the 176 autopsied patients, 49 had pure VaD and 
126 had more than one type of dementia. Most had small vessel disease regardless of whether they had one or more types 
of VaD. (From Ref. 39.)

Table 8–3 Clinical Features of BD

Hypertension, diabetes mellitus, hyperlipidemia
Gait disturbance
Cognitive impairment (executive dysfunction)
Apathy, depression, anxiety
Focal neurological fi ndings (hyperrefl exia, 

 hemiparesis)
Large white matter hyperintensities
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reactive changes in the tissues consistent with 
infarctions of various ages. When the small 
vessel form predominates and mainly involves 
the white matter, several pathological features 
are unique: deep white matter shows a pat-
tern of extensive gliosis with few oligodendro-
cytes, demyelination is seen on myelin stains, 
blood vessels are fi brotic, and around the blood 
vessels are infl ammatory cells (Table 8–4). 
Macrophages and pericytes in the vicin-
ity of the blood vessels contain stromelysin-1 
(MMP-3). Reactive astrocytes, which replace 
the oligodendrocytes in the white matter, con-
tain MMP-2. Microglial cells are present in 
the regions of demyelination46 (Figure 8–10). 
Because the brain’s vasculature has few anas-
tomoses, certain vascular territories are more 
vulnerable than others to drops in blood pres-
sure. Blood vessels that supply deep structures 
such as the subcortical and periventricular 
white matter are derived from the surface of 
the brain. This makes the periventricular and 
subcortical white matter particularly sensitive 
to reductions in cerebral blood fl ow as well as 
oxygen levels. Areas between major blood ves-
sels can be damaged by a sudden fall in blood 
pressure, such as occurs in a cardiac arrest. 
These watershed regions lead to damage in a 
pattern between the major vessels.

Damaged blood vessels lead to vasogenic 
edema, which interferes with delivery of oxygen 
to the edematous white matter.47 Disruption 
of the BBB on MRI occurs in patients with 

of the deep white matter, which is the primary 
site of involvement in patients with hyperten-
sive small vessel disease. Lesions in the brain 
white matter are often found bilaterally and in 
both periventricular and deep regions of the 
white matter. They often progress slowly in a 
symmetrical fashion that eventually involves 
all of the white matter except the U-fi bers at 
the borders of the cortex; this pattern has been 
suggested to produce incomplete infarction 
and silent strokes.43,44

Deep white matter is vulnerable to hypoxic 
injury because of the dual supply from the cor-
tical arteries feeding the white matter from 
above and the arteries at the base of the brain 
feeding the subcortical white matter from 
below. Infarcts due to loss of blood fl ow affect 
the regions between the major circulations, 
resulting in border zone region infarctions 
(Figure 8–8). Contrast-enhanced x-rays using 
colloidal barium sulfate provide an excellent 
way to visualize cerebral arteries. Using this 
method, De Reuck showed that the periven-
tricular regions of the brain are watershed 
regions that are vulnerable to reduced blood 
fl ow (Figure 8–9). Medullary arteries supply 
blood to the periventricular regions that comes 
from the cortical surface, and the middle cere-
bral artery branches to the caudate as it forms 
the choroidal arteries of the caudate.45

The pathological changes in VCI are similar 
for large vessel and small vessel strokes in that 
there are ischemic changes with gliosis and 

Figure 8–8. (A) T2-weighted MRI scan showing white matter lesions due to watershed or border zone infarcts (Arrow). 
Note the sparing of the anterior and posterior circulations and the involvement of the middle cerebral. (B) A drawing of the 
regions (light gray with arrow) involved in border zone infarctions.
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and is less extensive than the white matter 
changes53 (Figure 8–11). This pattern differs 
from the vascular leakage seen with multiple 
sclerosis lesions, where there is often enhance-
ment around the edge of the lesion.

Measurements of MMPs in the cerebrospi-
nal fl uid (CSF) of patients with VCI showed a 
reduction in the latent form of MMP-2. Blood 
samples collected along with the CSF were 
used to determine the amount of the MMPs 
coming from blood in a fashion similar to that 
used in multiple sclerosis for measurements of 
the IgG index. The levels of the MMP-2 index 
were lower in the VCI than in control CSF 
obtained during spinal anesthesia. In addition, 
the levels of active MMP-3 were increased. 
Comparison of the MMP-2 levels with the 
albumin index, an independent marker of 
BBB disruption, shows a signifi cant correla-
tion between the fall in MMP-2 index and the 
increase in albumin index, indicating an asso-
ciation between the MMPs and the opening of 
the BBB54 (Figure 8–12).

One explanation of the changes in the 
white matter is that a state of partial infarction 
exists.43 Incomplete infarcts could occur when 
there is a drop in blood pressure or a reduc-
tion in oxygen. The brain is vulnerable when 
patients undergo surgery and during periods of 
low oxygen. Lack of oxygen during periods of 
sleep apnea is a possible factor. In spite of the 
common occurrence of white matter changes 
on MRI in the elderly, the etiology of the pro-
gressive changes in BD remains to be deter-
mined (Table 8–4). A possible scenario for the 
development of BD is shown in Figure 8–13. 
Initiation of an infl ammatory reaction is due 
either to reduced oxygen or to remodeling of 
the blood vessels by macrophages, with dam-
age to the myelin as a secondary effect.

Animal studies support an infl ammatory 
mechanism for the demyelination. In contrast 
to multiple sclerosis, the loss of myelin appears 
to be a nonimmunological process. Animal 
models of VCI show myelin damage. Bilateral 
carotid artery occlusion (BCAO) in the rat 
causes a hypoxic hypoperfusion that is proposed 
to be a model for VCI.55 After 3 days of BCAO, 
vasogenic edema, increased MMP activity, and 
vascular damage are seen in the white matter.56 
Damage to the white matter can be induced in 
mice by placing small metal coils around the 
carotid artery to create carotid artery stenosis. 
Using the bilateral carotid stenosis model, the 

Figure 8–9. Brain injected with x-ray contrast agent to 
show distribution of arterial supple to the deep white  matter. 
Coronal section through the body of the lateral ventricle. 
The external branches of the lateral striatal arteries (1) with 
their ventriculofugal end branches in the white matter at the 
external angle of the lateral ventricle (2) from the middle 
and anterior cerebral arteries. Medial branches of the mid-
dle striatal arteries (3) with ventriculofugal end branches in 
the caudate nucleus. Arrows indicate the  direction of fl ow 
(A and B indicate the ventricles). (From Ref. 71.)

Table 8–4 Possible Etiologies of WMHs 
in BD

Silent strokes in the deep white matter
Disruption of the BBB with vasogenic edema in the 

white matter
Infl ammation around damaged blood vessels with 

bystander Demyelination
Hypoxic hypoperfusion due to cardiac arrest, sur-

gery, congestive heart failure, etc.
Intermittent hypoxia secondary to sleep apnea with 

hypoxia
Amyloid angiopathy

diabetes,48 lacunar strokes,49,50 BD,51 and AD.52 
Quantifi cation of the permeability of the BBB 
using dynamic contrast-enhanced MRI and the 
Patlak plot graphical method of analysis has 
shown extensive disruption of the BBB in VCI 
patients. The patterns of vessel leakage suggest 
that it is occurring in the center of the lesions 
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Figure 8–10. An MRI scan and pathological material from a BD patient with the small vessel hypertensive disease. (A) An 
MRI scan demonstrating the extensive white matter lesions seen in the periventricular region. The scan was made with a 
fl uid attenuated inversion recovery scan (FLAIR) that suppresses water in the CSF space (black) and reveals the water in 
the tissue. (B) White matter shows gliosis with loss of myelin and oligodendrocytes. The arrow shows an astrocyte immu-
nostained with glial fi brillary acidic protein, which is a marker for reactive astrocytes. (C) A fi brotic blood vessel surrounded 
by infl ammatory macrophages. The arrow indicates a macrophage. (D) A blood vessel exposed to long-term hypertension 
showing damage to the wall and eosinophilic deposits. (E) Matrix metalloproteinase-2 in reactive astrocytes (arrow). (F) An 
MMP-3-positive macrophage around a fi brotic blood vessel in a white matter demyelinated region (arrow). (From Ref. 46; 
See also the color insert.)
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formed with amyloid and tangles derived from 
dying neurons.60 Deposition of amyloid that 
has been improperly processed is thought to be 
a major factor in the pathophysiology of AD.

Amyloid precursor protein (APP), the build-
ing block for the amyloid found in the brain, 
has a transmembrane component and an 
extracellular component. A group of enzymes 
called secretases are involved in the degrada-
tion of the APP molecule. The normal pathway 
involves cleavage by α-secretase, producing a 
soluble APP component that can be broken 
down for clearance. Pathological accumulation 
of amyloid occurs when a fragment of the full 
APP molecule, Aβ1–42 (Aβ42), is formed. The 
processing of Aβ42 that leads to fi bril forma-
tion does not begin with the normal cleavage of 
APP by α-secretase to form a soluble APP frag-
ment, but instead with β-secretase forming a 
fragment of APP that can be further processed 

disruption of the BBB in the white matter was 
shown to be caused by MMP-2 since it was 
attenuated in the MMP-2 knockout mouse.57

AD, VASCULAR DISEASE, AND THE 
AMYLOID HYPOTHESIS

The importance of the interaction between 
vascular disease and AD was fi rst observed in a 
longitudinal study of nuns in one large religious 
order whose members agreed to undergo neu-
rological and neuropsychological testing and 
to donate their brains for pathological stud-
ies. The investigators found that those with 
both vascular disease and AD at autopsy had 
the greatest risk of dementia.58 Other research-
ers have observed similar connections.59 The 
 characteristic fi ndings in AD are plaques 

Figure 8–11. Representative FLAIR and permeability images of the brains of six VCI patients with increased perme-
ability. (A,B) Permeability and FLAIR maps. The WMHs are in the frontal white matter of the centrum semiovale, without 
involvement of the cortex. The corresponding permeability map in B has regions of moderately increased permeability 
(light blue) and high permeability (red). (C-D, E-F, G-H, I-J, K-L) Other pairs of FLAIR and related permeability images 
showing regions of increased permeability. (From Ref. 53; See also the color insert.)



139

0.020(A) (B)

(C) (D)

2.5
(p<.01)

2.0

1.5

M
M

P
-3

 A
c
ti
v
it

y

1.0

0.5

0.0

(p<.001)
0.015

0.010

0.005

0.000

0.04

VCI

CON

0.020

0.015

0.010

0.005

M
M

P
-9

 I
n

d
e
x

0.000

0.03

0.02

M
M

P
-2

 I
n

d
e
x

M
M

P
-2

 I
n

d
e
x

0.01

0.01

VCI CON VCI CON

(p<0.0001)

0 5 10
Qalb

15 0 5 10
Qalb

15

Figure 8–12. Cerebrospinal fl uid values for the MMP-2 index and MMP-3 activity. (A) The MMP-2 index for VCI patients 
and controls. The MMP-2 index for the VCI group was signifi cantly lower than that of the controls. (B) The MMP-3 activity 
is increased compared to controls (p < .01). Signifi cance levels are shown in parentheses. (C) The MMP-2 index values for 
all VCI patients (open circles) and controls (black dots) are plotted against the albumin index (Qalb). There is a signifi cant 
negative correlation (p < .0001). (D) The MMP-9 index plotted similarly failed to show a correlation. (From Ref. 54.)
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to Aβ42 by γ-secretase. A disintegrin and met-
alloproteinase 10 (ADAM10; tumor necrosis 
factor-α converting enzyme [TACE]) is a pos-
sible candidate for the α-secretase.61 The amy-
loid hypothesis of AD postulates that when 
Aβ42 builds up in the interstitial fl uid due to 
lack of enzymatic breakdown of the molecule, 
the insoluble fi brils turn into neuritic plaques.

Amyloid stimulates production of MMPs 
with the activation of microglia and astrocytes. 
When astrocytes are exposed to Aβ40 they 
secrete MMP-2, MMP-3, and MMP-9.62 An 
infl ammatory response contributes to neuronal 
death.63 MMP-3 appears in hippocampal neu-
rons, around amyloid plaques in cortex, and 
in the interstitium of white matter.64 Although 
plasma levels of MMP-9 are increased in AD,65 
there is no elevation of MMPs in the CSF in 
AD.66 Cleavage of the Aβ42 by proteases, 

possibly MMPs, results in a form that is more 
readily cleared from the brain (Figure 8–14).

A transgenic mouse with a gene from a 
familial form of AD, namely, the APP/preseni-
lin gene, was found to have increased MMP-2 
and MMP-9 in astrocytes around amyloid 
plaques.67 Mmp-2 and mmp-9 knockout mice 
had higher levels of Aβ, and treatment with the 
MMP inhibitor, GM6001, increased Aβ in a 
transgenic mouse overexpressing the Swedish 
variant of the APP gene (APPsw). In a subse-
quent study, the same investigators showed that 
MMP-9 is able to degrade the fi brillary form of 
Aβ.68 These studies suggest that MMP-9 can 
contribute to the ongoing clearance of soluble 
and fi brillary Aβ.

Zlokovic and colleagues have advocated for a 
role of vascular disease in AD based on studies 
showing diminished cerebrovascular function, 
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Figure 8–14. The MMPs and ADAMs are involved in the processing of amyloid precursor protein (APP). When 
β-secretase cleaves the APP molecule close to the membrane, a soluble fragment of APP is produced, sαAPP, which can 
be further metabolized by MMPs and cleared from the brain. However, if β-secretase initiates the cleavage and γ-secretase 
participates, then the Aβ molecule is formed. The most prevalent form of Aβ is Aβ(1–40); a smaller amount of Aβ(1–42) is 
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including reduced blood fl ow, breakdown of 
the BBB, or both, which has been associated 
with or shown to precede neurodegenerative 
disease.69 Growing evidence from epidemio-
logical, neuroimaging, pathological, and exper-
imental studies suggest that reductions in brain 
microcirculation and blood fl ow might precede 
cognitive decline. When blood vessels are dam-
aged and there is reduced blood perfusion of 
the brain, along with brain hypoxia and/or BBB 
dysfunction, these changes may lead to neurode-
generative changes rather than vice versa. This 
would cause an accumulation of Aβ through its 
faulty clearance.70 If Aβ begins to accumulate 
in the brain, it can amplify the neurovascular 
dysfunction through the development of amy-
loid angiopathy, increasing blood fl ow dysfunc-
tion and vascular-mediated neuronal injury and 
neurodegeneration (Figure 8–15).
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Chapter 9

Effects of Altitude on the Brain

INTRODUCTION

The concentration of ambient oxygen is main-
tained at 21%, but the amount of oxygen in the 
air that is breathed depends on the altitude. 
As the altitude increases and the atmospheric 
pressure is reduced, the amount of oxygen is 
also reduced, reaching dangerously low lev-
els on the highest mountains in the world. 
Hypobaric hypoxia initiates a series of reac-
tions to compensate for the reduced oxygen 
content of the air. Acute reductions in oxygen 
cause a constellation of cerebral symptoms that 
includes initially headache, ataxia, and short-
term memory impairment, and can progress 
to cerebral edema with papilledema, coma, 
and death. Acute mountain sickness (AMS) is 
the fi rst stage of this sequence of events. Most 
patients with severe cerebral symptoms have 
high-altitude pulmonary edema (HAPE). The 
life-threatening high-altitude cerebral edema 
(HACE) is seen with rapid ascent to over 
6000 m. Air travel has increased the number of 
individuals exposed to hypobaric hypoxia at the 
summits of mountains such as Mount Everest 
(8848 m) and Kilmanjaro (5895 m). Exposure 
to high altitudes after coming from sea level 
leads to a high incidence of AMS, with smaller 

but signifi cant numbers of people developing 
HAPE and HACE.

GENETIC TOLERANCE TO 
ALTITUDE

Remarkable compensatory mechanisms occur 
in individuals exposed for long periods of time 
to low-oxygen environments. Humans are able 
to live at extreme altitudes by acclimating to the 
lack of oxygen. Genetic differences have been 
found that contribute to the acclimatization. 
Around 5000 to 7000 years ago, Han Chinese 
living at sea level diverged from Tibetans liv-
ing on the high plateau of the Himalayas above 
4300 m, providing a unique situation in which 
to attempt to identify the genetic differences 
between the two populations. Tibetans, who 
live at very high altitudes, have a distinctive 
suite of physiological traits that enable them 
to tolerate environmental hypoxia, which they 
acquired thousands of years ago when they 
separated from the Han Chinese living at lower 
altitudes. Genome-wide scans from the two 
populations reveal positive selection in sev-
eral regions that contain genes whose products 

INTRODUCTION
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AMS AND HIGH-ALTITUDE PULMONARY 
EDEMA
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COGNITIVE CONSEQUENCES OF 
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compound, FG-0041, led to the accumulation 
of transcriptionally active HIF.2 Stabilization 
of HIF through inhibition of the HIF prolyl 
hydroxylase might be therapeutically benefi cial 
in diseases characterized by acute or chronic 
ischemia because prolonged stabilization of 
HIF might lead to increased angiogenesis 
through the elaboration of HIF target genes 
such as vascular endothelial growth factor 
(VEGF) and platelet-derived growth factor 
subunit B (PDGF B). While this is theoreti-
cally interesting, the prolonged activity of HIF 
as a therapy remains speculative.

Humans living at 5000 m are breathing half 
of the oxygen available at sea level. Chronic 
exposure to low-oxygen conditions causes 
compensatory changes that include hyperven-
tilation, tachycardia, erythropoietin-induced 
polycythemia, and increased cerebral blood 
fl ow (CBF).3 Hypoxia can be induced in ani-
mals by the substitution of nitrogen for oxygen. 
Reducing the oxygen content of the inspired air 
from 30% to 10% lowers arterial oxygen from 90 
to 30 mmHg. The neurological consequences 
of increasing altitude are shown in Table 9–1. 
The effects of the different altitudes are shown 
for several ranges: high (1500–3500 m), very 
high (3500–5500 m), and extreme (>5500 m). 
The partial pressure of oxygen (pO2), and the 
neurological consequences of exposure to 
these pressure changes, are shown in the table. 
These neurological consequences vary greatly 
from person to person and with the rate of 
ascent. Barometric pressure falls from 760 mm 
Hg at sea level with an inspired pO2 of 149 mm 

are likely involved in high-altitude adaptation. 
One of the molecules identifi ed as important 
in adaptation to living at high altitude is Egl 
nine homolog 1 (EGLN1), which is also known 
as prolyl hydroxylase domain- containing 
protein 2 (PHD2) or hypoxia-inducible fac-
tor prolyl hydroxylase 2 (HIF-PH2), and is 
an enzyme that in humans is encoded by the 
EGLN1 gene. Positively selected haplotypes 
of (EGLN1) and peroxisome-proliferator-
 activated (PPARA) were signifi cantly associated 
with the decreased hemoglobin phenotype that 
is unique to this highland population. In spite 
of the extremes of altitude, Tibetans tolerate 
hypoxic conditions that would otherwise cause 
illness. They have acquired a number of mech-
anisms for adaptation. Investigators identifi ed 
EGLN1 and endothelial PAS domain-contain-
ing protein 1 (EPAS1), which are both in the 
hypoxia- inducible factor (HIF) pathway. Three 
additional loci, EDNRA (endothelin recep-
tor type A), PTEN (phosphatase and tensin 
homolog), and PPARA, that are also associated 
with HIF activity were found. Paradoxically, the 
increased activity in the HIF pathway leads to a 
reduction in hemoglobin levels. The investiga-
tors proposed that this prevented polycythemia 
and conferred a protective effect.1

EGLN1 is a mammalian HIF prolyl hydroxy-
lase involved in the ubiquitination and removal 
of HIF. Ubiquitination is a posttranslational 
modifi cation carried out by a set of three 
enzymes: E1, E2, and E3. When EGLN1 is 
blocked by a peptide, the HIF molecule is 
stabilized. Treatment of cells with one such 

Table 9–1 Relationship of Altitude, pO2, and Symptoms

Altitude, m pO
2
 (FIO

2
) Symptoms

0–1000 95 (21) None
1000–2000 70 (15) Commercial aircraft at this altitude
2000–3000 60 (14) Complex reaction time slows

AMS and HACE possible
3000–5000 35 (9) Learning and special memory impaired
5000–7000 30 (7) Memory retrieval impaired

MRI changes, including white matter 
hyperintensities

>7000 MRI shows brain atrophy
Hallucinations
Loss of consciousness possible

Source: Modifi ed from Ref. 3.
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these altitudes, acclimatization occurs sponta-
neously over several days.

More serious symptoms can occur in sus-
ceptible individuals. High-altitude pulmonary 
edema, which may be a harbinger of HACE, 
generally is seen only above 3500 m. There is 
diffi culty breathing, which is made worse by 
physical exertion. Pulmonary edema increases 
the intracranial pressure by interfering with 
venous drainage of blood from the brain. This 
increased intracranial pressure may contribute 
to the development of HACE.

HIGH-ALTITUDE CEREBRAL 
EDEMA

Airplane travel has made access to mountains 
possible, and a growing number of individuals 
are trekking at extreme altitudes in the moun-
tains above 6500 m in the Himalayas of Southeast 
Asia and the Andes of Latin America. Many of 
the peaks in the Himalayas are over 7000 m, 
which is higher than Aconcagua (6962 m) in 
the Andean mountain range of Argentina, 
the highest peak in the Western Hemisphere. 
Preparation for these trips requires under-
standing the symptoms and treatment of AMS, 
HAPE, and HACE. Trekking in the Himalayas 
often begins from Pheriche at an altitude of 
4243 m (Figure 9–2). Mountainous regions in 
the western United States, such as Pikes Peak 
(4300 m) in Colorado, are only 70 miles from 
Denver. The ability to go from sea level in a day 
to the top of Pikes Peak by car or train increases 
the risk of AMS. Although only 31st in height 
in Colorado, it is the most visited mountain in 
North America and the second most visited in 
the world after Japan’s Mount Fuji.

In individuals with HACE, the condition is 
usually preceded by either AMS and/or HAPE. 
It is estimated to occur in 0.5% to 1.0% of trek-
kers above 4500 m.3 An early report described 
34 Indian soldiers who developed HACE after 
being taken rapidly up to 5867 m from sea level; 
they had elevated cerebrospinal fl uid (CSF) 
pressure, papilledema, ataxia, and other signs 
of HACE.5 The syndrome is characterized by 
confusion, psychiatric changes, ataxia of gait, 
and loss of consciousness.

Two major factors are thought to be involved 
in AMS and HACE.3,4 One factor is the effect 
of hypoxia on blood vessels. The increased 

Hg to 253 mm Hg at the top of Mount Everest 
at 8848 m with an inspired pO2 of 43 mm Hg, 
or 29% of the value at sea level.4

AMS AND HIGH-ALTITUDE 
PULMONARY EDEMA

Acute mountain sickness is common when a 
person living at sea level travels to a moun-
tainous region. Minimal symptoms may occur 
while visiting a location at a moderately high 
elevation, such as Denver or Albuquerque, 
which are both about 1 mile (1600 m) high. 
While these cities are at moderate altitudes, 
the nearby mountains reach heights of over 
3000 m (Figure 9–1). Headache, shortness of 
breath, and fatigue may occur in the fi rst day 
or two of the visit, but generally they are only 
briefl y present. Venturing to higher elevations, 
such as driving to the top of a nearby moun-
tain, which can range from 3000 to 4000 m, 
can lead to more severe and prolonged symp-
toms. Above 3000 m sleep patterns may be 
disturbed, fatigue more pronounced, and 
headache prolonged. Tourists to several 
high-altitude cities in Latin America, such as 
Cusco, Peru, which is 3395 m above sea level 
and Quito, Equador, at 2850 m, may require 
supplemental oxygen to overcome the head-
ache, ataxia, and fatigue that can last for sev-
eral days. Sleeping at these high altitudes can 
lead to sleep disturbances. However, even at 
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pressure and inspired pO2. At sea level, the pressure is 
760 mm Hg and the inspired oxygen level is normal. At 
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50 mm Hg, below the point at which supplemental oxygen 
is needed.
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alkalosis, in turn, inhibits the hyperventila-
tory response. However, this compensatory 
mechanism is overcome by the exertional 
hyperventilation of exercise at extreme alti-
tudes. Hyperventilatilation maintains the pO2 
at 35 mm Hg, which is called the defense zone 
since it is the lowest the oxygen level. In this 
situation, pCO2 can drop below 10 mm Hg 
with vasocontriction reducing CBF.

In addition to the disruption of the blood 
vessels that occurs under the hypoxic condi-
tion, cell swelling, or cytotoxic edema, results 
from failure of the Na+/K+ ATPase pumps that 
maintain cell integrity. The profound effects 
of reduced CBF and hypoxia release chemical 
mediators implicated in the neuroinfl amma-
tory response. Free radical formation directly 
damages vessel basement membranes, ampli-
fying both vasogenic and cytotoxic edema. An 
important consequence is the failure to remove 
HIF-1α, resulting in the upregulation of VEGF 
and erythropoietin, which are produced in an 
effort to improve blood fl ow but also contribute 
to basement membrane damage and vasogenic 
edema.

Local hyperkalemia triggers calcium-
 mediated nitric oxide release, which acts on 
vessel smooth muscle to cause vasodilatation. 
Adenosine, which is released from neurons, 
contributes to vasodilatation. Finally, the vaso-
dilatation may activate the trigeminovascular 
system, causing headache.7

CBF leads to an increase in intravascular pres-
sure causing vasogenic edema with vessel wall 
damage. The second factor is the disruption of 
the Na+/K+ adenosine triphosphatase (ATPase) 
pump due to the hypoxic conditions, which 
leads to cytotoxic edema. Both the vasogenic 
and cytotoxic edema raise the intracranial 
pressure and impede venous outfl ow, adding 
another possible factor.

As the oxygen content of the air is reduced, 
there is a compensatory hyperventilation. The 
partial pressures of oxygen and carbon dioxide 
are lowered. Since hypoxia causes vasodilata-
tion and hypocapnic vasconstriction, the com-
bined effects initially balance each other and 
there are no dramatic changes. However, as 
the level of oxygen falls and exertion becomes 
extreme, dangerous levels of hypocapnia 
develop. The vasoconstriction results in a 
reduction of blood fl ow to the brain. In an 
experiment conducted at a research camp on 
Mount Everest, it was discovered that breath-
ing into a bag to increase the concenetration of 
CO2 to 3% to 5% relieved high-altitude symp-
toms. This increased the feeling of well-being 
and improved brain oxygenation.6

An important consequence of the acute 
reduction in pCO2 is a respiratory alkalosis. As 
the pH of the blood and CSF increases, a com-
pensatory loss of bicarbonate from the CSF 
returns the brain pH to normal. This increase 
in brain and blood pH with the accompanying 
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cognitive tests is an anxiety disorder that is 
common among trekkers to high altitudes.13

IMAGING OF THE BRAIN 
AT HIGH ALTITUDE

An important advance in the study of high-
 altitude pathology is the use of magnetic res-
onance imaging (MRI) to document subtle 
changes in brain volume and brain edema. The 
imaging studies are performed in simulated 
hypoxic environments or in regions where 
there is an MRI facility in reasonable proxim-
ity to the mountains, such as Denver, which is 
close to Pikes Peak.

Simulation of an ascent to 4572 m was per-
formed in nine volunteers who were exposed 
to hypobaric hypoxia for 32 hours in an attempt 
to simulate the conditions that cause AMS. The 
investigators calculated brain volumes from 
three-dimensional MRI data sets and T2 decay 
rates in the white matter. They demonstrated 
signifi cant brain swelling after 32-hour hypo-
baric hypoxia exposure, with a volume increase 
of 5.8% (71.3 mL) for gray matter but no sig-
nifi cant effect on white matter. The reversible 
brain volume changes were similar to those in 
patients with diffuse brain edema or increased 
cerebral blood volume.14

Hackett and colleagues studied nine patients 
with HACE after mountain climbing or ski-
ing; the MRI scans in seven of these patients 
demonstrated increased T2 signal in the cor-
pus callosum, particularly in the splenium, 
with additional involvement in the centrum 
 semiovale15 (Figure 9–3). Gray matter was 
normal, and the abnormalities resolved in four 
patients who had a repeat MRI scan; all seven 
patients recovered. The MRI pattern with 
reversible white matter edema in HACE sug-
gested vasogenic edema, but the investigators 
could not exclude some cytotoxic edema. This 
important study implicates a primary distur-
bance in the cerebral blood vessels with break-
down of the blood-brain barrier (BBB), leading 
to interference with white matter metabolic 
activity and cytotoxic edema.

Retinal hemorrhage may occur in individu-
als exposed to hypobaric hypoxia. More seri-
ously, MRI has demonstrated small regions 
of bleeding in the brain. Similar fi ndings were 

COGNITIVE CONSEQUENCES 
OF HYPOBARIC HYPOXIA

While even brief loss of oxygen can result in 
cell death of the vulnerable large neurons in the 
hippocampus, Purkinje cells in the cerebellum, 
and certain layers of the cortex, less dramatic 
consequences of reduced oxygen over longer 
periods of time can be damaging to brain cells. 
The lack of oxygen content at extreme altitudes 
that can be reached by experienced mountain 
climbers can permanently damage brain cells 
unless supplemental oxygen is used. Even with 
additional oxygen, there is a danger of milder 
forms of brain injury than those seen with the 
full syndrome of HACE.

Mild reductions in oxygen level are reported 
to impair the ability to learn a complex task.8 
At 5000 m, where the alveolar oxygen falls to 
around 40 mm Hg, short-term memory can 
be affected.9 West and colleagues performed 
experiments on mountain climbers on Mount 
Everest.10 As the level of oxygen in the inspired 
air falls, compensatory hyperventilation 
ensues. The pCO2 falls as low as 10 mm Hg, 
which causes alkalosis and vasoconstriction. 
One mechanism to compensate for the effects 
of the combination of cold and low oxygen is 
a shift in the oxygen dissociation curve to the 
left, allowing a greater oxygen-carrying capac-
ity. Normally, at an atmospheric pressure of 
760 mm Hg and 20% oxygen, alverolar gas has 
a pO2 of about 100 mm Hg and a similar arterial 
blood gas level. At high altitude, the baromet-
ric pressure is lower and the inspired oxygen 
is reduced. Mountain climbers on Mount 
Everest had an alveolar pO2 of 35 mm Hg at 
7000 m and a remarkable pCO2 of 7.5 mm Hg 
with an arterial pH of 7.7.10 Under these con-
ditions, psychometric tests showed impairment 
of learning, memory, and expression of ver-
bal material.11 Impairments in fi nger-tapping 
speed persisted in climbers tested 12 months 
later. Persistent impairment in memory has 
been reported in mountain climbers who have 
climbed to extreme altitudes; fi ve of eight men 
who reached 8000 m without supplemental 
oxygen showed subtle defects in concentration, 
short-term memory, and ability to shift con-
cepts.12 These changes lasted for months, with 
loss of cognitive skills tested with the Stroop 
color chart and the card-sorting tests. Another 
factor that may impact the performance on 
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circumstances, but can produce polycythemia 
with accompanying complications.

Expression of HIF-1α has been studied in 
rat brain during chronic hypoxia. Under nor-
moxic conditions, the investigators found low 
levels of HIF-1α protein by Western blot anal-
ysis, levels that were not detectable by the less 
sensitive immunohistochemistry. They mea-
sured HIF-1α and HIF-1β expression during 
adaptation to hypobaric hypoxia (0.5 atm) in rat 
cerebral cortex. Western blot analysis indicated 
that HIF-1α rapidly accumulated during the 
onset of hypoxia and did not fall to normal for 
21 days despite the continuous low arterial oxy-
gen tension. Immunostaining showed that neu-
rons, astrocytes, ependymal cells, and possibly 
endothelial cells were the cell types expressing 
HIF-1α. Genes with hypoxia-responsive ele-
ments were activated under these conditions, 
as evidenced by elevated VEGF and glucose 
transporter-1 mRNA levels. A second hypoxic 
challenge (8% oxygen) in the 21-day-adapted 
rats caused HIF-1α to reaccumulate. The 
investigators concluded that the angiogene-
sis and vascular remodeling with metabolic 
changes triggered during prolonged hypoxia 
are capable of restoring normal tissue oxygen 
levels.17

Acute hypoxia increases HIF-1α transiently, 
but sustained elevation of HIF-1α has been 
observed during intermittent hypoxia. Sleep-
disordered breathing with recurrent apnea 
(periodic cessation of breathing) results in 
chronic intermittent hypoxia, which leads to 
heart, lung, and brain pathology. The molecular 
mechanisms underlying intermittent hypoxia 
have been studied in mice with heterozygous 
defi ciency of HIF-1α, who do not develop 
cardiorespiratory responses to chronic inter-
mittent hypoxia. Hypoxia-inducible factor-1α 
protein expression and HIF-1 transcriptional 
activity are induced by intermittent hypoxia 
in PC12 cells. The investigators showed that 
intermittent hypoxia-induced HIF-1α accu-
mulation was due to increased generation of 
reactive oxygen species (ROS) by reduced 
nicotinamide adenine dinucleotide phosphate 
(NADPH) oxidase along with ROS-dependent 
Ca2+ signaling pathways involving phospholi-
pase C and protein kinase C activation.18

Sleep disorders are common at high altitude. 
At moderate elevations, vivid dreams occur, 
and frequent awakenings can be experienced. 

seen in an autopsy study of seven trekkers who 
died in the Himalayas and whose deaths were 
related to high altitude. They had HAPE and 
HACE with edema of the lungs and brain that 
led to thromboses and hemorrhage. Most of 
the men were middle-aged. Some began their 
trek soon after fl ying to high altitude before 
becoming acclimatized, and some remained at 
high altitude or climbed even higher despite 
the development of vomiting, breathlessness, 
and exhaustion. In one case, death occurred 
despite prompt recognition and treatment of 
symptoms by administration of oxygen and 
swift evacuation to low altitude.16

HIFS AND SLEEP DISORDERS 
IN AMS

Chronic hypoxia leads to slower changes in 
brain chemistry that can either accelerate 
AMS or aid in preventing it. When the rate of 
acclimatization is suffi ciently slow, adaptation 
occurs through a shift in the cassette of genes 
that is driven by HIF-1α. Exposure to hypoxic 
conditions over an extended period of time 
in animals leads to the buildup of HIF-1α. 
Following an increase in HIF-1α, the brain 
initiates angiogenesis through the release of 
VEGF and erythropoietin. While growth of 
blood vessels is advantageous in that the new 
vessels can carry more oxygen, there is a period 
during which the newly formed vessels exhibit 
increased permeability that contributes to the 
cerebral edema. Increased levels of hemo-
globin provide additional oxygen under these 

Figure 9–3. (A) Axial T2-weighted MR image of a patient 
with high-altitude cerebral edema demonstrating high sig-
nal in the splenium (arrow) and slightly increased signal in 
the centrum semiovale. (B) Axial T2-weighted MR image 
of the same patient demonstrating complete resolution of 
abnormal signals 11 months later (arrow). (From Ref. 15.)
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Cerebral perfusion is preserved or increased 
in the early stages of hypoxia. However, as the 
compensatory hyperventilation lowers arterial 
pCO2, vasoconstriction develops. Furthermore, 
the heart is sensitive to hypoxia; in severe 
hypoxia, cardiac output falls, and hypotension 
augments the damage from hypoxia. The com-
bination of hypoxia and hypotension is thus 
an additional factor to take into account when 
assessing the extent of permanent injury to 
cells.
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idly reaching 3500 m have recurrent awaking 
during the night.19 Burgess and colleagues per-
formed 13-channel polysomnography on 14 
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sea level to 5050 m over 12 days on a trekking 
route in the Nepal Himalayas. The investiga-
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to central sleep apnea. Five adult men with 
moderate obstructive sleep apnea underwent 
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Moderately severe obstructive sleep apnea at 
sea level (60 m) was completely replaced by 
severe central sleep apnea at the simulated 
altitude of 2750 m.21

TREATMENT OF ALTITUDE 
ILLNESSES

Prophylactic treatment with the carbonic anhy-
drase inhibitor, acetazolamide, is benefi cial for 
prevention of the initial symptoms of AMS. 
Doses of 125–250 mg twice a day are gener-
ally well tolerated. Blocking the activity of car-
bonic anhydrase has multiple benefi cial effects 
on fl uid balance. Acetazolamide causes a renal 
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 pressure.22 Steroids may be used in individu-
als who are unable to tolerate acetazolamide: 
treatment with 8 mg dexamethasone to start 
and 4 mg every 6 hours can be used in HACE. 
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decreasing the release of cytokines and pre-
serving the integrity of the BBB. It is impor-
tant that individuals with HAPE and HACE 
be transported as quickly as possible to lower 
altitudes. In some cases, oxygen may be deliv-
ered in specially designed bags that are large 
enough to accommodate the patient. Delay in 
treatment may cause permanent brain damage 
from the cerebral edema.
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Chapter 10

Brain Edema

INTRODUCTION

Cerebral edema is a fi nal common pathway 
for many brain insults and is often the proxi-
mate cause of death due to brain herniation. 
Enlargement in any of the three compartments 
of blood, cerebrospinal fl uid (CSF), or brain tis-
sue causes an increase in intracranial pressure 
(ICP) with shifting of the contents. Although 
enlargement of the blood space leads to an 
increase in CSF pressure and may cause head-
aches, it is not life-threatening. By contrast, 
enlargement of the CSF space by obstruction 
of the outfl ow pathways for the ventricles can 
lead to downward herniation. Most threaten-
ing, however, is the enlargement of the brain 
tissue space, which can occur with cell swell-
ing, blood vessel breakdown, or mass lesions 
such as an intracranial bleed or a brain tumor. 
When the tissue itself enlarges in the absence 
of a mass lesion, one of the three types of cere-
bral edema, cytotoxic, vasogenic, or intersti-
tial, is present.1,2 While the defi nitions provide 
useful constructs, the distinction between the 
different types of edema is generally blurred 
because of the overlap among them.

Brain swelling is poorly tolerated because 
of the limitations imposed by the bony cavity 

of the skull. While a reasonable amount of tis-
sue swelling can be tolerated in other tissues of 
the body, the restrictions imposed by the bony 
structures and the dense dura mater of the falx 
cerebri and tentorium are life-threatening. 
Herniation is a serious consequence of brain 
tissue displacement by mass lesions and hydro-
cephalus. Increased ICP without a mass or 
hydrocephalus does not cause herniation. Even 
in hydrocephalus, if the pressure is evenly dis-
tributed throughout the ventricular system, as 
occurs in communicating hydrocephalus, there 
is no threat of herniation. Major sites of hernia-
tion include the area beneath the falx, across 
the tentorium, downward shift of cerebellar 
tonsils through the foramen magnum, and 
central movement compressing the supraten-
torial area downward, shifting the brainstem 
(Table 10–1).

While minor shifts of the brain can be toler-
ated, especially in elderly patients with brain 
atrophy, downward pressure on brainstem 
structures tears the small pontine, perforat-
ing vessels that branch off the basilar artery. 
Tears in the pontine perforating arteries result 
in hemorrhages in the pons. These so-called 
Duret’s hemorrhages are generally a signal of 
irreversible damage, and if they disrupt the 
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with magnetic resonance imaging (MRI) show 
the restricted diffusion within minutes after its 
development, making DWI an excellent early 
diagnostic tool for stroke4 (Figure 10–2). The 
DWI remains positive for 1 to 2 weeks after 
a stroke, but the intensity of the signal begins 
to fade as the edema resolves. Diffusion-
weighted imaging is an excellent marker to 
show an ischemic region, which is essential 
in patients with white matter lesions because 
these lesions obscure the normal T2-weighted 
image signal that is seen in stroke. Occasionally, 
a DWI-negative stroke will be found, and the 
cause of the stroke-like fi ndings is not appar-
ent. Some patients with symptoms of transient 
ischemic attack (TIA) have DWI positivity 
consistent with a stroke. In one study, 20 of 

periaqeductal gray, except in rare cases they 
cause brain death3 (Figure 10–1).

Cytotoxic edema is by defi nition cellular 
swelling. As the cell swells in the constrained 
space, the extracellular space is reduced, 
restricting diffusion of interstitial fl uid. The 
most common cause of cytotoxic edema is 
hypoxic injury secondary to cerebral ischemia. 
Diffusion-weighted images (DWIs) obtained 

Table 10–1 Types and Consequences of Herniation

Herniation Regions of Brain Affected Consequences of Herniation

Cingulate or subfalcial Cingulate gyrus pushed under 
the falx

Compression of the anterior cerebral artery 
with infarction

Central Downward displacement of the 
hemispheres or basal ganglia

Compression of brain tissue through 
the  tentorial notch with rostral caudal 
 movement of the brainstem

Uncal Temporal lobe masses press brain 
tissue against the  tentorium

Ipsilateral midbrain peduncle fl attened, and 
third nerve and posterior cerebral artery 
compressed

Figure 10–1. Coronal multiplanar gradient echo imaging 
sequence (A) and axial fl uid attenuated inversion recovery 
(FLAIR) sequence (B) demonstrating blood in the pons 
(arrows). (C) Sagittal schematic views of the basilar artery 
and brainstem before (left) and after (right) cerebral her-
niation. In a normal brainstem, the basilar perforating 
arteries penetrate the pons in a perpendicular fashion. 
(D) With downward herniation (large arrow), the basilar 
artery remains fi xed by the circle of Willis and the caudal 
shift of the pons results in stretching and rupture of small 
pontine perforating vessels, which leads to a Duret hemor-
rhage (arrows). (From Ref. 3.)

Figure 10–2. (A) Diffusion-weighted MRI scan of a 
patient with large middle cerebral artery stroke. There 
is involvement of the entire vessel territory with possibly 
some hemorrhage in the basal ganglia. The image was 
made within hours of the infarction, and there is mini-
mal compression of the ventricles. (B) A CT scan per-
formed 3 days after the infarction shows the massive shift 
of the midline structures away from the evolving mass 
lesion. Compression of the CSF outfl ow tracts causes the 
 hydrocephalus with interstitial edema in the white matter 
 adjacent to the ventricles (arrow).
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Transependymal movement of CSF occurs 
primarily in hydrocephalus, which is the main 
cause of interstitial edema. Because there is 
excess fl uid in the tissues around the ventricles, 
particularly in the white matter regions, the 
MRI signal is bright on T2-weighted images. 
Another imagining sequence, FLAIR, shows 
tissue water as a hyperintense signal while 
suppressing the water in the ventricle. While 
the T2-weighted image blurs the distinction 
between water in the ventricle and water in the 
tissue, since both have hyperintense signals, 
FLAIR easily separates one from the other.

A number of insults lead to brain swelling. 
These include ischemia, hypoxia, infection, 
and noninfectious infl ammation. Table 10–2 
lists the major causes of each type of edema. 
Movement of water within the brain is deter-
mined by hydrostatic and osmotic gradients. 
Osmotic pressure is a major force in the move-
ment of water between compartments in the 
brain. For example, when vasogenic edema 
develops because of damage to the blood ves-
sels, proteins that are normally in the vascular 
space cross the blood-brain barrier (BBB). The 
water that follows the proteins swells the extra-
cellular spaces and moves in the white  matter. 
When blood pressure is acutely increased, 

42 TIA patients (48%) showed focal abnor-
malities on DWI and apparent diffusion coef-
fi cient (ADC) imaging. Those with positive 
MRI scans had a TIA symptom duration that 
was signifi cantly longer (7.3 hours) than that of 
MRI-negative TIA patients (3.2 hours). Thus, 
in general, MRI is excellent for the early diag-
nosis of stroke. It has been shown to be as good 
as computed tomography (CT) for the detec-
tion of blood, which is essential for the use 
of tissue plasminogen activator (tPA) within 
the 3 hour therapeutic window. Ideally, MRI 
would be the optimal imaging method to guide 
tPA treatment because it provides a positive 
image of the early stroke, while CT provides 
little evidence of early stroke since it is most 
likely negative until hours later, depending on 
the size of the stroke. However, relatively few 
medical centers providing tPA treatment use 
MRI because it is rarely available on an emer-
gent basis.

Vasogenic edema occurs in hypertensive cri-
sis and in masses that appear as foreign tissue 
to the brain. Massive edema is seen around 
metastatic lesions. Brain tumors that have 
abnormal blood vessels, such as glioblastoma 
multiforme and metastases, cause marked 
vasogenic edema. Meningiomas have exten-
sive vasogenic edema. Tumors that have a tis-
sue structure similar to that of normal brain, 
such as low-grade gliomas and oligodendro-
gliomas, produce less brain edema. As with 
stroke, MRI is far superior to CT for detection 
of vasogenic edema except when the edema 
is extensive. In the case of metastatic lesions, 
many more tumors are seen with MRI than 
with CT, and the use of contrast agents, such 
as gadolinium-diethylenetriaminepentaacetic 
acid (DTPA) further enhances the ability to 
detect lesions.

When vasogenic edema causes the leakage of 
excess fl uid across damaged blood vessels, the 
spaces between cells are enlarged, in contrast 
to the loss of extracellular space in cytotoxic 
edema. The result is striking images on fl uid 
attenuated inversion recovery (FLAIR) and 
T2-weighted MRI that correspond to the white 
matter. Increased diffusion results from the 
enlargement of the extracellular space, result-
ing in loss of signal on DWI and an increase 
in the ADC. Finally, interstitial edema is used 
to describe the movement of water out of the 
ventricle transependymally into the adjacent 
white matter (Figure 10–3).

Figure 10–3. Computed tomograph of patient with hydro-
cephalus treated with a shunt seen in the frontal horn of the 
cerebral ventricle. A contrast agent was injected, and it can be 
seen extravasating into the posterior regions by transependy-
mal absorption of CSF. (Courtesy of Blain Hart, M.D.)



15510 Brain Edema

Discovery of aquaporins (AQPs), a family of 
at least 13 members of small membrane-span-
ning proteins, confi rmed the existence of such 
pores. Aquaporins assemble in cell membranes 
as homotetramers.6 Each monomer is approxi-
mately 30 kDa, and six α-helical domains with 
cytosolically oriented amino and carboxy ter-
mini surround the water pore. Aquaporins act 
as passive pores, allowing water movement in 
both directions along hydrostatic and osmotic 
gradients7,8 (Figure 10–4).

Of the AQP family members, AQP4 is the 
main one expressed in the brain. Expression of 
AQP4 is dense at the borders between brain 
parenchyma and major fl uid compartments, 
including astrocytic foot processes, glia limitans, 
ependymal cells, and subependymal astrocytes, 
where it acts to control water fl ow into and 
out of the brain9 (Figure 10–5). Aquaporin-1 

there is movement of water and some proteins 
into the brain. The increased water and protein 
in the extracellular space prevent oxygen from 
reaching cells, and hypoxic conditions are cre-
ated that induce cytotoxic edema. By the time 
the insult has evolved, both types of edema 
may be present.

Vasogenic edema occurs in trauma, isch-
emia, hypertension, or infections. Blood vessels 
begin to leak when the basal lamina is damaged 
and the tight junction proteins are degraded. 
Once the tight junctions are disrupted, fl uid 
and toxic substances from the blood can enter 
the brain. Normal concentrations of electro-
lytes in the blood have damaging effects when 
they enter the brain. Because of the ease of 
movement between fi ber tracts, white mat-
ter is the site of fl uid bulk fl ow in vasogenic 
insults.5 An example is eclampsia, which causes 
damage primarily to the posterior regions of 
the brain; these patients have disturbances of 
vision. After the blood pressure is restored to 
normal, the vasogenic edema disappears and 
function is restored. Vasogenic edema differs 
from cytotoxic edema in that resolution can 
lead to complete recovery of function, whereas 
in cytotoxic edema the membrane is damaged 
through energy loss and recovery is unlikely or, 
if it occurs, progress is very slow.

ROLE OF AQUAPORINS 
IN BRAIN EDEMA

Erythrocyte membranes are more permeable 
to water than expected from water diffusion 
through a lipid bilayer. This provided the fi rst 
experimental evidence of the existence of mol-
ecules that acted as pores in the membrane. 

Table 10–2 Types of Cerebral Edema

Types Pathology Causes Treatments

Vasogenic Widened extracellular space 
in white matter; 
damaged BBB

Brain tumors, brain  metastases, 
cerebral abscesses, 
 hypertensive  encephalopathy, 
 neuroinfl ammation

Dexamethasone; osmotic 
treatment

Cytotoxic Swollen cells with decreased 
 extracellular space

Cerebral ischemia, hypoxia, 
toxins

Hypertonic solutions used, 
but are unproven

Interstitial Transependymal fl uid 
movement

Hydrocephalus Shunt to remove excess 
fl uid from the brain

H2O and solutes

H2N

HOOC
Intracellular

Extracellular

H2O and solutes

A

P
N A

N
P

Figure 10–4. Schematic representation of the common 
AQP structure. The AQPs are formed by two tandem 
repeats of three membrane-spanning α-helices. Two con-
necting loops, each containing an Asparagine-Proline-
Alanine (NPA) motif, are supposed to form a pore in 
plasma membrane. (From Ref. 11.) HOOC, dicarboxylic 
acid and H2N is an amino group.
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and a signifi cant improvement in survival.13,14 
Signifi cantly reduced brain edema after cere-
bral ischemia and water intoxication has been 
reported in α-syntrophin-defi cient mice, 
which have reduced AQP4 expression in 
astrocyte foot processes.15,16 Transgenic mice 
overexpressing endothelin-1 in astrocytes 
showed more BBB disruption with increased 
water accumulation and brain edema, possi-
bly because of elevated AQP4 expression in 
astrocytic endfeet following temporary focal 
cerebral ischemia.

Deletion of AQP4 reduces edema in models 
in which cytotoxic edema is the predominant 
pathophysiological mechanism. However, in 
conditions in which vasogenic edema is sig-
nifi cant, AQP4 deletion exacerbates brain 
edema.14 Aquaporin-4 function has been 
demonstrated to be of great importance in 

is expressed in the apical membrane of the 
choroid plexus and plays an important role in 
CSF formation. Another member of the fam-
ily, AQP9, appears in neurons according to a 
study using mice with a targeted deletion of the 
AQP9 gene.10

Aquaporin-4 is one of the most abundant 
molecules at the brain-blood interface and has 
been shown to play an important role in edema 
associated with many brain pathologies.11,12 In 
a clinically relevant model of ischemic stroke, 
AQP4 knockout mice had decreased cerebral 
edema and an improved outcome. In AQP4-
defi cient mice, brain tissue water content 
and swelling of pericapillary astrocytic foot 
processes were signifi cantly reduced in com-
parison with wild-type controls.13 Similarly, 
in a model of water intoxication, AQP4-null 
mice displayed decreased brain water content 

Figure 10–5. Confocal pictures of anti-GFAP (glial fi brillary acidic protein) and anti-AQP9 in two mouse brain regions: 
parietal cortex (A1, A2, A3) and lateral septum (B1, B2, B3). (A1−A3) Confocal pictures of anti-GFAP labeling (green, A1) 
and anti-AQP9 labeling (red, A2) and superposition of both forms of labeling (A3) in parietal cortex. Arrowheads and 
arrows indicate colocalization between anti-GFAP (A1) and anti-AQP9 (A2) on glia limitans (arrowheads) and on astrocytes 
in parietal cortex (arrows). This colocalization is yellow on the superposed picture (A3), suggesting that AQP9 is present 
on glia limitans (arrowheads) and on astrocytes in cortex (arrows). (B1−B3) The double labeling between anti-GFAP 
(green, B1) and anti-AQP9 (red, B2) and the superposition of both forms of labeling (B3) show the presence of AQP9 in 
the lateral septum. Arrows indicate colocalization between anti-GFAP (B1) and anti-AQP9 (B2), suggesting the presence of 
AQP9 on astrocytes in septum. Arrowheads indicate the ependymal cells of the lateral ventricle (LV), which are not labeled 
by anti-AQP9. This result suggests that AQP9 is not expressed by ependymal cells in mouse brain. (From Ref. 11; See also 
the color insert.)
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ROLE OF NEUROINFLAMMATION 
IN THE FORMATION OF 
VASOGENIC EDEMA

Oxidative Stress and Brain Edema

Free radicals, which are formed during normal 
metabolism, contribute to cell death as part 
of the neuroinfl ammatory response. Reactive 
oxygen species (ROS) and nitric oxide (NO) 
are involved in brain damage. Nitric oxide is 
formed by three enzymes: endothelial nitric 
oxide synthase (eNOS), neuronal nitric oxide 
(nNOS), and inducible nitric oxide (iNOS). 
Nitric oxide formed in blood vessels plays 
an essential role in normal vasodilation, and 
knockout of eNOS exacerbates injury after 
stroke.20 Both nNOS and iNOS contribute 
to tissue injury by amplifying the infl amma-
tory pathways, and knockout mice lacking 
one of the other of these genes have smaller 
strokes.21

Nitric oxide is a free radical with both ben-
efi cial and deleterious actions during isch-
emia/reperfusion.22 Excessive NO generation 
by nNOS is cytotoxic.23 By contrast, eNOS 
knockouts develop larger infarcts because 
NO of endothelial origin promotes survival 
by improving blood fl ow during ischemia.24 
However, excessive production of NO by 
eNOS during reperfusion may contribute to 
ischemic brain injury via the formation of per-
oxynitrite, the product of the reaction between 
NO and the superoxide radical. In a model of 
transient focal ischemia in the mouse, super-
oxide and peroxynitrite formation was particu-
larly intense in microvessels and the astrocytic 
endfoot processes surrounding them. There 
was colocalization of sites with peroxynitrite 
formation and vascular injury, as shown by 
increased Evans blue leakage and matrix met-
alloproteinase -9 (MMP-9) labeling, suggest-
ing an association between peroxynitrite and 
microvascular injury. Nonselective NOS inhi-
bition has been shown to signifi cantly reduce 
brain edema, BBB disruption, and infarct size 
in experimental stroke.

While ROS and NO are not necessarily toxic 
by themselves, when they are combined into a 
compound called peroxynitrate, they become 
highly toxic to the cell. Electron transport in 
the mitochondria is an important source of the 

the clearance of extracellular fl uid and the 
resolution of vasogenic edema.17,18 Deletion 
of AQP4 results in increased brain swell-
ing in vasogenic edema because of impaired 
removal of excess brain water through glial 
limitans and ependymal barriers. Mice defi -
cient in AQP4 have higher ICP and brain 
water content after continuous intraparenchy-
mal fl uid infusion. In a freeze-injury model of 
vasogenic brain edema, AQP4-defi cient mice 
had a remarkably worse clinical outcome, 
higher ICP, and greater brain water content. 
Similarly, in a brain tumor edema model 
involving stereotactic implantation of mela-
noma cells, tumor growth was comparable in 
wild-type and AQP4-defi cient mice. However, 
the AQP4-defi cient mice had higher ICP and 
corresponding accelerated neurological dete-
rioration. Results from these studies indi-
cate that AQP4-mediated transcellular water 
movement is crucial for fl uid clearance in 
vasogenic brain edema.

Together, these studies emphasize the impor-
tance of AQPs in water fl ux and brain edema 
formation and suggest that AQPs are poten-
tial targets for drug development. In addition 
to providing control of brain water balance, 
AQPs participate in cell migration and neu-
ronal excitability.9 The complex involvement 
of AQPs in multiple aspects of brain function, 
and the opposite role of AQPs in cytotoxic and 
vasogenic edema, will require greater under-
standing before AQPs can be considered tar-
gets of therapy.

A novel role was recently found for AQP4 
in neuromyelitis optica (NMO), or Devic’s 
syndrome. Originally thought to be a variant 
of multiple sclerosis (MS), NMO has a unique 
antibody that separates patients. Clinically, 
NMO presents as optic neuritis combined with 
lesions in the upper cervical cord that span 
at least three segments. Pathologically, there 
is infl ammation with necrosis rather than the 
demyelination seen in MS.19 Treatment with 
agents that suppress infl ammation, such as aza-
thioprine, are more effective than drugs used 
to treat MS. The NMO-IgG antibodies that 
bind to blood vessels are characteristic of the 
illness. Aquaporin-4 is the main target of the 
NMO-IgG antibody. Neuromyelitis optica is 
the fi rst infl ammatory demyelinating disorder 
of the central nervous system to have a defi ned 
autoantigen.7
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mice overexpressing the human Cu,Zn-SOD 
(SOD1) compared with nontransgenic con-
trols.29 These SOD1-overexpressing mice also 
have reduced vasogenic edema and infarction 
after cold-trauma brain injury.30

Hyperglycemia increases oxidative stress and 
MMP-9 expression/activity, exacerbating BBB 
breakdown and dramatically increasing edema 
formation after ischemia-reperfusion injury in 
the rat.31 Heterozygous SOD1 transgenic rats, 
carrying human SOD1 genes with a four- to six-
fold increase in Cu/Zn-SOD activity, showed a 
signifi cant reduction in hyperglycemia-induced 
Evans blue leakage, vasogenic edema, and 
MMP-9 activation after experimental ischemia 
compared with control nontransgenic rats.

Transgenic mice overexpressing the intrac-
ellular form of glutathione peroxidase (GPx1) 
displayed reduced infarct size and decreased 
edema formation compared with nontransgenic 
mice at 24 hours of reperfusion following 1 hour 
of middle cerebral artery occlusion. Absence of 
GPx1 exacerbates cerebral ischemia-reperfu-
sion injury, as shown by larger infarct volumes, 
increased activation of MMP-9, and dramatic 
disruption of the BBB in GPx1-null mice com-
pared with wild-type controls.32

The gp91phox (Nox2)-containing NADPH 
oxidase is an important source of ROS during 
cerebral ischemia. Deletion of gp91phox confers 
protection against ischemic stroke in mice; 
gp91phox-null mice showed less BBB breakdown, 
brain edema, and lesion volume after stroke 
compared with wild-type mice.33 In another 
study, intracerebral injection of collagenase 
produced less bleeding in gp91phox-null mice 
than in wild-type mice. Brain edema formation, 
neurological defi cit, and a high mortality rate 
were observed in wild- type but not in gp91phox 
knockout mice.34 These studies suggest that 
formation of ROS by NADPH oxidase plays a 
central role in BBB injury and edema in stroke 
and intracerebral hemorrhage.

Free radicals interact with proteases to 
amplify the tissue damage. In reperfusion 
injury models, the reintroduction of oxygen 
and white blood cells to the hypoxic tissue 
results in an increase in free radical formation. 
Permanent occlusion of an artery restricts the 
reoxygenation of infarcted tissues; less damage 
is evident in the infarct and the surrounding 
penumbra. Free radicals activate proteases, 
which are present in a latent state until acted 
upon by other proteases or free radicals. 

ROS that result from oxidative phosphoryla-
tion. In reperfusion injury, the reintroduction 
of oxygen to an ischemic region leads to pro-
duction of ROS. Amino acid metabolism in 
the presence of oxygen forms NO through the 
action of the three NOSs.

Free radical formation is an important con-
tributor to cell death and brain injury in many 
neurological diseases and an important deter-
minant in brain edema. Shortly after brain 
damage by hypoxia/ischemia, hemorrhage, or 
trauma, excessive production of ROS occurs; at 
the same time, there is an impairment of anti-
oxidant protective mechanisms, which leads to 
oxidative stress.25

During cerebral ischemia, ROS contribute 
to cytotoxic edema by perturbing the function-
ing of plasma membrane ion transport systems 
such as Na+-K+-ATPase, Ca2+-ATPase, and the 
Na+-Ca2+ exchanger. The proposed mechanisms 
underlying ion transport modulation by ROS 
include peroxidation of membrane phospho-
lipids, oxidation of sulfhydryl groups located on 
the ion transport proteins, and oxidative pro-
tein modifi cation.26 Oxidative stress triggers the 
release of mediators known to be responsible 
for cytotoxic cell swelling, such as K+ ions, glu-
tamate, lactic acid, and arachidonic acid.

Oxidative stress damages endothelial cells of 
the BBB and contributes to vasogenic edema. 
Incubation of endothelial cells with ROS-
generating systems increases the permeability 
of endothelial monolayers. The superoxide 
radical (O2

-.) has been identifi ed as the primary 
ROS involved in increased vascular permeabil-
ity and edema formation in global and focal 
cerebral ischemia, cold-induced brain lesions, 
and brain tumors.27 Scavenging O2

-. radicals 
using recombinant superoxide dismutase 
(SOD) or polyethylene glycol-SOD reduce 
ischemia-induced BBB injury and vasogenic 
edema. Treatment of ischemic rats with encap-
sulated SOD in biodegradable poly (d,l-
 lactide co-glycolide) nanoparticles (SOD-NPs) 
maintained BBB integrity, thereby preventing 
edema and reducing oxidative injury following 
reperfusion; ultimately, this resulted in pro-
tection of neurons from apoptosis.28 Further 
evidence emphasizing the important role of 
ROS formation in brain edema development 
comes from transgenic animals overexpress-
ing antioxidant enzymes. Brain water content 
and infarct size are signifi cantly reduced after 
transient focal cerebral ischemia in transgenic 
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of blood vessels. In contrast, Ang-2, a natural 
antagonist of Ang-1, is associated with both ini-
tial angiogenesis and capillary destabilization. 
An increase in the expression of Ang-2 in the 
presence of VEGF promotes vessel sprouting 
and increased vascular permeability.

Vascular endothelial growth factor is an 
angiogenic factor that induces increased per-
meability of the BBB, leading to the formation 
of edema following ischemia/hypoxia. Ang-1 
blocks the BBB permeability effect of VEGF 
by modulation of MMP activity. In ischemia, 
VEGF enhances BBB damage and MMP-9 
activity; Ang-1 counteracts both effects, sug-
gesting a synergistic angiogenic effect of 
Ang-1 and VEGF in the brain. This suggests 
that Ang-1 and VEGF could be used early to 
promote the formation of mature neovessels 
without inducing side effects on BBB permea-
bility.41 Vascular endothelial growth factor is 
associated with endothelial proliferation and 
neovascularization, suggesting that VEGF pro-
motes angiogenesis and repair following stroke. 
However, new vessels lack a fully mature BBB 
and are consequently leaky. In addition, VEGF 
directly increases the permeability of the BBB 
via the synthesis/release of NO and subsequent 
activation of soluble guanylate cyclase.

Vascular endothelial growth factor caused a 
loss of occludin and zona occludens-1 (ZO-1) 
from the endothelial cell junctions, suggest-
ing that VEGF increases BBB permeability by 
reducing occludin expression and disrupting 
ZO-1 and occludin organization, which leads 
to tight junction disassembly.42 Blood-brain 
barrier disruption, resulting from loss of tight 
junctions and activation of MMPs, is associated 
with edema formation in ischemic stroke.

CLINICAL CONDITIONS 
ASSOCIATED WITH BRAIN EDEMA

The consequences of brain edema depend on 
the amount of tissue involved, the effect on 
ICP, and the threat of herniation. Small lesions, 
such as limited edema around a metastatic 
lesion or an early abscess, may have little clini-
cal impact. By contrast, a large middle cerebral 
artery stroke with massive edema may block 
CSF fl ow, resulting in unilateral hydrocephalus 
and herniation. When the edema is general-
ized and the ICP is massively increased, as can 

Although activation is observed for proteases 
in the presence of free radicals, the underlying 
mechanisms are not well understood.35

Arachidonic Acid and Brain Edema

Experimental evidence indicates that cyclooxy-
genase (COX) modulates BBB permeability in 
neuroinfl ammatory conditions, ischemia, and 
hemorrhage. The COX inhibitor, KBT-3022, 
prevented brain edema induced by bilateral 
carotid occlusion and recirculation in gerbils.36 
In the collagenase model of intracerebral hem-
orrhage, the brain water content of rats treated 
with the COX-2 inhibitor, celecoxib, decreased 
both in lesioned and nonlesioned hemispheres 
in a dose-dependent manner, accompanied by 
reduced perihematomal cell death.37 Delayed 
damage to the BBB and vasogenic edema, 
which follow ischemic stroke, were signifi cantly 
diminished by administration of the COX-2 
inhibitor, nimesulide.38 Inhibition of COX 
activity with indomethacin prevented BBB 
damage following intracerebral administration 
of tumor necrosis factor-α (TNF-α) in the rat. 
Indomethacin signifi cantly reduced TNF-α-
induced MMP-9 and MMP-3 expression and 
activity and attenuated free radical formation.38

Vascular Endothelial Growth Factor 
and Angiopoietins

Vascular endothelial growth factor (VEGF) 
and angiopoietins are families of vascular-
 specifi c growth factors that regulate blood 
vessel growth, maturation, and function.39 
Vascular endothelial growth factor, the pre-
dominant angiogenic growth factor, triggers 
endothelial cell proliferation, migration, and 
increased vascular permeability due to the 
formation of nascent vessels, which essen-
tially consist of immature endothelium with 
few pericytes and little mature matrix.40 The 
angiopoietins, Ang-1 and Ang-2, modulate in 
different ways the actions of VEGF in angio-
genesis. In particular, Ang-1 and its endothe-
lial receptor, Tie2, mediate the maturation and 
stabilization of the VEGF-induced vasculature 
by promoting the recruitment of pericytes to 
the abluminal surface of the newly generated 
vascular bed, increasing the structural integrity 
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The cell swelling compresses the extracellu-
lar space, constricting water diffusion, which 
appears on diffusion-weighted MRI as a hyper-
intense region with a corresponding dark area 
on the ADC scan.

An infl ammatory response occurs in autoim-
mune processes such as MS, involving infi ltra-
tion by circulating white blood cells, primarily 
T cells, with venules being the site of infl am-
mation. Characteristic lesions in MS patients 
appear in the region of the corpus callosum, 
where the veins fan out like fi ngers at a 90° 
angle. Involvement of the veins in the corpus 
callosum is referred to as Dawson’s fi ngers.43 
While the myelinated fi bers are the site of 
most of the injury, recent evidence suggests 
that eventually the axons are damaged in MS.44 
Loss of myelin leads to expression of excess 
numbers of sodium channels. Glutamate chan-
nels are activated with calcium overload. The 
denuded axons with excess sodium and gluta-
mate channels are more vulnerable to minor 
forms of hypoxia, making it possible that edema 
as part of a hypoxia-related injury occurs in the 
white matter.45

IMAGING BRAIN EDEMA

Cerebral edema has a characteristic appear-
ance on CT and MRI. In CT the x-rays pass 

occur with head trauma, there is a threat of sec-
ondary ischemia due to loss of CBF. Cerebellar 
infarctions and cerebellar hemorrhages can 
obstruct the outfl ow of CSF through the fourth 
ventricle, causing acute hydrocephalus. In cer-
ebellar hemorrhage, CT is adequate to show 
the large hematoma, but cerebellar infarc-
tion often requires MRI (Figure 10–6). Both 
hemorrhage and infarction of the cerebellum, 
when they compress the brainstem and cause 
hydrocephalus, require surgery. Large masses 
in the hemispheres can also compress the 
CSF outfl ow pathways and cause contralateral 
hydrocephalus with transependymal absorp-
tion (Figure 10–7).

Brain tumors cause brain edema through 
several mechanisms. Highly vascular tumors 
often have vessels with leaky BBB, and both 
the mass lesion and the vasogenic edema pro-
duce the pathological changes. In the case of 
metastatic tumors, which can act like foreign 
objects, there is swelling in the tissue around 
the mass from disruption of the BBB and cel-
lular function. The resulting edema around the 
metastatic tissue fans out into the white matter 
in fi nger-like projections. Generally, there are 
multiple masses due to metastatic lesions and 
one lesion in primary tumors. In some tumors, 
such as low-grade astrocytomas, which have 
tissue characteristics close to those of normal 
brain tissue, relatively little edema accompa-
nies the mass.

A different pattern is seen in the cerebral 
edema occurring with ischemia/hypoxia. The 
lesions evolve over time, as described above. 
The early energy failure causes cellular swell-
ing with cytotoxic edema. This can occur within 
minutes, as shown in DWI studies in animals. 

Figure 10–6. Cerebellar infarct with secondary hydro-
cephalus and transependymal fl uid movement (interstitial 
edema). (A) Initial DWI with cerebellar infarct in the ter-
ritory of the left posterior inferior cerebellar artery. (B) 
Echo-planar T2 axial image shows enlargement of the ven-
tricles prior to surgery for hydrocephalus. The arrow shows 
transependymal movement of fl uid.

Figure 10–7. (A) Large mass on the right (R) with 
signs of earlier surgery. Pressure on the aqueduct 
caused enlargement of the lateral ventricle on the left 
(arrow), which included the temporal horn (arrowhead). 
(B) Transpendymal absorption of CSF is seen (arrowhead). 
(C) Diffuse edema is seen in both hemispheres.
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An important event in the pathophysiologi-
cal cascade that leads to infarction following 
ischemia is the net movement of water from 
the extracellular space into the intracellular 
compartment without an increase in total water 
content in the affected zone. Because of the 

more easily through the edematous tissue due 
to the higher water content; images of edema-
tous areas are attenuated and appear as a dark 
area on the scan..Brain tissue water content is 
inversely correlated with x-ray attenuation and 
can thus be measured with CT. Several differ-
ent MRI techniques have been developed to 
measure abnormalities in water mobility and 
water content of tissues. Diffusion-weighted 
imaging (DWI) and diffusion tensor imag-
ing (DTI) have been developed to measure 
the changes in water mobility in cerebral tis-
sues. Diffusion-weighted imaging measures 
the one-dimensional distribution of water 
diffusion. The result of DWI imaging is rep-
resented as an apparent diffusion coeffi cient 
(ADC) map.

Diffusion tensor imaging can be used to 
reconstruct a map of the fi ber tracts based on 
the general direction of the three-dimensional 
diffusion vectors. Tissue water diffusion is 
determined by the presence and orientation of 
barriers to translational motion. The measured 
ADC values can vary, depending on the direc-
tion in which the diffusion-sensitive gradients 
are applied. The ADC is direction-dependent, 
which makes it possible to visualize the pat-
tern of water movement. Diffusion leads to 
an elliptical shape of the probability, with the 
longest axis aligned along the fi ber direction. 
It is possible to characterize the diffusion ellip-
soid with six parameters that are organized in 
a tensor called a diffusion tensor. Six diffusion 
constants along six independent axes are mea-
sured. Having tensor data, DTI measures three 
diffusion properties: (1) magnitude, (2) direc-
tion, and (3) anisotropy of water molecule in 
tissues. When DTI was used in a mouse model 
of traumatic brain injury, at every time point it 
was more sensitive to injury than conventional 
MRI, and relative anisotropy distinguished 
injured from control mice with no overlap 
between groups.

Diffusion tensor imaging measures the three-
dimensional distribution of water. Two impor-
tant parameters, fractional anisotropy (FA) and 
mean diffusivity (MD), are calculated from 
DTI images to represent the diffusion abnor-
malities46 (Figure 10–8). The effects of edema 
on DTI measurements include increased MD 
and decreased FA. This pattern of DTI mea-
sures is a general hallmark of many diseases 
and injury processes, which limits the specifi c-
ity of DTI measurements.

Figure 10–8. This multislice echo-planar imaging/ 
diffusion tensor imaging (EPI-DTI) color map comes from 
a healthy volunteer at 7 T following a fi eld map dewarping 
processing. (A) Fiber bundles are visualized, including the 
pons (Po), forceps (Fo), optic radiation (OR), genu, sple-
num and body of the corpus callosum (GCC/SCC/BCC), 
corticospinal tract (CST), internal and external capsules 
(IC/EC), corona radiata (CR), cingulum bundle (Ci), infe-
rior and superior longitudinal fasciculi (ILF/SLF), and 
arcuate fi bers (Ar). Some fi ber groups in lateral subcortical 
regions are less conspicuous, perhaps due to lower coil sen-
sitivity (arrows indicate labeled regions). (B) Tractography 
results in the midbrain region of this acquisition, highlight-
ing many of the same fi ber bundles in three dimensions. 
(From Ref. 46; See also the color insert.)
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trial has been done in patients with traumatic 
brain injury. A total of 155 adults with severe 
diffuse traumatic brain injury and intracranial 
hypertension that was refractory to fi rst-tier 
therapies were randomly assigned to undergo 
either bifrontotemporoparietal decompressive 
craniectomy or standard care. Patients in the 
craniectomy group, compared with those in the 
standard-care group, had less time with ICP 
above the treatment threshold, fewer interven-
tions for increased ICP, and fewer days in the 
intensive care unit (ICU). However, patients 
undergoing craniectomy had worse scores on 
the Extended Glasgow Outcome Scale than 
those receiving standard care and a greater 
risk of an unfavorable outcome. The study con-
cluded that in adults with severe diffuse trau-
matic brain injury and refractory intracranial 
hypertension, early bifrontotemporoparietal 
decompressive craniectomy decreased ICP 
and the length of stay in the ICU, but it was 
associated with more unfavorable outcomes.50 
A similar controlled trial is needed for ischemic 
brain edema.

Why have the treatment efforts lagged so 
far behind the rapid advances in understand-
ing the underlying molecular mechanisms and 
successes in the treatment of animal models of 
brain edema? One obvious reason is the diffi -
culty in identifying patients with similar lesions 
who can be entered into controlled studies. 
Obtaining consent for experimental treatments 
in poorly responsive patients raises ethical 
questions about patient protection. Another 
factor confounding efforts to study treatments 
for brain edema is that the number of patients 
with severe edema seen at any one center is 
generally too small to conduct a randomized 
study, making costly multicenter studies neces-
sary. Finally, long-term follow-up is necessary 
to adequately test a new treatment, and many 
of the studies are short-term.

Because of a lack of evidence-based treat-
ment protocols, current practice, which is 
empirical, has infl uenced the treatment of 
cerebral edema. The two treatments most com-
monly used are osmotic agents and steroids. 
The key to the treatment of cerebral edema, 
which remains largely empirical, is accurate 
identifi cation of the type of injury. In cytotoxic 
edema, for example, mannitol and hypertonic 
saline provide short-term relief to control life-
threatening increases in ICP. Another exam-
ple is the use of a short course of high-dose 

lack of change in water, the T2-weighted image 
remains normal at this stage. When endothe-
lial cells break down, leading to vasogenic 
edema, there is an increase in total water con-
tent, which produces a bright signal on the 
T2-weighted image.

Susceptibility differences between tissues 
have been used as a new type of MR contrast 
by susceptibility-weighted imaging (SWI).47 
Susceptibility-weighted imaging is a fully 
velocity-compensated, high-resolution, three-
dimensional gradient-echo sequence that uses 
magnitude and fi ltered-phase information, 
both separately and in combination with each 
other, to create new sources of contrast.48 In 
SWI, there is a mixture of spin density, T1, T2*, 
CSF suppression, and susceptibility sensitivity. 
The SWI images reveal regions of edema iden-
tical to those seen on FLAIR images because 
of short relaxation time (TR) and compara-
tively longer echo time (TE); however, SWI 
does not reveal a low signal in CSF because of 
the low fl ip angle. Diffusion-weighted imaging 
highlights the edematous regions affected by 
stroke, while SWI shows changes in oxygen sat-
uration along with other sources of susceptibil-
ity. Therefore, SWI demonstrates the affected 
vascular territory in stroke. The hypothesis is 
that the deoxyhemoglobin content of small 
vessels is increased over their normal values 
due to slower or restricted fl ow, making these 
 vessels visible.

TREATMENT OF BRAIN EDEMA 
AND HYPOXIC/ISCHEMIC INJURY

A large number of studies in animals have 
tested potential treatments for cerebral edema. 
Although many have been shown to work in 
animal studies, treatment of cerebral edema in 
humans has been extremely diffi cult to study, 
and in spite of multiple studies, convincing evi-
dence of effi cacy is lacking for many of the cur-
rently used treatments. In a recent review of 
several decades of studies, no agent met vigor-
ous criteria for effi cacy. Based on uncontrolled 
studies, many centers perform decompres-
sive craniectomies to treat massive ischemic 
edema. While several uncontrolled studies 
indicate that lives can be saved, this conclusion 
should be considered provisional until properly 
controlled trials are conducted.49 A controlled 
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dramatically to treatment with high doses of 
dexamethasone, which can be given to con-
trol the brain swelling as radiation or surgi-
cal treatment is planned. The corticosteroid 
closes the BBB rapidly. Hence, it is impor-
tant to obtain contrast-enhanced MRI or CT 
scans before treatment with corticosteroids; 
otherwise, enhancement of the lesion may be 
missed. High doses of corticosteroids have 
been shown to be effective in brain edema 
secondary to infl ammation in MS; the ste-
roids act by closing the BBB, which can be 
seen on contrast-enhanced MRI.54 The open-
ing of the BBB is associated with elevated lev-
els of the proinfl ammatory cytokine, TNF-α. 
Infl ammatory lesions, such as those that occur 
in acute attacks of MS, respond well to high-
dose methylprednisolone.55,56 Treatment with 
1 g/day of methylprednisolone for 3 to 5 days 
reduces the infl ammatory changes in the 
blood vessels during an acute exacerbation.55 
Dramatic reduction in enhancement on MRI 
may be seen after treatment. However, the 
effect is lost after several months. High- dose 
steroids reduce the MMP-9 in the brain, as 
refl ected in the CSF, preserving the integrity 
of the BBB.57

Treatment of edema surrounding an intrac-
erebral hemorrhage has recently been inten-
sively studied because of the side effect of 
hemorrhagic transformation in patients treated 
with tPA. As in studies of edema secondary 
to ischemia, a large number of animal studies 
have documented the use of various agents to 
reduce edema secondary to hemorrhage. An 
initial study of recombinant activated factor 
VII, which enhances clot formation, showed 
reduction of hemorrhage growth.58 However, a 
subsequent study failed to confi rm the results 
of the fi rst one because of a high rate of throm-
botic complications, and the use of factor VII 
remains uncertain.59

Except for tPA in the fi rst 3 hours after 
stroke, no therapy has been shown to be effec-
tive. In the absence of effective treatments, 
efforts are directed at prevention. Treatment 
of hypertension, diabetes, hyperlipidemia, 
and coagulopathies and aspirin are accepted 
preventive measures. Surgeries for carotid 
stenosis when the symptomatic artery has an 
occlusion greater than 70% have been shown 
in a controlled study to be benefi cial, but they 
carry the risk of restenosis.60,61 Anticoagulation 
for atrial fi brillation is effective, but the age 

steroids to reduce the infl ammatory response 
and vasogenic edema. A common mistake is 
to use steroids for the treatment of cytotoxic 
edema in stroke; a large number of studies 
have documented the futility of steroid treat-
ment in stroke, and they are countraindicated 
in the treatment of edema secondary to stroke 
or hemorrhage. In fact, systemic complications 
of corticosteroids can worsen the condition of 
patients with intracerebral hemorrhage.51

Hypertonic solutions are used to reduce the 
water content of brain tissue. The fi rst such 
agent was urea. It is no longer used because it 
was a small molecule and could enter the brain, 
where it caused a rebound in CSF pressure.52 
Mannitol is currently the agent of choice for 
osmotic treatment of brain edema. Initially, 
it was used in doses of 3 g/kg, which caused 
marked alterations in the level of serum elec-
trolytes, permitting the use of only one or 
two doses. More recently, it was found that 
low doses of mannitol (0.25–1.0 g/kg) are as 
effective as higher doses without affecting the 
electrolytes. Noninfarcted regions are mainly 
affected by the hypertonic solutions rather 
than the infarcted hemisphere.53 Mannitol 
also changes the rheological characteristics of 
the blood and may have an antioxidant effect. 
Prolonged administration of mannitol results 
in an electrolyte imbalance that may override 
its benefi t, and it must be carefully monitored. 
More recently, hypertonic saline has been advo-
cated for the treatment of cerebral edema.12 
Studies in animals have shown that it lowers 
ICP, and studies in humans are being done.

Most treatments have been directed at 
controlling the secondary consequences of 
brain edema rather than treating the underly-
ing causes. Although not directly aimed at the 
edema itself, reducing the blood and CSF vol-
umes is used to lower the ICP. Blood volume 
can be reduced with hyperventilation, which 
lowers carbon dioxide. However, excessive 
hyperventilation can cause vasoconstriction 
and ischemia. Reduction of the CSF volume 
can be done mechanically by placing a drain-
age catheter into one of the ventricles, which 
may be diffi cult if the cerebral ventricles are 
compressed by the edema. Agents that reduce 
the production of CSF, such as acetazolamide 
or diuretics, may be used, but they are of mar-
ginal benefi t.

Edema surrounding brain tumors, par-
ticularly metastatic brain tumors, responds 
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 treatment are involved, but also that the time 
at which they are expressed in the molecular 
cascades of injury is critical. Most of the major 
molecules have evolved dual functions with 
an early detrimental effect balanced by a later 
benefi cial one. The challenge of future stud-
ies will be to develop paradigms for multiple 
drug studies that are based on the duality of the 
natural process. One possible scenario for isch-
emia could involve the use of agents to reduce 
the early disruption of the BBB by proteases, 
an intermediate agent to reduce the infl amma-
tory response, and fi nally, an agent to enhance 
angiogenesis and neurogenesis. Such a theo-
retical scheme is shown in Figure 10–9.

We have described a large number of molec-
ular reactions in the cell cytoplasm, nucleus, 
and extracellular matrix. They begin and end 
at different times in the injury cascade. At one 
point in the cycle these reactions damage tis-
sues, at another they participate in the removal 
of debris, and over time they contribute to 
repair. Determining when to inhibit a particu-
lar reaction requires an intimate understanding 
of the stage of the process, the type of injury, 
and the age and other conditions of the organ-
ism. This complexity has confounded studies 
of novel treatments in the fi eld of stroke and 
brain injury, and at this time only tPA has U.S. 

limit is controversial. Reduction of edema by 
hyperosmolar agents, improvement in CBF 
with hemodilution, and blockade of calcium 
uptake by calcium entry blockers have not 
proven useful. Superfi cial temporal artery to 
middle cerebral artery bypass was another sur-
gical procedure that was performed for many 
years without a controlled trial. When the trial 
was fi nally done, the procedure was not found 
to be better than medical treatment for stroke. 
In a few conditions, such as Moyamoya syn-
drome, where the blood fl ow to the brain is 
compromised, the procedure is thought to be 
helpful. This is an excellent example of why it is 
important to conduct controlled trials prior to 
general use of surgical procedures, particularly 
if the procedure is very costly and unproven.

MULTIPLE DRUGS FOR 
TREATMENT OF ISCHEMIA

Complex interrelationships between ele-
ments of the molecular cascades of injury and 
repair have thwarted attempts to fi nd unitary 
treatments for ischemic and traumatic brain 
injury. We have learned not only that the indi-
vidual molecules that are potential targets of 
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Figure 10–9. Molecular cascade involved in cerebral edema. The time course of events is depicted at the top of the 
drawing, beginning with the initiating ischemic event and progressing over several weeks. In the fi rst hours there is energy 
failure, with Ca2+ and glutamate entering the cells. The cell swelling produces cytotoxic edema, HIF-1α is activated, and 
MT1-MMP activates the constitutively expressed MMP-2. Reversible opening of the BBB occurs. After 24 to 48 hours, 
there is formation of a second group of molecules that turn on cassettes of genes. The cytokines include tumor necrosis 
factor-α (TNF-α) and interleukin-1β (IL-1β), which activate transcription factors to induce MMP-3 and MMP-9. The sec-
ond wave of MMPs leads to irreversible damage to the BBB with delayed vasogenic edema. Induction of caspases occurs in 
the nucleus, and apoptosis takes place. Finally, angiogenesis and neurogenesis participate in the recovery.
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molecular events that amplify the injury are 
often involved in this phase. Angiogenesis ini-
tially leads to a blood vessel that has not com-
pletely formed tight junctions and could be 
contributing to edema formation.62 An example 
of the dual nature of growth factors is VEGF. 
Released under the infl uence of HIF in the 
early stages of an injury, VEGF is a key mol-
ecule in the formation of new vessels. It also 
contributes to the early opening of the BBB, 
and while it is acting, vessels remain perme-
able. Thus, it is not considered a good target 
for treatment except at the early stages, and 
how this will affect the later recovery phase 
becomes a major problem.

Astrocytes secrete growth factors that con-
tribute to the survival of neurons and oligo-
dendrocytes, but they also form a glial scar that 
restricts axonal growth. Microglia are major 
players in early tissue destruction by secreting 
potent enzymes that remove debris from an 
injury site; later, they contribute to the healing 
process in ways that are just beginning to be 
understood. It appears that as the extracellular 
matrix undergoes remodeling, microglia pro-
vide essential growth factors to facilitate that 
process. In addition, they release proteases that 
are essential for matrix remodeling. These pro-
teases, if released in the white matter, attack 
myelin, causing bystander demyelination, but 
curbing the delayed infl ammatory response 
may impede recovery.

Taking into account the dual nature of the 
infl ammatory response in the design of treat-
ment trials provides a unique challenge. When 
does the benefi cial aspect of infl ammation 
replace the detrimental phase? What part of 
the initial infl ammatory phase should be con-
tained, and how can the later benefi ts of infl am-
mation be preserved and augmented? Answers 
to these important questions are beginning to 
emerge from studies of the natural course of 
the illness.

As the injury begins, the infl ux of calcium 
turns on a number of genes that participate in 
the full spectrum of injury and recovery. If the 
calcium levels remain elevated for an extended 
period of time, irreversible apoptotic events 
are initiated. Levels of calcium remain elevated 
by excessive extracellular levels of glutamate. 
Intact astrocytes take up the excess glutamate 
as long as they are viable. Protective mecha-
nisms can be overwhelmed at this early stage, 
laying the foundation for later cell death. If the 

Food and Drug Administration approved for 
the treatment of stroke.

Investigators have puzzled over numerous 
treatments that work in animal models and fail 
in the clinic. There are many agents that are cur-
rently in the pipeline or actively being tested, 
but none are approved. One of the major prob-
lems is the use of a single animal and a single 
time point. Proving that drugs block damage at 
24 to 48 hours may have little relevance to long-
term recovery. A second major impediment to 
success is the use of a single sex for studies and 
young animals for stroke studies to test treat-
ments that will be used mainly in elderly indi-
viduals. A third factor is the genetic infl uences 
in different animal strains and in humans. 
Spontaneously hypertensive rats (SHR) have a 
slightly higher incidence of strokes, but modi-
fi cation of the genes further to produce SHR 
stroke-prone rats increases greatly the likeli-
hood that a stroke will occur. Which of these 
is the best model in which to test new drugs is 
unclear; most likely, all of them will be needed. 
In addition, several species will be needed for 
testing new agents. Finally, there is the issue of 
whether to use a permanent occlusion model 
or one that includes reperfusion. Should the 
focus of the study be on the early events or on 
the later recovery phase? Will different drugs 
be needed at different stages, for persons with 
different genetic backgrounds, and for both 
sexes and different ages? Such questions are 
not trivial. In fact, the early failure of so many 
studies was caused by an overzealous investi-
gator convincing an industrial sponsor that the 
short-term animal studies were suffi cient to 
lead to a large clinical trial.

Many investigators are convinced that the 
 current approach to the problem of moving 
drugs from the laboratory to clinical practice 
needs radical rethinking. Testing in multiple 
species is needed. Multiple time periods need to 
be studied. Different stroke and injury models 
need to be included, and the variations in sex and 
age must be carefully balanced. With this more 
complex approach, more work prior to a clinical 
trial will be necessary, but targeting drugs that 
have been more thoroughly tested will reduce 
the major costs involved in clinical trials.

Treatment in the recovery phase offers 
opportunities beyond the limited time frame of 
the acute injury. Angiogenesis and neurogen-
esis begin within the fi rst week after an injury 
and continue for several weeks. The same 
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Chapter 11

Intracerebral Hemorrhage

INTRODUCTION

Intracerebral hemorrhage (ICH) is the least 
frequent of the three major types of stroke, 
but it is the most deadly.1 Occurring in 10% to 
15% of patients with stroke, ICH is the major 
cause of death and disability.2 Neuroimaging 
with computed tomography (CT) and magnetic 
resonance imaging (MRI) has dramatically 
changed the way we view a hemorrhagic mass 
lesion. Both CT and MRI show sites of bleed-
ing and allow the sequence of events leading up 
to the formation of a mass lesion to be readily 
visualized. Prior to the development of mod-
ern neuroimaging methods, intracranial bleed-
ing was considered a devastating illness with 
dramatic symptoms. Computed tomography 
scans reveal that many patients thought to have 
small thromboses because of the limited nature 
of the symptoms actually have small bleeds. In 
the pre-CT era, the cause of the hemorrhage 
rarely was resolved, even at autopsy, because 
the large hemorrhages obscured the mecha-
nisms at the onset of the insult.

The hemorrhagic mass is due either to the 
rupture of a blood vessel or the breakdown of 
tissue after a cerebral infarction. Two major 
theories grew out of early pathological stud-
ies to explain the occurrence of an ICH. One 
involved the rupture of an aneurysmal dilata-
tion on a blood vessel damaged by hypertension, 

while the  other was that the infarcted tissue had 
undegone hemorrhagic transformation. This 
controversy was resolved when CT scanning 
revealed a group of patients with early devel-
opment of a large mass most likely due to a ves-
sel rupture, which we now refer to as a primary 
ICH. By contrast, in some stroke patients, the 
initial CT scan shows no blood, but over several 
hours to days, a mottled pattern of bleeding is 
seen, indicating that the infarcted tissue has 
undergone hemorrhagic transformation.

Nontraumatic hemorrhages are most com-
monly due to hypertensive damage to the 
blood vessels with bleeding from the small 
perforating vessels in the basal ganglia.4 The 
three main sites of ICH are the basal ganglia, 
the cerebellum, and the pons. When those 
sites are involved, the ICH is generally due 
to hypertensive damage to the vessel wall. In 
addition to hypertensive small vessel disease, 
other clinical causes of ICH include vascu-
lar malformations, tumors that bleed, blood 
dyscrasias, coagulation defects, and amyloid 
angiopathy.5 Intracranial bleeding outside the 
main sites of hypertensive bleeds suggests one 
of these causes: vascular malformations can 
bleed in any location in the brain; cavernous 
hemagiomas and amyloid angiopathy can have 
numerous microbleeds, which can be visual-
ized by susceptibility-weighted MRI (T2* echo 
gradient).

INTRODUCTION

HISTORY OF ICH

MOLECULAR MECHANISMS IN ICH

CLINICAL ASPECTS OF INTRACRANIAL 
BLEEDING

PATHOPHYSIOLOGY OF ICH: EVIDENCE 
FROM ANIMAL STUDIES

EXTRAPOLATION OF EXPERIMENTAL 
RESULTS TO TREATMENTS FOR ICH
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 occlusion. Sixty-six had hemorrhagic transfor-
mation, with all but three having a source of 
emboli. The investigators also noted that the 
emboli lodged in a proximal artery gave rise to 
bland infarctions, while those with hemorrhagic 
transformation had emboli in distal branches, 
suggesting that a large embolus had broken up 
and fragments had lodged distal to the bleeding 
areas. They concluded that the “fragmentation 
of the embolic material . . . exposes the necrotic 
tissue to the full forces of arterial blood pres-
sure with resulting hemorrhages from damaged 
capillaries.” Thus, tissue distal to the occlusion 
was preserved from ICH, while reperfusion of 
the infarcted regions resulted in hemorrhagic 
transformation.

New defi nitions of ICH emerged that take 
into account the underlying etiology and the 
rapidity of the emergence of the mass lesion. 
When the accumulation of blood is rapid and 
the mass lesion is seen on the initial CT scan, 
the term primary ICH is often used. However, 
when the hemorrhage begins as a region of 
infarct and subsequently evolves into a mass 
lesion, the term secondary ICH is used. This 
secondary hemorrhage implies that the hemor-
rhagic mass begins as an ischemic injury, pro-
gresses through a stage of bleeding, and results 
in a mass lesion, a process that is best defi ned 
as hemorrhagic transformation. Serial CT scans 
have demonstrated growth of the lesion over 
time.6

HISTORY OF ICH

In the 1800s, Durand-Fardell proposed that 
ICH originated in a previously disorganized 
brain substance7 (Table 11–1). Early patholo-
gists observed red blood cells outside intact 
blood vessels, which were termed ball hem-
orrhages; they appeared to exit blood ves-
sels by “walking across” them, or diapedesis. 
Bouchard, working with Charcot, observed 
dilatations of the small hypertensive vessels in 
the basal ganglia and proposed that there were 
aneurysms on these arteries that ruptured. 
This remained a dominant theory of the origin 
of ICH up to the present (Figure 11–1). More 
recently, Fisher and Adams proposed that car-
dioembolic strokes have an increased likelihood 
of undergoing hemorrhagic transformation 
than thromboses based on a series of autopsy 
cases.8 They studied 373 brains with vascular 

Table 11–1 Landmarks in the 
 Development of Early ICH Concepts

Cruveilhier (1829) separated ICH into aneurysm 
and vessel breakdown

Rochoux (1814) and Durand-Fardell (1854) 
 described diapedesis (‘jumping across’)- damaged 
vessels

Virchow (1857), Charcot (1881), and Bouchard 
(1866) described rupture of miliary aneurysms

Rosenblath (1927) related bleeding to an  enzymatic 
substance (German: “stuff”)

Figure 11–1. An original drawing of the aneurysmal dila-
tation on a artery that is thought to be the site of bleed-
ing in basal ganglia hemorrhages. The drawing is from the 
frontispiece of the book The Miliary Aneurysms of Charcot 
and Bouchard. From Charcot J-M, Clinical Lectures on 
Senile and Chronic Diseases, [translated by WS Tuke]. 
London: The New Sydenham Society; 1881.
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increased levels of toxic blood products, but 
also due to the increased compression exerted 
on the tissues surrounding the lesion. Recently, 
it has been argued that small bleeds may actu-
ally protect brain tissue because of precon-
ditioning of the brain to blood components, 
while large bleeds lead to secondary damage.12 
Studies in experimental animals using a vari-
ety of methods to induce ischemia with rep-
erfusion implicate reperfusion in blood-brain 
barrier (BBB) disruption with hemorrhage, 
which follows a pattern of biphasic opening.13 
Hemorrhagic transformation is often seen 48 
to 72 hours after a large region of cerebral isch-
emia develops. Occasionally, hemorrhage into 
the reperfused region is seen after endarterec-
tomy (Figure 11–2). Whether this is due to the 
pressure on the blood vessel wall that is sud-
denly exerted when the blockage is removed or 
to infarction during the operative procedure is 
uncertain. Fortunately, bleeding after endart-
erectomy is a rare event.

The injury cascade results in the activation of 
genes responsible for the production and acti-
vation of various proteolytic enzymes. Several 
proteases are involved in the fi brinolytic and 
coagulation systems, such as urokinase- and 
tissue-type plasminogen activators (uPA and 
tPA). These proteases are important in both 
normal and pathological processes, including 
clot lysis, angiogenesis, and remodeling of the 
extracellular matrix. The plasminogen activa-
tors interact with the matrix metalloproteinases 
(MMPs) to induce a variety of toxic effects on 
brain cells and blood vessels.14 The MMPs and 

MOLECULAR MECHANISMS 
IN ICH

Computed tomography scans performed very 
early after the onset of symptoms revealed a 
group of patients who had no bleeding seen 
on the initial scan; however, subsequent scans 
showed a well-developed mass lesion, suggest-
ing rapid conversion of the infarcted tissues 
into a hemorrhagic mass.9 In a prospective 
MRI study of 200 patients with cardioembo-
lic stroke, 41 had CT-proven supratentorial 
infarcts due to cardiogenic embolism; MRI 3 
weeks after the stroke in 35 of these 41 patients 
showed hemorrhagic transformation in 68.6%, 
suggesting that hemorrhagic transformation is 
common in medium-sized and large cardioem-
bolic infarcts.10 In a study of 103 patients who 
were excluded from treatment with tissue plas-
minogen activator because of bleeding on CT, 
enlargement of the initial hemorrhage occurred 
in 26% within the fi rst hour, while 38% had 
an increase in the size of the hemorrhage by 
20 hours, and those patients who demonstrated 
enlargement of the mass had a greater likeli-
hood of undergoing clinical deterioration.11 
Irregular hematoma shape and density hetero-
geneity, refl ecting active multifocal bleeding 
or a variable bleeding time course, predicted 
ICH growth; large ICHs were signifi cantly 
more irregular in shape, were heterogeneous 
in  density, and had greater growth.6

The size of the hemorrhagic mass further 
contributes to the pathophysiology since larger 
masses cause greater damage, not only from 

Figure 11–2. Hemorrhagic transformation after carotid endarterectomy. (A) Axial view of an arteriogram showing the 
lack of fi lling on the left side of the brain (arrow). (B) Five days after surgery, a small bleed is seen in the left basal ganglia 
(arrow). (C) Seven days after surgery, extensive bleeding is seen in the region of the small bleed. There is a shift of the 
ventricles due to the mass effect (arrow) and dilatation of the opposite temporal horn from compression of the aqueduct 
of Sylvius (arrowhead).



172 Molecular Physiology and Metabolism of the Nervous System

trap agents reduce the bleeding and improve 
function in animal models.18

CLINICAL ASPECTS OF 
INTRACRANIAL BLEEDING

Chronic hypertension produces a small vessel 
vasculopathy characterized by  lipohyalinosis, 
fi brinoid necrosis, and development of 

thrombin are the two proteases that have been 
most extensively studied in ICH. In patients 
with cardioembolic stroke, elevation of MMP-9 
predicts hemorrhagic transformation and 
parenchymal hemorrhage15 (Figure 11–3).

Ischemia with reperfusion leads to fi brino-
gen, complement, and thrombin entry into the 
brain across a compromised BBB, initiating an 
extravascular coagulation cascade. Toxic prod-
ucts from serum and lysed red blood cells, such 
as the coagulation cascade enzymes, thrombin 
and plasmin, induce secondary edema and 
amplify the infl ammatory response.16 As a 
result, hemorrhagic areas may consolidate into 
a mass lesion, and the blood products further 
facilitate the formation of cerebral edema.

Several blood products have been implicated 
in the secondary infl ammatory response that 
leads to cerebral edema and BBB damage. The 
coagulation cascade enzymes, thrombin and plas-
min, are pleuripotential molecules that act on 
cells directly and indirectly by activation of other 
proteases. Injection of thrombin into the brain 
produces a focal increase in brain water content 
(Figure 11–4). Thrombin stimulates the produc-
tion of hypoxia-inducing factor-1α (HIF-1α) and 
induces the tumor suppressor gene, p53, which 
promotes apoptosis.17 In addition to proteases, 
free radicals are thought to be involved in the 
hemorrhagic injury. The evidence of free radical 
involvement is indirect and comes from studies 
showing that free radical scavengers and spin 
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tissue, making it similar to a subdural hema-
toma. This is a surgical emergency that requires 
evacuation of the extraparenchymal mass and 
repair of the aneurysm (Figure 11–5). Other 
surgically remedial intracerebral hemorrhages 
are those in the posterior fossa due to cerebel-
lar hemorrhage, which have either compressed 
the fourth ventricle, causing hydrocephalus, or 
have damaged the brainstem (Figure 11–6).

Magnetic resonance imaging is as sensitive 
as CT in identifying blood in ICH. In one mul-
ticenter study of acute stroke within 6 hours 

 Charcot-Bouchard aneurysms, affecting pene-
trating arteries throughout the brain including 
lenticulostriates, thalamoperforators, parame-
dian branches of the basilar artery, superior 
cerebellar arteries, and anterior inferior cer-
ebellar arteries. Predilection sites for intrace-
rebral hemorrhage include the basal ganglia, 
pons, and cerebellum. Intraventricular hem-
orrhage occurs in one-third of intracerebral 
hemorrhage patients from extension of tha-
lamic ganglionic bleeding. Isolated intraven-
tricular hemorrhages infrequently arise from 
subependymal structures including the germi-
nal matrix in newborns, arteriovenous malfor-
mations, and cavernous angiomas. Premature 
infants are at risk of intraventricular hemor-
rhages from the germinal matrix, which can 
cause secondary hydrocephalus.

Pathological changes can occur in the vessels 
without hypertension. Amyloid deposits in the 
vessel wall can occur with aging or with forms 
of familial amyloid angiopathy. Often the amy-
loid-damaged vessels are seen in the occipital 
regions. Bleeding around the vessels leads to 
hemosiderin deposits that can be seen on MRI 
susceptibility-weighted sequences (T2* gradi-
ent echo). These small regions of bleeding have 
been named microbleeds; they are variable in 
number. Microbleeds seen on MRI represent 
only a small fraction of those seen in the brain at 
autopsy. Because of the tendency of these ves-
sels to bleed, some neurologists are concerned 
about the use of antiplatelet agents, which may 
increase the risk of bleeding; anticoagulants are 
not recommended. When intracranial bleed-
ing takes place in the occipital regions, amyloid 
angiopathy should be suspected. Lobar hem-
orrhages in younger patients are mainly due 
to arteriovenous malformations or cavernous 
hemangiomas. Rarely, an intracranial bleed is 
due to blood dyscrasia. Children with leukemia 
are at risk of ICH. Cancer patients with coag-
ulation defects that reduce platelet levels or 
cause disseminated intravascular clotting are at 
greater risk for ICH. Tumors can bleed and pre-
sent as a primary ICH; metastatic melanomas, 
metastatic tumors from the kidney, hemangio-
blastic meningiomas, and rapidly growing glio-
blastomas can outgrow their vascular supply, 
resulting in bleeding.

When an aneurysm on the middle cerebral 
artery located in the Sylvian fi ssure ruptures, it 
can appear to be an ICH, but the mass is outside 
the parenchyma, pressing on the surrounding 

Figure 11–5. Patient with bleed secondary to a middle 
 cerebral artery aneurysm in the Sylvian fi ssure. (A) A CT 
scan showing the round-appearing bleed with a dense calci-
fi ed aneurysm (arrow). (B) Postmortem brain section dem-
onstrating the location of the blood outside the brain, pro-
ducing a subdural-like compression of the tissue that  appears 
as an intraparenchymal mass (arrow). The extraparenchymal 
aspect of the mass was mistaken for a primary ICH; the 
 patient was not operated on and subsequently died.

Figure 11–6. Computed tomographic image from 
 patient with large cerebellar hemorrhage that compresses 
the brainstem.
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T2-weighted MRI. In the late subacute stage, 
when methemoglobin is released by lysis of the 
red blood cells, the magnetic gradient between 
the intracellular and extracellular compart-
ments is lost, and hemorrhage is hyperin-
tense on T1-weighted and T2-weighted MRI. 
Hemosiderin is found in the chronic phase; it 
has many unpaired electrons and is superpara-
magnetic, making the hemorrhage hypointense 
on T1-weighted and T2-weighted MRI.

Gradient recall MRI has the ability to detect 
not only acute and chronic hematomas but 
also old, clinically silent cerebral microbleeds. 
Microbleeds are generally defi ned as punctate, 
homogeneous, rounded, hypointense lesions in 
the parenchyma that are smaller than 5–10 mm 
(Figure 11–7). Pathological studies have shown 
that microbleeds seen with gradient recall echo 
MRI usually correspond to hemosiderin-laden 
macrophages adjacent to small vessels and are 
indicative of previous extravasation of blood. 
Microbleeds have been seen in up to 80% of 
patients with primary intracerebral hemor-
rhage, 21%–26% of patients with ischemic 
stroke, and 5%–6% of asymptomatic or healthy 
elderly individuals. Hypertension, cerebral 
amyloid angiopathy, getting older, and, less 
commonly, cerebral autosomal dominant arte-
riopathy with silent infarcts and leukoaraiosis 
(CADASIL) have been identifi ed as important 
risk factors for microbleeds.21

of onset, gradient-echo MRI was as accurate 
as CT for the identifi cation of acute hemor-
rhage and more accurate for the identifi cation 
of chronic hemorrhage.19 Blood has character-
istic appearances on both imaging modalities at 
each stage (acute, subacute, and chronic), and it 
is important to be familiar with the appearance 
of various types of intracranial hemorrhage on 
CT and MRI and their clinical implications. 
The MR signal characteristics of intracranial 
hemorrhage are determined by the paramag-
netic effects of the breakdown products of 
hemoglobin, the magnetic fi eld strength, and 
the pulse sequence20 (Table 11–2). The break-
down products of hemoglobin have different 
oxidation states of iron, producing different 
magnetic properties. Oxygenated hemoglobin, 
which has no unpaired electrons and is dia-
magnetic, is present in the hyperacute stage, 
and the hematoma is isointense or hyperin-
tense on T1-weighted MRI and hyperintense 
on T2-weighted MRI owing to the hemoglobin 
content. Deoxyhemoglobin has few unpaired 
electrons and is paramagnetic; consequently, in 
the acute stage, the hemorrhage is isointense or 
hypointense on T1-weighted MRI and hypoin-
tense on T2-weighted MRI. Methemoglobin 
is paramagnetic and confi ned to the intracel-
lular compartment, with a magnetic gradient 
between those of the intracellular and extracel-
lular compartments, appearing hyperintense 
on T1-weighted MRI and hypointense on 

Table 11–2 Changes in MRI Patterns Seen in the Stages of Blood Formation 
After ICH

CT
T1-Weighted 
MRI

T2-Weighted 
MRI MRI FLAIR GRE MRI

Hyperacute 
(<12 hours)

Hyperdense Isointense or mildly 
hyperintense

Hyperintense Hyperintense Hypointense rim

Acute (12 hours 
to 2 days)

Hyperdense Isointense or 
 hypointense

Hypointense Hypointense Hypointense rim 
that gradually 
progresses to the 
center

Early subacute 
(2–7 days)

Hyperdense Hyperintense Hypointense Hypointense Hypointense

Late subacute 
(8 days to1 
month)

Isodense Hyperintense Hyperintense Hyperintense Hypointense

Chronic 
(>1 month)

Hypodense Isointense or 
 hypointense

Hypointense Hypointense Slit-like  hyperintense 
or isointense core 
surrounded by a 
hypointense rim
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and MRI has removed some of the uncertainty 
in the diagnosis, but the diagnosis can be diffi -
cult, particularly when a single symptom, such 
as vertigo, is the only warning of the mass in the 
cerebellum, and the treatment is still contro-
versial. The key to successful treatment is two-
fold: (1) suspicion of a cerebellar bleed based 
on the sequence of events, as revealed by the 
history rather than reliance on the examination 
alone, and (2) the correct choice of imaging 
modalities. Even with the most careful his-
tory, neurological examination, and MRI scan 
with attention to the posterior fossa, criteria for 
selection of patients for surgery and timing of 
the surgery differ among neurosurgeons.

Following Fisher et al.’s report, several large 
series of patients showed the treacherous course 
of the illness, with death occurring either rap-
idly from early brainstem compression or after 
a delay due to the consequences of the mass 
impinging on the brainstem from below and 
the hydrocephalus distorting the brainstem 
from above.24 The typical patient with cerebel-
lar hemorrhage is hypertensive. At the onset, 
there is a severe headache followed shortly by 
diffi culty walking due to the cerebellar lesion. 
An interval of 24 to 48 hours separates the ini-
tial symptoms from the second phase, in which 
the growing mass presses on the brainstem, 
causing sixth and seventh cranial nerve palsies. 
As the mass progressively enlarges and the tis-
sue destruction causes edema, the brainstem is 
compressed and hemiparesis occurs. Without 
surgical removal of the mass, death may result in 
24 to 72 hours. Occasionally, the progression to 
death is prolonged, but the presence of a large 
posterior mass, which causes hydrocephalus, has 
a very high mortality rate without surgery.

Treatment of cerebellar hemorrhage in 
humans remains controversial in spite of the 
passage of over 50 years since the initial reports 
on surgical treatment. Large masses with signs 
of brainstem compression require urgent ven-
triculostomy and surgical removal of the mass. 
When the patient has a mass less than 3 cm and 
is stable, the threat of deterioration is diffi cult 
to judge. Some neurosurgeons favor removal of 
the mass before the patient deteriorates, while 
others prefer to watch the patient carefully and 
intervene when deterioration begins. With the 
ability to visualize the mass and the hydroceph-
alus with CT, the watchful waiting approach is 
generally favored. Some neurosurgeons pro-
phylactically place a catheter in the ventricle to 
prevent the development of hydrocephalus.

Except for several isolated instances when 
surgical evacuation of a large intracranial col-
lection of blood is indicated, such as cerebel-
lar hemorrhages larger than 3 cm and causing 
hydrocephalus and/or brainstem compression, 
and lobar hemorrhages due to arteriovenous 
malformations or ruptured aneurysms, the 
current treatment options for ICH are mainly 
supportive. In spite of many trials of surgical 
treatments dating from the 1960s to the pre-
sent, there is no evidence that removing a hem-
orrhagic mass is benefi cial.22

Cerebellar hemorrhage is a life-threaten-
ing condition and one of the few stroke syn-
dromes that benefi ts from surgery. Fisher et 
al. described the clinical features of cerebel-
lar hemorrhage and the cardinal features of 
ataxia, cranial nerve palsies, and hemiparesis 
that indicated brainstem compression and sig-
naled the need for surgery for a potentially life-
threatening situation.23 This remarkable paper 
appeared before the introduction of CT and 
MRI, when the decision to operate to remove 
a possible mass lesion in the posterior fossa had 
to be made quickly and accurately if death was 
to be prevented. More recently, the use of CT 

Figure 11–7. T2* gradient echo MRI image of a patient 
with microbleeds (arrow) and a large ICH in the frontal 
region (arrowhead). There are white matter hyperinten-
sities around the posterior horns of the lateral ventricle, 
which are thought to increase the risk of ICH from amyloid 
angiopathy.
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the conclusion was that available data do not 
support the use of rFVIIa for the treatment of 
spontaneous ICH.

PATHOPHYSIOLOGY OF ICH: 
EVIDENCE FROM ANIMAL 
STUDIES

Several animal models have been used to study 
the effect of different drugs and surgical inter-
vention on supratentorial ICH (Table 11–3). 
These studies have focused on strategies to 
reduce the damage from tissue compression by 
the mass lesion and the toxicity of the blood 
products.31 Two models are generally accepted 
in studies of ICH: (1) direct injection of autol-
ogous blood, which models the mass effect and 
includes the toxicity of the blood products, and 
(2) injection of bacterial collagenase, which 
causes breakdown of multiple small blood 

Little is understood about the mechanisms 
involved in the growth of the mass lesion after 
an intracerebral bleed. Several studies have 
shown an increase in size that occurs over 12 
to 24 hours.25 The impact of the hemorrhage 
on the surrounding tissue has been extensively 
studied in supratentorial bleeds but not in cer-
ebellar hemorrhages. The supratentorial mass 
does not appear to exert suffi cient pressure 
on the surrounding tissues to restrict cerebral 
blood fl ow,26 but the toxic molecules released by 
the breakdown of blood products, particularly 
thrombin, seem to have a deleterious effect.27

In addition to the disappointing results of 
surgical trials in supratentorial ICH, medical 
treatments have proven elusive. A large clini-
cal trial was done in an attempt to control the 
growth of the hemorrhage using recombinant 
factor VIIa (rFVIIa), a serine protease that 
acts in conjunction with tissue factor to con-
trol bleeding in hemophiliacs who have a defi -
ciency in this coagulation cascade component. 
An initial trial of rFVIIa in ICH was reported 
to be successful,28 but a subsequent trail failed 
to confi rm the results of the fi rst trial.29 The 
Cochrane Review analyzed all published and 
unpublished randomized, controlled trials 
evaluating hemostatic drugs in ICH.30 A total of 
1398 patients within 4 hours of ICH onset were 
included: 975 subjects received rFVIIa, two 
epsilon-aminocaproic acid, and 423 received 
placebo. The primary endpoints were mortality 
and dependence at 90 days. There was no sig-
nifi cant difference in the risk of death (18.5% 
vs. 19.4% for placebo, RR 0.85) and no differ-
ence in the combination of death or depen-
dence (49.6% vs. 51.7%, RR 0.91). There was 
also no signifi cant difference in thromboem-
bolic events (8.5% vs. 6.2%, RR 1.37). In spite 
of the apparent fi nding of no adverse effects, 

Table 11–3 Animal Models for ICH

Method Advantages Disadvantages

Cerebral infarction with 
induced hypertension

Close to the clinical condition Diffi cult to reproduce

Autologous blood  injection Causes a mass effect and 
blood toxicity

Maximal at onset without 
evolution of lesion

Multiple carotid emboli Closest to hemorrhagic 
 transformation

Sites of bleeding randomly 
distributed

Bacterial collagenase Multifocal bleeding sites evolve 
into a hemorrhagic mass

Foreign product present 
in early stages

Figure 11–8. Photomicrographs of histological changes 
in the caudate nucleus of a rat 48 hours after infusion of 
0.5 unit of bacterial collagenase. (A) A large hemorrhagic 
lesion in the caudate protrudes into the lateral ventricle 
(arrow). (B) Infi ltrate of polymorphonuclear leukocytes at 
the periphery of the lesion (hematoxylin and eosin stain, 
x229). (From Ref. 33.)
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After several hours, there is production 
of endogenous matrix metalloproteinases 
(MMPs).34 Continued damage is caused by the 
MMPs, which amplify the injury initiated by the 
bacterial product. The primary MMPs involved 
in the secondary damage are the gelatinases, 72 
kDa type IV collagenase (MMP-2) and 92 kDa 
type IV collagenase (MMP-9). Less well stud-
ied, but important in infl ammatory protease 
production, is stromelysin-1 (MMP-3), a major 
product of macrophage/microglia activation.35 
Both brain cells and invading white blood cells 
are the sources of the MMPs. Neutrophils con-
tain MMP-9 in an active form that is packaged 
in packets released at the site of infl ammation, 
but the contribution of MMP-9 from neutro-
phils and from brain cells is controversial.36 
Other white blood cells and brain cells induce 
MMPs through activation of infl ammatory 
cascades.

Drugs that block the infl ammatory response 
around the hematoma have been tested in 
models of ICH. Minocycline, a tetracycline 
derivative with anti-infl ammatory effects 
that blocks the action of MMPs, reduces the 
injury after intracerebral hemorrhage in the 
rat (Figure 11–10).1 Hydroxymates, which are 
potent inhibitors of the MMPs through their 
binding to the active zinc site in the mol-
ecule, are effective in reducing edema in the 
rat model of ICH.37 The hydroxymate MMP 
inhibitor, GM6001, reduced hemorrhage size 
and improved the outcome in a mouse model 
of ICH using the collagenase-induced hemor-
rhage model38 (Figure 11–11). A recent study 
showed that both direct injection of minocy-
cline into the hemorrhage and systemic admin-
istration were superior to systemic delivery.39

EXTRAPOLATION OF 
EXPERIMENTAL RESULTS TO 
TREATMENTS FOR ICH

The complexity of the molecular cascades 
involved in the formation of a hemorrhagic 
mass is slowly beginning to emerge from the 
wealth of experimental studies (Figure 11–12). 
There are numerous feedforward and feed-
back loops analogous to the situation in ische-
mia. Nontraumatic hemorrhages evolve from 
multiple large regions of hemorrhagic trans-
formation via multiple mechanisms. Assuming 

Figure 11–9. (A) T1-weighted and (B) T2-weighted MRI 
images 24 hours after bacterial collagenase injection. The 
lesion is bright on both images due to the paramagnetic 
effect and increased water, respectively. (C) T1-weighted 
image of a horizontal slice taken higher in the brain. (D) 
T2-weighted image of the top of the brain from the same 
region as in C showing the edema in both posterior hip-
pocampal regions. (From Ref. 3.)

 vessels in the region of injection, producing a 
mass lesion that grows over time, simulating 
more closely the natural history of ICH.32

Bacterial collagenase produces a dose-
dependent hemorrhagic mass when directly 
injected into the brain. Most studies have been 
done with the enzyme injected into the basal 
ganglia. Collagenase attacks the type IV col-
lagen in the basal lamina around the cerebral 
blood vessels, causing bleeding. Histological 
studies show multiple ball hemorrhages 
around blood vessels shortly after collagenase 
injection. With time the multiple sites form 
into a mass lesion33 (Figure 11–8). Magnetic 
resonance imaging shows the lesion size and 
the edema in the rat after collagenase injection 
(Figure 11–9). Gradual resolution of the mass 
lesion with absorption and cyst formation takes 
place over 3 to 4 weeks. Behavioral studies 
show a concomitant improvement over several 
weeks as the blood is resorbed.
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Figure 11–11. Bacterial collagenase-induced ICH in 
mouse brain. A broad-spectrum MMP inhibitor, GM6001, 
reduced the injury volume after ICH. (A) Coronal sections 
were collected 3 days after ICH induction and stained 
for Luxol fast blue/Cresyl violet. Left: control mice; 
right: GM6001 (100 mg/kg)-treated mice. (B) GM6001-
treated mice had smaller injury volumes than control mice 
(n = 7–9/group,*p < .05). Values are means ± SD. Scale bar, 
1 mm. (From Ref. 48.)

that there is tissue infarction with hemorrhagic 
transformation possibly related to reperfusion, 
the reactive oxygen species and nitric oxide 
are important early in the process, occurring 
after the formation of immediate early genes 
(c-fos/c-jun) and cytokines such as tumor 
necrosis factor-α (TNF-α) and interleukin-β 
(IL-1β). These cytokines initiate an infl am-
matory response, which results in an increase 
in MMP-9 through activation of the activa-
tor protein-1 (AP-1) and nuclear factor-κB 
(NF-κB) gene promoter regions by the proto-
oncogenes (c-fos/c-jun) and cytokines. Latent 
stromelysin-1 (MMP-3) is also produced. 
Activation of proMMP-3 occurs by plasmin 
and contributes to the activation of proMMP-9. 
There is production of H1F-1α and p53, the 
tumor suppressor, which promotes cell death 
but most likely also has long-term benefi cial 
effects. Expression of tissue- and urokinase-
plasminogen activator (tPA/uPA) leads to pro-
duction of plasmin. Microglia contribute to 
the infl ammatory response after activation by 
 ischemia and tPA.
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Figure 11–12. The complex feedforward and feedback loops are shown for the substances involved in the evolution of an 
ICH (see text for explanation). (From Ref. 32.)
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Table 11–4 Agents Shown to Improve Various Outcome Measures in 
Collagenase-Induced ICH

Agent Action Reference

Atrial natriuretic peptide Reduced posterior edema 40

BB-1101, GM6001 (MMP inhibitors) Reduced posterior edema 37, 38

PBN*; NXY-059† (free radical 
 scavengers)

Improved behavioral outcome 41

Citicoline Improved function and decreased 
infarct size

42

ORF4-PE (TNF-α antisense) Behavioral improvement 43

GABA agonist Temporary improvement 44

zVADfmk (caspase inhibitor) Decreased TUNEL-positive cells 45

Tauroursodeoxycholic acid Reduced lesion volume 46

Atorvastatin (HMG-CoA reductase 
inhibitor)

Reduced edema, infl ammation, and 
cell death

47

Tufts in fragment 1–3 macrophage/ 
microglial inhibitory factor (MIF)

Reduced injury volume and improved 
functional recovery

48

Neural stem cell transplantation 
 (intraveneous)

Behavioral improvement 49

Minocycline Decreased glial activation and apoptosis 
with improved functional recovery

50

AMPA receptor antagonist Behavioral improvement 51

Constraint-induced movement 
therapy and focused rehabilitation

Improved functional recovery 52

Memantine (glutamate inhibitor) Reduced hemorrhage volume and 
improved recovery

53

Argatroban (thrombin inhibitor) Reduced brain edema 54

*PBN: spin-trap: α-phenyl-N-tert-butyl nitrone.
†NXY-059: disodium 4-[(tert-butylimino) metyl] benzene –1, 3-disulfonate N-oxide.
GABA, gamma-aminobutyric acid; HMG, 3-hydroxy-3-methyl-glutaryl; AMPA, α-amino-3-hydroxy-5- 
4- isoxazolepropionic acid.
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739–746; discussion 747.
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Translating the results of the experimen-
tal studies in rodents and other animals into 
treatments for patients with ICH has been a 
challenge because of the complexity and inter-
actions of the molecular cascades involved in 
the formation and progression of ICH. The 
ability to study animals lacking specifi c genes 
has challenged researchers to develop models 
of ICH in the mouse. Both autologous blood 
and bacterial collagenase have been used suc-
cessfully in mice to model ICH. Behavioral 
tests are more readily performed in the rat, but 
can be done as well in the smaller mouse mod-
els and the larger pig models.

In the long run, the search for effective treat-
ments for this devastating disorder will come 
from multiple sources. Treatment options may 
come from improvements in surgical methods 
with more precise selection of appropriate 
groups of patients. Agents will be developed 
for the control of neuroinfl ammation in isch-
emic models and hemorrhagic transforma-
tion (HT) when more studies are done. With 
improvements in the MMP inhibitors or the 
derivates of tetracycline, such as doxycycline 
and minocycline, which block the metallopro-
teinases, novel treatments may be available. 
The development of agents to control the free 
radicals is another potential therapeutic route. 
Chelation of iron reduces the secondary dam-
age from the iron released by the red blood 
cells. The growing number of potential treat-
ments for ICH will require several years of 
testing (Table 11–4), but the promise of fi nding 
useful agents to ameliorate the consequences 
of ICH will make the effort worthwhile.
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Chapter 12

Autoimmunity, Hypoxia, and 
Infl ammation in Demyelinating 
Diseases

INTRODUCTION

Multiple sclerosis (MS) is an autoimmune 
central nervous system demyelinating disease 
that affects mainly young women.1 It is gener-
ally accepted to be an autoimmune disorder 
with demyelination due to T cells. However, 
in spite of much research, the etiology remains 
uncertain, and the initiating factors and the 
reason for the relapsing-remitting course are 
unclear. Demyelinating plaques grow from 
venules, producing characteristic patterns of 
myelin damage on magnetic resonance imag-
ing (MRI). Perivenule infl ammation is mainly 
composed of T cells and macrophages.2 Acute 
attacks with relapses occur in an unpredictable 
manner in the early stages of the illness, with a 
highly variable pattern of disease ranging from 
mild attacks with few residual symptoms to ful-
minant disease leading to death. After years of 
a relapsing-remitting course, the disease gen-
erally enters a secondary progressive phase; 
only a few patients have a primary progressive 
form of the illness without relapses.

Early pathologists showed the relationship 
of blood vessels to areas of demyelination, and 
acute pathology was often seen in the prean-
tibiotic era. With better treatment, including 
antibiotics for infection, bladder care, and 
rehabilitation, fewer patients died during the 
acute phase of the illness, and the infl ammation 
involving the blood vessels was less frequently 
seen at autopsy. Instead, the major pathologi-
cal change in the brain was that of sclerotic 
plaques. Absence of the acute changes in the 
blood vessels resulted in the emphasis on the 
chronic neurodegenerative aspects of the ill-
ness rather than on the infl ammatory ones. 
With the introduction of MRI into clinical 
practice, a major shift in conceptualization of 
the pathophysiology of MS occurred, with a 
revisiting of the original concepts of blood ves-
sel infl ammation.

Diagnosis of MS is made from the history and 
the neurological examination. Characteristic 
changes are seen on MRI and in the cerebrospi-
nal fl uid (CSF) that have reduced much of the 
uncertainty in the diagnosis. While the clinical 
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from vascular disease with infl ammation to an 
autoimmune etiology. However, with the intro-
duction of MRI with gadolinium enhancement 
into patient studies, the pendulum swung back 
as serial contrast-enhanced MRI revealed 
a surprising number of enhancing lesions, 
which often failed to correlate with the clini-
cal symptoms. Not only were a large number 
of enhancing lesions seen on the initial scans, 
but those present were observed to disappear 
in subsequent scans, while new enhancing 
lesions appeared. Investigators could not nec-
essarily correlate disease symptoms with the 
appearance or disappearance of the enhancing 
lesions.5

Correlation of venous pathology with MS 
lesions is possible with MR venography, which 
takes advantage of the difference between 
oxygenated and deoxygenated blood to visual-
ize venous blood. In most MS lesions, veno-
grams show a vein in the center of the lesions 
(Figure 12–2). This pattern is not specifi c for 
MS; a similar pattern with venule involvement 
occurs with hypoxic ischemic white matter 
lesions. However, in contrast to MS lesions, 
these white matter lesions show no relationship 
to the shape and location of the veins.6

A study using 7T MRI showed that T2*-
weighted images can reliably identify all 
patients with clinically defi nite MS. Small 

evaluation is made easier by the new diagnostic 
methods, a more confusing picture is emerg-
ing from careful pathological studies, which 
have benefi ted from worldwide collaboration 
between multiple centers. These large stud-
ies are revealing a heterogeneous disease with 
several types of pathological changes leading 
to demyelination and oligodendrocyte death, 
which remain the hallmarks of the illness.

Although the etiology underlying the demy-
elination remains uncertain, it is recognized 
that infl ammation is prominent in the relapsing 
and remitting form of the illness. This infl am-
matory response is mediated by invading leu-
kocytes. It results in the destruction of myelin 
by free radicals and proteases, and apoptosis 
of oligodendrocytes from hypoxic injury. Many 
factors contribute to the complex molecular 
cascades triggered by infection, trauma, and 
other factors. Magnetic resonance imaging 
studies have led to a revival of the original con-
cept that the disease process involves damage 
to the cerebral blood vessels with opening of 
the blood-brain barrier (BBB).

Early pathological studies published in 
1916 by Dawson showed infl ammatory cells 
clustered around veins in the center of the 
demyelinated plaque. He wrote: “A study 
of a series of sections shows that the plaques 
are deposited in relation to the distribution of 
the veins and to the walls of the ventricles.”3 
Demyelinated areas were seen surrounding 
the veins that fanned out from the central veins 
of the cerebral ventricles, giving the appear-
ance of fi nger-like lesions, which have became 
known as Dawson’s fi ngers (Figure 12–1). 
Other early studies confi rmed the importance 
of an infl amed blood vessel in the etiology of 
MS. In 1937 Putnam and Adler showed that 
fi brosed vessels with thromboses were centrally 
located in plaques.4 By carefully reconstructing 
serial brain sections from MS patients, they 
showed that fi brin deposits surrounded the 
infl amed vessels. These early studies led to the 
theory that vascular disease contributed to the 
pathophysiology of MS, which was supported 
by hematological studies of changes in fi brino-
gen in the blood of MS patients.

For many years after the discovery of the 
experimental allergic encephalomyelitis (EAE) 
model and the parallel increase in knowledge 
in the fi elds of virology and immunology, the 
search for an immunological basis of the dis-
ease shifted the interest of researchers away 

Figure12–1. Sagittal FLAIR MRI image from 17 year 
old patient with multiple sclerosis. Perivenular lesions 
in MS called Dawson’s fi ngers because they were fi rst 
described by him and they fan out from the ventricles in a 
fi nger-like pattern. (arrow). (Courtesy of Elaine Edmonds, 
MD, PhD)
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clinical MS, less than 40% of the lesions appear 
perivenous7 (Figure 12–3).

HETEROGENEITY OF THE 
PATHOLOGICAL FINDINGS IN MS

To overcome the heterogeneous nature of MS 
and the relatively few patients that had been 
autopsied at each center, a group of neuro-
pathologists pooled data from 51 biopsies and 
32 autopsies from active MS lesions. These 
patients had a variable clinical course, and 
differing neuroradiological appearance of the 
lesions, susceptibility gene loci, and response 
to therapy. Analyzing the pathology of the 
lesions from the various centers with similar 
immunological and neurobiological markers, 
they found four different patterns of demyeli-
nation. They classifi ed the patients on the basis 
of myelin protein loss, geography and exten-
sion of plaques, patterns of oligodendrocyte 
destruction, and immunopathological evidence 
of complement activation. With the use of all of 
the fi ndings, two dominant patterns emerged 
for the original four types. Patterns I and II 
showed close similarities to T-cell-mediated 
or T-cell plus antibody-mediated autoimmune 
encephalomyelitis, respectively. The other pat-
terns (III and IV) were highly suggestive of a 
primary oligodendrocyte dystrophy, reminis-
cent of virus- or toxin-induced demyelination 
rather than autoimmunity8 (Figure 12–4).

T cells are of several types and participate 
in both the initiation of the infl ammatory 
response and its suppression (Figure 12–5). 
Infl ammation in MS brains is characterized 
by the presence of T helper 1 (Th1) cells. 
These Th1 cells activate macrophages, lead-
ing to secretion of toxic cytokines, which cause 
demyelination and axonal injury. In the four 
patterns described by Lucchinetti and col-
leagues, type I demyelination is induced by 
macrophages (Table 12–1). Demyelinating 
antibodies in conjunction with complement 
produce pattern II. Other T cells contribute 
to the myelin damage. T helper 2 (Th2) cells 
may modify the outcome of the lesions. Pattern 
III involves degenerative changes in distal oli-
godendrocyte processes, in particular those of 
periaxonal oligodendrocytes, which undergo 
apoptosis and myelin loss. On rare occasions, 
pattern IV is seen; this consists of primary 
degeneration of oligodendrocytes followed 

venules in the center of lesions are visualized 
using T2*-weighted MRI because of the para-
magnetic effect of deoxyhemoglobin. These 
patients have more than 40% of the MS lesions 
in a perivenous location, while in those without 

Figure 12–2. (A) Axial T2-weighted image and (B) cor-
responding contrast-enhanced MR venogram with a mag-
nifi ed image shown in the boxed area. The lesion at the left 
occipital horn (long wide arrow) is hypointense. The MR 
venogram shows a vein with its course corresponding to 
the form of the lesion. Note the susceptibility artifacts in 
the frontal regions and the low intensity of the globus pal-
lidus (open arrow), substantia nigra (short wide arrow), and 
red nucleus (thin arrow). (From Ref. 6.)

Figure 12–3. The 7 T T2*-weighted images were viewed 
in orthogonal planes. For each lesion, the presence or 
absence of a central vein was noted. Veins were counted 
if they (1) could be visualized in at least two perpendicu-
lar planes, (2) appeared linear in at least one plane, and 
(3) were completely surrounded by hyperintense signal in 
at least one plane (to avoid the inclusion of adjacent rather 
than central veins). Lesions were classifi ed as perivenous if 
they contained one or more central veins. The proportion 
of perivenous lesions in patients with MS (mean 80%, range 
53%–100%) was consistently much higher than in subjects 
without MS (mean 16%, range 0%–34%). The perivenous 
lesion appearance was equally common in patients with 
clinically isolated syndrome, relapsing- remitting MS, 
primary progressive MS, and secondary progressive MS. 
(From Ref. 7; See also the color insert.)
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In pattern III, actively demyelinating lesions 
show preferential loss of myelin-associated 
glycoprotein and apoptotic-like oligodendro-
cyte destruction, whereas other myelin pro-
teins remain well preserved. This is a form of 
primary “dying-back” oligodendrogliopathy 
beginning in the most distal periaxonal oligo-
dendrocyte processes. A similar pattern of oli-
godendrogliopathy was present in some cases of 
virus encephalitis and all lesions of acute white 
matter stroke. Prominent nuclear expression 
of hypoxia inducible factor-1α (HIF-1α) was 
seen in various cell types, including oligoden-
drocytes, suggesting that a hypoxia-like tissue 
injury may play a pathogenetic role in a subset 
of infl ammatory demyelinating brain lesions.9

In another study of active MS lesions, 
rather than CD4 T-cell-dependent mac-
rophage activation directed against a myelin 

by myelin destruction. Cytokines secreted by 
either endogenous or hematogenous mac-
rophages and microglia, such as tumor necro-
sis factor-α (TNF-α), act in conjunction with 
reactive oxygen intermediates and antibodies 
against myelin oligodendrocyte glycoprotein 
(anti-MOG) or galactocerebroside (anti-GC). 
An important component of the infl ammatory-
mediated attack on the myelinated fi bers is 
bystander axonal injury with acute destruction 
of myelin sheaths. In the active phase of demy-
elination, axonal injury is likely to be induced 
by macrophage toxins or by the direct effects 
of cytotoxic T cells. The chronic axonal injury 
observed in inactive plaques may be caused by 
a lack of trophic support by glial cells, such as 
oligodendrocytes, but could also involve infl am-
matory mediators, produced by macrophages, 
that persist in most active chronic lesions.
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Figure 12–4. Potential contribution of cytokines secreted by innate immune cells in MS and their role in T-cell differ-
entiation: effector or regulatory T cells. Infl ammatory cytokines secreted by innate immune cells lead to differentiation of 
 effector T- cell populations such as Th1, Th2, and Th17 involved either in mediating infl ammation or in  immunomodulation. 
By contrast, anti-infl ammatory cytokines secreted by innate immune cells play an important role in induction of  regulatory 
T cells that are capable of mediating tolerance during disease (From Ref. 11.).
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cells. Lesions in two exceptionally early cases 
contained relatively few T and B cells and no 
IgG-positive plasma cells. The authors con-
cluded that early loss of oligodendrocytes sug-
gests that plaque formation has some basis 
other than destructive cell-mediated immunity 
directed against a myelin or oligodendrocyte 
antigen.10 They argued against the schema of 
four pathological types and suggested a single 

or oligodendrocyte antigen, which is generally 
thought to be the mechanism causing myelin 
destruction in MS, the investigators identi-
fi ed oligodendrocyte loss and apoptosis in the 
absence of infi ltrating lymphocytes. Areas with 
demyelination, which were fi lled with lipid 
macrophages and regenerating oligodendro-
cytes, showed large numbers of T cells, B cells, 
and immunoglobulin G (IgG)-positive plasma 
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Figure 12–5. Summary of the pathogenetic mechanisms involved in the formation of MS lesions. Infl ammation: evidence 
indicates that Th1 cells have a role in inducing infl ammatory reactions in the central nervous system. Proinfl ammatory 
cytokines released from Th1 cells activate macrophages, which are responsible for the majority of demyelination and axonal 
injury. In addition, however, Th2 cells and cytotoxic cells may modify the outcome of the lesions. Demyelination: myelin 
sheaths and oligodendrocytes (OG) can be destroyed, possibly by different mechanisms in different individuals. This results 
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and/or their toxic products (resulting in pattern I); by specifi c demyelinating antibodies and complement (C, resulting in 
pattern II); by degenerative changes in distal processes, in particular those of periaxonal oligodendrocytes (distal oligoden-
drogliopathy), followed by apoptosis (resulting in pattern III); or by primary degeneration of oligodendrocytes followed by 
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support by glial cells, such as oligodendrocytes, but could also involve infl ammatory mediators, produced by macrophages, 
that persist in most active chronic lesions. (From Ref. 78.)
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disruption of the BBB can potentially initiate 
the immunological process or cause a relapse. 
When the BBB is damaged, sensitized T cells 
from the systemic circulation can enter the cen-
tral nervous system. Matrix metalloproteinases 
(MMPs) degrade the extracellular matrix and 
facilitate migration of immune cells. Once the 
T cells have entered the brain, they can release 
cytokines, which can attack the oligodendro-
cyte and lead to its death. Injury to the myelin 
membrane results in axons that are no longer 
able to transmit action potentials effi ciently 
within the central nervous system. There are 
several possible mechanisms of repair of the 
myelin membrane, including resolution of the 
infl ammatory response followed by remyelina-
tion; spread of sodium channels from the nodes 
of Ranvier to cover denuded axon segments and 
restore conduction; antibody-mediated remy-
elination; and remyelination resulting from the 
proliferation, migration, and differentiation of 
resident oligodendrocyte precursor cells.1

pathophysiological process, involving oligoden-
drocytes’ apoptosis by hypoxic injury, perhaps 
modifi ed in part by genetic factors in individual 
cases.11 The number of pathological processes 
is diffi cult to ascertain with certainty because 
of the rarity of fi nding an ultra-early lesion and 
the need to use autopsy material from many 
patients with chronic disease. Furthermore, 
current laboratory models of MS are based 
on an immunological process, while the ultra-
early pathology raises the possibility of some 
novel process underlying new lesion formation 
in MS.12

Multiple sclerosis has a number of possible 
mechanisms involved in myelin injury and 
oligodendrocyte regeneration. While a direct 
genetic link has not been found, there are sev-
eral candidate genes in families with multiple 
members with the disease. The potential envi-
ronmental factors also remain speculative, with 
the leading candidates including infections 
and metabolism factors. Any mechanism for 

Table 12–1 Essential Characteristics of Different Patterns of Demyelination in MS

Patterns of Demyelination Pathology Putative Mechanisms

(I) Macrophage mediated Perivenous distribution of lesions; 
radial expansion of the lesions; 
infl ammatory infi ltrates  composed 
of T cells and  macrophages; 
 activated macrophages and 
 microglia associated with 
 degenerating myelin

T-cell-mediated infl ammation 
with macrophage/microglia 
activation; demyelination 
induced by macrophage toxins

(II) Antibody mediated Lesions similar to those in I 
for  additional deposition of 
 immunoglobulin and activated 
complement at sites of active 
myelin destruction

T-cell-mediated infl ammation 
with macrophage/microglia 
activation; complement-
 mediated lysis of antibody-
targeted myelin

(III) Distal 
oligodendrogliopathy

Infl ammation by T cells and 
 macrophages; small  vessel 
 vasculitis with endothelial 
cell damage and microvessel 
 thrombosis;  degeneration of 
distal  oligodendrocyte processes, 
 followed by oligodendrocyte 
 apoptosis and demyelination

T-cell-mediated small vessel 
 vasculitis with secondary isch-
emic damage of the white matter

(IV) Primary oligodendrocyte 
damage with secondary 
 demyelination

Lesions similar to those in (I), 
but prominent oligodendrocyte 
 degeneration in a small rim of 
periplaque white matter

T-cell-mediated infl ammation 
with macrophage/microglia 
activation; demyelination 
induced by macrophage 
toxins on a background 
of  metabolically impaired 
 oligodendrocytes; genetic 
defect of oligodendrocytes?
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reduced infl ammation and white blood cell 
entry into the brain as well as across an in vitro 
cell culture system, suggesting that MMP-7 
may contribute to the infl ammatory response.24 
Several broad-spectrum MMP inhibitors, such 
as BB-1101 and GM6001, improve function 
and reduce weight loss in EAE.25

While the expression of the classic MBP 
transcripts is restricted to myelin-forming cells, 
splice variants of MBP, called Golli-MBP, can 
be generated by a membrane-bound MMP, 
MMP-25, to create similar immunogenic pep-
tides. Autoactivation of two proconvertases 
(PCs), furin and PC2, activates MMP-25 in 
macrophages, leading to immunogenic MBP 
fragments that are presented in the major his-
tocompatibility complex on the cell surface. 
This results in T-cell activation and homing to 
the brain, MBP attack, and infl ammation that 
increases macrophage infi ltration and the acti-
vation of multiple MMPs, thereby contributing 
to further MBP destruction.26

Immunomodulation with β-interferon redu-
ces MMPs, as does treatment with the anti-
infl ammatory agent minocycline; however, 
minocycline causes only a minor reduction in 
disease severity.27 In contrast, short-term use of 
high-dose steroids (e.g., methylprednisolone), 
commonly used in acute MS fl ares, dramat-
ically reduces elevated MMP-9 levels in CSF 
(Figure 12–6) and corresponds with closure 
of the leaky BBB, likely by blocking the proin-
fl ammatory activator protein-1 (AP-1) sites in 
the MMP-9 promoter28 (Figure 12–7).

Treatment of infl ammation is benefi cial in the 
early stages of an injury, but it may block essen-
tial molecular mechanisms in the repair process 
and slow recovery. Oligodendrocytes grow by 
secreting MMPs at the ends of the processes, 
which, similarly to the growing blood vessels, 
allow the processes to extend.29 Such a mecha-
nism may be important in repair. Mice lacking 
MMP-9 have impairment in myelin forma-
tion after lysolecithin-induced demyelination. 
Macrophages and oligodendrocyte progenitors 
express NG2, a specifi c chondroitin sulfate pro-
teolglycan (CSPG) family member. Impairment 
in myelin formation may be explained by the 
failure to clear the accumulation of NG2, an 
inhibitory protolglycan that retards the matu-
ration and differentiation of oligodendrocytes 
that are required for remyelination.30

A novel model of MS in the mouse has 
recently been introduced that overexpresses 

PROTEASES IMPLICATED 
IN MS PATHOLOGY

Several proteases in the brains of MS patients 
can attack myelin. Lysosomal enzymes were 
identifi ed in infl ammatory cells. Phospholipase 
A attacks membrane lipid components, such 
as lysolecithin, which has cytolytic action on 
myelin membranes. Acid and neutral proteases 
have been detected in the CSF of patients 
with MS. Neutral proteases were shown to 
attack the structure of the myelin molecule. 
Stimulated macrophages secreted proteases 
that attacked myelin.13 The active substance in 
the macrophage supernatant was found to be 
plasmin, which was shown to disrupt myelin 
basic protein in frozen specimens of tissue. 
Similarly, there was myelin breakdown in fresh 
tissue when both complement and plasmin 
were added. Animal studies in EAE showed 
a benefi cial response to treatment with agents 
that interfered with the action of plasmin.14 
Fibrin fi lms placed on the surface of tissues 
from MS patients showed lytic regions sugges-
tive of fi brinolysis by plasmin.15

Matrix metalloproteinases are increased in 
the CSF and brains of MS patients. During an 
acute exacerbation of MS, MMP-9 is elevated 
in CSF.16 The MMPs attack myelin and break 
it into myelin basic protein fragments.17 The 
MMP-9 comes from the brain compartment, 
which was convincingly demonstrated in stud-
ies that measured MMP-9 levels in the blood 
and CSF, indexing the MMP-9 to albumin in 
both compartments by analogy with the IgG 
index used in the diagnosis of MS.18

Treatment of animals with EAE with MMP 
inhibitors reduces the severity of the illness.19 
Direct inhibitors of MMPs have not been tested 
in the treatment of MS patients. However, a 
tetracycline derivative, minocycline, which has 
anti-infl ammatory actions, including inhibi-
tion of MMPs, benefi ted patients with MS in 
an uncontrolled clinical trial involving a small 
number of subjects.20,21 Minocycline suppresses 
production of MMP-9 but also has other effects 
on the infl ammatory response, including inhib-
iting the microglia response, making it diffi cult 
to determine its mechanism of action.

In the test tube, myelin can be degraded 
into immunogenic fragments of myelin basic 
protein (MBP) by the addition of MMPs.22,23 
Furthermore, MMP-7 knockout mice displayed 
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hybrid had a milder clinical course than the 
DM20 strain alone, and there was reduced 
expression of MMP-3.32

BBB DISRUPTION IN MS

Free radicals contribute to the disruption of 
the extracellular matrix and the opening of the 
BBB. Nitrogen free radicals are produced in 
the site of infl ammation. Cocultures of neu-
rons and microglia that have been stimulated 
with the infl ammatory-inducing agents, inter-
feron gamma and lipopolysaccharide, lead to 
the death of the neurons.33 Dexamethasone 
reduces cell death by blocking the produc-
tion of nitric oxide through inhibition of the 
gene that produces infl ammatory nitric oxide 
synthetase. The mechanism of steroid action 
involves interfering with the steroid receptor 
and blocking the action of the c-fos/c-jun dimer 
at the AP-1 site, as described earlier. These 
cell studies have been paralleled in humans by 
showing that the contrast enhancement in both 
CT and MRI can be drastically attenuated with 
high-dose steroids.

In the relapsing and remitting form of MS, 
there is active infl ammation around venules. 
The triggering event that initiates the attack 
on the venule remains elusive, but it is rec-
ognized that exacerbations can be started by 
multiple factors, including viral infection and 
trauma. Often the initiating event is not found. 
Searches have been carried out to identify the 

DM20 (ND4). These mice have a slowly demy-
elinating process that begins at around the 
fourth month of life and causes early death.31 
Unexpectedly, the investigators found elevated 
mRNA levels of MMP-3 prior to the onset of 
overt disease but no elevation in MMP-9. The 
other MMPs, including MMP-11, -2, and -9, 
failed to show an increase in mRNA levels. 
MMP-13 showed a small increase. The increase 
in MMP-3 was confi rmed at the protein level 
by Western blot analysis. When the investiga-
tors crossbred a DM20-overexpressing mouse 
with a tissue inhibitor of metalloproteinase-1 
(TIMP-1) transgenic mouse, the resulting 
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Figure 12–6. (A) Gelatin-substrate zymograms (upper) 
of CSF from MS patients with gadolinium-enhancing 
lesions on MRI. Pre- and posttreatment CSF samples for 
individual patients are shown. Molecular weights were 
determined from human HT1080 cells that constitutively 
express MMP-2 (72 kDa) and MMP-9 (92 kDa). Lower 
zymograms from patients without enhancement on MRI. 
Low levels of MMP-9 were seen in both the pre- and post-
treatment gels. (B) Relative lysis zones for MMP-9 for 
pre- and posttreatment values for patients with enhanc-
ing lesions. Levels of MMP-9 before (Pre-MP) and after 
(Post-MP) treatment with high-dose methylprednisolone 
were signifi cantly reduced as shown by means and stan-
dard errors. Urokinase plasminogen activator (uPA) was 
signifi cantly decreased by MP. The asterisk shows the 
statistically signifi cant differences between before- and 
after-treatment values, with the signifi cance level given in 
parentheses. (From Ref. 28.)
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has an antibody that is thought to produce the 
symptoms, it is classifi ed as an autoimmune 
disease that can be treated with steroids, plas-
mapheresis, and immunosuppressants, which 
have all been shown to be useful in NMO 
treatment but are of limited effectiveness in 
the treatment of MS.

Diagnostic criteria are based on clinical fi nd-
ings, characteristic images on MRI ,and the 
detection of AQP4 antibodies in the blood. In 
2004 a protein was detected in the serum of 
NMO patients, which was shown to react with 
AQP4 and provided a diagnostic test to aid in 
the diagnosis of Devic’s disease.37 Some patients 
with NMO may be seronegative for NMO-
IgG, while some patients with NMO-IgG may 
not fulfi ll the clinical criteria for NMO. Thus, 
serological testing is now an important part of 
the diagnostic procedure, and seropositive and 
seronegative cases are described in a manner 
similar to that of myasthenia gravis.

The diagnosis of Devic’s disease requires the 
presence of two absolute criteria plus at least 
two of three supportive criteria. The absolute 
criteria are optic neuritis and acute myelitis. 
Supportive criteria include two of the fol-
lowing three: (1) a brain MRI scan that does 
not meet the criteria for MS at disease onset; 
(2) a spinal cord MRI scan with a contiguous 
T2-weighted signal abnormality extending over 
three or more vertebral segments, indicating a 
relatively large lesion in the spinal cord; and (3) 
NMO-IgG seropositive status.38

Neuromyelitis optica-IgG is a clinically 
validated serum biomarker that distinguishes 
relapsing central nervous system infl ammatory 
demyelinating disorders related to NMO from 
multiple sclerosis (Table 12–2). This autoanti-
body targets astrocytic AQP4 water channels. 
Clinical, radiological, and immunopathological 
data suggest that NMO-IgG might be patho-
genic. Brains with NMO have depletion of 
AQP4, usually without associated myelin loss. 
There are focal vasculocentric deposits of IgG, 
IgM, and complement, prominent edema, and 
infl ammation.36

Exposure of astrocytes to NMO patient 
serum and active complement compromises 
the membrane integrity of central nervous sys-
tem-derived astrocytes. Aquaporin-4 is endocy-
tosed, with concomitant loss of Na+-dependent 
glutamate transport and loss of the excitatory 
amino acid transporter 2 (EAAT2), which exists 
in astrocytic membranes as a macromolecular 

antigen that could be the cause of an autoim-
mune attack, but none has been found. While 
hereditary factors are important, the manner in 
which they increase susceptibility is unclear.

Most of the research has focused on the 
relapsing-remitting form of MS; little is 
known about the primary progressive form 
of the disease. Pathological studies show less 
infl ammatory activity around blood vessels 
in the primary progressive form than in the 
relapsing-remitting and secondary progressive 
forms. Pathological studies show that the blood 
vessels become hypertrophic, with thickening 
of the collagenous material around the blood 
vessel.34 Fewer enhancing regions are seen on 
gadolinium-DTPA (diethylenetriaminepen-
taacetic acid) MRI in the primary progressive 
form than in the relapsing-remitting form, but 
serum proteins are found in the brain, sug-
gesting a subtle lesion of the BBB below the 
threshold for visualization with gadolinium. 
The primary progressive form of MS is simi-
lar clinically to the secondary progressive form, 
which has more of an infl ammatory response 
around the blood vessels than is seen in the 
primary progressive form. The differences in 
pathological fi ndings in the various forms of 
MS have led some investigators to question 
whether they are due to one disease process. 
Multiple forms of MS have been described 
based on MRI fi ndings and at autopsy.35

DEVIC’S NEUROMYELITIS OPTICA

Neuromyelitis optica (NMO), also known 
as Devic’s disease, has clinical features that 
resemble MS and acute disseminated enceph-
alomyelitis (ADE). However, patients have 
relapses and remissions in NMO and a mono-
phasic course in ADE. Neuromyelitis optica is 
a pathologically separate entity with necrosis 
of the spinal cord rather than demyelination.36 
An antibody to aquaporin-4 (AQP4) was dis-
covered in the serum of patients with NMO; 
it localizes to several regions that affect water 
balance, such as astrocytic endfeet and glial 
limitans. The antibody has been developed into 
a diagnostic test that has greatly facilitated the 
diagnosis of NMO and aided the ability to sep-
arate NMO from MS, which are similar clini-
cally but have different underlying pathology 
and require different treatments. Since NMO 



Table 12–2 Clinical Characteristics and NMO-IgG Seropositivity Rates in NMO and MS in 102 Patients

NMO (n = 45) MS (n = 22) p

High-Risk Syndromes

Recurrent optic 
neuritis (n = 8)

Recurrent transverse 
myelitis (n = 27)

Demography
Male/female 7 (16%)/38 (84%) 6 (27%)/16 (73%) 0.3271 1 (13%)/7 (87%) 9 (33%)/18 (67%)
Median age at onset, years (IQR) 41 (30–50) 32 (28–38) 0.0092 43 (25–51) 42 (37–53)
White (% of those recorded) 32 (76%) 18 (95%) 0.1481 7 (100%) 17 (68%)

Clinical Features
Bilateral optic neuritis 30 (67%) 9 (41%) 0.0447 7 (88%) n/a
Bilateral simultaneous optic neuritis 16 (36%) 4 (18%) 0.1444 1 (13%) n/a
Severe attack-related weakness 32 (71%) 3 (14%) <0.0001 n/a 15 (56%)

 Imaging and CSF
Initial MRI brain normal (% of those tested) 31 (77%) 9 (47%) 0.0309 7 (88%) 17 (71%)
Initial MRI brain does not meet multiple 

sclerosis criteria (% of those tested)
38 (84%) 14 (64%) 0.0953 7 (88%) 23 (85%)

MRI spinal cord lesion >3 segments 
(% of those tested)

42 (98%) 3 (15%) <0.0001 0 26 (100%)

CSF OB or raised lgG index 
(% of those tested)

4 (17%) 8 (67%) 0.0074 0 2 (13%)

NMO lgG detected 33 (73%) 2 (9%) <0.0001 2 (25%) 14 (52%)

CSF = cerebrospinal fl uid. p values compare patients with NMO with those with index symptoms of optic neuritis and myelitis (subsequently diagnosed with MS). 
n/a = not applicable.
Source: From Ref. 76.
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complex with AQP4. Binding of NMO-IgG to 
astrocytic AQP4 initiates several potentially 
neuropathogenic mechanisms: complement 
activation, AQP4 and EAAT2 downregulation, 
and disruption of glutamate homeostasis.39

NONIMMUNOLOGICAL 
PROCESSES IN DEMYELINATION

Proteolytic demyelination can occur after non-
immunological stimuli. Many neutral proteases 
have been shown to attack the myelin molecule. 
These enzymes are released into the extracel-
lular space, where they can be activated. An 
example of a nonimmunological demyelinating 
process was demonstrated in animals that had 
been injected peripherally with purifi ed protein 
derivative and subsequently had an intraven-
tricular challenge with the same antigen. There 
was widespread demyelination.40 The source 
of the demyelinating factors was shown to be 
macrophages that had been attracted to the 
sensitized regions, where they released neutral 
proteases that caused the demyelination. This 
process was called bystander demyelination to 
distinguish it from an antigen-driven response. 
In vitro studies showed that macrophages 
collected from the peritoneum could be 
stimulated to release the proteolytic enzyme, 
plasmin, which was shown to be involved in the 
breakdown of MBP in the presence of comple-
ment.13 A delayed hypersensitivity reaction due 
to intracerebral injection of Bacillus Calmette-
Guerin with a peripheral challenge led to the 
MMP-mediated opening of the BBB, and syn-
thetic inhibitors of MMPs blocked the injury to 
the BBB.41 Evidence for an effect of the MMPs 
on myelin came from the direct injection of 
MMPs into the white matter, which resulted in 
axonal damage that could be blocked by MMP 
inhibitors.42

Axonal damage is now recognized to be 
important in MS. Hypoxia may play an impor-
tant role in both the apoptotic death of oligo-
dendrocytes10 and the energy failure leading 
to axonal damage.43 While the mechanism of 
axonal damage in MS is uncertain, there is accu-
mulating evidence to support a role for energy 
failure secondary to hypoxic injury. One pos-
sible mechanism involves mitochondrial dam-
age and calcium. In this scenario, the increased 
energy demand of impulse conduction along 

excitable demyelinated axons and reduced 
axonal adenosine triphosphate production 
induces hypoxia in demyelinated axons. The 
chronic necrosis of axons damages mitochon-
dria, with Na+ infl ux through voltage-gated 
Na+ channels and axonal α-amino-3-hydroxy-
5-methyl-4-isoxazolepropionic acid (AMPA) 
receptors, release of toxic Ca2+ from the axo-
plasmic reticulum, overactivation of ionotropic 
and metabotropic axonal glutamate receptors, 
and activation of voltage-gated Ca2+ channels, 
ultimately leading to excessive stimulation of 
Ca2+-dependent degradative pathways.43

In acute MS lesions in humans, the leakage 
of plasma proteins into the brain was demon-
strated with stains for complement.44 Vessel 
wall damage was found in all acute plaques, and 
intramural deposition of complement was seen 
on smooth muscle components. Macrophages 
infi ltrated the region of the plaques, and the 
blood vessels showed damage to the type IV 
collagen and laminin, suggesting disruption 
of the basal lamina. These actions suggested 
that humoral, immune-mediated damage to 
the myelin was unlikely, but that the myelin 
was damaged as an innocent bystander rather 
than as a specifi c target for the infl ammatory 
reactions. In a study of primary and second-
ary progressive forms of MS, the majority of 
the demyelinated plaques were of the chronic, 
inactive type, with few oligodendrocytes and 
fi brous gliosis, suggesting a late stage of the 
illness.34 Thickened, hyalinized blood vessel 
walls were commonly seen. The secondary 
progressive MS group showed a larger number 
of active lesions containing macrophages with 
digested myelin degradation products than 
the primary progressive group. The investiga-
tors concluded that the pathological fi ndings 
showed unequivocally that primary progressive 
MS was an infl ammatory disease.

Two reports have identifi ed MMPs in acute 
and chronic MS. In one study, tissue was avail-
able from an acute case of MS, which could be 
frozen for immunostaining. In this tissue, the 
macrophages in active MS lesions expressed 
MMPs, including MMP-1, -2, -3, and -9.45 
Another study of acute and chronic MS 
lesions found MMP-7 and MMP-2 but failed 
to fi nd MMP-3.46 Levels of mRNA have been 
studied by quantitative reverse transcriptase 
polymerase chain reaction from regions of nor-
mal-appearing white matter and MS lesions. 
Increased levels of mRNA for MMP-2, -3, -8, 
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monophasic illness that primarily involves the 
blood vessels, with demyelination limited to 
the immediate vicinity of the infl amed vessels. 
The lesions of EAE are similar to those seen in 
acute disseminated encephalomyelitis, which is 
often found in postviral or postvaccination syn-
dromes. Experimental allergic encephalomy-
elitis resembles an early stage of an acute MS 
attack since the infl ammation occurs around 
the blood vessels and the damage to the white 
matter grows around the vessels. In the early 
stages of an acute MS attack, white blood cells 
adhere to blood vessels and release proteolytic 
enzymes that facilitate the entrance of the 
cells into the brain across the infl amed veins. 
The MMPs are important in the penetration 
of circulating white blood cells into the brain. 
Amplifi cation of the infl ammation occurs due 
to the release of cytokines by the infi ltrating 
and resident cells.

Infl ammation causes the opening of the 
BBB and is one of the initial events in the acute 
MS lesion. Fibrin and fi brinogen are found in 
the walls of the vessels involved in the acute 
infl ammation. In the EAE model, the deposi-
tion of fi brinogen is an early event that impacts 
the infl ammatory cascade characterizing EAE. 
In rats sensitized to whole spinal cord or MBP, 
perivascular fi brin deposits corresponded with 
the occurrence of clinical paralytic signs, but 
neither paralytic signs nor fi brin deposition 
were temporally related to perivascular cellular 
infi ltrates. Treatment with ancrod, a polypep-
tide derived from the venom of Agkistrodon 
rhodostoma, caused a severe hypofi brinogen-
emia with inhibition of fi brin deposition and 
attenuation of the paralysis without infl uencing 
the cellular infi ltrates. Increasing neurovascu-
lar permeability and accumulation of edema 
fl uid secondary to activation of the clotting 
cascade were proposed to be responsible for 
the clinical abnormalities characterizing EAE; 
cellular infi ltrates constituted an independent 
immune response.54

In EAE, infl ammatory T lymphocytes cross 
the BBB after being sensitized by the periph-
eral injection of MBP in Freund’s adjuvant. In 
the early stages of EAE, disruption of the BBB 
has been shown by studies with radioisotopes.55 
Fibrin is deposited in the infl amed vessels, 
and agents that break down the fi brin, such as 
snake venom, reduce the injury.54 Damage to 
the wall of the blood vessel initiates a repair 
process. Myelin fragments are phagocytized by 

and -9 were detected in the regions with lesions, 
and mRNA for MMP-9 was elevated in normal-
appearing tissues.47 Immunohistochemistry 
showed MMP-9 in blood vessels in both nor-
mal and abnormal tissues. Levels of TIMPs 
were similar in control and MS patients, sug-
gesting an imbalance between the proteases 
and their inhibitors. Since mRNA levels for 
several of the MMPs were elevated in the tis-
sues but not in the cells in the CSF, an endog-
enous source was suggested for the MMPs. 
Matrix metalloproteinases have been identi-
fi ed in the CSF of patients with MS. Gelatin-
substrate zymography has shown that latent 
MMP-2 is a normal constituent of the CSF. In 
many neuroinfl ammatory conditions, zymogra-
phy and enzyme-linked immunosorbent assay 
have detected MMP-9. In bacterial meningitis, 
where large numbers of neutrophils are pres-
ent, they are a major source of the enzyme. 
However, in patients with MS, when the CSF 
levels of MMP-9 are markedly elevated, gener-
ally only a small number of white blood cells 
are present, and more likely brain cells are the 
major source for the MMP-9.

Agents that block the action of the MMPs 
reduce transport across the artifi cial mem-
branes.48 Interferon-β, which is used in the 
treatment of MS, decreases the movement of 
white blood cells by blocking the release of the 
MMPs.49 The MMPs have been found to be 
elevated in the blood of patients with MS, par-
ticularly during the acute phase of the illness, 
and there is a correlation between the levels in 
the blood and an acute attack of MS.50 Levels 
of serum MMPs fall during treatment with 
interferon-β, and mRNA for the MMPs from 
blood-derived leukocytes is reduced by such 
treatment.51

EAE AND THE PATHOGENESIS 
OF MS

A model of demyelination in the monkey was 
fi rst published in 1935. Rivers and Schwentker 
injected monkeys with homologous brain tis-
sue.52 The model was refi ned by Kabat and 
colleagues, who added Freund’s complete 
adjuvant to enhance the response.53 Animals 
with EAE have a mononuclear infi ltrate of 
lymphocytes and macrophages around small 
blood vessels. In contrast to MS, EAE is a 
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Ultra-small particles of iron oxide (USPIOs), 
which accumulate in phagocytic cells, have 
been used as contrast agents for MRI. The 
USPIOs are taken up by the macrophages 
and, after entering the brain, produce a para-
magnetic effect that identifi es their presence. 
In an MRI study in rats with EAE, the parti-
cles were shown to infi ltrate into the brain.59 
However, enhancement with gadolinium-
DTPA appeared at the onset of illness on day 9, 
while the USPIOs were best seen at the height 
of the illness on day 14. This provides convinc-
ing evidence that changes in the BBB precede 
the infi ltration of monocytes into the brain. 
The iron particles were shown histologically to 
be inside the microglia/macrophages with iron 
stains.

There has been considerable debate about 
the relevance of the EAE model for the human 
disease because of its monophasic course and 
intense monocytic infi ltration around the blood 
vessels. The demonstration of infl ammation on 
MRI in the early stages of MS, and the observa-
tion that the enhancement on MRI can precede 
the development of clinical symptoms, have 
greatly increased interest in the role of infl am-
mation and the BBB in acute MS. With the 
rekindling of interest in infl ammation in MS, 
the EAE model has taken on new signifi cance.

MODERN APPROACHES TO THE 
TREATMENT OF MS

With the introduction of interferons the mod-
ern era of immunomodulatory treatment of 
MS began. Several agents, including interferon 
beta-1a, interferon beta-1b, glatiramer acetate, 
and natalizumab, are benefi cial in relapsing-
remitting MS.. Interferon beta-1b (Betaseron) 
was the fi rst agent approved by the U.S. Food 
and Drug Administration (FDA) for use in MS. 
A dose of 8 million international units (MIU) 
administered subcutaneously every other day 
produced a signifi cant reduction in relapse rate 
with long-term benefi ts. Effi cacy is compro-
mised in some patients who develop neutral-
izing antibodies to the drug.

An intramuscular form, interferon beta-1b, 
is available. The INCOMIN study showed that 
interferon beta-1b was superior to interferon 
beta-1a, with more patients remaining relapse-
free and fewer new lesions appearing on MRI.60 

macrophages. Plasmin/plasminogen is upregu-
lated to participate in the remodeling of the 
damaged tissues. Proteases released by the 
macrophages, however, perpetuate the injury 
by causing bystander demyelination.

When brain tissue is permeable to blood pro-
teins, extravascular fi brin deposition occurs and 
correlates with sites of infl ammatory demyelin-
ation and axonal damage. Depleting fi brin in 
TNF transgenic mouse models of MS (TgK21 
and Tg6074) by crossing the TgK21 strain 
into a fi brin-defi cient background produced a 
TgK21fi b /  mouse. The fi brin-depleted trans-
genic mouse showed decreased infl ammation 
and less expression of major histocompatibil-
ity complex class I antigens, reduced demye-
lination, and a lengthened life span compared 
with TgK21 mice. Fibrin depletion, using the 
snake venom ancrod, in Tg6074 mice also 
delayed the onset of infl ammatory demyelin-
ation. The investigators concluded that fi brin 
regulates the infl ammatory response in neu-
roinfl ammatory diseases.56

Since its inception as a model of MS, numer-
ous drugs have been tested on animals with 
EAE. Although many have been shown to be 
effi cacious in the animals, few have been suc-
cessfully developed as therapies for human 
patients. One of the drugs that were shown to 
affect the course of EAE was the MMP inhibi-
tor, GM6001. Using the EAE model, disruption 
of the BBB and clinical symptoms in the animals 
were reduced by inhibitors to the MMPs.57 Rats 
with EAE show the expression of mRNA for 
MMP-3, MMP-7, and MMP-9, while MMP-2 
and membrane-type-MMP are constitutively 
expressed. Immunohistochemistry of rats with 
EAE shows MMP-9 in blood vessels and neu-
trophils and MMP-7 in macrophages.58

While EAE is used as a model for the 
pathological processes that occur in MS, the 
primary site of the injury lies in the blood ves-
sels. Secondarily, the myelin is attacked by 
proteases released during either the initial 
entry of the white blood cells into the brain 
or by macrophage products formed as part of 
the remodeling and repair process. It could 
be argued from the MRI studies, which show 
permeability changes in the early stages of the 
acute MS attack, that the blood vessels are the 
primary site and that the attack on the myelin 
is secondary in the human disease. If that is 
the case, then the relevance of the EAE model 
increases.
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molecule α4-integrin that is used in the treat-
ment of MS. It is administered by intravenous 
infusion every 28 days. The drug reduces the 
ability of infl ammatory immune cells to attach 
to and pass through the BBB. Natalizumab has 
proven effective in treating the symptoms and 
preventing relapse, vision loss, and cognitive 
decline and signifi cantly improving the quality 
of life for persons with MS. Natalizumab was 
approved in 2004 by the FDA. It was subse-
quently withdrawn from the market by its man-
ufacturer after it was linked with three cases of 
the rare neurological condition progressive mul-
tifocal leukoencephalopathy when administered 
in combination with interferon beta-1a.66,67

EPILOGUE: SYNTHESIS AND 
FUTURE DIRECTIONS

White matter hyperintensities are commonly 
identifi ed on MRI and are associated with a 
wide variety of pathological processes. The 
fact that they are nonspecifi c and common 
limits the use of MRI in diagnosis and empha-
sizes the need for correlation with the clini-
cal history and neurological examination. The 
common occurrence of white matter hyper-
intensities in elderly patients further reduces 
the diagnostic value of MRI alone. In spite of 
the ubiquitous nature of white matter hyper-
intensities and their prevalence in the elderly, 
hypoxic/ischemic injury is the main cause of 
injury in pathological states, making them a 
useful biomarker for hypoxia. In a study of 
white matter lesions in the elderly, the lesions 
were visualized postmortem with MRI and 
correlated histologically with molecular mark-
ers of hypoxic injury. The investigators found 
pathological evidence of BBB disruption and 
hypoxia. Severe myelin loss and increased 
microglia were present in periventricular and 
deep subcortical lesions compared with nonle-
sional aged brain. Clasmatodendritic astroglia, 
immunoreactive for the serum protein fi brino-
gen, were present, suggesting extravasation of 
serum proteins. Data from that study suggested 
that dysfunction of the BBB contributed to 
the pathogenesis of some cerebral white mat-
ter lesions associated with aging.68 Another 
study from the same group linked the white 
matter lesions with the presence of hypoxia. 
The investigators showed that periventricular 

Another study comparing both agents found 
them to be similar, leaving open the question 
of which agent is superior.61 Interferon beta-1a 
(Avonex) is given by weekly intramuscular 
injection of 6 million units (30 μg). A newer 
interferon beta-1a (Rebif) was shown in the 
PRISM trial to also reduce the number of 
relapses, but it had a higher rate of neutralizing 
antibody production.62

Use of the interferons is associated with sig-
nifi cant side effects. Reactions at the injection 
site are common, as are fl u-like symptoms. 
Treatment with nonsteroidal anti-infl am-
matory agents can control these symptoms. 
Elevated levels of alanine aminotransferase 
suggests hepatic injury in patients, but liver 
failure is rare. The development of neutral-
izing antibodies limits the effectiveness of 
the interferons. The rates of development of 
these antibodies differ, depending on the type 
of interferon. Antibody formation was high-
est over 18 months in Betaseron (31%), Rebif 
(15%), and Avonex (2%).63

The serendipitous discovery that a polymer 
composed of four amino acids that are antigen-
ically similar to MBP reduced the incidence of 
EAE led to the development of Glatiramer ace-
tate (copolymer).64 Treatment with copolymer 
in MS patients signifi cantly reduced the num-
ber of new T2 lesions. Copolymer has an effect 
similar to that of the interferons and does not 
lead to the development of neutralizing anti-
bodies. Many studies comparing copolymer to 
various interferons showed the similarity of the 
agents.

Several oral medications are being tested, 
but only one has FDA approval. These agents 
generally act to reduce white blood cell trans-
port into brain. Fingolimod (Gilenya), a sphin-
gosine-1-phosphate-receptor modulator that 
prevents lymphocyte egress from lymph nodes, 
showed clinical effi cacy and improvement on 
imaging in a phase 2 study involving patients 
with MS. This trial showed the superior effi cacy 
of oral fi ngolimod with respect to relapse rates 
and MRI outcomes in patients with MS com-
pared with intramuscular interferon beta-1a. 
However, there were several fatal infections 
in patients taking fi ngolimod, and studies last-
ing for more than 1 year are needed to assess 
the safety and effi cacy of treatment beyond 
1 year.65

Natalizumab (Tysabri) is a humanized mono-
clonal antibody against the cellular adhesion 
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Studies of multiple types of white matter 
lesions from autopsy material from patients 
with MS, encephalitis, and acute and chronic 
stroke show the importance of hypoxia in the 
infl ammatory response that results in demyeli-
nation9 (Figure 12–8). Acute MS studies indi-
cate that pattern III due to hypoxic injury to 
the oligodendrocytes resulting in apoptosis has 
pathological similarities with ischemic injury 
to the white matter. While multiple patholo-
gies are clearly involved, the fi nal common 
pathway of injury appears to be infl ammation 
triggered by hypoxia with activation of capil-
lary endothelial cells and microglia, recruit-
ment of macrophages, and release of proteases 
and free radicals. The result is an attack on the 
BBB and the myelinated fi bers that perpetu-
ates the hypoxic environment and contributes 

lesions were associated with loss of the ependy-
mal lining, and that in deep subcortical lesions 
there was arteriolosclerosis as well as capillary 
endothelial and microglial activation compared 
with normal white matter. Immunoreactivity 
for HIF-1α and HIF-2α was elevated along 
with other hypoxia-regulated proteins, includ-
ing MMP-7, and neuroglobin, which is a mem-
ber of the vertebrate globin family involved in 
cellular oxygen homeostasis. The severity of 
congophilic amyloid angiopathy was associ-
ated with increased HIF-1α expression. The 
data support a hypoxic environment within 
white matter hyperintensities. Persistent HIF 
expression may result from failure of normal 
adaptive mechanisms. White matter ischemia 
appears to be a common feature of the aging 
brain.69
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Figure 12–8. Immunocytochemical detection of HIF-lα in brain lesions. (A,B) White matter of the control brain showing 
some immunoreactivity in lipofuscin granules but absence of staining of nuclei. (C–E) Acute ischemic lesion of a stroke patient 
showing abundant expression of HIF-lα in nearly all cell nuclei, including glia cells, macrophages, and endothelial cells. (F,G) 
Active MS lesion with MAG loss showing a high density of nuclei with HIF-lα expression at the active plaque edge (EI; C): 
inactive plaque center. (H,I) Active lesion in a case of cytomegalovirus encephalitis with MAG loss with profound expres-
sion of HIF-lα in cell nuclei. (J–M) White matter, acute ischemic lesion of a stroke patient. (J,K) Immunocytochemistry for 
MOG and nuclear counterstaining with hematoxylin shows numerous oligodendrocytes with condensation of chromatin and 
nuclear fragmentation (arrows). (I) Cells with nuclear condensation and fragmentation in the lesions are stained by in situ 
end labeling for visualization of DNA fragmentation (arrows). (M) Double labeling of an oligodendrocyte in the infarct edge 
with HIF-lα (brown) and 2’,3’-cyclic nucleotidase 3‘-phosphodiesterase (CNPase; blue). Magnifi cations: A, ×11160; B, ×790; 
C, ×388; D, e, G, J-I,  ×990; F, ×246; H, ×308; M, ×1800. (From Ref. 9; See also the color insert.)
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the extracellular space, produces the increased 
signal on the diffusion-weighted image. As 
the ischemic injury proceeds from the initial 
energy depletion phase to the infl ammatory 
phase, there is disruption of the BBB with 
vasogenic edema, as well as secondary damage 
to the white matter that actually began at the 
initial stages of hypoxia but was not fully mani-
fest until late in the process.

Demyelinating lesions in MS begin very dif-
ferently. Initially, the BBB is disrupted by some 
insult, which could be an autoimmune cell sen-
sitized to myelin fragments, a viral infection, 
head trauma, or possibly extreme stress. All of 
these factors and others are postulated to be 
important in initiating the MS attack. Once 
the T cells and B cells are inside the BBB, 
they initiate the infl ammatory response that 
leads to conversion of the T cells into Th1 and 
Th2 cells, linking with major histocompatibil-
ity complexes and antigen-presenting cells to 
release toxic cytokines that attack myelin. Thus, 
the MS disease process is an extrinsically driven 
one, while ischemia/hypoxia is an intrinsically 
mediated damaging process (Figure 12–9).

Attempts to create one coherent explanation 
of the diverse pathological processes in MS are 
likely to fail. A signaling event begins the path-
ological process. For reasons that remain to be 
discovered, the state of the venules in the brain 
changes to a proinfl ammatory condition. This 
could be due to a viral infection or some other 
insult in a person with a susceptible genetic 
makeup. Regardless of the initiating event, 
there is an infl ux of mononuclear cells facili-
tated by the release of proteases that attack the 
extracellular matrix around the blood vessels, 
allowing the lymphocytes, particularly the T 
lymphocytes, to cross the barrier provided by 
the tight junctions and the basal lamina. Once 
lodged within the brain, the activated lympho-
cytes secrete substances that attack white blood 
cells and aggravate the injury. At this early stage, 
the predominant cells are the neutrophils and 
the lymphocytes. As the acute infl ammation is 
suppressed to limit the extent of the damage, 
the macrophages wait to begin the long, com-
plicated repair process (Figure 12–10). While 
the fi nal common pathway for damaging the 
oligodendrocytes to produce the white matter 
damage is similar in ischemic injury, there is 
an early hypoxia-driven activation of intrinsic 
macrophages and microglia that results in the 
production of proteases and free radicals, the 

to the progressive damage. This concept shifts 
the emphasis away from the immunological 
causes of demyelination and opens an inter-
esting new approach, namely, the reduction of 
infl ammation, BBB damage, and proteolysis, 
which is similar to the approach used in the 
studies being done to promote neuroprotec-
tion in stroke. Another implication of the role 
of hypoxia rather than immunological mecha-
nisms is that the model for immunology of MS, 
EAE, provides information only on the early 
stages of the lesions, which are dominated 
by the presence of T lymphocytes. This may 
explain why many agents that are effective in 
EAE models fail in clinical trials.

Hypoxia is recognized as the key factor in 
cell death from stroke, but the role of hypoxia 
in demyelinating diseases has waxed and waned 
with advocates. Infl ammatory opening of the 
BBB with vasogenic edema in the white mat-
ter may cause tissue hypoxia. Since stroke and 
MS have multiple pathologies, which often are 
not apparent from the clinical examination, use 
of neuroimaging and biochemical measures 
aids in identifying the underlying pathological 
process. In stroke, the key to diagnosis is use 
of the diffusion-weighted imaging sequence, 
which was a major advance in the diagnosis 
of stroke. In MS, the use of fl uid attenuated 
inversion recovery sequences in the imaging 
of white matter improves the diagnosis of the 
disease, and enhancement of the meninges is 
helpful in identifying an infection in the suba-
rachnoid space.

Combining multiple modalities improves the 
ability to identify the underlying pathological 
process. A well-known example of the multi-
modal approach is the use of the clinical exami-
nation; MRI changes in white matter suggestive 
of venule involvement, such as Dawson’s fi n-
gers and CSF biomarkers including elevation 
of IgG and MBP; and identifi cation of oligo-
clonal bands in the CSF of MS patients. The 
major distinction between an ischemic patho-
logical process and one driven by immuno-
logical factors is the timing of the disruption 
of the BBB. When the insult is initiated by an 
ischemic event, there is initial loss of oxygen 
and depletion of tissue energy stores. Neurons 
are the primary site of injury, with swelling 
of the cells leading to cytotoxic edema and 
shrinkage of the extracellular space. Diffusion 
is restricted and the diffusion-weighted image, 
which refl ects the slowed movement of water in 
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of HIF in the early stages of an injury, VEGF 
is a key molecule in the formation of new 
vessels. It also contributes to the early open-
ing of the BBB, and while it is acting, vessels 
remain permeable. Astrocytes secrete growth 
factors that contribute to survival of neurons 
and oligodendrocytes, but they also form a 
glial scar that restricts axonal growth. Microglia 
are major players in the early tissue destruc-
tion by secreting potent enzymes that remove 
debris from an injury site; later, they contrib-
ute to the healing process in ways that are just 
beginning to be understood. It appears that 
as the extracellular matrix undergoes remod-
eling, microglia provide essential growth fac-
tors to facilitate that process. In addition, they 
release proteases that are essential for matrix 

execution substances that attack the myelin 
and lead to the death of the oligodendrocytes.

Treatments to enhance the recovery phase 
offer opportunities beyond the limited time 
frame of the acute injury. Angiogenesis and 
neurogenesis begin within the fi rst week after 
an injury and continue for several weeks in 
stroke, and remyelination from oligodendro-
cyte precursors probably begins soon after the 
acute MS attack. The same molecular events 
that amplify the injury are often involved in 
recovery. Angiogenesis initially leads to a blood 
vessel that has not completely formed tight 
junctions and could be contributing to edema 
formation.70 An example of the dual nature of 
growth factors is vascular endothelial growth 
factor (VEGF). Released under the infl uence 
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Figure 12–9. (A) Hypoxia/ischemia-initiated infl ammation leads to activation of the intrinsic pathway of BBB damage 
through activation of astrocytes, microglia, and pericytes by the oxygen loss. (B) Initial attack on the BBB by autoimmune 
cells disrupts the basal lamina and allows the white blood cells to infi ltrate. Inside the brain, the white blood cells proceed 
to damage cells by immune and infl ammatory mechanisms.
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insult, some recovery of function can occur. 
Most often this involves younger patients with 
traumatic brain injury, but it also is seen in 
older individuals, which shows the potential for 
ongoing plasticity of the brain.75
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Figure 1–7. Blood vessels in the human brain. (A) Brain vasculature on the surface of the brain. Red plastic fi lls the arter-
ies and blue plastic fi lls the veins. There are no anastomoses of the arteries and the veins since the arteries are end arteries. 
(B) This schematic drawing demonstrates that the arteries pass from the surface to the deep white matter, traversing the six 
layers of the cortex. Arterioles give off branches as the arteries pass through the cortex. The capillaries that join the arteri-
oles and the veins are not seen. (From Ref. 31)



Lc

E

Endfoot

Lc

E

(a)

(b)

Figure 2–8. Drawing showing the expression pattern of AQP4 around brain microvessels. The concentration of AQP4 is 
high in the perivascular endfeet membrane domains that face the vessels and drops to low levels as soon as the membrane 
loses contact with the basal lamina. Endothelial cells express AQP4 at their adluminal as well as abluminal membranes but 
at much lower levels than the astrocytic endfeet. (B) An electron micrograph (corresponding to the box in (A) shows strong 
AQP4 immunogold labeling in the perivascular membrane of an astrocytic endfoot. (The endothelial AQP4 was not evident 
at this level of labeling sensitivity.) Asterisk, basal lamina; E, endothelium; Endfoot, astrocyte endfoot; Lc, capillary lumen. 
The arrow indicates the two membrane domains of the endfoot. Scale bar, 0.5 m. (From Ref. 83)
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Figure 3–4. Not all vascular astrocytic endfoot processes are GFAP positive. (A) Glial fi brillary acidic protein immunola-
beling of astrocytes in cortex. Individual astrocytes are star-shaped and distributed symmetrically, with minimal contact with 
neighboring astrocytes. Vascular processes differ from other processes by being straight, unbranched, and of wide diameter 
(arrowheads). The surfaces of large to medium-sized vessels were densely covered by GFAP-positive astrocytic endfeet. 
Inset: An astrocyte with two vascular processes. (B) Double immunolabeling of AQP-4 (red) and GFAP (green). Aquaporin-4 
immunolabeling reveals that the entire network of vessels, including capillaries, is covered by astrocytic processes, albeit 
GFAP negative. Smaller vessels and capillaries are mostly GFAP negative but display intense labeling against the astrocyte-
specifi c channel AQP-4. The AQP-4 labeling reveals continuous coverage by astrocytic endfeet. (C–F) Examples of the 
organization of GFAP in astrocytic endfeet around larger vessels. C and D display examples of wagon-wheel or rosette for-
mation of GFAP fi laments in the vascular endfeet, whereas E and F are examples on parallel arrays running perpendicular 
to the length of the vessel. C and E are double labeled against GFAP (green) and AQP-4 (red), whereas D and F are stained 
against GFAP only. Scale bar: inset, 40 μm; A, 10 μm; B, 60 μm; C, E, 5 μm; D, F, 30 μm. (From Ref. 51)



Figure 3–12. An astrocyte is shown that has been immunostained with MMP-2 (brown). The endfoot is seen encircling a 
small blood vessel. Relatively little immunostaining is seen in the cell body.

PIB

AD

FDG

Control

3

2

1

0

60

40

rC
M

R
g
lc

S
U

V

20

0

Figure 6–3. Pittsburgh Compound-B standardized uptake value (SUV) images demonstrate a marked difference between 
PIB retention in Alzheimer’s disease (AD) patients and healthy control (HC) subjects. Positron emission tomography 
images of a 67-year-old HC subject (left) and a 79-year-old AD patient (AD6; mini-mental status examination (MMSE) 
= 21; right). Top: SUV PIB images summed over 40 to 60 minutes. Bottom: 18Fluorodeoxyglucose regional cerebral meta-
bolic rate for glucose(18FDG rCMRglc) images (mol/min/100 mL). The left column shows lack of PIB retention throughout 
the gray matter of the HC subject (top left) and normal 18FDG uptake (bottom left). Nonspecifi c PIB retention is seen in 
the white matter (top left). The right column shows high PIB retention in the frontal and temporoparietal cortices of the AD 
patient (top right) and a typical pattern of 18FDG hypometabolism present in the temporoparietal cortex (arrows; bottom 
right) along with a preserved metabolic rate in the frontal cortex. The PIB and 18FDG scans were obtained within 3 days of 
each other. (From Ref. 15)
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Figure 7–11. (A) Confocal immunohistochemistry shows GFAP-positive astrocytes around a vessel (V) that express 
MMP-2 (arrows) in intact rat brain tissue. The arrowheads indicate the astrocyte endfeet around the vessel. (B) Expression 
of furin and MT1-MMP in brain cells and around vessels (V). (C) Confocal images show the colocalization of MMP-2 and 
MT1-MMP immunohistochemistry in brain cells. (D) Schematic drawing showing that the activation of MMP-2 occurs 
through the action of the trimolecular complex during the early opening of the BBB in 3 hours of reperfusion after 90 min-
utes of MCAO. In the astrocytic foot processes (AFP), MT1-MMP joins with TIMP-2 to activate proMMP-2 in a spatially 
constrained manner close to the basal lamina (BL). In the BL are the pericytes (PC). The endothelial cells (ECs) have tight 
junctions (TJ). The activated MMP-2 has direct access to the portion of the BL beneath the AFP, and components of the 
BL are degraded. The manner in which this disruption of the BL leads to increased permeability is unclear since the role 
of the BL in maintaining the integrity of the blood vessel is uncertain. (From Ref. 96)



Figure 7–13. Stage 2 haemodynamic failure. Increased CBV indicates autoregulatory vasodilation (CBV, arrows). This 
is insuffi cient to maintain fl ow, however, and fl ow falls (CBF, arrows). In this situation, the brain can increase the fraction 
of oxygen extracted from the blood (OEF, arrows) in order to maintain normal oxygen metabolism (CMRO2) and brain 
 function. (From Ref. 90)



Figure 8–10. An MRI scan and pathological material from a BD patient with the small vessel hypertensive disease. 
(A) An MRI scan demonstrating the extensive white matter lesions seen in the periventricular region. The scan was made 
with a fl uid attenuated inversion recovery scan (FLAIR) that suppresses water in the CSF space (black) and reveals the 
water in the tissue. (B) White matter shows gliosis with loss of myelin and oligodendrocytes. The arrow shows an astro-
cyte immunostained with glial fi brillary acidic protein, which is a marker for reactive astrocytes. (C) A fi brotic blood vessel 
surrounded by infl ammatory macrophages. The arrow indicates a macrophage. (D) A blood vessel exposed to long-term 
hypertension showing damage to the wall and eosinophilic deposits. (E) Matrix metalloproteinase-2 in reactive astrocytes 
(arrow). (F) An MMP-3-positive macrophage around a fi brotic blood vessel in a white matter demyelinated region (arrow). 
(From Ref. 46)



Figure 8–11. Representative FLAIR and permeability images of the brains of six VCI patients with increased permeabil-
ity. (A,B) Permeability and FLAIR maps. The WMHs are in the frontal white matter of the centrum semiovale, without 
involvement of the cortex. The corresponding permeability map in B has regions of moderately increased permeability 
(light blue) and high permeability (red). (C-D, E-F, G-H, I-J, K-L) Other pairs of FLAIR and related permeability images 
showing regions of increased permeability. (From Ref. 53)



Figure 10–5. Confocal pictures of anti-GFAP (glial fi brillary acidic protein) and anti-AQP9 in two mouse brain regions: 
parietal cortex (A1, A2, A3) and lateral septum (B1, B2, B3). (A1−A3) Confocal pictures of anti-GFAP labeling (green, A1) 
and anti-AQP9 labeling (red, A2) and superposition of both forms of labeling (A3) in parietal cortex. Arrowheads and arrows 
indicate colocalization between anti-GFAP (A1) and anti-AQP9 (A2) on glia limitans (arrowheads) and on astrocytes in pari-
etal cortex (arrows). This colocalization is yellow on the superposed picture (A3), suggesting that AQP9 is present on glia 
limitans (arrowheads) and on astrocytes in cortex (arrows). (B1−B3) The double labeling between anti-GFAP (green, B1) 
and anti-AQP9 (red, B2) and the superposition of both forms of labeling (B3) show the presence of AQP9 in the lateral 
septum. Arrows indicate colocalization between anti-GFAP (B1) and anti-AQP9 (B2), suggesting the presence of AQP9 on 
astrocytes in septum. Arrowheads indicate the ependymal cells of the lateral ventricle (LV), which are not labeled by anti-
AQP9. This result suggests that AQP9 is not expressed by ependymal cells in mouse brain. (From Ref. 11)



Figure 10–8. This multislice (EPI-DTI) color map comes from a healthy volunteer at 7 T following a fi eld map dewarping 
processing. (A) Fiber bundles are visualized, including the pons (Po), forceps (Fo), optic radiation (OR), genu, splenum 
and body of the corpus callosum (GCC/SCC/BCC), corticospinal tract (CST), internal and external capsules (IC/EC), 
corona radiata (CR), cingulum bundle (Ci), inferior and superior longitudinal fasciculi (ILF/SLF), and arcuate fi bers (Ar). 
Some fi ber groups in lateral subcortical regions are less conspicuous, perhaps due to lower coil sensitivity. (B) Tractography 
results in the midbrain region of this acquisition, highlighting many of the same fi ber bundles in three dimensions. (From 
Ref. 46)



Figure 12–3. The 7 T T2*-weighted images were viewed in orthogonal planes. For each lesion, the presence or absence 
of a central vein was noted. Veins were counted if they (1) could be visualized in at least two perpendicular planes, (2) 
appeared linear in at least one plane, and (3) were completely surrounded by hyperintense signal in at least one plane 
(to avoid the inclusion of adjacent rather than central veins). Lesions were classifi ed as perivenous if they contained one 
or more central veins. The proportion of perivenous lesions in patients with MS (mean 80%, range 53%–100%) was con-
sistently much higher than in subjects without MS (mean 16%, range 0%–34%). The perivenous lesion appearance was 
equally common in patients with clinically isolated syndrome, relapsing- remitting MS, primary progressive MS, and sec-
ondary progressive MS. (From Ref. 7)
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Figure 12–8. Immunocytochemical detection of HIF-lα in brain lesions. (A,B) White matter of the control brain showing 
some immunoreactivity in lipofuscin granules but absence of staining of nuclei. (C–E) Acute ischemic lesion of a stroke patient 
showing abundant expression of HIF-lα in nearly all cell nuclei, including glia cells, macrophages, and endothelial cells. (F,G) 
Active MS lesion with MAG loss showing a high density of nuclei with HIF-lα expression at the active plaque edge (EI; C): 
inactive plaque center. (H,I) Active lesion in a case of cytomegalovirus encephalitis with MAG loss with profound expres-
sion of HIF-lα in cell nuclei. (J–M) White matter, acute ischemic lesion of a stroke patient. (J,K) Immunocytochemistry for 
MOG and nuclear counterstaining with hematoxylin shows numerous oligodendrocytes with condensation of chromatin and 
nuclear fragmentation (arrows). (I) Cells with nuclear condensation and fragmentation in the lesions are stained by in situ 
end labeling for visualization of DNA fragmentation (arrows). (M) Double labeling of an oligodendrocyte in the infarct edge 
with HIF-lα (brown) and 2’,3’-cyclic nucleotidase 3‘-phosphodiesterase (CNPase; blue). Magnifi cations: A, ×11160; B, ×790; 
C, ×388; D, e, G, J-I,  ×990; F, ×246; H, ×308; M, ×1800. (From Ref. 9)
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