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Around the world from Aarhus to Zurich, medical students 
learn the essentials of neurology; their senior colleagues in 
practice are challenged on a daily basis by patients who fall 
within the realm of neurology. Laboratory scientists interested 
in the nervous system are, likewise, very aware of diseases 
that are characterized as neurological, and are thus well 
acquainted with the boundaries of neurology. What, then, is 
molecular neurology? And why do we need it?

Neurology traditionally has rested upon a systematic and 
meticulous system of diagnosis and classification of disor-
ders of the nervous system, based first on localization within 
the nervous system, and second on pathological identity. 
Thus, for many decades neurologists have approached each 
patient with an emphasis on answering the questions: Where 
and what is (are) the lesion(s)? This localizationist approach 
is one of the bastions of classical neurology and it has served 
the discipline well. Good neurologists, indeed, are regarded 
by clinicians in other specialties as superb diagnosticians.

The therapeutic arm of neurology, however, has had a 
somewhat shorter history. For example, thirty years ago, 
medical students at some institutions were taught not to 
make the diagnosis of multiple sclerosis early in its course, 
since there was little that could be done. Strokes were 
treated with bed rest, and not much else. Patients who sus-
tained spinal cord injuries were told, in no uncertain terms, 
that there was no hope.

All this is changing. Neurology is truly at the beginning 
of a revolution, from therapeutically nihilistic to therapeuti-
cally active. Effective therapies are now available for some 
neurological diseases that were previously untreatable. And 
other new therapies are on the way.

Why, then, a molecular neurology? Medicines work by 
targeting molecules. The more specific the targeting, the 

more specific the actions, and the fewer the side effects 
(indeed, it is the presence of unacceptable side effects that 
commonly derails the development of new therapeutic 
candidates). Molecular neurobiology is advancing at a stun-
ningly spectacular rate. And as it does so, it is revealing 
important clues to the pathogenesis and pathophysiology 
of neurological diseases, and of the therapeutic targets that 
they present.

This book highlights—for graduate and MD–PhD stu-
dents, research fellows and research-oriented clinical fel-
lows, and researchers in the neurosciences and other 
biomedical sciences—the principles underlying molecular 
medicine as related to neurology. This book is not meant to 
be a comprehensive or encyclopedic compendium. Rather, 
it presents principles and disease examples relevant to 
molecular neurology, and reflects the concepts, excitement, 
and sense of forward motion of this field. In providing these 
sketches of progress, the chapters in this book also illustrate 
the trajectory of neurology, from a descriptive, anatomi-
cally-based specialty into a mechanistic, molecularly-based 
discipline. As neurology becomes more molecular, it will 
undoubtedly become more therapeutic.

Ten years from now, neurology will almost certainly be a 
more therapeutic specialty than it is today. This will reflect 
in large part the evolution of neurology into a molecular dis-
cipline. As they use this book, readers therefore are urged to 
consider the therapeutic implications of a molecular neurol-
ogy, and are encouraged to think about the molecular under-
pinnings of neurology not only in terms of what we understand 
today, but also with respect to what we may accomplish for 
people with diseases of the nervous system tomorrow.

Stephen G. Waxman, MD, PhD

Preface

xi
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Genetics as a Tool in Neurology
Dennis R. Johnson and Fuki M. Hisama

 I. Introduction

 II.  Structure and Function of Genes and 
Chromosomes

 III. Genetic Medicine

 IV. The Neurogenetic Evaluation

 V. Identification of Human Disease Genes

 VI.  Methods for Human Molecular Genetic 
Analysis

 VII. Treatment of Genetic Diseases

I. Introduction

Genetics is the study of heredity, and seeks to explain the 
mechanism of hereditary transmission, as well as the genetic 
basis of individual variation. Medical genetics is the science 
of genetically associated biologic variation relevant to human 
traits and diseases. In industrialized countries, improvements 
in public health and medical care have resulted in a marked 
reduction in mortality from infectious causes, or nutritional 
deficiencies; during this time, there has been a correspond-
ing increase in awareness of the role of genetic factors in 
human diseases, including neurological disease.

Although genetic disorders sometimes have been perceived 
as rarely encountered outside of a tertiary medical center, this 
notion is no longer true. Although a particular genetic disease 
may be rare, defined as affecting fewer than one in 250,000 
individuals, some genetic disorders such as spinal muscular 
atrophy and cystic fibrosis are common in the population, 
affecting from one in 500 to one in 1,000 people.

In aggregate, the thousands of single-gene disorders 
affect millions of people. The proportion of recognized 
genetic diseases has increased in both the pediatric and 
adult populations as our ability to identify and understand 
the role of genes in biology and medicine has increased. 
New genetic disorders continue to be described. In 1994, 
McKusick’s Mendelian Inheritance in Man listed 6,678 
monogenic human traits, and accessing the online version 
on September 6, 2006 showed 17,033 entries, including over 
1,500 Mendelian traits with an unknown molecular basis 
(www.ncbi.nlm.nih.gov/OMIM). Many chronic disorders 
affecting the nervous  system are genetically determined. In 
others, genetic risk factors increase the likelihood of develop-
ing certain diseases, but do not always result in the disease.

In the last 15 years, hundreds of human disease genes 
have been mapped and cloned because of the explosion of 
basic knowledge in genomics and molecular genetics. The 
identification of these genes has led to novel insights into 
disease pathogenesis in humans and model systems. A grow-
ing number of genetic tests are available on a clinical basis 

▼ ▼



2 Genetics as a Tool in Neurology

to assist in the diagnosis of a symptomatic patient, to accu-
rately predict risk to family members, and to assess the like-
lihood of a serious drug side effect. Sophisticated genetic 
methods are now being applied to the next genetic frontier: 
the challenging task of identifying genes contributing to 
common diseases such as Alzheimer’s disease and schizo-
phrenia. These genetically complex disorders are thought to 
arise from the cumulative effects of variants in several genes, 
in combination with environmental effects. The goal of this 
chapter is to provide an overview of the genetic principles 
that have transformed neurology into a molecular specialty.

II. Structure and Function of Genes 
and Chromosomes

A. DNA Structure and Replication

The information for the development of an organism and 
the specific functions of cells, tissues, and organs is stored in 
its DNA. The double helix structure of DNA was described a 
little more than 50 years ago (Watson and Crick, 1953). DNA 
is a nucleic acid composed of nucleotide bases (adenine (A), 
thymine (T), guanine (G), and cytosine (C)), a deoxyribose 
sugar, and phosphate groups. These components are orga-
nized into two sugar-phosphate strands of opposing polarity, 
and paired nucleotide bases. Each pair consists of a purine 
(guanine or adenine) and a pyrimidine (thymine or cytosine). 
Guanine pairs with cytosine via three hydrogen bonds, thy-
mine and adenine pair via two hydrogen bonds. Every time 
a cell divides, its DNA must be replicated in the daughter 
cells. During the process of replication, the two strands of 
DNA separate, and each is copied by DNA polymerase. 
Thus, DNA replication is semiconservative, with each 
double helix consisting of a “new” and an “old” strand 
(Alberts et al., 2002).

B. Gene Expression and Transcription

The genetic information in DNA is transcribed into RNA 
in the nucleus, or in the case of a few genes, in the mito-
chondria, by means of a DNA-directed RNA polymerase; 
the RNA crosses into the cytoplasm where translation of the 
information into polypeptides occurs on ribosomes. Both 
post-transcriptional (RNA splicing, capping, and polyade-
nylation) and post-translational modifications (cleavage into 
a mature peptide, hydroxylation, phosphorylation, the addi-
tion of carbohydrate or lipid groups) may take place. The 
basic theme of unidirectional transfer of information from 
DNA®RNA®protein has been termed the central dogma of 
molecular biology (Alberts et al., 2002). Although the term 
reflects its near universal occurrence, there are exceptions to 
this important principle. Eukaryotic cells contain sequences 
that encode reverse transcriptases that enable making cDNA 

copies of RNA transcripts, which can then be inserted into 
the genome.

The vast majority of DNA is not transcribed. Only approx-
imately 1.5% of the DNA in mammalian cells codes for 
proteins (Strachan & Read, 2004). The remaining noncod-
ing DNA (formerly called “junk DNA” contains the intronic 
sequences within genes, various classes of highly repetitive 
DNA, nonfunctional copies of genes (pseudogenes) and 
noncoding RNAs. The potential role of noncoding DNA is 
the subject of considerable interest (Mattick, 2004).

C. Chromosomes

In eukaryotic cells, DNA is organized into chromosomes 
(Tyler-Smith & Willard, 1993). The correct diploid number of 
human chromosomes was determined to be 46 (Tijo & Levan, 
1956). This includes 22 paired maternal and paternal auto-
somes, and a pair of sex chromosomes. During interphase, 
a chromosome consists of a single, extended DNA molecule 
and its closely associated histone and nonhistone proteins. The 
packaging of DNA is a dynamic, reversible, highly organized 
process that takes place on multiple levels and enables a 10,000 
fold compaction of the DNA. The basic unit of packaging is 
the nucleosome, consisting of a core of eight histone proteins 
around which the DNA is coiled (Jenuwein & Allis, 2001). 
A string of adjacent nucleosomes are coiled into a chromatin 
fiber of 30 nm diameter, visible by electron microscopy. These 
in turn form a long looped chromosome segment.

With each cell division, the chromosomes become even 
more condensed, and the DNA content is replicated. The 
typical textbook image of chromosomes reflects a brief stage 
of the cell cycle, their most highly condensed state during 
metaphase, in which the chromosome has been replicated, 
and exists briefly as a two-chromatid entity.

The development from single-cell zygote to multicellu-
lar organism requires millions of cell divisions, which occur 
through the process of mitosis. The result of mitosis is the 
formation of two daughter cells containing identical genetic 
information. During mitosis, the chromosomes condense 
and become visible (prophase), the nuclear envelope disap-
pears, and the chromosomes migrate to the equatorial plane 
(prometaphase). Importantly, during mitosis, the maternal 
and paternal homologous chromosomes do not pair during 
metaphase, in contrast to meiosis (discussed later). In ana-
phase, each centromere splits and the two chromatids of each 
chromosome migrate to opposite poles; in telophase, the chromo-
somes reach the poles, and the nuclear membrane reforms.

D. Meiosis

Meiosis is the specialized process of cell division by 
which gametes are formed. Somatic cells possess a dip-
loid DNA content or two copies of the chromosome set. In 
humans, the diploid number of chromosomes is 46, including 
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the sex-determining X and Y chromosomes. Meiosis involves 
a single round of DNA replication, but two rounds of cell 
division; the products (spermatozoa or an oocyte) contain the 
haploid number of chromosomes (23 in humans). Meiosis 
differs fundamentally from mitosis in several respects. First, 
the products of mitosis are diploid, the products of meiosis 
are haploid. Second, in meiosis, the homologous chromo-
somes pair up. Third, genetic recombination arises from the 
exchanges between the homologous chromosomes (crossing 
over), a process that has proven important in positional clon-
ing. Finally, the products of mitotic division are generally 
identical to each other, whereas the products of meiotic divi-
sion differ genetically from one another due to the exchange 
of genetic information that occurs during crossing over.

Chromosomal abnormalities may affect human repro-
duction or cause recognizable genetic syndromes. Problems 
arising from chromosomal aberrations include infertility; 
fetal loss; gain or loss of complete chromosomes resulting in 
recognizable phenotypes such as Down syndrome (47,XX, 
+21), Turner syndrome (45,X), or other structural abnormali-
ties such as deletion, insertion, inversion, duplication, trans-
location, or formation of a ring chromosome (ISCN, 1995; 
Shaffer & Tommerup, 2005). Although many chromosomal 
abnormalities cause a neurological phenotype, particularly 
mental retardation with or without epilepsy, they are often 
multisystem diseases and space does not permit detailed 
discussion. For further information, refer to Gardner and 
Sutherland, 1996. In the clinical setting, cytogenetic studies of 
human chromosomes are performed using accessible tissues: 
lymphocytes from blood, fibroblasts from skin biopsy, or fetal 
cells obtained by amniocentesis or chorionic villus sampling.

E. The Human Genome Project

The genome is the total sum of genetic material in human 
cells. The Human Genome Project (see Table 1.1) was based 
upon the central importance of DNA to understanding the 
function of genes, their role in human disease, and the potential 
for medical benefits. The Office of Human Genome Research 
was established in 1988, and the Human Genome Project origi-
nally was envisioned as a 15-year effort to produce high reso-
lution genetic and physical maps leading to the sequence of 
the human genome as the primary goal. The Human Genome 
Project became an international project carried out in special-
ized genome centers with high throughput sequencing capabil-
ity, and the ability to release the sequence to publicly available 
databases. Secondary goals included new technological devel-
opments in DNA sequencing tools and technology, bioinfor-
matics, genome projects for several widely studied model 
organisms (E. coli, Saccharomyces cerevisiae, Caenorhabditis 
elegans, Drosophila melanogaster, and mouse), and the ethi-
cal, legal, and societal implications (termed ELSI) of human 
genome studies. Competition from a private company, Celera, 
and technical advances sped up the timeline of the project. 

In 2001, a draft of the human genome was released (2001; 
Lander et al., 2001), and the finished sequence of the human 
genome and the model organisms was available by 2003.

F. Overview of the Human Genome

The genome comprises 3,000 Mb encoding an estimated 
35,000 genes compared with 18,425 genes in C. elegans and 
13,601 genes in the fruit fly (Claverie, 2001). Organismal 
complexity, therefore, does not fully reflect genome complex-
ity, and is incompletely understood, but could be explained 
by increased alternative splicing in complex organisms or 
perhaps by noncoding DNA.

Human genes vary in size from less than 1 Kb to the 2.4 
Mb dystrophin gene. Although most protein coding genes 
possess introns, a few lack introns, including the dopamine 
D1 and D5 receptors. Because of the complexity of the 
human brain, over half of genes are thought to be expressed 
predominantly or exclusively in the nervous system. It 
is therefore not surprising that a number of neurological 
diseases have a genetic basis. Human genes are not evenly 
distributed on chromosomes. Instead, there are “deserts” 
devoid of genes (e.g., regions of heterochromatin), and “oases” 
of gene-rich regions. In general, the distinctive Giemsa stain-
ing pattern of light and dark bands observed on a karyotype 
reflect gene-dense and gene-poor regions, respectively.

G. Genetic Diversity: Normal Variation and 
Genetic Disease

Although the DNA sequence of any two humans is 99.9 
percent identical, nevertheless, the degree of human genetic 

Table 1.1 Internet Resources for Genetics

National Human Genome (www.genome.gov/)
 Research Institute
Online Mendelian Inheritance (www.ncbi.nlm.nih.gov/Omim/)
 in Man
Genetic Testing, Genetic  www.genetests.org
 Clinics and Gene Reviews
National Organization for  www.rarediseases.org
 Rare Diseases
National Coalition for Health www.nchpeg.org
 Professional Education 
 in Genetics
Human Genome Organization www.gene.ucl.ac.uk/hugo
Human Gene Mutation Database www.hgmd.cf.ac.uk
American Society of Human  www.ashg.org
 Genetics
National Society of Genetic  www.nsgc.org
 Counselors
American College of Medical  www.acmg.net
 Genetics
American Board of Medical  www.abmg.org
 Genetics
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variation is remarkable, and readily detected by the casual 
observer. Genetic variation also influences the most com-
mon medical tests such as blood pressure, cholesterol, and 
glucose, as well as causes the development of diseases such 
as neurofibromatosis, familial Alzheimer’s disease, certain 
forms of epilepsy, among others. Genetic variation may also 
affect the effectiveness or the predisposition to side effects 
of the conventional drugs currently on the market. A num-
ber of liver enzymes have polymorphisms that affect the rate 
of drug metabolism. For example, the CYP2D6 gene in the 
P450 cytochrome system affects the metabolism of many 
psychoactive drugs, including tricyclic antidepressants and 
atypical antipsychotics, so that a dose that causes toxicity in 
a patient with low enzyme activity may be nontherapeutic in 
a patient with high enzyme activity (Wolf et al., 2000).

All genetic variation arises from a change in the DNA 
sequence, termed a mutation. Mutations may occur in a 
somatic cell and be passed on to its daughter cells (a critical 
event in the development of many cancers) or a mutation may 
affect a germline cell (and thus be capable of transmission 
from one generation to the next). Mutations may be induced 
by exogenous agents such as ionizing radiation, ultraviolet 
radiation, various classes of chemicals such as alkylating 
agents, nitrogen mustard, and formaldehyde. Spontaneous 
mutations arise during the process of DNA replication that 
continues throughout an individual’s lifetime. Efficient cel-
lular DNA repair systems correct the vast majority of muta-
tions, so that the normal mutation rate is low, but is not zero. 
The residual mutations may (1) be functionally neutral and 
thus clinically silent or associated with normal variation, 
(2) may result in disease, or (3) may provide some selective 
advantage that will provide a substrate for evolution.

The chromosomal location of a gene is its locus. The dif-
ferent, alternate forms of a gene are referred to as alleles. If 
an individual has the same allele on both the maternal and 
the paternal chromosomes, the person is homozygous. If the 
two alleles differ, the individual is heterozygous. The alleles 
present at a specified locus comprise the genotype. A locus 
in which two or more alleles have frequencies less than 1 per-
cent of the normal population is termed a polymorphism.

III. Genetic Medicine

Genetics is the study of inheritance and medical genetics 
is the branch of medicine that specializes in inherited dis-
eases (2006; McKusick, 1993). Neurogenetics, by extension, 
aims to identify and characterize the inherited components 
of neurological disease, and in so doing, contributes broadly 
to the elucidation of neurological disease mechanisms 
(Rosenberg, 2001). Clearly, ever more powerful contempo-
rary molecular biological technologies and the availability 
of the sequence of the human genome have enhanced the 
potential yield of applying genetic approaches in the clinic. 

However, optimizing the outcome from the evaluation of 
a patient/family requires an understanding of a number of 
key concepts, strategies or approaches—the tools of clinical 
genetics. In addition, it may soon be possible to sequence an 
individual’s entire genome at reasonable cost, thus opening 
the door to genomic medicine (Guttmacher & Collins, 2002). 
Conceivably, one might envision an approach to personalized 
medicine that includes sequencing an individual’s genome 
at birth, thus generating a personal genome database, which 
can then be interrogated repeatedly throughout the patient’s 
lifetime to predict and prevent diseases for which the person 
is at high risk, as well as optimize therapeutic interventions 
as genome guided therapies evolve.

A. The Importance of the Pedigree

The pedigree is one of the most essential tools in genetics. 
It depicts which family members are affected with a genetic 
condition, which family members are unaffected, and the 
relationships among the family members. A standardized 
format for pedigree notation is widely accepted (Bennett et 
al., 1995). The simplest human genetic diseases are those in 
which the genotype at a single locus is necessary and suf-
ficient to result in the disease. This category of diseases is 
known as Mendelian diseases, because they follow the prin-
ciples discovered by the Augustinian monk Gregor Mendel 
(1822–1884) by crossbreeding garden peas in the monastery 
gardens. Mendel’s two fundamental principles are the prin-
ciple of segregation, which states that only one of a pair of 
genes is transmitted to the offspring; and the principle of 
independent assortment, which states that genes at differ-
ent chromosomal loci are transmitted independently of each 
other. Mendel also defined dominance and recessiveness, 
recognizing that the effects of one allele may mask those of 
the second allele. Many neurological diseases follow a Men-
delian inheritance pattern (see Table 1.2; Pulst, 2003). They 
may be recognized because of their characteristic pedigree 
patterns (see Figure 1.1).

B. Mendelian Patterns of Inheritance

1. Autosomal Dominant Inheritance

An autosomal dominant (AD) trait is observable in the het-
erozygote state. In a classical AD trait, males and females are 
equally likely to be affected, and equally likely to transmit the 
trait to their offspring, there is no skipping of generations (i.e., 
at least one person in each generation is affected), vertical 
transmission from parent to child occurs, unaffected persons 
do not transmit the trait, and an affected individual passes on 
the trait to half of his or her offspring. Examples of neurologi-
cal diseases inherited as an autosomal trait include Hunting-
ton’s disease, myotonic dystrophy 1 and 2, neurofibromatosis 
1 and 2, and many forms of spinocerebellar ataxia.
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Table 1.2 Selected Neurological Disease Genesa

Disease Inheritance Locus Gene Gene Product Year Identified

Peripheral Neuropathies
Charcot-Marie-Tooth (CMT) 1A AD 17p11.2 PMP22 Peripheral myelin protein 22 1991
X-Linked Charcot-Marie-Tooth XLD Xq13.1 GJB1 Connexin 32 1993
CMT 4A AR 19q13.1 PRX Periaxin 2001

Muscular Dystrophies
Duchenne muscular dystrophy XLR Xp21.2 DMD Dystrophin 1987
Myotonic dystrophy 1 AD 19q13.2 DMPK Dystrophia myotonica protein kinase 1992
Myotonic dystrophy 2 AD 3q13 ZNF9 Zinc finger protein 9 2001

Neurocutaneous Diseases
Tuberous sclerosis AD 9q34 TSC1 Hamartin 1997
Tuberous sclerosis AD 16p13.3 TSC2 Tuberin 1993
Neurofibromatosis 1 AD 17q11.2 NF1 Neurofibromin 1990
Neurofibromatosis 2 AD 22q12.2 NF2 Neurofibromin 2 or Merlin 1993

Mental Retardation Syndromes
Fragile X syndrome XLR Xq27.3 FMR1 Frataxin 1991
Rett syndrome XLD Xq28 MECP2 Methyl CpG-binding protein 2 1999

Cortical Development
Schizencephaly AD 10q26 EMX2 Homeobox containing “Empty Spiracles”  1996
     homolog
X-linked lissencephaly and double  XL Xq22.3 DCX Doublecortin 1998
 cortex syndrome
Isolated lissencephaly sequence AD 17p13.3 LIS1 Platelet activating factor acetylhydrolase,  1993
     isoform 1B, alpha subunit

Stroke
CADASIL AD 19p13.2 NOTCH3 Notch3 1996

Leukodystrophy
Adrenoleukodystrophy XLR Xq28 ABCD1 ATP-binding 1993
     cassette, subfamily D 
Leukoencephalopathy with  AR 2p23 EIF2B4 Subunits of eukaryotic translation initiation  2002
 vanishing white matter or  14q24 EIF2B2  factor EIF2B 2002
 ovarioleukodystrophy  12 EIF2B1  2002

Neurodegenerative diseases
Spinocerebellar ataxia 1 AD 6p23 ATXN1 Ataxin 1 1994
Spinocerebellar ataxia 2 AD 12q24 ATXN2 Ataxin 2 1996
Huntington disease AD 4p16.3 Huntington Huntington 1993
Parkinson disease AD 4q21 SNCA Alpha synuclein 1997
Parkinson disease AR 6q25 PARK2 Parkin 1998
Parkinson disease AR 1p36 DJ1 DJ1 2003
Parkinson disease AD 12q12 LRRK2 Dardarin 2004
Alzheimer disease AD 21q21 APP Amyloid precursor protein 1991
Alzheimer disease AD 14q24.3 PS1 Presenilin 1 1995
Alzheimer disease AD 1q31-q42 PS2 Presenilin 2 1995

Epilepsies
Generalized epilepsy febrile seizures + AD 2q24 SCNA1 Voltage-gated sodium channel 2000
Generalized epilepsy febrile seizures + AD 2q24 SCN2A1 Voltage-gated sodium channel 2004
Benign familial neonatal convulsions AD 20q13.3 KCNQ2 Voltage-gated potassium channel 1998
Juvenile myoclonic epilepsy AD 5q34-q35 GABRA1 Gaba A receptor subunit 2002
Unverricht-Lundborg AR 21q22.3 EPM1 Cystatin B 1996
Lafora disease AR 6q24 EPM2A Laforin 1998

Channelopathies
Hyperkalemic periodic paralysis AD 17q23 SCN4A Voltage-gated sodium channel 1991
Hemiplegic migraine 1 AD 19p13 CACNA1A Voltage-gated calcium channel 1996
Myotonia congenita AD/AR 7q35 CLCN1 Voltage gated chloride channel 1992
Erythromelalgia AD 2q24 SCN9A Voltage-gated sodium channel 2004

aThis table is not comprehensive, and illustrates only a few of the wide range of neurological conditions for which the genetic basis is known.
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2. Autosomal Recessive Inheritance

An autosomal recessive trait is observable in the homo-
zygous state. In a classical AR trait, both parents are unaf-
fected, heterozygous carriers. Statistically, there is a one in 
four chance that a child will be homozygous for the mutant 
allele and affected. Males and females are equally likely to 
be affected. The transmission pattern is horizontal (one or 
more siblings may be affected, but successive generations 
are not affected), and the rate of consanguinity between the 
parents in increased. Consanguinity (Latin, “with blood”) 
refers to mating between relatives, such as first-cousin mar-
riages, or uncle-niece marriages, which are traditional in 
some cultures. Examples of neurological diseases inherited 
as autosomal recessive traits include spinal muscular atro-
phy, metachromatic leukodystrophy, Gaucher disease.

3. Sex-linked Inheritance

The X and Y chromosomes determine sex. In addition, 
the human X chromosome contains hundreds of other genes. 
Because females have two copies of the X chromosome, 
whereas males have only one (they are hemizygous), dis-
eases caused by genes on the X chromosome, most of which 
are X-linked recessive, predominantly affect males.

Examples of X-linked recessive diseases include adreno-
leukodystrophy, Fragile X syndrome, Duchenne muscular 
dystrophy, and red-green color blindness.

The pedigree in these disorders is characterized by 
affected males related through carrier females, and absence 
of father-to-son transmission. If females are affected, their 
symptoms are usually milder, and they are termed mani-
festing heterozygotes. This situation typically arises from 
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Figure 1.1 Pedigrees illustrating Mendelian patterns of inheritance. (A) Autosomal dominant (B) Autosomal recessive (C) X-linked recessive (D) X-
linked dominant. Males are shown as squares; females are circles; affected status is indicated by a dark, filled circle or square; unaffected status is unfilled; 
carrier status is depicted by a dot. Although carriers are shown here for illustrative purposes in order to follow the inheritance of the mutant allele, they are 
frequently clinically undetectable, and therefore indistinguishable from unaffected individuals. The double horizontal line indicates a consanguineous mar-
riage. Roman numerals indicate the generation, Arabic numbers indicate the individual.
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skewed X-inactivation with preferential inactivation of the 
normal X chromosome in their cells. In the normal situation, 
X chromosome inactivation is random, with inactivation of a 
woman’s paternal X chromosome in some cells, and inactiva-
tion of her maternal X chromosome in others. In other, rare 
cases, women with only a single copy of the X chromosome 
(45, X) or with structural abnormalities of the X chromo-
some may manifest an X-linked recessive condition.

4. X-linked Dominant Inheritance

X-linked dominant disorders are seen more commonly in 
females than in males, or in the case of some diseases, affect 
only females. In the latter case, it is thought that the hemizy-

gous males are so severely affected, they do not survive. This 
may be reflected in the pedigree by multiple miscarriages 
or male infant deaths. Examples of X-linked dominant dis-
orders include Rett syndrome, the X-linked lissencephaly 
and double-cortex syndrome, and incontinentia pigmenti 
type 1, characterized by dermatological, ocular, dental, and 
 neurological abnormalities.

C. Non-Mendelian Patterns of Inheritance

1. Mitochondrial Inheritance

Mitochondria have their own genome, separate from the 
nuclear genome. Mitochondrial DNA is localized to the 
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Figure 1.2 Pedigrees illustrating non-Mendelian patterns of inheritance. A. Mitochondrial inheritance. Note that an affected male does not pass on his 
mitochondria, so no offspring are affected. All the offspring inherit their mother’s mitochondria. All offspring of an affected female are depicted here as affected, 
although some may be clinically unaffected because of unique features of mitochondrial inheritance such as heteroplasmy. B. An imprinted pedigree. Whether 
the mutant allele causes a phenotype or not is dependent on the sex of the transmitting parent. Compare individuals III-1 and II-1, who inherited the mutant allele 
from their father and are carriers, with individuals III-4 and III-7, who inherited the mutant allele from their mother and who are affected. See Figure 1.1 for 
interpretation of the symbols.

Neurological Symptom

Neurologic evaluation Genetic evaluation
History Family History
Physical Examination Other organ involvement?
Routine Labs and Imaging Dysmorphology/Syndromes

Clinical diagnosis or description of problem

Clinical genetic testing

Positive Result
Does it fit the clinical picture?
Communicate the result to patient
Discuss diagnosis, prognosis, 
treatment
Genetic counseling

Negative Result
How well does it exclude the disease?
Communicate result to patient
Consider other genetic testing
Consider alternate diagnoses
(genetic and non-genetic) 

Indeterminate Result
Consult lab director
or genetics specialist
Communicate result
to patient
Consider further workup

Figure 1.3 The workup of the patient with a suspected neurogenetic condition.
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cytoplasm, and is inherited strictly from the mother (see 
 Figure 1.2). As a matter of perspective, in considering an indi-
vidual’s genetic makeup, if one goes back five generations, 
32 ancestors will have contributed to that individual’s nuclear 
genome, whereas a single woman contributed the individual’s 
 mitochondrial DNA. Mitochondrial genetics demonstrates 
several other special features, including heteroplasmy and a 
threshold effect, and so is an exception to the laws of Mendel. 
For  further details, see Chapters 3 and 33.

2. Imprinting

Imprinting is an exception to Mendelian principles, and 
refers to differential “marking” of maternal and paternal 
alleles of specific genes or chromosome regions during 
gametogenesis, leading to expression of one allele, and 
silencing of the other allele, based upon the sex of the parent 
who contributed the allele (Ferguson-Smith & Surani, 2001). 
Remarkably, this molecular memory is erased and reset in 
the germline at each generation (see Figure 1.2). Imprinted 
genes, then, are unusual in that only the maternal or paternal 
version of the gene (not both) is functional in the offspring. 
Loss of expression of imprinted genes may occur by several 
molecular mechanisms, most commonly via deletion of the 
normally expressed parental allele, or by uniparental disomy, 
in which both alleles are inherited from a single parent. 
Aberrant imprinting is known to cause human genetic dis-
eases such as Prader-Willi syndrome or Angelman  syndrome 
(Nicholls et al., 1998).

D. Phenotype

The genotype represents an individual’s genetic constitu-
tion at a specified locus, but the phenotype is what is observed 
clinically. The clinical geneticist approaches disease by strin-
gently characterizing the phenotype. Describing clinical pre-
sentations in terms of phenotype implies the existence of an 
underlying genotype or gene sequence-based modification for 
the clinical features at hand. There is great power and clarity 
in characterizing disease presentations in terms of phenotype. 
It invites one to unify the seemingly disparate clinical features 
of a given patient and affected family members as potentially 
attributable to a single gene defect; for example, premature 
ovarian failure in a woman, learning disability with autistic 
features causing Fragile X syndrome in her son, and late onset 
ataxia in her father may all be caused by a premutation or 
a full mutation in the FMR1 gene they share (Hagerman & 
Hagerman, 2004).

Phenotype is often variable within families and among 
different patients with the same disorder. A given gene 
 mutation may be expressed to varying degrees from one 
patient to another (variable expression) with some core phe-
notypic feature being common to most patients. Similarly, 
genetic heterogeneity, or the notion that mutations in dif-
ferent genes can give rise to a common phenotype, is also 

possible, considering for example the situation in which 
mutations of different genes in a single biochemical pathway 
may ultimately give rise to similar phenotypic manifesta-
tions, as in leukoencephalopathy with vanishing white mat-
ter disease, which has been associated with mutations in at 
least five subunits of eukaryotic translation initiation factor 
2 (van der Knaap et al., 2006). Thus, the painstaking detail-
driven quantification of clinical phenotype is an essential 
first step toward identifying the underlying genetic defect 
as it empowers one to view a given patient in the context of 
other related or unrelated patients.

IV. The Neurogenetic Evaluation

A. Clinical Evaluation

Careful neurological evaluation is an important first step. 
Once the problem is defined in general terms insofar as age 
of onset and course of the disease (acute or chronic, episodic 
or progressive), and the nature of the problem is established 
(pure ataxia, demyelinating neuropathy, partial epilepsy), 
appropriate laboratory tests to exclude nongenetic causes of 
disease, and clinical electrophysiology and diagnostic imag-
ing have been performed to further define the disease, con-
sideration should be given to as to whether the problem is 
genetic in origin or not (see Figure 1.3).

If there are multiple other affected family members, 
with the disease segregating in a Mendelian pattern, then 
the answer is straightforward. In most cases, however, the 
answer is not readily apparent. The absence of a family 
history does not exclude a genetic cause of disease; either 
because of a new dominant mutation in the proband causing 
sporadic disease, because of a paucity of males in a small 
family with an X-linked recessive disease, because it may 
be a first child affected with a recessive disease, or in the 
setting of adoption with an unknown family history. In the 
absence of a family history, a genetic etiology may be sus-
pected because of the unusually young onset of a disease 
(e.g., a teenager with parkinsonism, or a 40-year-old with 
Alzheimer’s disease) or because of distinctive features of 
the disease itself (e.g., a patient with long, slender fingers, 
lens dislocation, and stroke may have underlying homo-
cystinuria). Evaluation by a clinical geneticist is helpful 
in recognizing minor anomalies, dysmorphic features, and 
developmental anomalies if they are suspected. The input 
of other specialists is frequently required; for example, an 
ophthalmologist to evaluate retinal pigmentary changes, or 
a cardiologist to evaluate cardiomyopathy associated with 
Friedreich’s ataxia or muscular dystrophy (Hanna & Wood, 
2002).

A detailed three-generation pedigree should be recorded, 
depicting all family members, their ages, their status 
(affected or unaffected), as well as miscarriages, adoptions, 
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consanguinity, and ethnic background. The pedigree is never 
fully completed, because of the addition and loss of family 
members, and the availability of new medical information. 
Whenever possible, the diagnosis of other family members 
should be verified by obtaining copies of their medical 
records.

B. Clinical Diagnostic Genetic Testing

If a genetic diagnosis is suspected, the clinician should then 
determine if there is a clinical genetic test available to con-
firm the diagnosis. Genetic testing is defined as the analysis 
of DNA, RNA, chromosomes, proteins, and certain metabo-
lites in order to detect heritable disease-related genotypes, 
mutations, or karyotypes for clinical purposes (Harper, 1998; 
Holtzman & Watson, 1999). There are a variety of academic 
and commercial labs that perform clinical genetic testing (see 
Table 1.2). Many specialize in an area of biochemical, cytoge-
netic, or molecular testing, but with the advent of fluorescent 
in situ hybridization and microarray testing, the traditional 
distinctions between the types of testing is becoming blurred. 
It can also be possible and useful to employ more than one 
type of testing in the evaluation of a disorder; for example, 
measuring very long chain fatty acids in plasma and DNA 
testing, in the workup of adrenoleukodystrophy.

A clinical genetic test is one in which patient specimens 
are examined by a lab certified to perform clinical testing, 
and written results are reported to the clinician for the pur-
pose of diagnosis, prevention, or treatment in the care of 
individual patients. It is vital to realize that a genetic test 
result has implications not only for the individual, but also 
for family members. Thus, in medical genetics clinics, fre-
quently multiple family members are seen either together or 
sequentially in consultation.

The interpretation of genetic test results can be chal-
lenging. In one widely cited study (Giardiello et al., 1997), 
one third of physicians given results of a genetic test did 
not interpret it correctly. Because of genetic heterogeneity 
and the specific nature of genetic testing, a negative test 
result does not rule out clinically similar diseases (e.g., a 
negative genetic test for spinocerebellar ataxia type 1 does 
not rule out spinocerebellar ataxia type 2 or type 3 or type 
6, nor does it mean that a patient does not have ataxia). A 
patient with all the clinical signs of ataxia and perhaps with 
cerebellar atrophy on magnetic resonance imaging does 
have ataxia, even if 20 genetic tests are negative. Rather, it 
means that the correct gene was not tested, or the molecu-
lar mechanism was not identified by the testing that was 
performed. Because of reduced penetrance (having a gen-
otype associated with the disease, but not expressing the 
phenotype) or age-dependent penetrance, a positive genetic 
result does not prove the person is or will become affected 
(Burke, 2004; Burke & Zimmern, 2004). Additional pos-
sible outcomes include mutations of unknown significance 

and  indeterminate results. A person at risk for Huntington’s 
disease with a CAG expansion of 37 repeats may or may not 
be clinically affected in the future, whereas a person with 
30 repeats is unaffected, and a person with 50 repeats will 
develop HD if he or she lives long enough. If a genetic test 
result is not understood by the ordering clinician, then the 
assistance of the diagnostic laboratory director or referral 
to a medical genetics clinic should be sought before sharing 
the results with the patient.

However, the era of genetic testing for neurologic dis-
ease is here; in the right setting and with careful interpreta-
tion, genetic testing is one of the most accurate and specific 
approaches in the diagnostic armamentarium (1996, Practice 
parameter: Genetic Testing alert. Statement of the Practice 
Committee Genetics Testing Task Force of the American 
Academy of Neurology). In many cases, a genetic test result 
can exclude a particular diagnosis with certainty, or it can 
pinpoint a specific cause. All further discussion of the prog-
nosis, anticipatory guidance, recurrence risk, ability to per-
form prenatal diagnosis is critically dependent upon accuracy 
of diagnosis, and this process is enhanced by the intelligent 
use and interpretation of genetic testing.

C. Research Genetic Testing

In the case of some patients, no clinical genetic test is 
available, or the available clinical genetic testing has not 
yielded a diagnosis. However, disease-causing mutations may 
have been published in a research journal. In this case, if the 
clinician and the patient wish to pursue the diagnosis, then 
research testing may be requested. Research testing should 
not be regarded as equivalent to clinical genetic testing, nor 
should it be requested as a cost-free alternative. Research 
testing primarily contributes to the further investigation and 
understanding of a disease. Research testing frequently takes 
longer (months to years) to achieve a result, and compared 
to clinical genetic testing, achieving no result is significantly 
more likely. Research labs are not subject to the stringent 
oversight and regulations of a clinical lab. Like any other 
research involving human subjects, research genetic testing 
requires informed, written consent of the participant or the 
parent or legal guardian. Depending on the local ethics board, 
results may or may not be allowed to be communicated back 
to the patient, or only under special circumstances.

D. Genetic Counseling

Genetic counseling goes hand in hand with the practice of 
medical genetics (Harper, 2001). In 1975, genetic counsel-
ing was defined by a committee of the American Society of 
Human Genetics as follows:

Genetic counseling is a communications process which deals 
with the human problems associated with the  occurrence 
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or risk of occurrence of a genetic disorder in a family. 
This process involves an attempt by one or more appro-
priately trained persons to help the individual or family to: 
(1) comprehend the medical facts including the diagnosis, 
probable course of the disorder, and the available management, 
(2) appreciate the way heredity contributes to the disorder and 
the risk of recurrence in specified relatives, (3) understand the 
alternatives for dealing with the risk of recurrence, (4) choose 
a course of action which seems to them appropriate in their 
view of their risk, their family goals, and their ethical and reli-
gious standards, and act in accordance with that decision, and 
(5) to make the best possible adjustment to the disorder in an 
affected family member and/or to the risk of recurrence of that 
disorder (1975, Genetic Counceling. Am J Hum Genet).

Inherent in this definition is not only a more traditional 
medical model of understanding and communicating the 
facts about a disease, but also information specific to 
the hereditary nature of genetic disease such as calculat-
ing individual risk of recurrence of a disease, taking into 
account variable expression, reduced penetrance, and 
refinement of numerical risk by Bayes theorem, communi-
cating available reproductive options in a neutral manner, 
and allowing the family to come to a decision about future 
reproduction, with respect, support, and medically accurate 
information provided by the counselor (Baker et al., 1998). 
The principle of allowing the family to determine the deci-
sion, rather than the counselor making a recommendation 
for a course of action, is termed nondirectiveness. Skilled 
genetic counseling is complex and can be time-consum-
ing. Thus, in 1969, the first U.S. graduate program to edu-
cate master’s level professionals in the art and science of 
genetic counseling was founded at Sarah Lawrence Col-
lege. Since then, the field of genetic counseling has grown, 
with the development of additional training programs, the 
creation of a professional society, and professional certi-
fication available through the American Board of Genetic 
Counseling.

V. Identification of Human 
Disease Genes

A. Position Independent Methods

Prior to the advent of positional cloning, a few genes 
causing human disease were identified on the basis of visible 
cytogenetic defects or by pinpointing a biochemical path-
way, which led to identification of the relevant gene. Each 
of these efforts required insight into the mechanism of the 
disease, finding a particularly informative patient or family, 
and just plain luck.

Position-independent methods include the following:

1. Knowledge or identification of the dysfunctional 
protein, and working backward toward gene identification, 

as in the case of late-infantile neuronal ceroid 
lipofuscinosis (Sleat et al., 1997).

2. Identification of a candidate gene in a mouse model, 
and isolating and testing the orthologous human gene.

3. Localizing a disease gene by a chromosomal 
abnormality such as an unbalanced translocation, 
inversion, or monosomy of part of 17p in Miller-Dieker 
syndrome (Dobyns et al., 1983), which led to the 
identification of mutations in LIS1 (Lo Nigro et al., 1997) 
as the cause of isolated lissencephaly sequence.

4. Expression array experiments comparing the levels of 
mRNA in a series of patients versus a series of controls.

5. Knowledge of the probable mechanism of the 
disease.

For example 5, once it became clear that this was a 
unifying mechanism for many inherited forms of ataxia, 
genomic DNA from affected patients who were negative 
for known causes of inherited ataxia could be screened on 
a research basis for repeat expansions, which were subse-
quently cloned and characterized. This method was used 
to identify the molecular basis of spinocerebellar ataxia 
type 8 (Koob et al., 1999).

B. Positional Cloning

Positional cloning is the identification of a disease gene 
based purely upon its chromosomal location, in the absence 
of knowledge of the gene’s function or disease pathogenesis 
(Collins, 1992). The first genes identified by this type of 
approach were for the X-linked diseases, chronic granulo-
matous disease and Duchenne muscular dystrophy, partly 
because of the advantage provided by excluding a locus on 
any of the 22 autosomes. In 1993, the gene for Huntington’s 
disease on chromosome 4 was identified by a positional 
cloning approach (1993), and a new era in human molecular 
genetics had begun. The basic approach of positional clon-
ing consists of linkage analysis to define a genetic interval, 
obtaining overlapping clones containing the DNA from the 
region, identifying the dozen or more genes in the region, 
and screening them individually for mutations in affected 
people.

In model organisms such as Drosophila melanogaster, 
it is relatively easy to narrow a genetic interval contain-
ing the gene of interest by performing crosses. In humans, 
since this is not possible, linkage analysis depends upon 
informative meioses, usually in large families. The power 
and versatility of the positional cloning approach has led 
to widespread application to human disease and resulted 
in the successful identification of hundreds of genes for 
human Mendelian disorders in the last 15 years. With the 
advent of PCR, the availability of dense maps of markers, 
large insert clones, polymorphic markers arrayed on a chip, 
and computerized searches to identify transcripts within a 
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target region, the major limiting factor now in identifying a 
new Mendelian disease gene is the identification of appro-
priate families who have undergone meticulous clinical 
phenotyping.

C. Mapping Complex Genetic Disorders

Most of the progress in neurogenetics has been in the 
identification of Mendelian disease genes, and the transla-
tion of that research into the clinic. It has been estimated that 
10 percent of neurology patients have a Mendelian disor-
der (Hanna & Wood, 2002). This implies then, that the vast 
majority of patients have neurological disorders in which 
a few genes each contribute (oligogenic), many genes each 
contribute a small amount (polygenic), or predisposition is 
caused by a combination of genetic and environmental fac-
tors (Mayeux, 2005a; Wright, 2005). This includes disorders 
such as late onset Alzheimer’s disease, multiple sclerosis, 
stroke, brain tumors, schizophrenia, and autism. Although 
the identification of genetic risk factors for complex traits 
is fraught with difficulties, and many reported genes predis-
posing to complex traits are not replicated by independent 
research, nonetheless, the search for genes for complex traits 
is the focus of many studies. This is partly because of the 
relative burden of disease caused by rare, Mendelian forms 
of a disease compared with the common forms of the dis-
ease, and therefore, the potential impact of a true finding on 
many-fold more patients. There are perhaps fewer than 1,000 
patients worldwide with the rare, Mendelian forms of early-
onset familial Alzheimer’s disease, whereas there are over 4 
million patients with the common form of Alzheimer’s dis-
ease in the United States alone.

Since family clustering of a disease may be from shared 
genes or shared environment, there are a number of ways 
to estimate the hereditability, defined as the proportion of 
causation of a trait that is due to genetic causes. Comparing 
the concordance of monozygotic twins (who are genetically 
identical) versus dizygotic twins (who share one half of their 
genes), adoption studies (determining whether adopted chil-
dren’s risk of developing a disease more closely resembles 
their biological relatives or their adoptive family members) 
and segregation analysis are methods to ascertain whether 
familial segregation of a disease is genetic.

The paradigm of linkage analysis followed by positional 
cloning that has proven so effective in Mendelian disorders 
has a number of disadvantages for the analysis of complex 
traits, including the effects of phenotyping uncertainty, locus 
and clinical heterogeneity on the lod score (Gordon & Finch, 
2005).

Many consider genetic association analysis to be the 
best method for identifying genetic variants related to com-
mon, complex diseases (Hirschhorn & Daly, 2005; Mayeux, 
2005b; Neale & Sham, 2004). Association analyses are non-
parametric, so they do not require specifying the inheritance 

pattern of a disease, they are better suited to the study of 
small-to-medium sized families, they may be conducted 
using patients and controls or as family-based association 
tests. Finally, for a fixed genotypic relative risk, association 
studies have greater power requiring smaller sample sizes to 
detect gene effects than do comparable studies using linkage 
analysis (Sklar, 2001).

Genetic association studies have historically suffered 
from lack of replication. Guidelines for submitting an asso-
ciation study have been proposed to increase the likelihood 
of a true association, and not a false association due to popu-
lation stratification, multiple comparisons, and other causes 
(Bird et al., 2001).

With the advent of microarray technology, thousands of 
single nucleotide polymorphism (SNPs) may be interrogated 
simultaneously. This has led to genome-wide association 
studies with 10,000 to 500,000 SNPs, with some impressive 
results, such as the identification of two complement fac-
tor H SNPs associated with an increased risk of age-related 
macular degeneration in a case-control study performed by 
Hoh and colleagues (Klein et al., 2005).

VI. Methods for Human Molecular 
Genetic Analysis

The following is a brief introduction to some of the basic 
concepts and methods relevant to the molecular diagnostic 
evaluation of patients with suspected single gene defects in 
nuclear genes. For a wider perspective see Cooper & Krawczak 
(1993) and Stenson et al. (2003). Since the vast majority of 
genetic testing ordered by neurologists is molecular genetic 
(DNA-based) diagnostic testing, that will be the focus of this 
discussion. Biochemical genetic testing and cytogenetic test-
ing are important diagnostic tools, but beyond the scope of 
this chapter.

Molecular genetic testing for the clinical evaluation of 
Mendelian traits involves identifying known or unknown 
disease-causing mutations in a gene of interest. These may 
include several types of mutations, including but not lim-
ited to established or novel single nucleotide substitutions, 
dynamic microsatellite repeat expansion mutations, as well 
as gene deletions and duplications. Gene rearrangements 
and epigenetic changes such as altered methylation status 
can also occur but will not be discussed. In addition, link-
age analysis following disease associated markers within 
an individual family may also be useful for diagnostic risk 
assessment in certain settings. Identifying a mutation has 
multiple implications. It confirms the genetic basis of the 
disease and facilitates ongoing anticipatory medical and 
educational guidance, since one can now look to the broader 
cohort of patients having mutations in the same gene for 
comparison. In addition, from the point of view of inher-
itance, one can now test other family members as well as 
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provide more  complete recurrence risk genetic counseling, 
including potentially prenatal or predictive testing.

A. Polymerase Chain Reaction in 
Molecular Diagnostics

The polymerase chain reaction (PCR), a cornerstone of 
modern molecular biology, has been used extensively in the 
clinical molecular diagnostic setting (Saiki et al., 1985). 
Briefly, PCR involves amplifying the endogenous target 
DNA (template) of interest through repetitive cycles of (1) 
heat-induced separation (denaturation) of the parent DNA 
template strands followed by (2) temperature optimized 
annealing of complementary oligonucleotides primers and 
(3) subsequently heat stable DNA polymerase driven exten-
sion of the primers along the endogenous DNA template. 
Each cycle doubles the number of molecules present at the 
start of the cycle so that after 30 or so cycles one can expect 
to have generated approximately a billion copies of the target 
DNA from the original target (Cooper & Krawczak, 1993).

A few precautions relevant to diagnostic PCR need to be 
acknowledged. In the clinical diagnostic setting, quality con-
trol requires that PCR be carried out in such a manner so as to 
eliminate the possibility of cross contamination of samples as 
well as the inclusion of negative and positive controls. Nega-
tive controls (lacking template DNA) are used to monitor for 
reagent purity or contamination. Positive controls ensure that 
the signal is specific to the target. It is important to note that 
enzyme infidelity may generate sequence errors that do not 
reflect the actual sequence of the patient’s gene, and if such 
errors arise early in the PCR they may represent a significant 
fraction of the product. Unknown polymorphisms present in 
the target sequence of the patient’s DNA, within PCR primer 
binding sites, may also inhibit amplification.

B. Types of Gene Mutations

Disease-causing mutations in the context of inherited 
single gene disorders are changes in the DNA sequence 
of individual genes that are both necessary and sufficient 
to give rise to the abnormal phenotype. For the purpose of 
illustrating the range of mutations associated with neuroge-
netic disorders with an emphasis of laboratory diagnostics, 
the following types of mutations will be discussed:

▲ Single nucleotide substitutions
▲ Microsatellite expansion mutations
▲ Deletion/amplification mutations

1. Nucleotide Substitution Mutations

Gene mutations of the single nucleotide substitution type 
(such as C®T or G®A) occur in either coding or noncoding 
regions of genes. Nonsense mutations generate premature 
stop codons, which can lead to truncated protein products. 

Missense mutations result in an amino acid substitution, 
which may alter the function of the resulting protein. Frame-
shift mutations alter the reading frame and typically lead 
to one or more amino acid substitutions followed by a stop 
codon. Single nucleotide substitution mutations can also 
result in abnormal transcription via alterations in splicing 
or processing at the messenger RNA level. Gene promoter 
as well as 5′ Cap site and 3′ polyadenylation signal muta-
tions may also occur (Cooper & Krawczak, 1993). Single 
nucleotide substitutions are found in a wide variety of neuro-
logical diseases, including channelopathies (Hanna, 2006), 
early-onset familial Alzheimer’s disease (Goate et al., 1991; 
Levy-Lahad et al., 1995; Sherrington et al., 1995), CADASIL 
(Orlandi et al., 2003), neurofibromatosis type 1 and type 2 
(Yohay, 2006), and such.

Traditionally, much effort has gone into developing 
 mutation screening methodologies to search for previously 
unreported mutations such as single-stranded conformational 
polymorphism analysis, heteroduplex analysis, and denatur-
ing high performance liquid chromatography. These methods 
narrow the region of the gene to be sequenced and are fol-
lowed by sequencing the variant fragments from candidate 
regions of the gene under investigation to confirm a base 
change. However, the necessity of screening approaches in 
the diagnostic lab has been reduced substantially by accu-
rate, direct, automated, bidirectional sequencing of PCR frag-
ments from the gene in question as the most cost-effective 
and high-yield approach of choice for the molecular diagno-
sis of Mendelian traits characterized by point mutations and 
small deletions.

Methodologies for mutation detection continue to evolve 
with advances in sequence-based technologies. More accu-
rate and sensitive analytical tools continue to deliver more 
information at lower cost, often generating new or unforeseen 
questions in the process. For instance, complete sequencing 
of a gene may reveal the absence of a known mutation but 
the identification of a previously unknown nucleotide vari-
ant requiring additional inquiry to determine whether or not 
this variant represents a newly identified mutation or is a 
nonpathogenic polymorphism.

Molecular analysis of autosomal dominant traits is con-
ducted with the realization that only one of the two alleles of 
interest will contain the disease-associated mutation. Thus 
PCR amplification will generate a product that is in effect a 
50/50 mixture of wild type and mutant alleles, assuming both 
alleles amplify with equal efficiency. Sequencing this PCR 
product will yield identical sequence peak intensities for all 
bases except for the position where the mutant base appears, 
and this position will show the superposition of normal and 
mutant bases, each at half intensity. In the case of recessive 
disease with homozygous base substitution, a full intensity 
new base peak is observed, since both alleles contain the 
same mutation at the same position. Compound heterozy-
gotes or patients who are affected with a recessive disease 
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by virtue of having a different disease-associated mutation in 
each allele will yield sequence data showing half wild type 
and half mutant signal intensity at two different positions in 
the sequenced alleles.

2. Microsatellite Expansion Mutations

Several neurological diseases are characterized by micro-
satellite sequence instability including Huntington’s disease, 
myotonic dystrophy types 1 (DM1) and 2 (DM2), Fragile 
X syndrome, Friedreich’s ataxia, as well as spinocerebel-
lar ataxia types 8, 10, 12, to name a few (Richards, 2001). 
Although repetitive DNA sequences are distributed through-
out the genome, most are stably transmitted. However, 
in disorders caused by trinucleotide repeat microsatellite 
expansions, such as Huntington’s disease and Fragile X or 
by a tetranucleotide repeat expansion in the case of DM2, 
the microsatellite sequence is inherently unstable. Dur-
ing meiosis, expansion of the microsatellite sequence may 
occur, leading to a deficiency in the respective protein. For 
each disease, once a numerical threshold of a certain number 
of repeats is passed, the expansion mutation causes disease. 
This dynamic nature of microsatellite expansion disease 
mutations creates unique molecular diagnostic challenges.

a. FMR1 The Fragile X syndrome was one of the first 
microsatellite expansion diseases to be described (Kremer 
et al., 1991; Yu et al., 1991). It is the most common form of 
inherited developmental delay in boys, occurring in approxi-
mately 1 in 4,000 males (Turner et al., 1996). It is notable for 
an expanded CGG repeat (greater than 200 repeats) in the 
5′ untranslated region of the FMR1 gene leading to epigen-
etic hypermethlation of FMR1 promoter and loss of function 
in affected males. However another phenotype manifests in 
adults over 50 years old with expansions of the FMR1 gene 
in the 55 to 200 range (premutation range). This is referred 
to as Fragile X associated tremor ataxia syndrome (FXTAS), 
and is characterized by gait instability, tremor, cognitive 
defects, MRI signal abnormalities in the middle cerebellar 
peduncles and adjacent white matter, and intranuclear neu-
ronal and astrocytic inclusions (Hagerman et al., 2001; Jac-
quemont et al., 2003). Some one third of older males with 
premutation alleles will develop symptoms of FXTAS (Jac-
quemont et al., 2004).

Thus a key objective in FMR1 gene analysis is determin-
ing the precise size of the single FMR1 allele in males, and 
the two FMR1 alleles in females, since the propensity of 
premutation alleles to expand to a full mutation while being 
transmitted through a female (mother to child) is proportional 
to the size of the expansion in the mother. Restriction enzyme 
digestion followed by Southern blotting to detect expansions 
in the pre- and full mutation range of FMR1 has served as the 
diagnostic approach to Fragile X syndrome for some time, 
though it is limited in its ability to resolve small differences 
in size between large, normal, and small permutation alleles. 

More recent approaches are PCR-based, using a combination 
of methylation and nonmethylation sensitive PCR primers as 
well as CGG-based expansion primers (Zhou et al., 2004).

b. Myotonic Dystrophy Type 1 and Type 2 The myotonic 
dystrophies type 1 and 2 (DM1 and 2) are both microsatellite 
instability diseases with a similar multisystem clinical presen-
tation notable for myotonia, muscular dystrophy, cataracts, 
diabetes, testicular failure, hypogammaglobulinemia, and 
cardiac conduction defects. DM2 lacks a severe, congenital form, 
which is seen with DM1 (Day et al., 2003). DM1 is caused by 
abnormal CTG expansion in the 3′ untranslated region of dys-
trophia myotonica protein kinase gene and DM2 by a patho-
logic tetranucleotide (CCTG) expansion of the first intron of 
the zinc finger protein 9 gene (Ranum & Day, 2004).

A unique combined PCR-Southern blot approach to the 
diagnosis of autosomal dominant myotonic dystrophy type 
2 (DM2, proximal myotonic myopathy PROMM) has been 
described (Day et al., 2003). The DM2 molecular diagnostic 
signature is an approximately 5,000 CCTG (tetranucleotide) 
repeat expansion of the first intron of the zinc finger protein 
9 gene, which can be detected by PCR using a forward primer 
located outside of the expansion and a reverse primer con-
taining sequence complementary to the CCTG repeat expan-
sion such that a full range of expanded repeats are generated. 
Myotonic dystrophy type 2 is characterized by somatic insta-
bility such that the PCR reaction yields a smear. The result-
ing PCR smear is then transferred to a membrane and probed 
with an internal probe as a Southern blot (Day et al., 2003) 
revealing the extent to which expansion has occurred. Using 
this approach the diagnostic molecular detection rate was 99 
percent compared to 80 percent via Southern blot.

3. Deletion/Amplification Mutations

The diagnosis of gene deletion diseases such Duchenne 
muscular dystrophy (DMD) and Becker muscular dystrophy 
(BMD) highlight the unique challenges of demonstrating a 
diagnostic defect in gene dosage since about two thirds of 
muscular dystrophy patients have the disease on the basis of 
a large deletion or duplication, and the remaining one third 
harbor point mutations (Prior & Bridgeman, 2005). Diag-
nostic tests, which are based on a negative finding such as 
an absent or reduced signal in the case of a deletion, always 
carry the extra burden of proof to show that the loss of the 
diagnostic signal is due to the true absence of a portion of the 
gene as opposed to failure of the assay to generate a signal 
(a false positive) secondary to failure to achieve optimal 
probe hybridization or PCR failure, for example.

A male affected with X-linked Duchenne muscular 
dystrophy (DMD) or Becker muscular dystrophy (BMD), 
for instance, may be deleted in some portion of his only 
copy of the dystrophin gene. At the molecular level, most 
DMD cases are due to deletions or duplications that are out 
of frame, resulting in a truncated nonfunctional protein. 
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The phenotypically milder BMD patients have in-frame 
deletions and duplications with the preservation of some 
dystrophin protein expression.

The multiplex ligation-dependent probe amplification 
(MLPA) test is a molecular assay that detects deletions and 
gene amplifications through the hybridization of a set of adja-
cent probes across the gene of interest followed by ligation 
and subsequent PCR amplification and quantification of the 
ligated and amplified probes (Lai et al., 2006). In the case of 
a male with a deletion the relevant probes cannot anneal, and 
ligation and PCR are unable to proceed resulting in an absent 
signal for the deleted region or a reduced signal reflecting 
reduced gene dosage in the case of a DMD carrier female.

MLPA as well as Southern blot analysis are also amenable to 
the diagnosis of gene amplifications such as duplications. Here 
the diagnostic signal is an increased dosage or intensity beyond 
that expected under normal circumstances. Accordingly, MLPA 
also has been used to identify duplications in the DMD gene 
(Lai et al., 2006). Most patients with Charcot-Marie-Tooth 
neuropathy type 1 exhibit a duplication chromosome 17p11.2-
p12 that contains the peripheral myelin protein 22 gene (Park et 
al., 2006; Patel et al., 1992), and again the MLPA approach also 
has been used to diagnose gene amplification in the setting of 
Charcot-Marie-Tooth disease (Slater et al., 2004).

VII. Treatment of Genetic Diseases

In the workup of a patient presenting with a neurological 
problem, after the diagnosis has been established by clinical 
evaluation and genetic testing, and genetic counseling has 
been provided to the patient and family about recurrence 
risk, then how does the diagnosis of a genetic condition 
inform treatment now and in the future (Varmus, 2002)?

There are several potential implications. First, the cor-
rect diagnosis can assist the patient and physician in avoid-
ing ineffective or even adverse treatments. For example, a 
patient with stroke due to Ehlers Danlos type IV, hemiplegic 
migraine, or mitochondrial encephalopathy, lactic acidosis, 
and stroke (MELAS) is less likely to benefit from conven-
tional stroke treatments such as tissue plasminogen activa-
tor, carotid endarterectomy, or hypertension and cholesterol 
management. Instead, recommendations should be tailored 
to the individual’s disease. Second, there are nongenetic 
approaches to the treatment of genetic diseases. Third, there 
are some effective and many other emerging gene-based 
therapies for genetic diseases.

A. Medical Treatment of 
Neurogenetic Diseases

The medical treatment of genetic diseases has a distin-
guished history, particularly in the area of inborn errors of 

metabolism. Dietary modification to limit intake of foods 
containing a substrate that builds up in the absence of a nec-
essary enzyme is still the mainstay of treatment for a host 
of diseases, including amino acidopathies, and urea cycle 
disorders. Hematopoietic stem cell transplantation or liver 
transplantation are also used to treat some metabolic dis-
eases, albeit these are complicated medical procedures asso-
ciated with a significant potential for morbidity or mortality 
(Mahmood et al., 2005; McBride et al., 2004).

Next, a range of conventional medical and surgical treat-
ments are available to treat the tumors that arise in tuberous 
sclerosis, severe scoliosis of neurofibromatosis, dystonia of 
idiopathic torsion dystonia, or the epilepsy from autosomal 
dominant partial epilepsy with auditory features (ADPEAF). 
Finally, special education, social services, and patient support 
groups can improve adaptation to a disease and maximize 
outcome. Indeed, one of the functions of a genetics clinic or 
a neurogenetics clinic is to coordinate the disparate subspe-
cialty services that may be required in the care of a single 
patient. This underscores the notion that the treatment of 
genetic diseases is not limited to a strictly genetic approach.

B. Enzyme Replacement Therapy

Another approach to the treatment of metabolic, in 
 particular, lysosomal storage diseases, has been replacement 
of the missing enzyme, not by replacing the gene, but by 
replacing the defective protein product. Type 1 Gaucher dis-
ease is an autosomal recessive lysosomal storage disease that 
is the most common genetic disorder observed in the Ashke-
nazi Jewish population. It is caused by glucocerebrosidase 
deficiency, resulting in the intralysosomal accumulation of 
glucocerebroside in tissues of the reticuloendothelial system 
(Charrow et al., 2004). Key clinical features include hepato-
splenomegaly, anemia, thrombocytopenia, osteopenia, frac-
tures, acute and chronic bone pain, and osteonecrosis. Type 
2 Gaucher disease and Type 3 Gaucher disease (Norrbottnian 
form) are allelic disorders caused by mutations in the same 
gene as Type 1, distinguished by clinical presentation. In 
Type 2, neurological presentation in infancy accompanies the 
systemic symptoms. Type 3 is characterized by more slowly 
progressive neurological problems such as ataxia, spastic 
paraplegia, seizures, dementia, or supranuclear gaze palsy.

Type 1 Gaucher disease is treatable by enzyme replacement 
therapy with recombinant human macrophage targeted human 
glucocerebrosidase (imiglucerase, Cerezyme®, Genzyme 
Corporation, Cambridge, MA). Treatment has been shown 
to effect breakdown of stored glucocerebroside, resulting in 
reduction of hepatosplenomegaly, improvement of hema-
tological parameters, and increase in bone mineralization 
(Weinreb et al., 2002). The effects of enzyme treatment on 
the CNS effects of the neuronopathic forms has been variable 
with improvement in some cases, slowing of progression in 
others, no improvement in still others (Vellodi et al., 2001).
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Enzyme replacement therapy is also available for Fabry 
disease, an X-linked lysosomal storage disease characterized 
by renal dysfunction, painful distal extremities, and vascular 
disease (Desnick et al., 2003; Wilcox et al., 2004). In 2006, 
the Food and Drug Administration approved an alglucosi-
dase alfa (Myozyme®) for the treatment of Pompe disease, a 
glycogen storage disease affecting muscle.

C. Gene Therapy

Gene therapy involves the modification of a patient’s 
cells by transfer of normal genes in order to treat a disease. 
Particularly for the subgroup of fatal, progressive neurode-
generative genetic diseases for which treatment is largely 
symptomatic and supportive at present, such as Huntington’s 
disease, familial Alzheimer’s disease, familial amyotrophic 
lateral sclerosis, and various forms of muscular dystrophy, 
gene therapy would fulfill a long-held dream. Further details 
on this topic may be found in Chapter 7.

D. RNA Interference (RNAi)

RNA interference is an evolutionarily conserved process 
that directs gene silencing of gene expression in a sequence-
specific manner (Downward, 2004; Dykxhoorn et al., 2003). 
Multicellular organisms possess a conserved protein machin-
ery that recognizes double-stranded RNA, which is degraded 
by the enzyme, dicer, into short segments of approximately 
20 nucleotides called small interfering RNAs (siRNAs). 
A protein complex called RNA-induced silencing complex 
(RISC) uses the siRNA to recognize and degrade single-
stranded RNA (such as mRNA) with the same sequence. 
RNA interference is a system whereby post-transcriptional 
gene silencing is used to rid the cell of viruses, to regulate 
mobile genetic elements such as repetitive sequences, and as 
a mechanism for fine-tuning normal gene expression during 
development, apopotosis, and other processes.

RNAi is used routinely in the biomedical research setting 
to block the expression of a given gene. In C. elegans, which 
feed on bacteria, it is possible to cause RNA interference by 
feeding them genetically engineered bacteria expressing dou-
ble-stranded RNA targeting the gene of interest. In mamma-
lian cells, synthetic RNAs are complexed with  cationic lipids 
in order to pass through the cell membrane, or introduced by 
genetically engineered viral vectors such as retroviruses, ade-
noviruses, or lentiviruses (Hommel et al., 2003). Once in the 
cell, the viral construct directs expression of a short hairpin 
RNA, which is processed to produce a functional siRNA.

Given this background, there is obvious potential to har-
ness RNAi as a therapeutic approach toward blocking the 
expression of a dominantly inherited neurological disease 
caused by a toxic gain of function mutation. In fact, sev-
eral academic research groups and commercial companies 
are attempting to do just that. RNAi treatment has been 

reported in a transgenic mouse model of spinocerebellar 
ataxia type 1 (Xia et al., 2004), one of the group of neuro-
degenerative diseases caused by polyglutamine expansion, 
as well as in a mouse model of Huntington’s disease (Harper 
et al., 2005; Machida et al., 2006) and amyotrophic lateral 
sclerosis (Ralph et al., 2005). In each of these, pathological 
and clinical improvements were reported. Although these 
reports are encouraging, more research is needed to avoid 
knocking down homologous genes (off-target effects), toxicity 
from the viral vectors, and to optimize the stability, delivery, 
and long-term safety of this method.

E. MicroRNAs

MicroRNAs (miRNAs) are transcribed from endogenous 
DNA as hairpin precursors. The RNA-induced silencing 
complex allows one strand of the microRNA to bind to the 3′ 
untranslated region of specific mRNAs, thus disrupting the 
translation of the message and expression of the correspond-
ing protein. MicroRNAs normally regulate such fundamental 
processes as development, apoptosis, and patterning of the 
nervous system. Several hundred miRNAs have been discov-
ered experimentally in animals, and computational methods 
predict many more may exist (Berezikov et al., 2006). Now, 
microRNAs have emerged as a potential therapeutic target. 
In mice, exogenous delivery of a single-stranded molecule 
complementary to miR-122, which is highly expressed in 
liver, has been shown to result in degradation of endogenous 
miR-122 and a significant physiological effect with a 44 
percent drop in cholesterol levels (Krutzfeldt et al., 2005). 
RNA-based approaches are a potentially exciting therapeu-
tic approach, but much research needs to be done to answer 
questions about the delivery to various tissues, stability, 
secondary effects such as silencing of related mRNAs, and 
other potential cellular responses.
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I. Introduction

The practice of medicine traditionally has centered on the 
sick, whether acutely or chronically ill. Relatively less time, 
education, or payment goes toward the prevention of these 
illnesses. Yet for most physicians and patients, preventing or 
delaying disease is the ultimate goal. This is also the goal of 
genomic or personalized medicine.

So what is genomic medicine and how will it affect neu-
rologists? Essentially the concept is to tailor treatment and pre-
ventative measures toward the individual, rather than a large, 
heterogeneous group defined by age, race, sex, or environmen-
tal activities (like smoking). It is based on the knowledge of the 
Human Genome Project, but doesn’t just utilize information 
on ourselves. Knowledge of the genomes of microbes, viruses, 
and even environmental factors such as allergens, will all con-
tribute to the overall approach to medicine in the future. In 
addition, the application of genomic techniques such as mRNA 
and DNA arrays are likely to be common in the future.

All of this will require a major shift in the way we prac-
tice medicine, moving at least part of medical practice away 
from just reacting to disease and focusing on its prevention. 
It will require a tremendous education shift as well, involving 
patients, physicians, medical administration, and all levels 
of medical care. For patients the benefits of genomic medi-
cine are very clear. Patients in fact are the leading advocates 
for its introduction into medical care, educating themselves 
daily on the Internet. It is also clear that the challenges of this 
new burgeoning era of medicine will have to be met primar-
ily by primary care physicians and those directly interact-
ing with patients. Certainly neurology fits within this group. 
Already burdened by the immense regulatory and time con-
straints of clinical medicine today and the daily overload of 
advancements in neuroscience, to incorporate genomic med-
icine into daily neurological practice will clearly be a great 
challenge for leaders in this field.

▼ ▼
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Traditionally, neurology is a discipline rich in the study of 
inherited disorders and the use of genetics. Indeed, one of the 
first and most successful practices of genomic medicine has 
been the use of dietary restriction in phenylketonuria, now 
practiced for almost five decades. The simple routine screen-
ing of Guthrie cards (Guthrie & Susi, 1963) has identified 
and prevented thousands of cases from developing the severe 
mental retardation, microcephaly, and seizures associated 
with genetic mutations in the gene phenylalanine hydroxy-
lase. Yet, because of its relative rarity, it does not reflect the 
majority of the diseases that the average physician experi-
ences in his or her practice, and the overall impact on mental 
retardation is small. But most common disorders do have 
important genetic components; they just are not as obvious. 
Rather, each gene contributes a smaller amount of risk. It 
is their cumulative effect that leads to disease susceptibil-
ity. Many are thought to require environmental interactions 
as well to produce symptoms. It is the elucidation of these 
genetic elements in the common diseases of mankind that 
has the potential to radically change the way all physicians 
practice medicine in the future. In this chapter we will begin 
to explore some of the tools and findings that provide us the 
first road maps toward genomic medicine.

II. Basic Concepts

1. Single Gene Disorders (Mutations) versus 
Complex Disease (Polymorphisms)

There are basically two major classes of genes that con-
tribute to disease: (1) Mendelian or single gene disorders and 
(2) susceptibility genes. This dichotomy is useful for discus-
sion and conceptual understanding of the genetic contribu-
tions to disease, but it is also important to realize that like 
most man-made classifications, these two groups overlap. In 
general, Mendelian genes (named after Gregor Mendel, the 
monk who first realized the segregation of genetic elements) 
represent the gene disorders that we know from medical 
school, diseases such as Duchenne muscular dystrophy, spi-
nocerebellar ataxias and Huntington’s disease, to name a few. 
The cause of these Mendelian diseases is a “mutation” that 
alters the sequence in a single gene so severely that it causes 
the disease totally by itself, independent of environmental 
or other significant gene interactions. The probability of 
transmitting a Mendelian mutation from patient to offspring 
can be reliability predicted (autosomal recessive, autosomal 
dominant, X-linked).

However, as mentioned, the common disorders that affect 
most of us do not follow these well-known patterns of inheri-
tance. When asked, we commonly say things like, “cancer 
runs in my family” or “I have a family history of Alzheimer’s 
disease.” We are, in essence, stating that we know we are at 
a higher risk for these problems than other people; that our 

family is somehow susceptible, though we really don’t know 
how much risk we have. It is a complex risk, and thus the name 
complex genetics is applied to these genetic contributions.

The genes contributing to these familial susceptibili-
ties are called susceptibility genes. The distinction between 
mutations and susceptibility genes is very important, and 
unfortunately is commonly confused. Again, mutations can 
independently cause the disease, thus their risk is predict-
able based on the basic laws of DNA inheritance (Mendel’s 
laws). However, since susceptibility genes do not cause 
the disease by themselves, but contribute varying amounts 
of susceptibility to the disease, predicting the risk for a 
patient based on family history is not as clear. In this con-
text, the term variable penetrance has been used in the past 
to describe those Mendelian disorders that may not always 
manifest in mutation carriers. The most common would be 
age-related penetrance such as that which occurs in Hun-
tington’s disease. The primary distinction between a vari-
ably penetrant Mendelian gene and a susceptibility gene is 
that the former can still cause the disease independently, 
but the latter does not. But the difference can be blurred in 
some cases.

It follows that the variations in DNA that cause suscep-
tibility genes are not as severe as those leading to muta-
tion. Rather they are much “milder” DNA variations that 
may affect the structure, efficiency, expression, forms, or 
how much protein is produced. These variations in DNA 
are numerous, from single base pair changes, di-, tri- and 
tetra-base repeats, to deletions and duplications (copy num-
ber variants). These normal, common variations are termed 
polymorphisms, and are the currency of genomic medicine 
and susceptibility genes. Whereas once these were defined 
as variables that existed in the population with a frequency 
greater than 1 percent, we now know this cutoff is not use-
ful. With more sensitive techniques, we can now detect poly-
morphisms with a frequency much less than 1 percent. It is 
the multitude of interactions between the polymorphisms 
of different genes that make us different from each other 
and contribute to our susceptibility differences for every 
disease.

In the future, useful clinical algorithms are expected to 
include the use of multiple gene polymorphisms, and it will 
be the combination of these that provides predictive value 
for the physician. For the neurologist this should not be a 
foreign concept; we regularly make diagnoses based on the 
overall impression from multiple tests (an example would be 
multiple sclerosis).

The most common polymorphisms in the human genome 
are single nucleotide polymorphisms (SNPs); that is, a varia-
tion of a single base pair (usually varying between one of 
two DNA bases, the various possibilities are termed alleles). 
They are quite numerous, often every 500 to 1,000 base pairs. 
Which allele a person has at each SNP can be determined 
through various laboratory techniques, all falling within the 
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term genotyping, as the two alleles at any locus in the DNA 
is termed a genotype.

2. Identifying Susceptibility Genes

There are many genetic techniques used to determine 
which genes contribute or cause a disease. The most com-
monly used is linkage analysis, which seeks to identify if 
a specific physical region of the genome is inherited along 
with a trait or disease as it travels through affected fami-
lies. To locate these different areas of the human genome 
we use polymorphisms whose genomic location is known. 
Their variability between people allows them to be followed 
as they pass through successive family members. If the poly-
morphisms from a specific area of the genome always travel 
(or are “linked”) with the disease, or are found in patients 
much more than we would expect by chance, then we can 
conclude that it is likely that the linked polymorphism lies 
physically near the gene causing the disease. This physical 
region, once identified, can be further explored to eventually 
identify the causal gene (see Figure 2.1).

The difference between association and linkage often is 
confusing to those beginning the study of complex genetics. 
Linkage implies causality for the physical region with the 
disease, but does not tell us what particular gene or varia-
tion is contributing to the disease, only that it lies within a 

defined physical chromosome region. This is different from 
association, which implicates a specific allele or variation in 
that region as statistically coupled with the disease. Finding 
an association for a polymorphism and a disease may be due 
to either (1) the variation is the true causal association with 
the disease, or (2) it lies physically near the true causal sus-
ceptibility change in the DNA and thus traveling with the true 
causal change in time, serving as a surrogate marker for the 
causal change. The latter situation is termed linkage disequi-
librium (LD), where a marker in LD is so close to the disease 
locus that recombination or mutation has not yet significantly 
interrupted its coinheritance with the disease allele within the 
population under study. However, LD is a quantitative vari-
able; that is, SNPs that are farther from the causal change 
may not have their alleles segregate independently, but they 
are not as correlated as the alleles of those SNPs lying very, 
very close to the causal change. The degree of LD is mea-
sured using two different variables, the traditional correlation 
coefficient (r2), and the more abstract term D‘. Alleles of two 
SNPs whose r2 is 0.9 or greater usually are referred as being 
in strong LD, whereas those with an r2 of 0.3 are only in weak 
LD. Thus a SNP allele traveling in a population on the same 
small piece of DNA as the susceptibility allele of the risk 
causing gene (and thus with a high r2, in strong LD) can act 
as a surrogate for the presence of the actual susceptibility 
change. This provides a much larger area of DNA to detect 
for association than just trying to find the actual disease caus-
ing variation itself (see Figure 2.2). This LD phenomenon is 
the basis for the Hapmap project, as discussed next.
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Figure 2.1 An example of genetic linkage. In this autosomal dominant 
pedigree affected Individuals are solid, unaffected clear. The stack of num-
bers under each endividual represent a three allele haplotype, one for each 
chromosome pair. The boxed haplotypes demonstrate the chromosome and 
haplotype traveling (linked) with the disease. Note recombinations occur-
ring in individual 3 provide reduced forms of the haplotype in individuals 7 
and 8. Since individuals 7 and 8 are affected, the disese gene must lie within 
the shared area between all three haplotype forms, i.e. between the first and 
last polymorphisms of the haplotype.
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ers closest to the disease variation (Z) continue to travel with Z in strong 
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The term linkage disequilibrium is derived from the fact 
that physically close DNA variations (linked) do not follow 
the expectations of Hardy-Weinberg equilibrium (p2 + 2pq + 
q2 = 1, where p and q are the allele frequencies of the 
 polymorphism), which assumes independent segregation, 
and thus these polymorphic variations are in Hardy-Weinberg 
disequilibrium. Two polymorphic alleles in strong LD 
form a haplotype; that is, they travel together the majority 
of the time. For any group of SNPs with a substantial degree 
of LD between them, several different haplotypes exist (see 
Figure 2.3). As human genetics moves toward identifying 
genes contributing to the susceptibility of common dis-
orders and pharmacogenetic interactions (genetic variations 
that affect any biological interactions with a drug), this 
work has relied heavily on these genetic associations and 
LD relationships.

III. The Human Genome Project (HGP) 
and Haplotype Mapping 

(HapMap) Project

In 1990 a project was begun by an international consortium 
to determine the sequence of the human genome—the Human 
Genome Project (HGP) (www.ornl.gov/sci/techresources/
humangenome/home.shtml). This was a considerable chal-
lenge, as it was unclear that the technology available at the 
time was up to the task. Although there have been many polit-
ical announcements of achieved milestones, the final chro-
mosome sequence was published (chromosome 1) in 2006. 
Having the human genome sequence completed provides 

many opportunities, not only to finally locate all the genes in 
humans, but also to understand the structure of the sequence 
that lies between genes and between exons, which represents 
most of the genome. It is in these regions that the regulatory 
mechanisms for gene expression and translation occur.

The HGP was followed by another international con-
sortium, the HapMap project (Altshuler et al., 2005; The 
International HapMap Consortium, 2003). Here the goal was 
to take approximately 30 random individuals from several 
ethnic groups and determine their genotypes for hundreds of 
thousands of SNPs. Using this data haplotypes could then be 
determined for each group of SNPs. It follows that if a group 
of SNP alleles are traveling together in a haplotype through 
generations, then you would have to genotype only a few 
of the SNPs to know what the alleles were at the other SNP 
members of the haplotype. The SNPs chosen to represent all 
the different haplotypes in a population for a given group of 
SNPs are called tagging SNPs (see Figure 2.3). For example, 
instead of genotyping 20 SNPs to determine the haplotypes 
formed by their alleles, you may have to genotype only six 
to see all the haplotypes. Theoretically this should reduce 
significantly the cost and labor of genotyping for association 
studies.

IV. Family History

Without doubt, the accurate acquisition of a family history 
for every neurology patient is the first and most necessary 
step in applying genetics to common disorders. It is antici-
pated that computer-based algorithms will be used to screen 

B. Haplotypes

Haplotype 1 T C T G G G A C G C C T G A A T G
T G A C G G C G
C G T C A A C A
C C T G A G T G

T A A 
Haplotype 2 C C A G C C A T A 

T T T A G C T C A
C T A G C C T T A

T G G 
Haplotype 3 C A G
Haplotype 4 T A A

C. Tagging SNPs

SNPs, Haplotypes and Tag SNPs 

A. SNPs SNP SNP SNP

Chromosome 1
Chromosome 2
Chromosome 3
Chromosome 4

GGTGTATTG....CCTAAAACT....GACTA GTTA....
GGTGTATTG....CCTAGAACT....GACTGGTTA....
GGTGCATTG....CCTAAAACT....GACTGGTTA....
GGTGTATTG....CCTAAAACT....GACTA GTTA....

G/A C/T T/A

Figure 2.3  SNPs, Haplotypes and Tagging SNPs. A. A small area of DNA sequence from four different individuals is shown, each individuals DNA in 
this area identical except for three SNPs. B. Four haplotypes are shown comprised from twenty different SNP, including the three SNPs in 2.3A. C. Rather 
than genotype all twenty SNPs, haplotypes 1-4 can be differentiated by just genotyping only the three boxed SNPs. These are termed “tagging” SNPs.
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patients who are at a higher risk for a disorder, and act as a 
triage point for the neurologist and primary care doctor to 
 initiate additional studies. Several groups have developed 
initial algorithms, particularly for breast cancer, but one group, 
the Guilford Genomic Medicine Initiative (GGMI) (www.
genomic-medicine.org), is developing a general algorithm that 
will then diverge into specialized areas. A recent study exam-
ined multiple computer algorithms for determining women at 
high risk for breast cancer (Palomaki et al., 2006). Even using 
only those individuals whom all the algorithms agreed were at 
high risk, 1 to 2 percent of the female population was identi-
fied for further screening. Similar models are only a matter of 
time for major neurological disorders as well.

V. Genetic Mechanisms

1. Susceptibility (Risk) Genes

Although by definition, susceptibility genes do not cause a 
disease by themselves, there are a few that will have a stronger 
effect than others. These are called major susceptibility genes. 
An excellent example of a major susceptibility gene is apo-
lipoprotein E (Corder et al., 1993). Well accepted as a major 
risk factor for Alzheimer’s disease, it is a polymorphism that 
is actually a haplotype of two different SNP polymorphisms, 
producing the 2, 3, and 4 alleles (see Figure 2.4). It was origi-
nally discovered using linkage analysis in only 33 families, 
demonstrating how strong an effect it has on susceptibility 
for the disease (Pericak-Vance et al., 1991). Figure 2.5 
demonstrates the effects of the different alleles for Alzheim-
er’s  disease (AD), with the 4 allele being very detrimental, but 
the 2 allele being protective for AD. Apo E is now known to be 
a risk factor for additional disorders, including Parkinson dis-
ease (PD) and amyotrophic lateral sclerosis (Li et al., 2004).

VI. Pharmacogenetics

The study of how genetic variation affects the metabo-
lism and actions of drugs is termed pharmacogenetics. It is 
believed that most side effects of medicines are secondary to 
polymorphic variations affecting drug metabolism. This is 
already an area of genomic medicine entering clinical use, 

and will likely be the first major aspect of genomic medicine 
that most neurologists will incorporate into their practice. 
The major genes involved in the metabolism of drugs are 
the P450 genes, and recently the first DNA chip to genotype 
individuals for these variations has been approved by the 
FDA. At this time the FDA is considering whether to recom-
mend P450 genotyping prior to warfarin treatment, to help 
with dosing. The well-known lack of pain relief in 15 to 17 
percent of Caucasians receiving codeine is another example 
of the effect of genetic variation in P450 gene cluster. Many 
similar variations exist, affecting drug metabolism, and it 
seems likely that many will eventually become part of stan-
dard clinical workups. However, this variation does not have 
to be confined to SNPs. The presence or absence of deletions 
on chromosomes 1 and 19 in the chromosome karyotype of 
oligodendrogliomas has been well documented to predict 
the efficacy of chemotherapeutic regimens (Watanabe et 
al., 2002). These chromosome aberrations can be measured 
using comparative genomic hybridization (see later), a tech-
nique that is likely eventually to replace much of today’s 
chromosome (karyotype) analysis. There are many ways to 
use this technique, but essentially it measures deletions or 
duplications in the genome by array hybridization.

VII. Gene-Gene and 
Gene-Environment Interactions

The idea that gene-gene and gene-environment interactions 
play an important role in human biology was emphasized by 
Wright in 1932 (Wright, 1932). Gibson (Gibson, 1996) stresses 
that gene-gene and gene-environment interactions must be 
ubiquitous given the complexities of intermolecular interactions. 
The modification of genes by each other can vary from mild to 
complete prevention of gene expression on a phenotype. The 
blocking of the effect of one gene by another is termed epistasis. 

Haplotype

bp 3937 bp 4075
E2 T(Cys) - T(Cys)

APOE allele E3 T(Cys) - C(Arg)
E4 C(Arg) - C(Arg)

Figure 2.4 APOE alleles. The threee APOE alleles (E2, E3, E4) are 
actually products of a two SNP haptotype, creating either a cysteine (Cys) 
or an arginine (Arg) in the protein site. bp=basepair.
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First defined about 100 years ago, an excellent example is the 
ABO blood group. Individuals with the Bombay genotype lack 
the H antigen protein, which is used to form the A and B anti-
gens. Thus, A, B, or AB individuals who also have the Bombay 
genotype are unable to make A, B antigens. Therefore, upon 
blood typing they will present as having the O blood group.

An example of gene-environmental interaction is the 
recent identification of an interaction with a polymorphism 
in the inducible Nitric Oxide gene (iNOS or NOS2A) and 
smoking in Parkinson disease (Hancock et al., 2006). Three 
laboratories now have shown that the polymorphisms in the 
NOS2A gene are associated with an increased risk in PD 
(Hague et al., 2004; Hancock et al., 2006; Levecque et al., 
2003). Smoking is now accepted as a protective environmen-
tal factor for Parkinson disease, with a multitude of studies 
finding this phenomenon. Following up on a study by Mazzio 
et al. (2005) demonstrating that compounds in smoke can 
suppress iNOS in cultured astrocytes, Hancock et al. 
sought to see if there was an interaction between the associ-
ated SNPs and the protective effect of smoking. Indeed, the 
effect is rather profound, as shown in Table 2.1. This means 
that if you have the non-PD risk allele for NOS2A, then you 
will get the protective effect of smoking, but the carrying 
risk allele essentially removes the protective effect.

1. Modifier Genes

Assuming interactions are intrinsic to the expression of 
genetic phenotype, clearly some gene polymorphisms will 
be more important in effecting the progress of the disease 
in terms of severity, speed of progression, and extent of dis-
ease. Therapeutically these genes are extremely interesting, 
as they would seem to present the most likely targets for 
pharmaceutical therapy, as most drugs used today actually 
modify disease, not prevent it. Indeed, for some diseases, 
like AD and Parkinson disease, delaying age-of-onset could 
have huge therapeutic effects.

An example of such a modifier is glutathione synthtase 
transferase (GST) omega 1/2 gene complex (GSTO1/2), 
which has been shown to have an effect on the age-of-onset 

in both AD and PD (Li et al., 2003). Indeed, studies in fly and 
yeast models of alpha-synuclein overexpression, known to 
cause PD in humans, demonstrate that model disease pheno-
type can be prevented by concurrent overexpression of GSTs. 
Li et al. (2005) demonstrated that the GSTO1 effect in AD is 
equal to that of ApoE, but found in only about 25 percent of 
the population. This result points out the very important clini-
cal problem of genetic heterogeneity; that is, that there may 
be many different genes that confer risk for the disease, but 
only a few may be important in any one individual. Therefore, 
although we discuss disorders like Alzheimer’s and PD as a 
single disease, we know now that the clinical presentation, or 
phenotype, can look and present the same in affected indi-
viduals, but have different causes. One of the best examples 
of genetic heterogeneity in Mendelian diseases is Charcot-
Marie-Tooth disease, where now over 31 genes or loci are 
known to cause the same basic clinical phenotype.

2. Regulatory Mechanisms

The majority of DNA in the human genome does not code 
for proteins. Many years ago these intronic and inter-
genic regions were thought to be “junk” DNA (Ohno, 1972), 
a useless byproduct of our evolutionary process. However, 
we now know that this is not the case. Indeed, what makes us 
the most complex of biological beings is the vast regulatory 
mechanisms controlling gene and protein expression, which 
is controlled from these nonexon-coding regions. This is 
an expanding field of research, but already several primary 
mechanisms of control are known to exist.

3. Transcription of DNA into Messenger 
RNA (mRNA)

Promoters are specific DNA sequences that, when acti-
vated by regulatory molecules, initiate the transcription of 
the gene, producing the mRNA. The up-regulation or down-
regulation of these genes in specific situations or diseases 
can be measured by several gene expression techniques. The 
most common is the use of fixed chip arrays (gene expres-

Table 2.1 Interaction of NOS2A Genotype and Smoking for 
Risk of Developing Parkinson disease

SNP Genotype Cases/Controls Odds Ratio Lower CI Upper CI

rs1060826 GG 94/79 0.26 0.13 0.54
 AG/AA 151/139 0.9 0.57 1.44
rs2255929 AA 46/44 0.21 0.07 0.58
 TA/TT 193/174 0.78 0.51 1.2

Two SNPs in the gene NOS2A—rs1060826 and rs2255929—are associated with Parkinson disease, with the risk 
allele being (A) and (T) respectively. For those individuals homozygous for the non-risk allele (GG for rs1060826 
and AA for rs2255929) the protective effect of smoking is observed (odds ratio is much less than 1). However, this 
protective effect is lost in those individuals with the risk allele as their risk returns to the 1 (Hancock et al., 2006)
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sion studies), which have copies of a unique area of each gene 
of interest fixed on the chip (see Figure 2.6A). When mRNA 
from a tissue is passed over the array it binds to its specific chip 
sequence, and the amount of binding is directly correlated with 
the amount of mRNA produced by the cell. If one wishes to 
compare two tissues (say, normal and cancerous), two colored 
labels are used, red and green. Thus, the overexpression of one 
tissue versus the other will give that color prevalence, whereas 
equal expression produces a yellow color. The downside of 

arrays is that they can use only known genes. Serial Analysis 
of Gene Expression (SAGE) (Velculescu et al., 1995) is a 
second expression technique that does not rely on known 
genes to measure expression differences. Here, the mRNA 
is collected and then digested by specific enzymes that 
produce a small (10 bp) sequence known as a tag, which 
identifies that gene. These tags are ligated together in long 
chains and sequenced, with the sequencer acting essentially 
as a counter of each specific sequence. These counts can 

SAGE Analysis 

Digest to small “tags” of 10 bp 

Ligate into long strings
for sequencing 

Sequencer
4
2

etcB

Totals

mRNA from SN to cDNAs 

Figure 2.6 Gene Expression techniques. A. Microarray analysis. The messenger RNA (mRNA) from tissue 1 and tissue 2 are labeled with two different 
colored dyes. The relative amounts of expression of a gene in each tissue can be compared by hybridizing them to a high density array with DNA from dif-
ferent genes. It this example, if tissue 1 has higher expression of a specific gene than tissue 2, then the hybridization spot will be red, reflecting the greater 
amount of mRNA coming from tissue 1. If the amount is no different between tissues, then the green and red will be equal, producing a yellow color in 
the analysis. B. Serial Analysis of Gene Expression (SAGE). In SAGE, the comparison between two tissues is made numerically, not by hybridization. The 
mRNA from a single tissue is digested using restriction enzymes and a unique 10 or 13 basepair (bp) tag is created, that represents one copy of that specific 
mRNA. These tags are joined (ligated) into long strings of DNA, that can then be sequenced. Each time the tag’s sequence is observed, that gene receives a 
count. These can then be compared.
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then be compared (see Figure 2.6B). This has been most 
commonly applied to the study of cancer, but recently has 
been used in neurodegeneration (Hauser et al., 2003).

What could some of the clinical uses be of this technol-
ogy? Well, expression data may well replace or supplement 
the histology reports today, providing rapid and more accurate 
diagnoses, with different disorders having distinct expres-
sion fingerprints. Therapy may also be directed by expression 
arrays, particularly in cancer. Already research suggests that 
chemotherapies are often most effective when certain genes 
have specific expression changes. It also may be useful to use 
expression analysis to follow the course of a patient,  noting 
cellular changes well before clinical manifestations.

4. Splice Variants

We now know that any one human gene has multiple 
 biological functions. One way this is accomplished is that 
the cell can pair various combinations of the coding exons 
of a gene to make a large variety of proteins. These vari-
able mRNA products and their subsequent proteins are 
referred to as splice variants. An error in splicing leads to 
the TAU mutations that cause Frontotemporal Dementia 
with Parkinsonism (Hutton et al., 1998). Inefficient splicing 
caused by polymorphisms may also contribute to complex 
genetic diseases.

5. microRNA (miRNA)

This is a fascinating group of regulatory mRNAs, 
whose existence in biology was discovered after they were 
“invented” for research studies. miRNA works at the level 
of translation, or that process of the ribosome translating 
the mRNA into proteins. These miRNAs bind to the 3 
untranslated regions of the mRNA and block protein for-
mation from the mRNA, providing a whole new area of gene 
control. Thus, normal variation in DNA polymorphisms 
could easily affect how well miRNA bind to their target sites, 
thus producing individual variability of a cell’s response to 
stimuli.

VIII. Comparative Genomic 
Hybridization (CGH)

This technique measures copy number of DNA—deletions 
or duplications of the genome. It is similar to gene expres-
sion arrays, but instead of placing mRNA on a chip, DNA 
is used, and the amount of hybridization to specific areas of 
DNA measured. Techniques have improved for this test, and 
now most of the whole genome genotyping arrays (Illumina, 
Affymetrix, etc.) can be used for CGH as well.

Copy number changes are known to exist in disease. 
CMT1A, the most common form of CMT, is primarily 

due to an abnormal 1.5 megabase duplication on chro-
mosome 17. Tumors contain a large number of deletions 
and duplications that are coupled with chemotherapeutic 
response and stage of malignancy. However, it wasn’t until 
the last few years when we realized that there is a tremen-
dous number of deletions and duplications that exist in 
“normal” individuals; that is, copy number polymorphisms 
(Feuk et al., 2006). This is a very new and exciting area of 
research in medical genetics. It seems highly likely that copy 
number changes will be very important in complex diseases.

1. Bioinformatics

This is a term that unfortunately has become rather 
nonspecific, but is applied to almost any process that involves 
the merging of computing, programming, or databasing with 
genomic information. The most used sites are those that 
involved the storage and annotation of genomic sequencing 
data from various species. There are three main genomic 
sites: Ensembl (www.ensembl.org/index.html) located in the 
European Bioinformatics Institute, Cambridge, England; the 
“golden path” located at University of California Santa Cruz 
(UCSC) (http://genome.ucsc.edu/), and the National Center 
for Biotechnology Information (NCBI) (www.ncbi.nlm.nih.
gov/). All sites are based on the same sequence data, called 
an assembly. The major difference between sites is the for-
mat presentation and the criteria used to annotate the genome 
(predict functional sites like genes).

Clinically useful genetic information can come from 
several sites. GENECLINICS (www.geneclinics.org/) is an 
excellent site to provide reviews of genetic disorders and a 
link to GENETESTS can provide laboratories performing 
clinical genetic testing. For a more global knowledge about 
all things genetic in humans, the Online Mendelian Inheri-
tance in Man (OMIM) (www.ncbi.nlm.nih.gov/entrez/query.
fcgi?db=OMIM) is the world’s largest and the original database 
of human genes and genetic disorders. Finally, GENECARDS 
(www.genecards.org/index.shtml) is an automatically anno-
tated database of genes and disorders that pulls from various 
outside databases to place all the data in one location and can 
be quite useful to the researcher and the clinician.

2. Proteomics

Proteomics is the newest “omics” in human genetics, and 
describes the measurement of protein variation in humans, 
similar to mRNA studies of gene expression research. This 
basically has been held back by the technical difficulty of 
doing large scale studies of proteins, depending on the labo-
rious use of protein gels for many years. However, recent 
coupling with mass spectrometry and other techniques has 
begun to open up this area of research. Protein arrays, like 
those used in DNA and mRNA, are needed to move this field 
ahead to the level of activity of gene expression.
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IX. Mitochondria and the Mitochondrial 
Genome (mtDNA)

Mitochondria are obviously extremely important in maintain-
ing energy stores, formation of free radicals, calcium homeostasis, 
and apoptosis. Although most of the focus of the human genome 
project has focused on the nuclear genome, the mitochondrial 
genome, though small, is highly important in human disease. The 
mitochondrial genome, circular and only 16,569 base pairs in 
length, is important in neurodegenerative disorders like Parkin-
son disease and mitochondrial myopathies, and appears to have 
the potential to modify the clinical phenotype in a large number 
of diseases. It encodes only 37 genes, of which 24 are specialized 
transfer-RNAs and ribosomal proteins. The remaining 13 encode 
proteins for the electron transport chain, of which seven code 
specifically for complex I, the most complex protein complex in 
biology and the primary complex involved in PD. 

Several factors separate the mitochondrial genome from 
the nuclear genome, besides its size and circular nature. It has 
a relatively poor repair system, and therefore mutations tend 
to remain once they occur, creating a unique signature for that 
mitochondrial genome. It has only one allele, thus for practi-
cal purposes it doesn’t recombine. It is, of course, inherited 
through the cytoplasm of the egg, thus leading to maternal 
inheritance. It is all these qualities that have led it to be essen-
tially a “passport” of where and who your maternal ancestors 
have been, making it a major tool in molecular anthropol-
ogy. It is present in large quantities in the cell, constituting 
approximately 1 percent of the total DNA in the cell. For the 
most part these mitochondrial genomes are identical in the 
cell, which is termed homoplasty. However, there can be a 
mixture of mtDNA genomes, which is termed heteroplasmy.

Interestingly it also is one of the most different genetic 
entities between ethnic or continental groups, much more 
distinct than nuclear changes. These mtDNA subsets can 
be grouped into various haplogroups, which are similar to 
haplotypes of nuclear DNA. These can be used to compare 
whether mtDNA variations can affect disease states.

An example of an haplotype effect is the now well-docu-
mented finding that the J and K haplogroups were associated 
with a decreased risk for PD, particularly in females 
(van der Walt et al., 2003). We also know that mitochondria have 
copy number (deletion primarily) changes like nuclear DNA. 
Only these changes occur somatically, as the individual ages, and 
many may contribute to late-onset diseases (Bender et al., 2006; 
Kraytsberg et al., 2006). It seems likely that in the future we will 
use haplogroups information in predicting patients’ response to 
both disease and drugs.

X. Summary

The world of medicine and neurology is clearly becom-
ing more genetic. Neurology has the opportunity to lead this 

major change, but it will require knowledge and education at 
all levels. However, for both the patient and the neurologist, 
the future of genomic medicine is an exciting one.
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I. Introduction

Over a billion years ago, α-protobacteria took up resi-
dence in evolving eukaryotes, eventually forming a symbi-
otic existence in animals as “mitochondria” and endowing 
cells with aerobic metabolism. Initially, the bacterial genome 
encoded all genes necessary for an independent organism. 
But as the symbiotic relationship evolved, bacterial genes 
were either lost or transferred to chromosomes of the host 
nuclear genome, such that the vestiges of the bacterial DNA, 
the mitochondrial DNA (mtDNA), encode merely a tiny frac-
tion of the ~1,000 proteins of the present-day mitochondrion. 
In addition to their well-known role in producing energy in 
the form of adenosine triphosphate (ATP) through oxidative 
phosphorylation (OXPHOS), mitochondria are critical for 
a host of other functions within cells, including redox con-
trol, fatty acid oxidation, calcium homeostasis, amino acid 

metabolism, regulation of metabolic pathways, and physi-
ological cell death mechanisms (McBride et al., 2006). They 
are also prone to dysfunction from a variety of insults, which 
in turn has been implicated in a number of human pathologi-
cal conditions including cancer, diabetes, renal disease, isch-
emia-reperfusion injury, and neurodegenerative disorders.

The nervous system and skeletal muscles are particularly 
sensitive to manifestations of mitochondrial dysfunction, 
and knowledge of the basic cell biology of mitochondria is 
instructive in understanding how various insults can result 
in neurological disease. In this chapter we will outline some 
of the principal functions and properties of mitochondria, 
highlighting the unique features of highly polarized neu-
rons that present exceptional vulnerabilities in the face 
of mitochondrial abnormalities. Chapter 33 will discuss the 
mitochondrial disorders in more detail.

II. Structure and Functions 
of Mitochondria

A. General Description

The term mitochondrion is derived from the Greek mitos 
(thread) and khondrion (granule), emphasizing that mito-
chondria exist as a mixture of different sizes and shapes 
within cells (see Figure 3.1). In fact, in contrast to their com-
mon depiction in schematic diagrams as sausage-shaped 

▼ ▼
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organelles, mitochondria within a cell comprise a dynamic 
reticular network of tubular structures that fuse, branch, 
and divide (Chan, 2006; Chen & Chan, 2006; Karbowski 
& Youle, 2003). They also are among the most prominent 
organelles within a cell, occupying around 20 to 25 percent 
of the total cellular volume, and their movements and dis-
tributions are tightly regulated, particularly in highly polar-
ized cells such as neurons with their long, highly specialized 
processes—the axons and dendrites (Hollenbeck, 2006; 
 Hollenbeck &  Saxton, 2005; Li et al., 2004).

In all cells, mitochondria have a characteristic double-
membrane structure that gives rise to four functionally 
important compartments: the outer mitochondrial membrane, 
intermembrane space, inner mitochondrial membrane, and 
the matrix (the center of the organelle) (see Figure 3.2). The 
inner mitochondrial membrane is highly invaginated, forming 
the cristae that dramatically increase the overall surface area 
of the inner membrane. Interestingly, the two  membranes dif-
fer substantially in their protein and lipid composition. The 
outer membrane enclosing the entire organelle contains about 
50 percent phospholipids and prominent proteins known as 
porins that form large channels permeable to small molecules 
<5 kDa. Larger molecules require active transport to cross, 
and a number of specialized proteins mediate this process at 
the outer membrane. Here also reside a variety of enzymes 
involved in such functions as elongation of fatty acids, 
 oxidation of epinephrine, and degradation of the amino acid 
 tryptophan (Alberts et al., 2002).

The inner mitochondrial membrane has a much higher 
protein-to-phospholipid ratio (approximately 3:1) and is par-
ticularly notable for its high concentration of the  phospholipid 
cardiolipin, more characteristic of cell membranes of its ances-
tral bacterium. In contrast to the outer membrane, the inner 
membrane harbors no porins, and indeed is highly imperme-

able, with special transport and carrier proteins required for 
shuttling nearly all proteins and other molecules between the 
intermembrane space and the matrix (Meinecke et al., 2006). 
Across the inner mitochondrial membrane an electrochemi-
cal membrane potential (∆Ψ

m
) is maintained that is important 

for driving a number of processes, most notably OXPHOS. 
The central core of the mitochondrion, the matrix, possesses 
hundreds of different enzymes along with the synthesizing 
machinery for proteins encoded by the mtDNA, which also 
resides there. Matrix enzymes are involved in a wide range of 
functions, including the oxidation of pyruvate and fatty acids 
as well as the citric acid cycle (also known as the Krebs or 
tricarboxylic acid cycle) (Alberts et al., 2002).

Importantly, although all mitochondria share this basic 
structure, they can exhibit prominent cell- and tissue-specific 
differences. In fact, the number of mitochondria can vary 
substantially depending upon the cell type, a variation that 
correlates closely with the energy requirements of a given 
cell. Thus, skin fibroblasts typically contain several hundred 
mitochondria, neurons may contain thousands, and cardiomy-
ocytes can harbor tens of thousands. Also, mitochondria from 
different tissues can show differences in size, cristae struc-
ture, and the protein/lipid composition of the membranes, 
with important functional sequelae. Indeed, mitochondria of 
cells with greater ATP demand, such as muscle cells, contain 
more cristae, and thus greater inner membrane surface area 
and ATP-generating capacity, than mitochondria from tissues 
with lesser demands. Furthermore, enzymes required for the 
metabolism of ammonia, for instance, are found only in liver 
mitochondria. Even the number of mtDNA molecules in the 
matrix can differ dramatically among mitochondria from 
 different tissues (Alberts et al., 2002).

In spite of the variability just outlined, clearly the most 
prominent mitochondrial function in all cells is OXPHOS, 
the conversion of organic materials into cellular energy in the 
form of ATP to fuel a wide variety of intracellular pathways. 

Figure 3.1 Mitochondrial distribution. Mitochondria (shown in red) are 
distributed as tubulovesicular structures of various sizes and shapes within 
the processes and soma of neurons.

Figure 3.2 Mitochondrial structure. The mitochondrion contains an 
outer mitochondrial membrane as well as an inner mitochondrial membrane. 
The space between these two membranes is referred to as the intermem-
brane space. Prominent invaginations of the inner mitochondrial membrane 
form pockets known as cristae, often with narrow necks. The inner mito-
chondrial membrane encloses the mitochondrial matrix, the compartment 
that contains mtDNA.
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Even so, mitochondria participate in many other important 
cellular tasks with potential pathological significance, and 
these will be discussed by general category. We will begin 
by summarizing mitochondrial genetics and bioenergetics, 
followed by protein import mechanisms, dynamic regulation 
of morphology changes mediated by fission and fusion, and 
some unique aspects of mitochondrial distribution and func-
tion in neurons. Throughout, it is important to remember that 
these different functions are highly interdependent.

B. Mitochondrial Genetics

The mitochondrion is the only cellular organelle, other 
than the nucleus, that harbors its own DNA and machinery 
for synthesizing RNA and proteins; all of these processes take 
place within the matrix. The 16,569-bp mtDNA harbors 13 
genes that encode proteins, which are all part of the respiratory 
chain, and 24 genes that encode two ribosomal RNAs (rRNA) 
and 22 transfer RNAs (tRNAs) that are necessary to produce 
the 13 proteins. The mtDNA is packaged into DNA-protein 
complexes known as mitochondrial nucleiods, which com-
prise several molecules of the circular mitochondrial genome 
along with a number of different proteins, most notably non-
histone, high mobility group proteins (Chen & Butow, 2005). 
Of particular relevance for neurologists is the fact that many 
point mutations and deletions in mtDNA have been associated 
with neurological  diseases (see Figure 3.3).

Important concepts relating to the genetics of mitochon-
dria include copy number, maternal inheritance, mitotic 
segregation, and heteroplasmy. Unlike the nucleus, which 
contains two sets of chromosomes, one cell can have up to 
thousands of copies of mtDNA, with typically approximately 
five copies per mitochondrion. Mitochondria and their DNA 
have an almost exclusively maternal inheritance, with very 
rare exceptions (DiMauro & Schon, 2003). Thus, muta-
tions in mtDNA manifest primarily as maternally inherited 
 syndromes; a mother with a given mtDNA mutation passes it 
to all of her children, but only her daughters can transmit 
it further. Another important feature is that mitochondrial 
 division and mtDNA replication are independent of the cell 
cycle in both dividing and nondividing cells. During cell 
division the mitochondria are split randomly between daugh-
ter cells in a mitotic segregation, and any mutant mtDNAs 
can thus be differentially partitioned.

The concept of heteroplasmy is particularly important 
for appreciating the effects of mtDNA mutations on disease. 
Healthy individuals have identical copies of mtDNA at birth 
(homoplasmy). However, mitochondria of individuals with 
a pathogenic mtDNA defect contain both mutated mtDNA 
and wild-type mtDNA within the same cell, a situation 
known as heteroplasmy. The amount of mutated mtDNA per 
mitochondrion can vary among affected patients, as well as 
among different cells and tissues of the individual. Because 
most mtDNA mutations are recessive, the affected cell 
can tolerate up to 70 to 90 percent mutated mtDNA before 
a biochemical defect in the respiratory chain, the overriding 
organellar phenotype of mtDNA mutations, can be detected. 
This contributes to a “threshold effect” that is seen with 
many diseases associated with mtDNA defects, with the dis-
ease threshold lower in cells highly dependent on  oxidative 
metabolism such as those in the brain and muscle (Chinnery 
& Schon, 2003; DiMauro & Schon, 2003).

C. Mitochondrial Bioenergetics 
and Calcium Signaling

It is not surprising that all genes encoded within the mtDNA 
are involved in OXPHOS, since the primary function of mito-
chondria is to generate cellular energy in the form of ATP. 
This is accomplished by metabolizing NADH and pyruvate, 
the major products of glycolysis that occurs in the cytoplasm. 
Pyruvate is actively transported across the mitochondrial 
membranes to the matrix, where it combines with coenzyme 
A (CoA) to form acetyl CoA. This is fed into the citric acid 
cycle, which ultimately generates three molecules of NADH 
and one of FADH

2
, both key cofactors in OXPHOS.

The cellular respiratory chain/OXPHOS system is made of 
five multimeric protein complexes (I–V) on the inner mito-
chondrial membrane, with basic compositions and functions 
as outlined in Figure 3.4. Two electron carriers, ubiquinone 
(also known as coenzyme Q

10
) in the inner  mitochondrial 

Figure 3.3 Human mitochondrial genome. The 16,569 bp circular, dou-
ble-stranded mtDNA is depicted schematically. It encodes 13 polypeptides of 
the respiratory chain, including seven subunits of Complex I (NADH dehy-
drogenase-ubiquinone oxidoreductase [ND1-6 and ND4L]), one subunit of 
Complex III (coenzyme Q-cytochrome c oxidoreductase [Cyt b]), three sub-
units of Complex IV (cytochrome c oxidase [CCO I-III]), and two subunits 
of Complex V (ATP synthase [A8/A6]). The mtDNA also codes for the 12S 
and 16S ribosomal RNAs as well as 22 transfer RNAs (single letter amino 
acid code, shown along the inside of the ring). The D-loop is a noncoding 
region of the mtDNA that regulates DNA transcription and replication. 
Though not comprehensive, the diamonds depict representative mutations in 
mtDNA associated with the neurodegenerative conditions listed.
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membrane and cytochrome c within the mitochondrial 
intermembrane space, are also present between these com-
plexes to aid in electron transfer down the chain. Briefly, the 
reduced cofactors produced by the citric acid cycle, NADH 
and FADH

2
, donate electrons to either complexes I or II (suc-

cinate ubiquinone oxidoreductase), through two independent 
pathways. Electrons are then transferred among the com-
plexes down an electrochemical gradient, carried by complex 
III (ubiquinone-cytochrome c reductase) and complex IV 
(cytochrome c oxidase) in conjunction with the two mobile 
electron carriers, ubiquinone and cytochrome c. This trans-
fer of electrons generates energy used by complexes I, III, 
and IV to pump protons (H+) out of the mitochondrial matrix 
into the intermembrane space, creating a proton gradient that 
generates the majority of the mitochondrial membrane poten-
tial (∆Ψ

m
); the differential ionic distribution of Na+, K+, and 

Ca2+ ions across the inner mitochondrial membrane forms the 
chemical gradient. This electrochemical gradient is utilized 
by complex V (ATP synthase) to produce ATP from inorganic 
phosphate (P

i
) and adenosine diphosphate (ADP).

In addition to this critical function in OXPHOS, the impor-
tance of the remarkable ability of mitochondria to accumu-
late and buffer intracellular Ca2+ is becoming increasingly 

 recognized. Mitochondria can effectively buffer the cytoplas-
mic Ca2+ concentration via a set of specific transporters and 
pores. The ∆Ψ

m
 provides a large driving force for Ca2+, and 

Ca2+ enters mitochondria through relatively low affinity uni-
porters (Ly & Verstreken, 2006). Reciprocally, Na+-Ca2+ and 
Na+-H+ antiporters collaborate to extrude Ca2+ in a concentra-
tion-dependent manner (Ly & Verstreken, 2006; Rizzuto et al., 
1994). Through these means, mitochondria are able to regulate 
Ca2+ signaling in neighboring microdomains.

So what are the functions of the intramitochondrial Ca2+? 
For one, it has been shown to have a regulatory effect on 
mitochondrial enzymes, such as dehydrogenases, that are 
associated with citric acid cycle. As a result, the rate of car-
bohydrate oxidation depends on levels of Ca2+ within the 
mitochondria, which in turn can affect ATP synthesis and 
mitochondrial respiration (Rizzuto et al., 1994). In addition, 
inhibition of mitochondrial Ca2+ uptake attenuates mitochon-
drial fragmentation, prefiguring a role of  intramitochondrial 
Ca2+ in the regulation of mitochondrial morphology (Breck-
enridge et al., 2003). Mitochondria may also act as  cytosolic 
Ca2+ buffers by taking up Ca2+ in situations where cyto-
solic levels are high. Within neurons, cytosolic Ca2+ lev-
els increase rapidly after depolarization, when there is an 

Figure 3.4 Schematic illustration of the mitochondrial respiratory chain. Electrons (e−) are transferred to Complexes I and II by reduced cofactors (NADH 
and FADH

2
) that are generated through the metabolism of carbohydrates, fats, and proteins. Electrons are subsequently transferred from these complexes 

to ubiquinone (Coenzyme Q [Q]) present in the inner mitochondrial membrane (IMM), then shuttled to Complex III, from which they are transferred to 
cytochrome c (C) in the intermembrane space (IMS). Cytochrome c transfers its electrons to Complex IV, which finally donates the electrons to oxygen (O

2
) 

molecules to form water (H
2
O). The transfer of electrons through complexes I, III, and IV generates the energy to pump protons (H+) through these complexes 

from the mitochondrial matrix to the intermembrane space, creating a proton gradient. This gradient drives Complex V to synthesize ATP from ADP and 
inorganic phosphate (Pi). ATP is then exchanged with ADP across the inner mitochondrial membrane via the adenine nucleotide translocator (ANT).
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opening of  voltage-gated Ca2+ channels. The mitochondria 
quickly work to take up Ca2+, provoking an immediate drop 
in cytosolic Ca2+, and then more gradually release the Ca2+ 
back into the cytosol via the Na+-Ca2+ exchanger. Given the 
critical role that Ca2+ microdomains play in neuronal func-
tions, for instance at the mitochondria-enriched presynaptic 
terminal, mitochondria may exert important influences on 
Ca2+ signaling and subsequently neuronal communication 
(Blackstone & Sheng, 2002; Collin et al., 2005).

D. Mitochondrial Protein Import

Though the mitochondrial matrix harbors the machinery to 
synthesize a small number of critical proteins for OXPHOS, 
approximately 1,000 other proteins encoded on nuclear DNA 
are required by the mitochondria to maintain a fully functional 
organelle. In fact, the mitochondrial rRNAs and tRNAs are 
encoded by mtDNA, but the proteins required for translation 
of even the small number of mitochondrial DNA-encoded 
proteins are encoded by nuclear genes (Chen & Butow, 2005; 
Jacobs & Turnbull, 2005). These and other nuclear-encoded 
mitochondrial proteins are synthesized in the cytoplasm, then 

targeted and delivered to the appropriate mitochondrial sub-
compartment largely via TIM (translocase of the inner mem-
brane) and TOM (translocase of the outer membrane) protein 
complexes (Lister et al., 2005; Mokranjac & Neupert, 2005).

As can be gleaned from the number of different proteins 
involved (see Figure 3.5), protein import is a highly coordi-
nated and complex process critical for the proper localiza-
tion and distribution of proteins within the mitochondria. 
These translocase complexes have been intensively inves-
tigated in yeast, but very similar protein complexes likely 
exist in human mitochondria as well, and it is abundantly 
clear that there are multiple different pathways. Briefly, pre-
cursor proteins destined for the mitochondria are delivered 
through highly divergent, but specific, targeting sequences. 
The multisubunit TOM complex in the outer mitochondrial 
membrane mediates the recognition and import of proteins 
into the mitochondria as well as the insertion of proteins into 
the outer mitochondrial membrane. Tom20 and Tom70 are 
the primary receptors, and the other subunits (Tom40, Tom22, 
Tom7, Tom6, Tom5) constitute the core complex. Tom40 
forms the protein conducting channel, with a proposed β-barrel 
topology (Rapaport, 2005).

Figure 3.5 Protein translocases involved in mitochondrial protein import. Translocases of the outer mitochondrial membrane (TOM) comprise mul-
timeric, protein complexes responsible for unfolding and shuttling proteins from the cytosol through the outer mitochondrial membrane (OMM); individual 
proteins are identified by number. Proteins targeted to the mitochondria with an N-terminal presequence are shuttled to the TOM complex via the heat-shock 
protein Hsp70 and aided through the aqueous intermembrane space (IMS) to a translocase of the inner mitochondrial membrane (TIM), the TIM23 complex, 
by TIM8 and TIM13. After translocation across the inner membrane into the matrix, the N-terminal presequence is cleaved off by a mitochondrial processing 
peptidase (MPP), and the processed protein is then refolded with the assistance of Hsp60 and Cpn10. Some proteins with an internal mitochondrial targeting 
sequence are carried to the TOM complex via a mitochondrial import stimulation factor (MSF). After passing through the outer membrane, these proteins 
traverse the intermembrane space, with the assistance of TIM9 and TIM10, to the TIM22 complex to be inserted into the inner mitochondrial membrane. 
Some small metal-coordinating proteins of the intermembrane space require the TOM complex and Mia40, and the TOM complex working in conjunction 
with the SAM complex mediates import and insertion of outer membrane β-barrel proteins. Lastly, the OXA complex assists in the import and insertion of 
some inner membrane proteins through the “conservative pathway.” See the text for further details.
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The TOM complex itself is sufficient for translocation of 
some outer membrane and intermembrane space proteins. 
For all other precursor proteins, the TOM complex coop-
erates with other translocases. The sorting and assembly 
machinery (SAM) complex, in conjunction with the TOM 
complex, is responsible for the assembly and import of β-
barrel proteins of the outer membrane. Still other proteins, 
the small, metal-coordinating proteins of the intermembrane 
space, require cooperation between both the TOM complex 
and another import machinery whose first component is 
Mia40 (Mokranjac & Neupert, 2005).

The outer membrane TOM complexes also work in tan-
dem with a number of inner membrane protein translocases 
(see Figure 3.5). A major translocase of the inner membrane 
is the TIM23 complex, which is used by nearly all matrix 
proteins and a majority of inner membrane proteins. It is 
dependent on ATP and ∆Ψ

m
, and most of its substrates have 

a charged presequence that is cleaved by a peptidase within 
the matrix. A subclass of inner mitochondrial membrane pro-
teins, typically carrier proteins, crosses the outer membrane 
via the TOM complex, traverses the intermembrane space 
with the assistance of several small TIM proteins, and finally 
interacts with TIM22 to be inserted into the inner membrane. 
Lastly, some inner membrane proteins follow a “conserva-
tive” import pathway; they are first fully imported into the 
matrix via the TOM and TIM23 complexes, then exported 
into the inner membrane in a process that depends on the 

oxidase assembly (OXA) complex (Mokranjac & Neupert, 
2005). Certainly, the number of proteins involved and their 
interdependence belies the importance of these processes in 
properly distributing proteins within the mitochondria, and 
any dysfunction in protein import could potentially interfere 
with multiple aspects of mitochondrial function.

E. Mitochondrial Fission and Fusion

Though in nearly all text books and review articles mito-
chondria are depicted as sausage-shaped organelles floating 
within the cytoplasmic sea, such images fail to capture the 
dynamic changes in mitochondrial morphology and distribu-
tion within cells that gives rise to a tubulovesicular network 
comprising mitochondria of various sizes and shapes (see 
Figure 3.1). Indeed, fusion and fission events are essential 
for proper mitochondrial function, and their regulation is 
increasingly recognized in diverse neuronal functions (Chan, 
2006; Chen & Chan, 2006). These competing processes per-
mit mitochondrial morphology to remain dynamic and flex-
ible, and over the past several years the protein machinery for 
these processes has been clarified (see Figure 3.6).

Mitochondrial fission events in mammals are orchestrated by 
at least two proteins, Fis1 and Drp1 (dynamin-related  protein-
1), though a number of other proteins may play additional 
roles (Karbowski & Youle, 2003; Arnoult et al., 2005; Youle 
& Karbowski, 2005). Fis1 is an integral  membrane protein of 

Figure 3.6 Mitochondrial fusion and fission. Proper mitochondrial fusion in humans requires several large GTPases: the intermembrane space protein 
OPA1 as well as integral membrane GTPases of the outer mitochondrial membrane, the mitofusins (Mfn). These mitofusins, Mfn1 and Mfn2, have the abil-
ity to form homo- and heterodimers through C-terminal coiled-coil domains that link the mitochondria together, and the hydrolysis of GTP by the mitofusin 
GTPases helps mitochondria fuse. In contrast, mitochondrial fission relies on Fis1, which is a small integral membrane protein fairly uniformly distributed on 
the mitochondrial outer membrane, and the large dynamin-related GTPase Drp1, which is mostly cytosolic with a smaller proportion localized to punctuate 
areas on the outer mitochondrial membrane that often represent sites of fission.
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the outer mitochondrial membrane, and the Drp1 GTPase is a 
predominantly cytoplasmic protein that is recruited to puncta 
on the mitochondrial surface, where it likely functions in mem-
brane constriction (Ingerman et al., 2005). Though the mecha-
nisms underlying Drp1 recruitment to mitochondria are not so 
well understood in mammals, several critical adaptor proteins 
have been identified in yeast (Okamoto & Shaw, 2005), and 
thus additional proteins in mammals are likely to be involved 
(Arnoult et al., 2005).

The reciprocal process of mitochondrial fusion also 
requires large GTPases of the dynamin superfamily: OPA1 
and the mitofusins Mfn1 and Mfn2 (Chan 2006; Chen & 
Chan, 2006; Praefcke & McMahon, 2004). OPA1 is present 
at the inner mitochondrial membrane, whereas both Mfn1 
and Mfn2 are integral membrane proteins located at the outer 
mitochondrial membrane. The mitofusins and OPA1 have 
been shown to work in concert to guide the fusion process, 
with the ability of OPA1 to tubulate mitochondria dependent 
on the presence of Mfn1 (Chan, 2006; Chen & Chan, 2006).

Coordinate regulation of these competing processes 
facilitates the proper distribution of mitochondria within the 
cell and, as one might expect, these processes are critical 
to proper cell function and cell viability. In certain cases, 
the balance dramatically tips in favor of fusion; such an 
elongation of mitochondria may facilitate the rapid trans-
mission of membrane potential across significant distances 
within a cell, a feature particularly relevant for polarized 
cells such as neurons (Skulachev, 2001). Mitochondrial 
fission events are important for normal cellular functions 
because they allow for the proper distribution of mtDNA to 
daughter cells during cell division. Also, during apoptosis, 
there is prominent fragmentation of the mitochondria that 
is due to both an increase in fission and inhibition of fusion 
( Karbowski & Youle, 2003; Youle & Karbowski, 2005).

F. Specializations of Mitochondrial 
Functions in Neurons

Within neurons the regulation of mitochondrial morphol-
ogy and transport may be particularly important, and we will 
use distribution as a starting point for discussing the unique 
roles of mitochondria in neurons. It is generally believed that 
the localizations of mitochondria within cells are adapted to 
the physiological requirements in those areas, and neurons 
are most likely to exhibit prominent differential distributions 
because they are the most polarized cells in the body. Indeed, 
this was appreciated half a century ago, when early ultra-
structural studies of synapses noted a particularly high con-
centration of mitochondria within the nerve terminal, where 
the need for both precise Ca2+ regulation and ATP is par-
ticularly acute because of the high physiological demands 
of synaptic transmission (Palay, 1956). Along myelinated 
axons in some neurons, mitochondria are sparse except at 
the nodes of Ranvier. This may reflect an increased need for 

ATP production in nonmyelinated areas to facilitate neuro-
transmission, and in fact an ATP-requiring Na+, K+-ATPase 
critical for restoring membrane potential is also concentrated 
at the nodes of Ranvier (Chen & Chan, 2006). Mitochondria 
are similarly prominent at active growth cones in develop-
ing neurons (Morris & Hollenbeck, 1993), and they play key 
roles in synapse development and plasticity within dendrites 
(Li et al., 2004). Thus, the positions and functions of mito-
chondria within the nerve cell are highly orchestrated and 
dynamic in both developing and mature neurons.

Next, we will address the issues of mitochondrial trans-
port and localization that underlie the partitioning of mito-
chondria within the neuron. Mitochondria are known to be 
transported along microtubules in neurons, and recent studies 
have begun to clarify the molecular details of this process. 
In particular, a series of studies in the fruit fly Drosophila 
have confirmed the importance of mitochondrial distribution 
in neuronal function. Disruption of the mitochondrial Rho 
GTPase Miro causes loss of mitochondria in the axon termi-
nals, with resulting locomotor deficits and early death. Also, 
loss of the Milton protein, which links Miro on the mitochon-
drion to the motor protein kinesin and is involved in transport 
along microtubules to the axon terminals, causes blindness 
even though synapses appear grossly normal. Lastly, muta-
tions in the fissioning GTPase Drp1 result in elongated mito-
chondria mostly absent from synapses, and these flies have 
prolonged excitation at their neuromuscular boutons due to a 
defect in mobilizing reserve pool vesicles (Glater et al., 2006; 
Rice & Gelfand, 2006; Verstreken et al., 2005).

The other major neuronal processes are the dendrites, and 
mitochondrial distribution is important there as well. Mito-
chondria can migrate to dendritic protrusions to provide energy 
for local protein translation or degradation, which allows for 
synaptic plasticity (Steward & Schuman, 2003). Indeed, Li 
and colleagues (2004) found that extension or movement of 
mitochondria into dendritic protrusions  correlated with the 
plasticity of the dendritic spine. Furthermore, by manipulat-
ing fission and fusion they showed that the dendritic distribu-
tion of mitochondria is essential for the support of synapses 
and, reciprocally, that synaptic activity modulates the fission/
fusion balance and distribution of mitochondria in dendrites 
(Li et al., 2004). Thus, mitochondria are important regula-
tory players in specialized neuronal functions in a manner 
 dependent on their distribution within the neurons.

III. Mitochondria in Mechanisms 
of Neuronal Cell Death 

and Neurological Disease

A. General Concepts

Perhaps surprisingly given their critical roles in the 
lives of cells, an appreciation of the role of mitochondrial 
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 dysfunction in human disease is relatively recent. The first 
mitochondrial disease was described in a woman with non-
thyroidal hypermetabolism over 40 years ago by Luft and 
colleagues (1962), who observed in a skeletal muscle biopsy 
that the mitochondria had abnormally high ATPase activity, 
indicating that the woman suffered from a “futile” dissipa-
tion of energy. Over the subsequent decades, much work was 
done characterizing the biochemical abnormalities underly-
ing these disorders and describing their presentations. An 
extensive literature was spawned on how mutations in the 
mtDNA can give rise to a host of widely disparate presen-
tations; over 150 different pathogenic point mutations and 
an even greater number of DNA rearrangements (consisting 
of duplications and partial deletions) of mtDNA are associ-
ated with disease (Chinnery & Schon, 2003). More recently, 
with the rapid advances in human genetics, the discovery 
of mutations in the nuclear DNA resulting in mitochondrial 
dysfunction has increased dramatically, providing fresh 
insights into the functions of novel proteins and identifying 
new mitochondrial vulnerabilities relevant for neurological 
disease (Schapira, 2006b; Wallace, 2005). 

Here we will emphasize mitochondrial dysfunction as it 
relates to neurological disease in particular. Although the 
clinical features can vary among the different neurodegen-
erative disorders, widely, the fact that neurons are highly 
dependent on energy from OXPHOS suggests a common 
pathogenic mechanism for neurodegeneration—dysfunc-
tional energy metabolism by the mitochondria. Thus, the 
dysfunction can be due to a genetic mutation directly affect-
ing a mitochondrial respiratory chain protein, to a defect 
of a mitochondrial protein important for organellar func-
tion but not directly part of the mitochondrial respiratory 
chain, or to a more complex malfunction that is secondary to 
other events in the disease state (Chinnery & Schon, 2003; 
Schapira, 2006b). Add to this the special challenges posed 
by highly polarized neurons, with their tightly coupled sig-
naling and transport functions requiring close coordination 
with mitochondria, and multiple scenarios for mitochondrial 
dysfunction leading to disease emerge. However, rather than 
discuss in detail the mitochondrial diseases, which will be 
addressed comprehensively in Chapter 33, we will empha-
size some general principles of mitochondrial dysfunction 
relevant for cell death mechanisms—including defects in 
OXPHOS, free radical formation, calcium overload, excito-
toxicity, and abnormal protein import. In addition, we will 
discuss the key cellular roles played by mitochondria during 
programmed cell death.

B. Decreased ATP Production

An obvious form of mitochondrial dysfunction that can 
result in cell death is decreased ATP production. Neurons 
have a great demand for ATP but have low stores of carbo-
hydrate and thus cannot maintain ATP synthesis long-term 

through glycolysis alone. In many disorders due to  mutations 
in mtDNA, ATP production is compromised ( Schapira, 
2006b). This dependence on OXPHOS also becomes acutely 
apparent when the brain is confronted with toxins that dis-
rupt ATP production mechanisms. For example, the basal 
ganglia are particularly sensitive to toxins such as cyanide, 
carbon monoxide, rotenone, or 3-nitroproprionic acid, which 
are implicated in both mitochondrial dysfunction and neuro-
logical disorders such as Parkinson’s disease (Betarbet et al., 
2000; Gould & Gustine, 1982; Uitti et al., 1985). Similarly, 
OXPHOS is impaired during other degenerative disorders 
such as Alzheimer’s disease and also in metabolic disorders 
and hypoxia-ischemia. Mechanistically, this seems most 
likely to be due to decreased ATP production, loss of calcium 
buffering, increased generation of reactive oxygen species, 
or combinations of these (Beal, 2005; Lenaz et al., 2006; 
Reddy, 2006). The latter two processes could also result 
from loss of ATP, but may also be more directly involved in 
some cases.

Any discussion of mitochondria and neurological dis-
ease necessarily must address the complex and controver-
sial issue of age-related changes in mtDNA and their effects 
on mitochondrial function. Such changes have been invoked 
to explain age-dependence of degenerative diseases, with 
several studies pointing to declining respiratory func-
tion, accumulation of variable degrees of mtDNA muta-
tions and deletions, and oxidative damage to mtDNA that 
occurs with age (Beal, 2005). However, whether or not these 
mutations cause the respiratory effects is not always clear, 
since even when there are mutations they often appear far 
below the threshold effect one might expect for measurable 
dysfunction. On the other hand, some mtDNA disorders 
are extremely complex and likely not due to the mtDNA 
mutations alone, but rather to combinations among cer-
tain environmental factors or in conjunction with nuclear 
DNA mutations (Chinnery & Schon, 2003). Whether such 
subthreshold changes can conspire with other problems to 
contribute to disease is a very active area of interest and 
investigation, particularly for common neurodegenera-
tive diseases such as Alzheimer’s and Parkinson’s disease 
 (Howell et al., 2005).

Mitochondria play extensive roles in various metabolic 
processes including the citric acid cycle, fatty acid oxida-
tion, and amino acid catabolism in addition to OXPHOS, 
so it is not surprising that systemic signs of metabolic 
 dysfunction can often accompany mitochondrial disease. 
The most common manifestation is lactic acidosis, though 
a number of mitochondrial encephalomyopathies caused by 
mtDNA mutations have other prominent metabolic derange-
ments as well (Chan, 2006). In many of these there are also 
accompanying defects in OXPHOS. However, it would 
not be surprising to find additional disorders due to muta-
tions in nuclear-encoded mitochondrial proteins with more 
 prominent metabolic components.
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C. Abnormal Mitochondrial Distribution

In this and subsequent sections, we will focus more directly 
on several specific realms of mitochondrial dysfunction that 
appear strongly linked to disease, with the understanding 
that decreased ATP production may be a common final path-
way for many of them. Disturbances in mitochondrial fusion 
lead to change in mitochondrial respiration and ∆Ψ

m
 as well 

as a decrease in cell survival and growth. In addition, mito-
chondrial fusion and fission events have an effect on apop-
totic processes as well as ATP production ( Perfettini et al., 
2005; Youle & Karbowski, 2005). Cells lacking the mito-
fusins were shown to have a decrease in endogenous and 
uncoupled respiration rates, and this effect was even greater 
in cells where another large GTPase required for fusion, 
OPA1, was knocked down by RNA interference (Chen et al., 
2005). In addition, cells lacking the mitofusins and OPA1 
show a loss of ∆Ψ

m
 as well as a decrease in cell growth; 

however, all effects of loss of these proteins can be reversed 
by the reintroduction of the proteins (Chen et al., 2005). The 
importance of these mitochondrial fission and fusion pro-
teins in neurological disease is underscored by the fact that 
mutations causing autosomal dominant optic atrophy type 1 
and Charcot-Marie Tooth disease have been identified in the 
OPA1 and Mfn2 genes, respectively (Olichon et al., 2006; 
Züchner et al., 2006).

Despite the direct demonstration that defects in mito-
chondrial fusion can cause neurological disease, the depen-
dence of fusion for normal mitochondrial function is still 
not well understood. One line of thought is that fusion is 
protective because it allows for mixing of mitochondrial 
membranes and contents, so that any loss of material in 
any single mitochondria is transient. Thus, without fusion 
events, mitochondrial losses would become permanent and 
lead to mitochondrial defects resulting in cellular dysfunc-
tion. In addition, fusion can prevent apoptosis by providing 
a means to repair damaged outer mitochondrial membrane 
(Chen & Chan, 2006).

As a result of compartment-specific needs of neurons 
and the fact that they have long processes, mitochondria-
dependent functions cannot rely on diffusion from mito-
chondria present in the soma. Neurons require that the 
mitochondria be present throughout their processes in 
order to meet their immediate needs. This is particularly 
prominent at axon terminals, where mitochondrial are inti-
mately associated with vesicle release during neurotrans-
mission. At synapses, the opening of neurotransmitter and 
voltage-gated channels rely on ATP-driven pumps to regu-
late the large ionic flux that ensues. Within dendritic pro-
trusions, mitochondria act by buffering the Ca2+ flux due to 
voltage-gated Ca2+ channel or NMDA receptor activation. 
Studies have shown that after initial uptake, Ca2+ is slowly 
released from mitochondria in dendritic spines, suggesting 
that a subpopulation of spines may be exposed to higher 

levels of Ca2+ based on the local presence of mitochondria, 
and this can activate Ca2+-dependent enzymes that may not 
have been activated if mitochondria had not been present 
locally. Thus, together these studies indicate that several 
large GTPases, which regulate mitochondrial fission and 
distribution, also affect the density of synapses and spines 
and may be important for their development, maintenance, 
and functions.

D. Free Radical Formation

The previous sections emphasized pathological loss-
of-function mechanisms. However, the following sections 
emphasize toxic gain-of-function mechanisms. A widely 
studied complication of mitochondrial dysfunction that can 
lead to disease is the production and accumulation of free 
radicals within a cell. During oxidative phosphorylation, the 
electron transfer that occurs releases single electrons as a by-
product, which then results in the generation of superoxides 
(Balaban et al., 2005; Raha & Robinson, 2000). Toxins that 
inhibit the mitochondrial respiratory chain complex, such as 
rotenone, MPP+, and antimycin A also are found to signifi-
cantly increase the rate of superoxide formation. Thus, mito-
chondrial inhibition leads to oxidative stress, and an increase 
in oxidative stress can feedback into the respiratory chain 
by further inhibiting the OXPHOS complex, resulting in a 
detrimental cycle.

There are several features that make cells of the central 
nervous system particularly sensitive to damage by free 
radicals (Halliwell, 2006). Within neurons, there is a higher 
rate of OXPHOS and oxygen utilization, which results in 
increased levels of superoxide byproducts. Calcium move-
ments within neurons also have been shown to be critical for 
normal cell function, and a change in Ca2+ export from the 
cells can result in increased oxidative stress due to increased 
nitric oxide synthase activity or a decrease in respiratory 
chain function. Also, there are many neurotransmitters, such 
as dopamine and norepinephrine, which can auto-oxidize to 
give rise to reactive quinines that can be damaging. More-
over, dopaminergic areas of the brain generate H

2
O

2
 as a 

byproduct of the breakdown of dopamine by monoamine 
oxidase B (MAO-B). This can be exacerbated by the fact that 
catalase activities are lower in brain, leading to more reliance 
on glutathione and glutathione peroxidase activity to remove 
harmful H

2
O

2
 present in cells. In addition, lipid peroxidase 

substrates (polyunsaturated fatty acids) are very high in the 
brain, leaving the nervous system more vulnerable to lipid 
peroxidation. Lastly, still another factor that renders neurons 
more susceptible to oxidative damage is the fact that iron 
levels in the brain are relatively high; however, the iron-bind-
ing capacity in cerebrospinal fluid is low. Thus, the release of 
iron following an injury to the central nervous system may 
contribute to an increase in iron-catalyzed degradation of 
H

2
O

2
 and oxidative damage.
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E. Calcium Overload and Excitotoxicity

In addition to their critical roles as ATP generators and in 
the detoxification of oxygen free radicals, where dysfunction 
can have clear neuropathological consequences, impairments 
in the ability of mitochondria to sequester calcium similarly 
have important pathophysiological sequelae. Indeed, mito-
chondrial uptake of Ca2+ is important in maintaining physi-
ological conditions, and excess cytoplasmic Ca2+ can prove to 
have deleterious effects on cellular function. This sequestra-
tion is dependent on ∆Ψ

m
, and the loss of ∆Ψ

m
 can prevent 

Ca2+ uptake into the mitochondria, which can lead to decreased 
OXPHOS, resulting in a further decrease in ∆Ψ

m
 and a drop 

in ATP synthesis. It is not clear if the decreased ∆Ψ
m
 is due 

to the opening of the mitochondrial permeability transition 
pore (which occurs during apoptosis) or because of decreased 
mitochondrial respiratory chain function from nitric oxide 
(NO) inhibition of Complexes II, III, and IV. This cell death 
is Ca2+ and NO synthase-dependent and can be prevented by 
depolarizing the mitochondria or via NO scavengers or NO 
synthase inhibitors (Dawson et al., 1996; Stout et al., 1998).

Excitotoxicity is caused by the neurotoxic effects of 
increased postsynaptic stimulation due to excitatory neu-
rotransmitters such as glutamate. It is well documented that 
an increased exposure to glutamate in vitro results in neuronal 
death (Choi et al., 1987), and activation of N-methyl-D-aspar-
tate (NMDA) ionotropic glutamate receptors plays a key role 
in this process. The activation of NMDA receptor in conjunc-
tion with a decrease in membrane potential causes the magne-
sium block of NMDA receptor to be released, allowing Ca2+ 
and Na+ to enter the cell. This flux of ions results in the open-
ing of voltage-gated calcium channels, allowing even more 
Ca2+ into the cell. Under normal conditions, the presence of 
extracellular glutamate is transient because it is quickly taken 
up by transporters on the presynaptic neuron or by supporting 
glia. However, if these mechanisms are overwhelmed, NMDA 
receptors may be overstimulated, with consequent increases in 
NO production. Subsequently, NO can inhibit OXPHOS and 
also react with the superoxide anion to form the oxidant spe-
cies peroxynitrite (Moncada & Bolaños, 2006). Other studies 
suggest that a dysfunctional mitochondrial respiratory chain 
can lead to decreased activity of the Na+-K+ ATPase and a par-
tial depolarization that is sufficient to remove the Mg2+ block 
on NMDA channels, promoting excitotoxicity.

F. Impaired Protein Import

As we have already outlined, mitochondrial protein import 
is a complex process, involving a number of different pro-
tein components working tightly with one another. Perhaps 
it is surprising, then, that import has not been described so 
prominently as other mitochondrial pathologic mechanisms. 
However, in at least one case, that of the small intermem-
brane space import protein DDP/TIM8 (see Figure 3.5), loss 

of protein import function results in the X-linked degenera-
tive dystonia known as the Mohr-Tranebjaerg deafness-dys-
tonia syndrome (Swerdlow et al., 2004).

G. Mitochondrial Functions 
during Apoptosis

Dysfunction of the mitochondrial respiratory chain can 
either lead to cell death by apoptosis or necrosis, depending 
on the level of respiratory chain inhibition. If the mitochon-
drial respiratory chain is significantly inhibited, resulting in 
a substantial drop in ATP production, severe cellular dys-
function with ensuing necrosis occurs. Slight inhibition of 
the respiratory chain may disrupt cellular processes and can 
signal cell death through a process that requires ATP, result-
ing in apoptosis. For example, in the case of stroke, necro-
sis is considered to dominate the ischemic core; however, 
apoptosis occurs in the cells that surround the area of insult 
(Charriaut-Marlangue et al., 1996). Also, apoptosis cannot 
only be triggered by mitochondrial dysfunction, but mito-
chondria play crucial roles in the process itself.

Apoptosis is a highly regulated process that is necessary 
for cell growth regulation required for normal embryonic 
development; however, it can also serve to eliminate cells 
that are damaged or under stress (Fadeel & Orrenius, 2005). 
The mechanisms underlying mitochondrial involvement in 
apoptosis have been the subject of much work and many 
recent reviews, and thus they will be addressed only briefly 
here. Apoptosis can proceed via a mitochondria-mediated 
pathway, where external stimuli cause the translocation of 
Bax from the cytosol to the mitochondria (Wolter et al., 
1997). There, it is thought to cause permeabilization of the 
outer mitochondrial membrane and release of several inter-
membrane space proteins, including cytochrome c. In the 
cytoplasm, cytochrome c binds APAF-1 (apoptotic protease-
activating factor 1), which then binds pro-caspase 9 forming 
an apoptosome. The apoptosome may then activate effector 
caspases, such as caspase 3, which can then activate other 
caspases downstream. This cascade of events results in the 
signature signs of apoptotic cells, which include DNA frag-
mentation, nuclear condensation, membrane blebbing, and 
autophagy of membrane-bound bodies (see Figure 3.7).

As mentioned earlier, exposure of cells to apoptotic 
stimuli also results in prominent mitochondrial fragmenta-
tion (Frank et al., 2001). The dynamin-like GTPase Drp1 is 
critical for this process, since Drp1 loss-of-function experi-
ments result in inhibition of the mitochondrial fragmentation 
that normally occurs in response to an apoptotic stimulus 
(Frank et al., 2001). In addition, there is also a block in mito-
chondrial fusion, further tipping the fission/fusion balance 
toward fission (Youle & Karbowski, 2005). Thus, although 
mitochondrial fission occurs normally in healthy cells, it is 
the excess of fission in relation to fusion that results in mito-
chondrial dysfunction and can lead to cell death.
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IV. Roles of Mitochondrial Dysfunction in 
Common Neurodegenerative Diseases

Pathogenic effects on cells of the different forms of mito-
chondrial dysfunction out lined in the previous section can be 
exacerbated by the increased demands of the highly-polarized 
neurons, with their long axons and dendrites. In many cases it 
is analysis of hereditary neurological disorders that has clarified 
the importance of these mitochondrial pathways in neuronal sur-
vival (Kwong et al., 2006). However, a much broader question 
concerns the effects of mitochondrial dysfunction on pathologic 
mechanisms underlying more common neurological disorders, 
including Par kinson’s disease, amyotrophic lateral sclerosis, and 

Alzheimer’s disease. Though this has been suggested for many 
years, recent evidence is lending increasing support to this con-
cept. For Parkinson’s disease in particular, models of toxicity have 
indicated that mitochondrial toxins reproduce many features of 
Parkinson’s disease in rodent models, and several Parkinson’s 
disease gene products (including PINK1, DJ-1, and parkin) have 
roles in mitochondrial function (Abou- Sleiman et al., 2006; 
 Betarbet et al., 2000, 2006; Schapira, 2006a). Similarly, the case 
for mitochondrial dysfunction in amyotrophic lateral sclerosis 
and Alzheimer’s disease is increasingly compelling (Hervias et 
al., 2006; Moreira et al., 2006; Reddy, 2006).

On the other hand, there is evidence that making mitochon-
dria less efficient, through a mild uncoupling of OXPHOS, 

Figure 3.7 Schematic diagram of apoptosis pathways. Apoptosis can be initiated through either intrinsic or extrinsic pathways. The extrinsic pathway 
begins outside the cell through activation of surface receptors by ligands such as Fas, TNF, or TRAIL, which results in production of the active forms of 
caspases 8 or 10. Next, caspases 8 and 10 have the ability to cleave pro-caspase 3 and Bid into their active forms. Truncated Bid (tBid) can then translocate to 
the mitochondria to initiate release of mitochondrial intermembrane space proteins. Alternatively, intrinsic pathway activation occurs following an apoptotic 
stimuli, which results in activation and translocation of pro-apoptotic proteins such as Bax, Bad, and Bak, which act at the mitochondria to induce release 
of intermembrane space proteins. In both cases, release of proteins such as cytochrome c and SMAC from the mitochondria is important in downstream 
steps. Released cytochrome c forms a complex with Apaf-1 to activate caspase 9, which joins this complex to form apoptosomes. These apoptosomes 
further activate caspase 9, which is responsible for cleaving pro-caspase 3 to its active form, resulting in DNA fragmentation and chromatin condensation. 
There are cellular mechanisms for inhibition of apoptosis, for instance via the anti-apoptotic proteins Bcl-2 and Bcl-xL that are able to inhibit the actions 
of pro-apoptotic proteins as well as block cytochrome c release. There are also proteins known as inhibitors of apoptosis (IAP) that are able to block Apaf-1 
complex formation as well as the function of apoptosomes and caspases. IAPs, however, can in turn be inhibited by SMAC that has been released from the 
mitochondria into the cytosol.



40 Mitochondrial Function and Dysfunction in the Nervous System

can keep cells under stress alive. This is through the effects of 
the mitochondrial uncoupling proteins, whose actions likely 
protect neurons from apoptotic death by reducing reactive 
oxygen species generation from abnormal  respiration. Thus, 
either mild uncouplers or activation of the uncoupling pro-
teins themselves may serve someday as therapies in neurode-
generative diseases, stroke, and other disorders characterized 
by oxidative mitochondrial stress.

Presently, available therapies for mitochondrial disorders 
are inadequate. Most treatments currently employed have 
been palliative and focused on an empirical use of various 
vitamins, cofactors, and free radical scavengers (DiMauro 
& Schon, 2003). However, as the previous sections have out-
lined, our understanding of various mitochondrial processes 
has increased dramatically, and has suggested several  distinct 
pathways for possible therapeutic intervention.

V. Conclusions

In this chapter, we have outlined the complexity of such 
important mitochondrial processes as OXPHOS, protein 
import, morphological dynamics, inheritance, and apopto-
sis—interrelated processes where tight coordination and regu-
lation is essential. With rapid advances in human genetics, the 
continuing identification of disease genes will undoubtedly 
further clarify both abnormal and normal functions of mito-
chondria in the nervous system at a brisk pace. As increasing 
insights into a number of mitochondrial diseases have shown, 
many things can go wrong, and hopefully an understanding 
of these processes will help guide more rational therapies. 
Mitochondria clearly hold great promise as targets for thera-
pies (Bouchier-Hayes et al., 2005; Green & Kroemer, 2005), 
though this potential is only gradually being realized.

So what else does the future hold for mitochondrial biol-
ogy? Among the most intriguing questions concerns the 
changes that happen to mtDNA and mitochondrial func-
tion as people age. With an aging population, any effects 
of these alterations on a host of diseases will become more 
apparent, particularly since advancing age is the most com-
mon risk factor for common neurodegenerative disease such 
as  Alzheimer’s and Parkinson’s diseases, and mitochondrial 
dysfunction is increasingly implicated in these processes 
(Beal, 2005). Along these lines, particularly intriguing devel-
opments are occuring in the study of autophagy, a catalytic 
process that allows recycling of cytoplasmic products includ-
ing organelles such as mitochondria, into basic components 
(Kundu & Thompson, 2005; Levine & Yuan, 2005). Is this a 
protective mechanism that can be stimulated to remove dys-
function or damaged mitochondria? It seems likely that it can 
be pro-survival under some conditions, and the future looks 
bright for “mitochondrial recycling.” Deeper investigations 
into both abnormal and normal functions of mitochondria will 
 continue to energize our appreciation of this critical organelle.
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Neuronal Channels and Receptors
Alan L. Goldin

 I. Introduction

 II. Nomenclature
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 V.  Neurological Disorders Caused by 
Channelopathies

 I. Introduction

The propagation of impulses in electrically excitable cells 
in the nervous system is determined by the coordinated func-
tion of many different ion channels. The channels are opened 
and closed by either voltage or ligands, and different types of 
channels allow the passage of different populations of cations 
or anions. The critical importance of ion channels to neuronal 
excitability is reflected in two ways with respect to neurologi-
cal disease. First, mutations resulting in abnormal ion channel 
function can lead to a variety of neurological diseases. Because 
ion channels are a very diverse group, the clinical manifesta-
tions of channel dysfunction are quite variable. Second , many 
pharmacological agents that are used to treat neurological dis-
orders act by modulating the function of ion channels. The 
purpose of this chapter is to provide an introduction to the 
classes of voltage-gated and ligand-gated ion channels that are 
most important with respect to neurological disease.

Ion channels can be divided into two major categories, 
those gated by voltage and those gated by ligands (Hille, 
2001). The voltage-gated ion channels are responsible for 
the shape and propagation of action potentials, as well as 
modulation of resting membrane potential and excitabil-
ity, whereas the ligand gated ion channels function in the 
transmission of impulses across the synaptic cleft. There is 
a large family of voltage-gated cation channels that includes 
those selective for specific cations such as sodium, potas-
sium, and calcium (Yu et al., 2005). These channels share 
many functional and structural characteristics, including the 
fact that they are opened by membrane depolarization. Other 
members of the same channel family are not selective for 
a single cation and are only weakly dependent on voltage, 
instead being gated primarily by ligand binding. These mem-
bers include cyclic nucleotide-gated (CNG) channels and 
hyperpolarization-activated cyclic nucleotide-gated (HCN) 
channels.

A completely different class of voltage-gated channels are 
those that are selective for anions such as chloride. Ligand-
gated ion channels include receptors for acetylcholine 
(ACh), serotonin (5HT), glutamate (Glu), γ-amino-butyric 
acid (GABA), and glycine (Gly). These receptor channels 
are present in post-synaptic membranes and are responsible 
for the transmission of excitatory (ACh, 5HT, Glu) or inhibi-
tory (GABA, Gly) impulses across the synapse. They are dis-
tinguished from ligand-gated receptors, which act through 
second messenger systems and have completely different 
structures and functional activities, even though members of 

▼ ▼
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both groups are activated by the same sets of ligands. Muta-
tions in the genes encoding many voltage-gated and ligand-
gated ion channels have been identified as causing human 
neurological diseases.

II. Nomenclature

Ion channels and receptors are named in two inde-
pendent ways, referring either to the gene symbol or 
the protein that is expressed. The genes encoding the 
channels are referred to by systematic mammalian gene 
symbols developed by the Human Genome Organization 
Gene Nomenclature Committee (HGNC) (www.gene.
ucl.ac.uk/nomenclature). An advantage of gene symbols 
is that they designate orthologous genes in all mamma-
lian systems. A disadvantage is that they do not reflect 
structural or phylogenetic relationships of the proteins. 
To address this limitation, separate nomenclatures that 
refer to the actual channel proteins have been adopted. 
There is no universal system for naming channels, but 
a systematic nomenclature has been adopted for mem-
bers of the voltage-gated cation gene family (www.
iuphar-db.org/iuphar-ic/index.html). This nomenclature 
is based on phylogenetic and structural relationships 
among the  channel proteins. A major source of confu-
sion is that the channel nomenclature does not directly 
correlate with the gene  symbols, which can be problem-
atic because geneticists generally use the gene symbols, 
whereas physiologists generally use the channel names. 
Both types of nomenclature and their relationships will 
be presented in this chapter. Every channel and receptor 
has also been assigned a unique systematic receptor code 
by the International Union of Pharmacology (IUPHAR). 
Because this code rarely is used in publications describ-
ing ion channels or receptors, it has not been included 
in this chapter, but the receptor codes can be obtained 
from the IUPHAR Web site (www.iuphar-db.org/code/
ReceptorCode1.pdf).

A. Voltage-Gated Ion Channels

Voltage-gated cation channels have been classified 
into families based on evolutionary relationships, with 
the names assigned in numerical order. The name consists 
of the chemical symbol of the principal permeating ion 
(Na+, K+, or Ca2+) with the principal physiological regu-
lator or other determinant of channel function indicated 
as a subscript. For example, voltage-gated sodium and 
potassium channels are labeled Na

v
 and K

v
, respectively, 

whereas calcium-activated and inward rectifier potas-
sium channels are labeled K

Ca
 and K

ir
. The number fol-

lowing the subscript indicates the gene subfamily (e.g., 
K

v
1, K

v
2, etc.), and the number following the decimal 

point identifies the specific channel isoform (e.g., K
v
1.1, 

K
v
1.2, etc.). Splice variants of each family member are 

identified by lowercase letters following the numbers 
(e.g., K

v
1.1a).

The primary subunit of the voltage-gated sodium chan-
nel is the α subunit, which is sufficient to form a fully 
functional channel. There are nine different isoforms of 
the α subunit, and these are classified as members of a 
single family called Na

v
1 (see Table 4.1) (Catterall et al., 

2005a). The genes are labeled SCN1A through SCN11A, 
with SCN6A and SCN7A missing from this list because 
they refer to a gene that encodes a sodium channel that 
is not gated by voltage (Na

x
). The relationship between 

the gene symbols and channel names is shown in Table 
4.1. There are also four sodium channel genes encoding 
accessory β subunits. These genes are termed SCN1B 
through SCN4B, and they encode subunits termed β1 
through β4.

The primary subunit of the voltage-gated calcium 
channel is the α

1
 subunit, which includes the conduction 

pore and gating mechanism. There are 10 isoforms of the 
α

1
 subunit, and these are divided into three families, Ca

v
1 

through Ca
v
3 (see Table 4.2) (Catterall et al., 2005b). 

There are four members of the Ca
v
1 family and three 

members of each of the Ca
v
2 and Ca

v
3 families. The genes 

encoding the α
1
 subunits are labeled CACNA1A through 

Table 4.1 Voltage-Gated Sodium Channels

Channel  
Name Gene Symbol Subunit Disease Syndrome

Na
v
1.1 SCN1A α Generalized Epilepsy with Febrile

    Seizures Plus
   Intractable Childhood Epilepsy 
    with Generalized Tonic-Clonic 
    Seizures
   Severe Myoclonic Epilepsy of 
    Infancy
Na

v
1.2 SCN2A α Benign Familial Neonatal-

    Infantile Seizures
Na

v
1.3 SCN3A α

Na
v
1.4 SCN4A α Hyperkalemic Periodic Paralysis

   Hypokalemic Periodic  Paralysis
   Paramyotonia Congenita
   Potassium Aggravated Myotonia
Na

v
1.5 SCN5A α Long QT Syndrome Type 3

   Brugada Syndrome
Na

v
1.6 SCN8A α

Na
v
1.7 SCN9A α Familial Erythromelalgia 

    (Erythermalgia)
Na

v
1.8 SCN10A α

Na
v
1.9 SCN11A α

 SCN1B β1 Generalized Epilepsy with Febrile
 SCN2B β2  Seizures Plus
 SCN3B β3
 SCN4B β4
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CACNA1I and CACNA1S, with the final letter referring 
to the α

1
 subunit type (a through i and s). An additional 

nomenclature that is used with calcium channels refers to 
the functional properties of the current, based on kinet-
ics and sensitivity to  different pharmacological blockers. 
This terminology includes high voltage-activated dihy-
dropyridine-sensitive channels, referred to as L-type 
(Ca

v
1); high voltage-activated dihydropyridine-insensi-

tive channels, referred to as N-type (Ca
v
2.1), P/Q-type 

(Ca
v
2.2), and R-type (Ca

v
2.3); and low voltage-activated 

channels, referred to as T-type (Ca
v
3). Calcium channels 

contain three accessory subunits in addition to the α
1
 

subunit. These subunits are called β (1–4), α
2
δ (1–4), and 

γ (1–8) (see Table 4.2). The genes encoding the acces-

sory subunits are labeled CACNB1 through CACNB4 (β 
subunit), CACNA2D1 through CACNA2D4 (α

2
δ subunit), 

and CACNG1 through CACNG8 (γ subunit).
The potassium channel gene family is the largest and 

most diverse group of ion channels and includes the volt-
age-gated potassium channels (K

v
), which are structurally 

similar to the voltage-gated sodium and calcium channels. 
In addition to the voltage-activated channels, there are 
potassium channels that are activated by calcium (K

Ca
), 

which function as inward rectifiers (K
ir
), and which have 

two pores (K
2P

). These types of potassium channels will not 
be discussed in this chapter. Similar to the situation with 
the voltage-gated sodium and calcium channels, the volt-
age-gated potassium channels have been divided into 12 
families termed K

v
1 through K

v
12, each of which contains 

multiple subtypes (see Table 4.3) (Gutman et al., 2005). 
The genes encoding these channels are labeled KCNA 
through KCND, KCNF through KCNH, KCNQ, KCNV, and 
KCNS, with different subtypes of each gene indicated by 
numbers (e.g., KCNA1 through KCNA7). The correspon-
dence between channel names and gene symbols is shown 
in Table 4.3.

The different α subunit families associate with dif-
ferent types of accessory subunits. Members of the K

v
1 

family associate with one of two intracellular K
v
β sub-

units that serve to inactivate the channel. These sub-
units are termed K

v
β1 and K

v
β2, and are encoded by the 

genes KCNAB1 and KCNAB2. K
v
4 channels interact with 

one of four K Channel Interacting Proteins (KChIP) 
that enhance expression and modulate function. These 
subunits are termed KChIP1 through KChIP4, and are 
encoded by the genes KCNIP1 through KCNIP4. Mem-
bers of the K

v
3, K

v
4, K

v
7, K

v
10, and K

v
11 families asso-

ciate with one of four membrane- spanning MinK or 
MinK-Related Peptides (MiRP) that regulate channel 
function. These subunits are termed MinK and MiRP1 
through MiRP3 and are encoded by the genes KCNE1 
through KCNE4.

The other two types of voltage-gated cation channels 
that will be discussed in this chapter have been assigned 
names that correspond closely with the HGNC gene 
symbols. Cyclic nucleotide-gated channels are cation 
selective channels that are gated by both voltage and 
cyclic nucleotides. They consist of two different sub-
families (see Table 4.4) (Hofmann et al., 2005). The true 
cyclic nucleotide-gated channels (CNG) are activated 
by depolarization, similar to the voltage-gated sodium, 
potassium, and calcium channels. There are two types 
of homologous subunits termed A and B, with four A 
subunits (CNGA1 through CNGA4) and two B subunits 
(CNGB1 and CNBG3). In this case, the gene symbols are 
the same as the channel names (CNGA1 through CNGA4, 
CNGB1 and CNGB3). The other subfamily of the CNG 
channels are termed Hyperpolarization-activated Cyclic 

Table 4.2 Voltage-Gated Calcium Channels

Channel  
Name Gene Symbol Subunit Current Disease Syndrome

Ca
v
1.1 CACNA1S α

1S
 L Hypokalemic Periodic 

     Paralysis
    Malignant Hyperthermia
Ca

v
1.2 CACNA1C α

1C
 L Timothy Syndrome

Ca
v
1.3 CACNA1D α

1D
 L 

Ca
v
1.4 CACNA1F α

1F
 L X-Linked Congenital 

     Stationary Night 
     Blindness Type 2
Ca

v
2.1 CACNA1A α

1A
 N Familial Hemiplegic 

     Migraine
    Episodic Ataxia Type 2
    Spinocerebellar Ataxia 
     Type 6
    Episodic and Progressive 
     Ataxia
    Absence Epilepsy with 
     Ataxia
Ca

v
2.2 CACNA1B α

1B
 P/Q 

Ca
v
2.3 CACNA1E α

1E
 R 

Ca
v
3.1 CACNA1G α

1G
 T 

Ca
v
3.2 CACNA1H α

1H
 T Childhood Absence 

     Epilepsy
Ca

v
3.3 CACNA1I α

1I
 T 

 CACNB1 β
1
  

 CACNB2 β
2
  

 CACNB3 β
3
  

 CACNB4 β
4
  Juvenile Myoclonic 

 CACNA2D1 α
2
δ

1
   Epilepsy

 CACNA2D2 α
2
δ

2
  

 CACNA2D3 α
2
δ

3
  

 CACNA2D4 α
2
δ

4
  

 CACNG1 γ
1

 CACNG2 γ
2

 CACNG3 γ
3

 CACNG4 γ
4

 CACNG5 γ
5

 CACNG6 γ
6

 CACNG7 γ
7

 CACNG8 γ
8
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Nucleotide-gated (HCN) channels. As the name implies, 
these channels are gated by hyperpolarization rather 
than depolarization. There are four types labeled HCN1 
through HCN4, and the gene symbols correspond with 
the channel names. The final channel family consists 
of voltage-gated chloride channels, which are activated 
by depolarization but permeable to anions rather than 
cations. These channels consist of a single subunit, and 
there are seven types termed CLC-1 through CLC-7 (see 
Table 4.5) (Chen, 2005). The channels are encoded by 
genes termed CLCN1 through CLCN7.

Table 4.4 Cyclic Nucleotide-Gated Channels

Channel  
Name Gene Symbol Subunit Disease Syndrome

CNGA1 CNGA1 A1 Autosomal Recessive Retinitis 
    Pigmentosa
CNGA2 CNGA2 A2 
CNGA3 CNGA3 A3 Achromatopsia and Retinal 
    Degeneration
CNGA4 CNGA4 A4 
CNGB1 CNGB1 B1 Recessive Retinitis Pigmentosa
CNGB3 CNGB3 B3 Achromatopsia (Pingelapese 
    blindness)
HCN1 HCN1
HCN2 HCN2
HCN3 HCN3
HCN4 HCN4  Sick Sinus Node Disease

Table 4.5 Voltage-Gated Chloride Channels

Channel
Name Gene Symbol Disease Syndrome

CLC-1 CLCN1 Myotonia Congenita (Becker’s Autosomal 
   Recessive)
  Myotonia Congenita (Thomsen’s Autosomal 
   Dominant)
CLC-2 CLCN2 Childhood Absence Epilepsy
  Epilepsy with Grand Mal Seizures on 
   Awakening
  Idiopathic Generalized Epilepsy
  Juvenile Absence Epilepsy
  Juvenile Myoclonic Epilepsy
CLC-3 CLCN3
CLC-4 CLCN4
CLC-5 CLCN5
CLC-6 CLCN6
CLC-7 CLCN7

Table 4.3 Voltage-Gated Potassium Channels

Channel  
Name Gene Symbol Subunit Disease Syndrome

K
v
1.1 KCNA1 α Episodic Ataxia Type 1

K
v
1.2 KCNA2 α 

K
v
1.3 KCNA3 α 

K
v
1.4 KCNA4 α 

K
v
1.5 KCNA5 α 

K
v
1.6 KCNA6 α 

K
v
1.7 KCNA7 α 

K
v
1.8 KCNA10 α 

K
v
2.1 KCNB1 α 

K
v
2.2 KCNB2 α 

K
v
3.1 KCNC1 α 

K
v
3.2 KCNC2 α 

K
v
3.3 KCNC3 α 

K
v
3.4 KCNC4 α 

K
v
4.1 KCND1 α 

K
v
4.2 KCND2 α 

K
v
4.3 KCND3 α 

K
v
5.1 KCNF1 α 

K
v
6.1 KCNG1 α 

K
v
6.2 KCNG2 α 

K
v
6.3 KCNG3 α 

K
v
6.4 KCNG4 α 

K
v
7.1 KCNQ1 α Romano-Ward Syndrome

   Jervell and Lange-Nielsen 
    Syndrome
K

v
7.2 KCNQ2 α Benign Familial Neonatal 

    Seizures
K

v
7.3 KCNQ3 α Benign Familial Neonatal 

    Seizures
K

v
7.4 KCNQ4 α Autosomal Dominant 

    Nonsyndromic Deafness 
    Type 2
K

v
7.5 KCNQ5 α 

K
v
8.1 KCNV1 α 

K
v
8.2 KCNV2 α 

K
v
9.1 KCNS1 α 

K
v
9.2 KCNS2 α 

K
v
9.3 KCNS3 α 

K
v
10.1 KCNH1 α 

K
v
10.2 KCNH5 α 

K
v
11.1 KCNH2 α Autosomal Dominant Long 

    QT Syndrome
K

v
11.2 KCNH6 α 

K
v
11.3 KCNH7 α 

K
v
12.1 KCNH8 α 

K
v
12.2 KCNH3 α 

K
v
12.3 KCNH4 α 

 KCNAB1 K
v
β1 

 KCNAB2 K
v
β2 

 KCNIP1 KChIP1 
 KCNIP2 KChIP2 
 KCNIP3 KChIP3 
 KCNIP4 KChIP4 
 KCNE1 MinK 
 KCNE2 MiRP1 
 KCNE3 MiRP2 Hyperkalemic Periodic 
    Paralysis
   Hypokalemic Periodic 
    Paralysis
 KCNE4 MiRP3
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B. Ligand-Gated Ion Channels

There are five classes of ligand-gated ion channels that 
will be discussed in this chapter, and there is no standard-
ized nomenclature other than the IUPHAR receptor code. On 
the other hand, the names that generally are used correspond 
very well with the standardized HGNC gene symbols. ACh 
receptors include both ion channels and receptors that func-
tion through second messenger systems. The muscarinic ACh 
receptors comprise the second messenger receptors and will 
not be discussed in this chapter. The nicotinic ACh recep-
tors comprise the ligand-gated channels and are pentamers 
 consisting of various combinations of different subunits. 
There are multiple types of subunits, but the primary ones are 
α (1 through 10) and β (1 through 4) (see Table 4.6) (Gotti & 
Clementi, 2004). There are also single forms of the δ, ε, and γ 
subunits. The subunits are encoded by genes labeled CHRNA1 
through CHRNA10 (α), CHRNB1 through CHRNB4 (β), and 
CHRND (δ), CHRNE (ε), and CHRNG (γ).

Serotonin (5HT) receptors include both ligand-gated ion 
channels and second messenger receptors. The only 5HT 
receptors that function as ion channels are the members of the 
5-HT

3
 subfamily. Within this group, there are three types termed 

5-HT
3A

, 5-HT
3b

, and 5-HT
3C

 (see Table 4.7) (Hoyer et al., 2005). 
The subunits are encoded by genes labeled HTR3A, HTR3B, 
and HTR3C.

GABA receptors also include both ligand-gated ion chan-
nels and second messenger receptors. In this case, the GABA

B
 

receptors act through second messenger systems and will not 
be discussed in this chapter, whereas the GABA

A
 receptors 

comprise the ligand-gated ion channels. GABA
A
 receptors 

are similar to ACh receptors in that they are pentamers con-

sisting of various combinations of different subunits, but 
there are even more different types of subunits than for ACh 
receptors (see Table 4.8) (Darlison et al., 2005). The primary 
subunits are α (1 through 6), β (1 through 3), γ (1 through 3), 
and δ. Additional subunits that are expressed in more limited 
regions include ε, π, θ, and ρ (1 through 3). The subunits are 
encoded by genes labeled GABRA1 through GABRA6 (α); 
GABRB1 through BAGRB3 (β);GABRG1 through GABRG3 
(γ), GABRD (δ), GABRE (ε), GABRP (π), GABRQ (θ); and 
GABRR1 through GABRR3 (ρ).

Glycine receptors are also pentamers, but they are formed 
from only two different types of subunits, α (1 through 4) 
and β (see Table 4.9) (Lynch, 2004). These are encoded by 
the genes GLRA1 through GLRA3 (α) and GLRB (β).

Glutamate receptors have a more complex nomenclature 
than the other ligand-gated receptors because there are four dif-
ferent families (see Table 4.10) (Mayer, 2005). These families 
are named by the ligand that is most active against each type, 

Table 4.6 Nicotinic Acetylcholine 
Receptor Channels

Subunit Gene Symbol Disease Syndrome

α1 CHRNA1 
α2 CHRNA2 
α3 CHRNA3 
α4 CHRNA4 Autosomal Dominant Nocturnal 
   Frontal-Lobe Epilepsy
α5 CHRNA5 
α6 CHRNA6 
α7 CHRNA7 
α8 CHRNA8 
α9 CHRNA9 
α10 CHRNA10 
β1 CHRNB1 
β2 CHRNB2 Autosomal Dominant Nocturnal 
   Frontal-Lobe Epilepsy
β3 CHRNB3 
β4 CHRNB4 
δ CHRND 
ε CHRNE 
γ CHRNG

Table 4.7 Serotonin Receptor Channels1

Subunit Gene Symbol

5-HT
3A

 HTR3A
5-HT

3B
 HTR3B

5-HT
3C

 HTR3C

1No disease syndromes resulting from mutations in 5-HT
3
 receptor channel 

genes have been identified yet.

Table 4.8 GABAA Receptor Channels

Subunit Gene Symbol Disease Syndrome

α1 GABRA1 Autosomal Dominant Juvenile Myoclonic 
   Epilepsy
α2 GABRA2 
α3 GABRA3 
α4 GABRA4 
α5 GABRA5 
α6 GABRA6 
β1 GABRB1 
β2 GABRB2 
β3 GABRB3 
γ1 GABRG1 
γ2 GABRG2 Childhood Absence Epilepsy and Febrile 
   Seizures
  Generalized Epilepsy with Febrile Seizures 
   Plus
γ3 GABRG3 
δ GABRD Generalized Epilepsy with Febrile Seizures 
   Plus
ε GABRE 
π GABRP 
θ GABRQ 
ρ1 GABRR1 
ρ2 GABRR2 
ρ3 GABRR3 
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and consist of AMPA (α-amino-3-hydroxy-5-methyl-4-isoxa-
zole propionic acid), Kainate, NMDA (N-methyl-D-aspartic 
acid), and orphan δ receptors for which the primary ligand 
is unknown. The four types of AMPA receptor subunits are 
termed GluR1 through GluR4. There are five Kainate receptor 
subunits, and these are termed GluR5, GluR6, GluR7, KA-1, 
and KA-2. There are seven different NMDA receptor subunits 
divided into three subgroups, NR1, NR2 (A through D), and 
NR3 (A and B). Finally, the two orphan receptor subunits are 
termed δ1 and δ2. The subunits are encoded by genes labeled 
GRIA1 through GRIA4 (AMPA); GRIK1 through GRIK5 
(Kainate); GRIN1, GRIN2A through GRIN2B, GRIN3A and 
GRIN3B (NMDA); and GRID1 and GRID2 (δ).

III. Structure and Function

A. Voltage-Gated Ion Channels

Voltage-gated sodium, calcium, and potassium channels 
and CNG channels share many similarities and are  members 

of a single superfamily of voltage-gated cation channels 
(Catterall et al., 2002; Goldin, 2002; Hille, 2001; Yu et al., 
2005). The primary, pore-forming α subunit of each chan-
nel consists of four homologous domains termed I–IV, with 
each domain containing six transmembrane segments called 
S1–S6 and a hairpin-like loop between S5 and S6 that forms 
part of the channel pore (see Figure 4.1). Potassium and 
CNG channels consist of tetramers of single-domain α sub-
units (see Figure 4.2), whereas sodium and calcium channels 
contain four homologous domains within a single α subunit 
(see Figure 4.1). The primary α subunit is associated with 
 different accessory subunits for each channel type.

Voltage-gated sodium channels consist of a pore-form-
ing α subunit that is associated in the CNS with two of four 
accessory subunits termed β1, β2, β3, and β4 (see Figure 
4.1) (Catterall et al., 2005a; Goldin, 2001; Isom, 2001). Four 
of the α subunit isoforms are expressed at high levels in 
the CNS (Na

v
1.1, Na

v
1.2, Na

v
1.3, and Na

v
1.6) and four are 

expressed at high levels in the PNS (Na
v
1.6, Na

v
1.7, Na

v
1.8, 

and Na
v
1.9). The other two isoforms are expressed pre-

dominantly in skeletal muscle (Na
v
1.4) and cardiac muscle 

(Na
v
1.5). The β2 or β4 subunit is covalently linked to the α 

subunit by a disulfide bond, and the β1 or β3 subunit is non-
covalently attached. The β subunits are expressed in a com-
plementary fashion, so that α subunits are associated with 
either β1 or β3, and β2 or β4. Although the sequences of 
the sodium channels are similar enough so that there are no 
distinct subfamilies, some of the isoforms are more closely 
related to each other based on phylogeny and chromosomal 
localization. The genes for four isoforms (Na

v
1.1, Na

v
1.2, 

Na
v
1.3, and Na

v
1.7) are closely related to each other in the 

phylogenetic tree and are located in the same region of chro-
mosome 2. Another three isoforms that often are referred 
to as tetrodotoxin-resistant channels (Na

v
1.5, Na

v
1.8, and 

Na
v
1.9) are closely related in the phylogenetic tree, and their 

genes are located in one region of chromosome 3. These 
channels are blocked by micromolar concentrations of tetro-
dotoxin, in contrast to the other sodium channel isoforms that 
are blocked by nanomolar concentrations of tetrodotoxin. 
The genes for the final two isoforms (Na

v
1.4 and Na

v
1.6) are 

located on two different chromosomes, and each of these can 
be considered a separate group.

Voltage-gated calcium channels contain a pore-forming 
subunit termed α

1
 that is associated with an intracellular 

β subunit, a disulfide-linked α
2
δ subunit, and a γ subunit in 

some tissues (see Figure 4.2) (Catterall et al., 2005b). The 
primary functional properties of the channel are determined 
by the α

1
 subunit, with the accessory subunits serving to 

modulate the channel. Isoforms in the Ca
v
2 and Ca

v
3 fami-

lies are expressed primarily in neurons, whereas isoforms in 
the Ca

v
1 family are expressed in a variety of tissues includ-

ing nerve (Ca
v
1.2, Ca

v
1.3), skeletal muscle (Ca

v
1.1), cardiac 

myocytes (Ca
v
1.2), endocrine cells (Ca

v
1.2, Ca

v
1.3), and the 

retina (Ca
v
1.4).

Table 4.9 Glycine Receptor Channels

Subunit Gene Symbol Disease Syndrome

α1 GLRA1 Dominant Hereditary Hyperekplexia
α2 GLRA2 
α3 GLRA3 
α4 GLRA4 
β GLRB

Table 4.10 Glutamate Receptor Channels1

Subunit Receptor Family Gene Symbol

GluR1 AMPA GRIA1
GluR2 AMPA GRIA2
GluR3 AMPA GRIA3
GluR4 AMPA GRIA4
GluR5 Kainate GRIK1
GluR6 Kainate GRIK2
GluR7 Kainate GRIK3
KA-1 Kainate GRIK4
KA-2 Kainate GRIK5
NR1 NMDA GRIN1
NR2A NMDA GRIN2A
NR2B NMDA GRIN2B
NR2C NMDA GRIN2C
NR2D NMDA GRIN2D
NR3A NMDA GRIN3A
NR3B NMDA GRIN3B
δ1 Orphan GRID1
δ2 Orphan GRID2

1No disease syndromes resulting from mutations in glutamate receptor 
channel genes have been identified yet.



Neuronal Channels and Receptors 49

Potassium channels are the most diverse group of channels, 
both in terms of numbers of families and functional properties, 
with 12 different types of α subunits (Gutman et al., 2005). All 
of the α subunits have a comparable structure (see Figure 4.2). 

Additional diversity is created through association with dif-
ferent accessory subunits that modulate channel function. K

v
1 

channels often are associated with accessory K
v
β subunits that 

directly inactivate the channel. K
v
4 channels associate with 
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Figure 4.1 Diagram of the four domain voltage-gated ion channels. The primary pore-forming subunit of the channel consists of four homologous 
domains labeled I–IV, with six transmembrane spanning segments termed S1–S6 in each domain. The P region between S5 and S6 in each domain forms part 
of the channel pore. A. Voltage-gated sodium channels in the CNS contain a primary α subunit that is associated with two β subunits, shown in this figure as 
β1 and β2. The β1 subunit is noncovalently attached to the α subunit and the β2 subunit is covalently attached via a disulfide linkage. All the β subunits have 
a similar structure that consists of a small, carboxy-terminal cytoplasmic region, a transmembrane spanning region, and a larger, external amino-terminal 
region that contains immunoglobulin-like domains. The α subunit includes the channel pore and gating machinery, and the β subunits modulate the properties 
of the channel complex. The diagram was modified from Goldin (2003). B. The voltage-gated calcium channel α

1
 subunit is comparable to the α subunit of 

the voltage-gated sodium channel and includes the channel pore and gating machinery. Most calcium channels also contain an intracellular β subunit (red), an 
extracellular α

2
 subunit (blue) that is attached to a membrane-spanning δ subunit (black) by a disulfide linkage, and a membrane-spanning γ or related subunit 

(green). The accessory subunits modulate the properties of the channel complex. The diagram was modified from Catterall et al. (2002).
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KChIPs, which increase the density of current, slow inactiva-
tion and accelerate recovery from inactivation (Rhodes et al., 
2004). K

v
7, K

v
10, and K

v
11 associate with MiRP subunits, 

which may also associate with K
v
3 and K

v
4 channels. The 

MiRP subunits modify gating, conductance, and pharmacol-
ogy of the channels (McCrossan & Abbott, 2004).

CNG channels are activated by direct binding of cyclic 
nucleotides, including cGMP and cAMP (Hofmann et al., 
2005). They are heterotetramers of A and B subunits, both of 
which have structures that are comparable to those of potas-
sium channels except that the carboxy-terminal region contains 
a nucleotide-binding domain (see Figure 4.2). This domain is 
responsible for the modulation by cyclic nucleotides. CNG 
channels are expressed at high levels in olfactory neurons 
and photoreceptors, and at lower levels in many other tissues 
including the CNS and heart. HCN channels are members of 
the same gene family, but they open during hyperpolarization 
(Robinson & Siegelbaum, 2003). The gating is enhanced by 
binding of cAMP or cGMP, which shifts activation to more 
positive potentials. These channels serve critical roles as pace-
makers in cardiac cells and some neurons. The channels form 
tetramers that can most likely be heteromeric.

Voltage-gated chloride channels are members of the CLC 
gene family (Chen, 2005; Jentsch et al., 2005). These channels 
consist of two identical subunits, each containing 18 α heli-
ces and an ion permeation pathway (see Figure 4.3), so that 
two chloride ions can pass through the channel independently. 
Chloride channels are present in both the cell membrane and 
in the membranes of intracellular organelles. They are gated 

by voltage and modulated by a variety of factors including 
anions, calcium, swelling, and phosphorylation.

B. Ligand-Gated Ion Channels

The nicotinic ACh, 5-HT, GABA
A
, and Gly receptors 

are members of a large family of ligand-gated ion  channels 
( Connolly & Wafford, 2004; Lester et al., 2004). They are 
composed of pentamers of different subunits, with each sub-
unit having a comparable structure consisting of four trans-
membrane segments and a large extracellular amino terminus 
that contains the ligand binding site (see Figure 4.4). The 
nicotinic ACh receptor complexes are composed of two dif-
ferent subunits (α and β), and can consist either entirely of 
α subunits or of heteromers containing 2 α and 3 β subunits 
(Gotti & Clementi, 2004). The α1 and β1 subunits are present 
only in muscle nicotinic ACh receptors. The receptor forms 
a channel that is permeable to cations, including sodium, cal-
cium, and potassium, so that when opened it depolarizes the 
membrane and initiates the firing of action potentials.

Although there is a large family of 5-HT receptors that are 
G-protein coupled receptors acting through a variety of sec-
ond messenger systems, there is only one class that represents 
ligand-gated ion channels (5-HT

3
 receptors) (Hoyer et al., 

2005). The 5-HT
3
 receptors are members of the ligand-gated 

ion channel receptor family, so the structure is similar to that 
of nicotinic ACh receptors (see Figure 4.4). The three different 
subunits (5-HT

3A
, 5-HT

3B
, and 5-HT

3C
) co-assemble to form 

heteromers. 5-HT receptors are found on neurons in both the 
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Figure 4.2 Diagram of the single domain voltage-gated cation channels. A. Voltage-gated potassium channels and HCN channels contain a pore-forming 
subunit that is comparable to one domain of the voltage-gated sodium and calcium channels. The monomer contains six transmembrane spanning segments 
termed S1–S6 with a region between S5 and S6 that forms part of the pore (P). Voltage-gated potassium channels associate with one of a variety of accessory 
cytoplasmic subunits, which are not shown in this diagram. A detailed crystal structure of the rat K

v
1.2 voltage-gated potassium channel in association with 

the rat K
v
β2 subunit has been determined (Long et al., 2005). B. CNG channel monomers have a similar structure except that there is a nucleotide binding 

domain (NBD) in the cytoplasmic carboxy-terminal region. C. Four monomers combine to form a functional channel and surround a central pore.
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CNS and PNS. The channel is a nonselective cation channel, 
permeable to sodium, potassium, and calcium, so that activa-
tion of the receptor leads to membrane depolarization.

The GABA
A
 receptor also has a similar pentameric struc-

ture containing combinations of different subunits including 

α, β, γ, δ, ε, π, θ, and ρ, with most receptors consisting of α, 
β, and γ or α, β, and δ subunits (see Figure 4.4) (Jones-Davis 
& MacDonald, 2003). The receptor forms a channel that is 
selective for anions, mainly chloride, so that when opened it 
hyperpolarizes the membrane and inhibits excitability.
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Figure 4.3 Diagram of one subunit of the voltage-gated CLC chloride channel. A subunit consists of 18 α helical segments labeled A–R with the amino-
terminal half (green) being homologous to the carboxy-terminal half (blue), but in the opposite orientation in the membrane. The two halves surround 
a common center that forms the selectivity filter. The functional channel consists of two identical subunits and contains two independent pores through which 
chloride ions permeate. The diagram was modified from Dutzler et al. (2002), which also shows the detailed crystal structure of a prokaryotic CLC chloride 
channel.
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Figure 4.4 A. Diagram of one subunit of the nicotinic ACh receptor. A subunit consists of four α helical segments termed M1–M4, with the amino- and 
carboxy-terminal regions on the outside of the membrane. The ACh binding site is contained within the amino-terminal region. B. Five subunits combine 
to form a functional receptor, which can be either monomeric (all α subunits) or heteromeric (2 α and 3 β subunits). The subunits surround a central 
pore through which cations permeate. The predicted structures of the 5-HT

3
, GABA

A
, and Gly receptors are comparable, with each ligand binding site in 

the amino-terminal region of the receptor. The 5-HT
3
 receptor consists of a pentameric combination that is always heteromeric and is also permeable to cati-

ons. The GABA
A
 receptor consists of a pentamer, with the most common composition being 2 α, 2 β, and 1 γ subunit, although channels can alternatively 

contain a variety of other subunits. The functional Gly receptor consists of a pentamer of α and β subunits. The GABA
A
 and Gly subunits each surround 

a central pore through which chloride ions permeate. The diagram was modified from Gotti and Clementi (2004).



52 Neuronal Channels and Receptors

Gly receptors are also pentamers, formed from combina-
tions of α and β subunits (see Figure 4.4) (Lynch, 2004). The 
exact stoichiometry is not known, but the receptor is assumed 
to consist of 3 α and 2 β subunits. The channel is permeable 
to chloride, which results in the unusual property that these 
receptors can either be excitatory or inhibitory, depending on 
the intracellular chloride concentration. Channel activation 
is usually inhibitory because the chloride equilibrium poten-
tial is generally more negative than the cell resting potential. 
However, the intracellular chloride concentration is signifi-
cantly higher in embryonic neurons compared to adult neu-
rons because of reduced chloride efflux resulting from lower 
expression of the KCC2 potassium-chloride cotransporter 
(Rivera et al., 2005). Therefore, the equilibrium potential for 
chloride is more positive during development so that activa-
tion of Gly receptors leads to depolarization and excitation 
of immature neurons.

The Glu receptors form a separate family of ligand-gated 
ion channels that are formed as tetramers rather than pen-
tamers (see Figure 4.5). There are four families of Glu recep-
tors termed AMPA, Kainate, NMDA, and δ (Mayer, 2005). 
Receptors are formed as multimers from members within 
each type, but not between types. NMDA receptors require 
both NR1 and NR2 subunits to form functional channels, 
whereas Kainate and AMPA receptors can be formed from 
homomers or heteromers. The δ subunits function as a chan-
nel only in pathological conditions (Wollmuth & Sobolevsky, 
2004). All these channels are nonselective cation channels, 
so that activation of the receptor is excitatory.

IV. Physiological Roles

A. Voltage-Gated Ion Channels

The most important and widespread function of voltage-
gated sodium channels is to mediate the depolarization phase 
of the action potential in electrically excitable cells. Because 
specific isoforms have different tissue distributions, each iso-
form has its own unique role (Trimmer & Rhodes, 2004). For 
example, Na

v
1.6 is the isoform at nodes of Ranvier, and it is 

responsible for action potential transmission in myelinated 
axons, whereas Na

v
1.2 is the isoform responsible for action 

potential transmission in unmyelinated axons. The other two 
CNS isoforms are present at high levels in neuronal cell bod-
ies (Na

v
1.1) and during embryonic and early prenatal develop-

ment (Na
v
1.3). The Na

v
1.4 and Na

v
1.5 isoforms are responsible 

primarily for action potential transmission in skeletal and 
cardiac muscle, respectively. Four isoforms (Na

v
1.6, Na

v
1.7, 

Na
v
1.8, and Na

v
1.9) mediate action potential transmission in 

the PNS. Sodium channels are also responsible for unique 
conductances in specific cell types, in which they generate 
repetitive firing, persistent or resurgent current.

Voltage-gated calcium channels are responsible for a wide 
variety of functions in electrically excitable and nonexcit-
able cells, with specific isoforms carrying out unique roles 
( Khosravani & Zamponi, 2006). One of the primary functions 
in neurons is to stimulate neurotransmitter release, which is 
mediated by Ca

v
1.4, Ca

v
2.1, and Ca

v
2.2. Other Ca

v
2 isoforms 

are located in neuronal dendrites where they are responsible 
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Figure 4.5 A. Diagram of one subunit of the Glu receptor. A subunit consists of three α helical segments termed 1–3 and a region between 1 and 2 that 
forms part of the pore (P). The glutamate-binding site (Glu) is comprised of two external domains (D1 and D2), with D1 located between segments 2 and 3 
and D2 in the amino-terminal region. The carboxy-terminus is on the cytoplasmic side of the membrane. B. Four subunits combine to form a functional recep-
tor, which can consist of either homomers or heteromers within each family (AMPA, Kainate and NMDA). There is no mixing of subunits between members 
of different families. The subunits surround a central pore through which cations permeate. The diagram was modified from Mayer (2005).
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for transient calcium currents. Isoforms in the Ca
v
3 family 

are important for pacemaking, repetitive firing, and shap-
ing the action potential in cardiac muscle. The Ca

v
1.1 and 

Ca
v
1.2 isoforms play critical roles in excitation-contraction 

coupling in skeletal and cardiac muscle, respectively. Other 
important functions of calcium channel isoforms include 
hormone release from endocrine cells, hearing in cochlear 
hair cells, photoreception in retinal rod cells, and control of 
signaling enzymes and gene expression.

Because voltage-gated potassium channels are so diverse, 
it is not surprising that they play a wide variety of roles in 
different tissues (Gutman et al., 2005). A primary function of 
a number of isoforms, particularly those in the K

v
1 family, 

is to maintain the resting membrane potential and modulate 
firing properties. The modulation can be quite subtle because 
of the wide range of potassium channel gating kinetics, so 
that neuronal excitability is finely tuned by the presence of 
different potassium channel isoforms. Other critical potas-
sium channel functions include repolarization of the action 
potential in both neurons and muscle, neuronal afterhyper-
polarization, and pacemaking. Some isoforms carry out 
specialized functions that enable high frequency firing in 
auditory cells and interneurons, spike-frequency adaptation, 
calcium signaling in lymphocytes and oligodendrocytes, and 
regulation of cell cycle and proliferation.

The CNG channels play a particularly important role in 
sensory transduction in olfactory neurons and photorecep-
tors, in which they are present at high concentrations (Craven 
& Zagotta, 2006). However, these channels are also present 
at lower levels in a variety of tissues including brain, heart, 
testis and kidney, so that it is likely that CNG channels have 
important physiological roles in those tissues. HCN chan-
nels are present at highest levels in two tissues, CNS neurons 
and cardiac muscle (Robinson & Siegelbaum, 2003). In the 
CNS, the channels are important for determination of the 
resting potential, transduction of sour taste, dendritic inte-
gration, and plasticity. In the heart, HCN channels function 
in determination of the resting membrane potential and in 
regulation of heart rate and rhythm, for which they serve as 
pacemaker cells.

Voltage-gated chloride channels are present in a wide vari-
ety of cells. Channels in the plasma membrane of neurons 
and other electrically excitable cells are important for stabi-
lizing the resting membrane potential (Jentsch et al., 2005). 
Channels in the plasma membrane of epithelial and renal 
tissues help to regulate fluid transport and control osmotic 
swelling. Some chloride channel isoforms are also present in 
the membranes of intracellular vesicles, and those channels 
serve important roles in regulating volume and pH.

B. Ligand-Gated Ion Channels

The ligand-gated receptors are involved primarily in 
 synaptic transmission. The receptors for Gly and GABA 

mediate inhibitory synaptic transmission and the recep-
tors for Glu, ACh, and 5-HT mediate excitatory synaptic 
transmission (Connolly & Wafford, 2004; Dingledine et al., 
1999). Nicotinic ACh receptors are responsible for receiv-
ing  neuronal impulses across the neuromuscular junction 
(Hughes et al., 2006), whereas the other receptors are pres-
ent on neurons. The receptors are present in varying distribu-
tions in different areas of the neuron, so that receptors on cell 
bodies are usually inhibitory, those on dendritic spines are 
primarily excitatory, and those on axon terminals function to 
modulate transmission. Stimulation of the receptors is inte-
grated both temporally and spatially, so the ultimate effect is 
highly plastic and subject to dynamic regulation.

V. Neurological Disorders Caused 
by Channelopathies

Given the critical importance of ion channels to neuro-
nal excitability, it is not surprising that abnormalities of their 
function lead to a variety of neurological diseases. Because 
ion channels are so diverse, it is also not surprising that the 
clinical manifestations of channel dysfunction are variable. 
On the other hand, similar syndromes often are caused by 
abnormal function of different ion channels, so that it is 
impossible to predict the clinical effect based on the chan-
nel abnormality. A common feature of neurological disorders 
caused by ion channel malfunction is that the disorders are 
paroxysmal, usually with long periods of normal activity 
punctuated by brief episodes of abnormal activity. The neuro-
logical disorders that will be introduced in this chapter result 
from mutations in the genes encoding either voltage-gated 
or ligand-gated ion channels, so that they have been called 
channelopathies. In all cases, the underlying abnormality is 
present at birth, although the clinical manifestations may not 
develop until later in life.

A. Epilepsy

The epilepsies are a large group of disorders character-
ized by abnormal electrical activity in the CNS, affecting 
up to 2 percent of the population (Hauser et al., 1993). Of 
this group, approximately 40 percent are considered idio-
pathic, meaning that the underlying cause is most likely a 
genetic abnormality (Steinlein, 2002). The specific abnor-
mality has been identified in only a small minority of cases, 
most of which are dominantly inherited channelopathies 
characterized by defects in ion channel function (Graves, 
2006;  Meisler et al., 2001; Mulley et al., 2003; Scheffer & 
Berkovic, 2003). However, there is no simple relationship 
between channel type and epilepsy syndrome, so that muta-
tions in the same gene can cause a variety of different syn-
dromes and the same epilepsy syndrome can be caused by 
mutations in genes encoding different ion channels.
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Many ion channel mutations that cause epilepsy have been 
identified in genes encoding the voltage-gated sodium chan-
nel. Mutations in two genes encoding the α subunit (SCN1A 
encoding Na

v
1.1 and SCN2A encoding Na

v
1.2) and one gene 

encoding the β1 subunit (SCN1B) cause a variety of differ-
ent syndromes, including Generalized Epilepsy with Febrile 
Seizures Plus (GEFS+) (see Table 4.1) (Meisler & Kearney, 
2005). The mechanism by which these mutations cause epi-
lepsy is unknown, although there is a significant amount 
of information regarding how mutations that cause GEFS+ 
alter channel function. The results of those studies suggest 
that GEFS+ can be caused both by mutations that increase 
sodium channel activity and by mutations that decrease 
activity (Barela et al., 2006; Lossin et al., 2002, 2003; Spam-
panato et al., 2004). However, none of the mutations has been 
studied yet in neuronal cells, so the  physiological relevance 
of the functional results is unclear.

Mutations in three GABA
A
 receptor genes (GABRA1 

encoding α1, GABRG2 encoding γ2, and GABRD encoding 
δ) also cause GEFS+ as well as two other epilepsy syndromes 
(see Table 4.8) (Macdonald et al., 2004). The functional 
studies concerning the effects of these mutations have been 
more consistent, suggesting that they all decrease channel 
activity (Feng et al., 2006; Harkin et al., 2002; Kang et al., 
2006). Since the GABA

A
 receptor forms a chloride channel 

that functions to inhibit membrane excitability, decreased 
activity could lead to decreased inhibition and neuronal 
hyper excitability (George, Jr., 2004).

Mutations in three calcium channel subunits also cause 
epilepsy syndromes. Mutations in the CACNA1H gene 
encoding the Ca

v
3.2 α

1H
 subunit cause Absence Epilepsy, 

mutations in the CACNA1A gene encoding the Ca
v
2.1 α

1A
 

subunit cause Absence Epilepsy with Ataxia, and mutations 
in the CACNB4 gene encoding the accessory β

4
 subunit cause 

Juvenile Myoclonic Epilepsy (see Table 4.2) ( Khosravani & 
Zamponi, 2006). These mutations appear to reduce calcium 
currents, so that they do not directly increase action poten-
tial excitability (Imbrici et al., 2004; Khosravani et al., 2004; 
Vitko et al., 2005). Because calcium channels are critical 
mediators of neurotransmitter release, one hypothesis for 
the mechanism of seizure generation is that the mutations 
alter synaptic strength to increase synchronization. The ulti-
mate effects vary depending on the specific synapse because 
different synapses use different calcium channels for neu-
rotransmitter release (Noebels, 2003). Therefore, the effects 
of decreasing function of a single calcium channel isoform 
might specifically decrease transmission across inhibitory 
synapses, leading to greater synchronization and seizures.

Mutations in the KCNQ2 and KCNQ3 potassium genes 
encoding the K

v
7.2 and K

v
7.3 α subunits cause Benign 

Familial Neonatal Seizures (see Table 4.3) (Burgess, 2006; 
Scheffer et al., 2005). These two isoforms are delayed recti-
fier channels that coassemble to form the M current, which 
helps to determine the subthreshold excitability of  neurons 

and to limit sustained membrane depolarization. The 
mutant proteins function as dominant negative subunits to 
reduce potassium currents, leading to prolonged membrane 
 depolarization and seizures (George, Jr., 2004).

Mutations in the CLCN2 gene encoding the CLC-2 
 chloride channel cause a variety of epilepsy syndromes (see 
Table 4.5) (Graves, 2006), but the mechanism by which these 
mutations cause epilepsy is unknown. The chloride channel 
is critical for maintaining the normal membrane potential, 
so disruption of that channel would cause membrane depo-
larization and hyperexcitability. Some mutations decrease 
activity of the channel, which is consistent with this mecha-
nism of action. However, other mutations alter activation of 
the channel in a manner that should not decrease activity, 
so there may be multiple mechanisms by which chloride 
 channel mutations cause epilepsy (George, Jr., 2004).

Finally, mutations in two subunits of the neuronal nicotinic 
ACh receptor cause a single epilepsy syndrome. Autosomal 
Dominant Nocturnal Frontal-Lobe Epilepsy results from 
mutations in the CHRNA4 gene encoding the α4 subunit and 
the CHRNB2 gene encoding the β2 subunit (see Table 4.6) 
(Gotti et al., 2006). All the mutations are located near the 
pore of the channel, although they have different effects on 
channel function. Some mutations inhibit receptor function 
either by decreasing currents or by enhancing desensitiza-
tion, which closes the channel. However, other mutations 
increase receptor function, so the mechanism by which ACh 
receptor mutations cause epilepsy is unknown. One possibil-
ity is that the mutations increase the sensitivity of the recep-
tor to ACh, enhancing neuronal excitability (Steinlein, 2004). 
An alternative hypothesis is that the mutations interfere with 
calcium modulation of the receptor, preventing a negative 
feedback mechanism by which glutamate receptors deplete 
local extracellular calcium to reduce receptor  potentiation 
(George, Jr., 2004; Gourfinkel-An et al., 2004).

A more comprehensive discussion of the genetic basis of 
epilepsy is presented in Chapter 24.

B. Ataxia

Ataxia is a syndrome characterized by lack of coordination, 
disturbed gait, unclear speech and tremor with movement. 
There are numerous types of ataxia, only one of which is 
caused by mutations in voltage-gated ion channels. Muta-
tions in voltage-gated potassium and calcium channels cause 
Episodic Ataxia Types 1 and 2 (EA-1 and EA-2) and Spi-
nocerebellar Ataxia 6 (SCA6). These three disorders are 
all inherited in an autosomal dominant fashion, although 
the types of mutations that cause them are quite different. 
EA-1 results from mutations in the KCNA1 gene encoding 
the K

v
1.1 potassium channel (see Table 4.3) (Waters et al., 

2006). This channel is expressed in many regions of the 
CNS, including the cerebellum. Most of the mutations are 
missense changes that affect either trafficking or function 
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(De Michele et al., 2004). EA-2 is caused by mutations in 
the CACNA1A gene encoding the α

1A
 subunit of the Ca

v
2.1 

calcium channel (see Table 4.2) (Wan et al., 2005). This 
channel is expressed at high levels in the cerebellar cortex, 
granule, and Purkinje cells. Most of these mutations are non-
sense changes resulting in a truncated protein that is most 
likely nonfunctional (De Michele et al., 2004). SCA6 results 
from mutations in the same calcium channel gene (see Table 
4.2) (Schöls et al., 2004), only in this case the mutations are 
expansions of the triplet sequence cytosine-adenine-guanine 
(CAG). Triplet expansions are the mechanism for many of 
the spinocerebellar ataxias, as will be discussed in Chapter 
17. Relatively short expansions can cause SCA6, with as few 
as 20 repeats resulting in disease (normal individuals have 
from 4–16 triplet repeats). Longer expansions generally lead 
to an earlier time of onset. The triplet expansions result in 
a polyglutamine sequence, which causes the protein to fold 
incorrectly and thus become degraded (Schöls et al., 2004). 
Thus, both EA-2 and SCA6 result from loss of functional 
protein from one allele of the CACNA1A gene.

The ataxias caused by channelopathies result from pri-
mary cerebellar dysfunction. Since Purkinje cells are the 
sole output neuron from the cerebellum, the effect of these 
disorders is to alter the output firing of those cells. Purkinje 
cells have a rhythmic firing pattern and they continually fire 
action potentials that are inhibitory to the deep cerebellar 
nuclei. Decreased inhibition from the cerebellar Purkinje 
cells results in increased and aberrant firing from the cells 
in the deep cerebellar nuclei, which is the direct cause of 
the primary symptoms of ataxia (Orr, 2004). The ion chan-
nel mutations that cause ataxia alter this pathway either by 
altering channels expressed in the Purkinje cells (potassium 
channels in EA-1), or by altering channels expressed in cells 
that modulate Purkinje cell firing (calcium channels in EA-2 
and SCA6). Additional symptoms in these disorders result 
from abnormalities in peripheral neurons, which are most 
likely due to aberrant ion channel function in those cells.

A more comprehensive discussion of ataxias is presented 
in Chapter 18.

C. Migraine

Migraine is a common headache disorder with a strong 
genetic component, affecting more than 10 percent of the pop-
ulation (Pietrobon, 2005). It can occur in two distinct forms, 
with and without aura, each of which is defined by the fre-
quency of recurrent episodes that fulfill specific criteria and 
that cannot be attributed to another disorder. Migraine with 
aura involves at least two attacks and migraine without aura 
involves at least five attacks. Although many genes have been 
implicated as susceptibility loci for migraine, causative muta-
tions have been identified for only one type, Familial Hemi-
plegic Migraine (FHM). FHM Type 1 is caused by mutations 
in the CACNA1A gene encoding the α

1
 subunit of the Ca

v
2.1 

voltage-gated calcium channel, and FHM Type 2 is caused by 
mutations in the ATP1A2 gene encoding the α

2
 subunit of the 

Na+,K+-ATPase (Pietrobon, 2005; Wessmann et al., 2004).
At least 17 different mutations causing FHM1 have been 

identified in the CACNA1A gene. They are all missense 
mutations that are inherited in an autosomal dominant fash-
ion, and they are located throughout the channel (Pietrobon, 
2005). The functional effects of many of the mutations have 
been characterized after expression in heterologous systems 
(Xenopus oocytes and mammalian cell lines), in transfected 
neurons lacking the Ca

v
2.1 channel, and in neurons from 

knock-in mice expressing one specific mutation. The effects 
of the mutations in heterologous cells have been variable, 
with alterations in numerous properties, but the one con-
sistent finding was an increase in calcium influx that was 
also observed in the neurons. This observation suggests that 
FHM1 results from a gain-of-function of the Ca

v
2.1 channel.

At least 17 different mutations causing FHM2 have been 
identified in the ATP1A2 gene encoding the Na+,K+-ATPase 
(Pietrobon, 2005). This protein is an ion pump rather than an 
ion channel, and it functions to maintain the resting mem-
brane potential of the cell. All the mutations are missense 
alterations that are inherited in an autosomal dominant man-
ner, and more than half are located in a large intracellular 
region that is important for nucleotide binding and phos-
phorylation of the protein. The effects of five of the muta-
tions have been examined, and the net effect in all cases 
appears to be decreased or absent function.

The pathogenesis of migraine is not understood, but the 
headache most likely results from activation of the trigemino-
vascular system (Pietrobon, 2005). Activation may result from 
cortical spreading depression, which is marked by a propagat-
ing wave of neuronal depolarization followed by a long-lasting 
neural suppression. The initiating event in this process may be 
an increased local concentration of potassium around the cor-
tical neurons, leading to sustained activation. The mutations 
causing FHM could increase susceptibility to this effect in 
two ways. The CACNA1A mutations lead to increased calcium 
influx, which would lead to enhanced excitatory neurotrans-
mitter release for a given stimulus. The ATP1A2 mutations 
result in decreased transporter activity, which would reduce 
clearance of potassium ions from the extracellular space.

A more comprehensive discussion of ion channel muta-
tions that cause migraine is presented in Chapter 28.

D. Pain

Voltage-gated sodium channels in sensory neurons have 
been implicated as playing a critical role in the initiation of 
pathological pain (Lai et al., 2003; Waxman & Dib-Hajj, 
2005; Waxman & Hains, 2006; Wood et al., 2004). A num-
ber of sodium channel isoforms have been suggested to be 
involved in different pain models. The Na

v
1.8 channel is 

expressed in small diameter C-type dorsal root ganglion cells, 
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and knockout mice lacking the gene for this channel demon-
strate moderate hypoalgesia in response to noxious thermal 
and mechanical stimuli. Na

v
1.9 is expressed in nociceptive 

neurons, and it has been proposed that this channel modu-
lates the resting potential of nociceptors because it is active 
at −70 mV. Although Na

v
1.3 is expressed at highest levels in 

late embryonic and early postnatal stages of development, it 
is upregulated after nerve section or ligation in various pain 
models, and the activity of this channel has been suggested 
to cause enhanced excitability of the injured neurons.

Specific sodium channel mutations that cause pathologi-
cal pain have been identified for only one syndrome, inher-
ited erythermalgia, which is also called erythromelalgia 
(Waxman & Dib-Hajj, 2005). This syndrome is characterized 
by redness of the extremities and burning pain in response 
to exercise or heat. It is inherited in an autosomal dominant 
manner, and has been shown to be caused by missense muta-
tions in the SCN9A gene encoding the Na

v
1.7 sodium chan-

nel. The mutations alter sodium channel function, increasing 
the probability and duration of channel opening, resulting in 
hyperexcitability of the sensory neurons in which they are 
located.

A more comprehensive discussion of the role of ion chan-
nels in pain is presented in Chapter 27.

E. Hyperekplexia

Hyperekplexia, or startle syndrome, is characterized by 
an excessive reflex response to a surprising or painful stim-
ulus (Bakker et al., 2006). The three clinical symptoms nec-
essary for diagnosis include generalized stiffness at birth 
that later subsides, excessive startling that persists through-
out life, and short-lasting generalized stiffness after a startle 
reflex. There are three groups of this disorder, but only the 
major category has a proven genetic basis. That syndrome 
is caused by mutations in the GLRA1 gene encoding the α1 
subunit of the Gly receptor (Saul et al., 1999). The disor-
der usually is inherited in an autosomal dominant manner, 
although recessive mutations and compound heterozygosity 
have been reported. Both missense and nonsense mutations 
have been identified, with a variety of effects including loss 
of protein, trafficking abnormalities, and changes in ligand-
binding or gating function. The origin of the abnormal 
startle reflex is not known and may originate from either 
a brainstem or cortical defect.

F. Myotonia and Periodic Paralysis

Mutations in voltage-gated ion channels expressed in skel-
etal muscle cause two related disorders, the periodic paraly-
ses and the nondystrophic myotonias. Periodic paralysis is 
characterized by episodic attacks of flaccid weakness that 
often are accompanied by myotonia (delayed muscle relax-
ation after contraction), whereas nondystrophic myotonia 

is characterized by transient muscle weakness, severe myo-
tonia, and muscle hypertrophy without paralysis  (Cannon, 
2002; Davies & Hanna, 2003).

Periodic paralysis is caused by mutations in genes encod-
ing three different voltage-gated ion channels (Cannon, 2006). 
Mutations in the SCN4A gene encoding the Na

v
1.4 sodium 

channel α subunit cause Hyperkalemic Periodic Paralysis 
(HyperPP) and Hypokalemic Periodic Paralysis (HypoPP) 
(see Table 4.1). The Na

v
1.4 channel is expressed primarily 

in skeletal muscle and it is the only sodium channel that is 
highly expressed in that tissue, which explains the localiza-
tion of the symptoms. All the changes are missense muta-
tions that alter the functional properties of the channel. The 
same two syndromes can also be caused by mutations in the 
KCNE3 gene that encodes the MiRP2 subunit of the K

v
7.1 

potassium channel (see Table 4.3). Mutations in a different 
potassium channel gene, KCNJ2 encoding the K

v
2.1 chan-

nel, cause Andersen’s syndrome, in which tissues other than 
skeletal muscle also are affected (see Table 4.3). Mutations 
in the CACNA1S gene encoding the Ca

v
1.1 calcium channel 

α
1S

 subunit cause HypoPP but not HyperPP (see Table 4.2). 
All these disorders are inherited in an autosomal dominant 
fashion.

The nondystrophic myotonias are caused by mutations 
in genes encoding two voltage-gated ion channels (Davies 
& Hanna, 2003). Mutations in the SCN4A sodium chan-
nel gene cause both Paramyotonia Congenita and Potas-
sium Aggravated Myotonia. These mutations are similar to 
those that cause periodic paralysis, meaning that they are 
all missense changes that alter the functional properties of 
the channel. In addition, they are all inherited in an auto-
somal dominant fashion. There are two forms of Myotonia 
Congenita called Thomsen’s disease, which is autosomal 
dominant, and Becker’s generalized myotonia, which is 
autosomal recessive. Both forms are caused by mutations 
in the CLCN1 gene encoding the CLC-1 voltage-gated 
chloride channel. These alterations are missense muta-
tions that change the functional properties of the channel. 
There is no way to predict whether a particular mutation 
will cause the autosomal dominant or autosomal recessive 
form of myotonia.
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I. Introduction

To function properly, newly translated proteins must 
fold into their native conformation. Information  contained 
within the primary amino acid sequence dictates the 
three- dimensional shape of the protein (Anfinsen, 1973). 
 Hydrophobic amino acid residues are buried within the inte-
rior of the protein, whereas hydrophilic residues are exposed 
on the surface, generating a thermodynamically stable struc-
ture. The pathway by which a protein achieves its unique 
folded state is complex. En route to its native state, a protein 
traverses through an ensemble of intermediate states 
and a myriad of potential conformations (Wolynes et al., 
1995).  A protein becomes misfolded when inappropriate yet 

 energetically stable interactions occur, for example by self-
association of hydrophobic residues leading to oligomeriza-
tion and aggregation in the crowded cellular environment 
(Hartl & Hayer-Hartl, 2002) (see Figure 5.1).

Changes in the cellular environment can influence protein 
folding homeostasis (Morimoto et al., 1997). These include 
environmental stress, such as fluctuations in temperature, 
hydration, and nutrient balance; chemical stress caused by 
oxygen free radicals, and transition heavy metals; or patho-
physiological states of multicellular organisms such as isch-
emia, viral, or bacterial infections or tissue injury. Often, this 
change in conformation is reversed spontaneously as the cell 
adapts to the stressor or upon recovery to the prestress cellu-
lar conditions. However, for some proteins, the  appearance of 
alternate intermediate states leads to the chronic  persistence 
of non-native misfolded off pathway intermediates (see 
 Figure 5.1).

Mutations in the primary amino acid sequence of a protein 
can also alter its folding pathway. Multiple familial neurode-
generative disorders including Parkinson’s disease, amyo-
trophic lateral sclerosis (ALS), and polyglutaminc (polyQ) 
diseases that include Huntington’s disease and related ataxias 
carry mutations in disease genes that lead to protein misfold-
ing, defining a family of diseases often referred to as Con-
formational Diseases (Kakizuka, 1998; Kopito & Ron, 2000; 
Sherman & Goldberg, 2001; Stefani & Dobson, 2003) 
(see Table 5.1). One hallmark of these diseases is the accu-
mulation of protein aggregates in brain tissue of individuals 
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diagnosed with neurodegeneration (Muchowski & Wacker, 
2005). In one well-studied family of neurodegenerative dis-
orders, polyQ diseases, expansion of a glutamine tract within 
the disease protein alters its physical properties (Trottier et 
al., 1995), leading to formation of cytosolic and nuclear 
aggregates in affected tissues (DiFiglia et al., 1997). Like-
wise for ALS and Parkinson’s disease, a genetic connection 
has been identified between and  mutations in superoxide 
dismutase and α-synuclein, respectively, to formation of 
aggregates (Polymeropoulos et al., 1997; Rosen, 1993). As 
is the case with many neurodegenerative diseases, clearance 
of misfolded proteins caused by genetic mutations or pro-
tein damaging cellular stresses becomes a critical task for 
 neuronal survival.

Protective mechanisms have evolved to assist in the 
proper folding of proteins and clearance of misfolded and 
damaged proteins (Goldberg, 2003). Protein homeosta-
sis is achieved by the interplay of two complex molecular 
machines that maintain cellular protein integrity: the molec-
ular chaperones that associate with nascent polypeptides and 
recognize misfolded proteins, and the ubiquitin proteasome 
system that degrades both normal short-lived and abnormal 
misfolded proteins (see Figure 5.1). Disruption of the pro-
tein folding quality control, therefore, leads to the appear-
ance of non-native protein species that self-associate and 
form higher ordered structures such as aggregates and inclu-
sions leading to cellular toxicity (Dobson, 2004). Despite 
the functional and structural diversity of proteins involved 
in conformational diseases, the shared characteristic of 
accumulation as misfolded species has led to a unifying 
hypothesis that an  impairment of protein folding homeosta-
sis can have severe pathogenic consequences. Cellular protein 

homeostasis requires a delicate balance between the proper 
folding of proteins by molecular chaperones and removal 
of damaged proteins by the proteasome. Age-related failure 
in quality control, therefore, may be a common element of 
neurodegenerative diseases (Csermely, 2001). Consequently, 
proper functioning of these complex molecular machines to 
prevent the accumulation of misfolded proteins becomes 
 fundamental to disease prevention.

II. Role of Molecular Chaperones in 
Protein Folding Quality Control

Molecular chaperones are highly conserved proteins that 
bind transiently to stabilize non-native protein conformations 
(Hartl & Hayer-Hartl, 2002). Molecular chaperones are ubiq-
uitously expressed and are present in all cell types and cellu-
lar compartments and have essential functions under normal 
growth conditions (Frydman, 2001). However, most molecu-
lar chaperones were first identified as stress regulated genes 
induced by exposure to elevated temperature (heat shock) or 
other environmental stress that may affect protein confor-
mation. Due to their elevated expression, stress responsive 
molecular chaperones are often referred to as heat shock 
proteins (Hsps) (Gething & Sambrook, 1992). Prior to fold-
ing as an extended chain or upon unfolding or denaturation, 
the inappropriate association of hydrophobic amino acid 
residues that normally are buried within the interior of a 
folded protein become exposed to the aqueous environment 
and are prone to aggregation (Radford, 2000). Chaperones 
recognize and bind to these exposed hydrophobic stretches 
and through these interactions, have essential roles in a wide 

Figure 5.1 Protein Folding Homeostasis. Cellular protein folding homeostasis is a deli-
cate balance between proper folding of proteins and efficient removal of damaged proteins. 
Under certain conditions, proteins misfold and adopt alternate intermediate conformations. 
Molecular chaperones recognize non-native states and assist in folding. The ubiquitin protea-
some system degrades both normal short-lived and abnormal misfolded proteins. An impair-
ment in protein folding homeostasis leads to accumulation of misfolded species and inclusion 
formation leading to cellular toxicity.
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range of basic cellular processes (Hartl & Hayer-Hartl, 2002). 
Molecular chaperones are essential for protein folding, 
translocation of proteins across cellular membranes, assem-
bling and disassembling multimeric complexes, preventing 
protein self-association, and directing misfolded proteins for 
degradation by the proteasome (Bukau &  Horwich, 1998; 
Hartl, 1996) (see Figure 5.2).

During protein biogenesis, the association of molecular 
chaperones with client substrates provides kinetic and spa-
tial partitioning to ensure an orderly and proper fate (see 
Figure 5.2). As nascent polypeptides emerge from the ribo-
some, chaperones bind to the nascent chain, thus preventing 
inappropriate interactions that may lead to protein misfold-
ing (Deuerling et al., 1999; Teter et al., 1999; Thulasiraman 
et al., 1999). Once a protein is translated, chaperones can 
participate in their further maturation by assisting in the final 
folding, assembling the protein into a multimeric complex, 
or maintaining a protein destined for a subcellular organelle 
in a translocation competent state (Deuerling et al., 1999; 
Hartl & Hayer-Hartl, 2002; Siegers et al., 1999; Teter et al., 
1999). At the site of import either into the mitochondrion or 
the endoplamic reticulum, the translocating protein emerges 
from the channel and interacts with chaperones that reside 
within the cellular compartment (Becker et al., 1996; Kang 
et al., 1990; Vogel et al., 1990). These chaperones assist in the 
efficient import and proper folding of the newly  translocated 
protein into its functional conformation.

Protein damaging stresses, mutations within the pri-
mary amino acid sequences, or errors in translation can all 
increase the flux of misfolded proteins. Proteins beyond 
repair are targeted for removal by the proteasome (Goldberg, 
2003) (see Figure 5.2). Due to the absence of degradative 
machinery within the endoplasmic reticulum, ER-damaged 
proteins must be recognized and retro-translocated into the 

cytoplasm for proteasome targeting (Romisch, 2005). The 
concerted efforts by molecular chaperones and the protea-
some efficiently manage the normal cellular load of mis-
folded proteins. Overburdening either component of the 
protein quality control system with the chronic expression 
of misfolded proteins leads to off-pathway folding events 
that result in deposition of proteins that have deleterious 
 consequences on cellular homeostasis.

A. Molecular Chaperone Families

Molecular chaperones are key components of the pro-
tein quality control system. The major families of chaper-
ones are classified according to their molecular masses and 
sequence homology and include Hsp100, Hsp90, Hsp70, 
Hsp60, Hsp40, and small Hsps. The major chaperone 
 families differ in their substrate specificity; some chaper-
ones bind a wide range of substrates but others recognize 
only a few substrates. Chaperone families function with 
cochaperones that modulate the interaction of chaperones 
with substrates.

Each chaperone family varies in number, consisting of 
multiple members that differ in subcellular localization and 
expression patterns. For example, certain family members 
are expressed only during development in a particular cell 
type, whereas others are expressed only during stress in all 
cells. Therefore, the level and complement of  chaperones 
expressed in various cells in multicellular organisms is 
specialized for that cell’s proper function.

1. Hsp70 Family

The Hsp70s (heat shock proteins of the 70 kDa size) 
 participate in diverse cellular processes of protein fold-
ing and protein translocation across membranes. Hsp70s 

Table 5.1

Conformational Neurons Primarily  Co-localization of
Disease Affected in Disease Aggregating Protein chaperones w/ aggregate Reference(s)

Alzheimer’s Disease corpus callosum Aß peptides (Aß40, Aß42) Hsp70, Hsp90, sHsps,  Hamos et al. 1991;
  hyper-phosphorylated tau ERHsp70 Kakimura et al. 2002;
    Dou et al. 2003;
    Shinohara et al. 1993;
    Renkawek et al. 1994;
    Nemes et al. 2004
Parkinson’s disease  dopaminergic  α-synuclein  Hsp70, Hsp40 Auluck et al. 2002;
 neurons   McLean et al. 2002
Familial amyotrophic  motor neurons mutant SOD1 Hsp70 Watanabe et al. 2001
lateral sclerosis
Huntington’s disease striatal cortex mutant huntingtin Hsp70, Hsp40, ERHsp70 Waelter et al. 2001;
    Jana et al. 2000
Spinocerebellar ataxias cerebellar cortex mutant ataxin Hsp70, Hsp40 Chai et al. 1999;
SCA1-3,7    Cummings et al. 1998
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 correspond to a family of molecular chaperones that are 
highly conserved, exhibiting a high level of sequence iden-
tity (45%) across all species (Boorstein et al., 1994). With 
the exception of some archaea, all organisms express several 
different forms of Hsp70s varying in subcellular localiza-
tion and time of expression (Frydman, 2001; Hartl & Hayer-
Hartl, 2002). Although the expression of many Hsp70s is 
induced by exposure to elevated temperatures or specific 
stress, other Hsp70s are expressed constitutively (Lindquist 
& Craig, 1988).

The domain structure of Hsp70 is highly conserved 
and is comprised of two principal domains, the N-terminal 

ATPase domain (~40 kDa) and a C-terminal domain con-
taining a substrate-binding region and a flexible lid (~25 
kDa) (see Figure 5.3). The ATPase domain of Hsp70 has 
weak  intrinsic ATPase activity and the structure shows 
bilobed domains with a deep cleft for binding of the ade-
nine nucleotide  (Flaherty et al., 1990). The C-terminal 
domain is responsible for binding to substrate proteins 
and includes a series of alpha helices that are thought to 
act as a lid, opening and closing over the peptide-binding 
pocket (Zhu et al., 1996). Hsp70s bind preferentially to 
short stretches of amino acids rich in hydrophobic and ali-
phatic residues in the extended conformation (Flynn et al., 

Figure 5.2 General Cellular Functions of Chaperones. Molecular chaperones participate in multiple aspects of protein biogenesis. (1) Newly synthe-
sized proteins emerge from the ribosome in an extended conformation. Molecular chaperones bind exposed hydrophobic residues and prevent misfolding. 
(2) Chaperones interact transiently with nascent polypeptide chains assisting in their proper folding. (3) Proteins destined for subcellular compartments are 
maintained in a translocation competent state. At the site of import, the protein emerges from the channel and interacts with chaperones that reside within 
the mitochondrion or endoplasmic reticulum. These resident chaperones assist in the proper folding of the newly imported protein. (4) Chaperones assemble 
and disassemble folded proteins into multimeric complexes. (5) Chaperones recognize non-native states and assist in the refolding of the protein. (6) Proteins 
beyond repair are targeted for removal by the proteasome. (7) Due to the absence of degradative machinery within the ER, ER-damaged proteins are retro-
translocated into the cytoplasm for degradation by the proteasome. (8) Failure of the chaperone quality control systems leads to the appearance of non-native 
protein species that self-associate and form higher ordered structures such as aggregates and inclusions.
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1989; Rudiger et al., 1997). Thus, Hsp70s recognize vari-
ous substrates by interacting with exposed hydrophobic 
residues that typically are sequestered in the interior of 
the protein.

As molecular chaperones, Hsp70s function to  prevent 
aggregation and ensure the proper folding of proteins 
through cycles of substrate binding and release regulated by 
ATP binding and hydrolysis (Schmid et al., 1994) (see Figure 
5.3). The ATP-bound form of an Hsp70 has a rapid exchange 
rate for the substrate protein, thus having a low affinity for 
extended hydrophobic segments of unfolded proteins. When 
ATP is hydrolyzed, a structural rearrangement occurs in 
the substrate binding domain causing the alpha helical lid 
to close over the substrate binding site (Jiang et al., 2005; 
Vogel et al., 2006). The outcome is that the ADP-bound form 
of an Hsp70 binds and releases the substrate protein more 
slowly, thus having a high affinity for the substrate protein. 

Dissociation of ADP from the ATPase domain and rebinding 
of ATP releases the substrate protein to fold into its proper 
conformation while the ATP-bound form of the Hsp70 can 
participate in another round of binding. Through this cycle 
of nucleotide-dependent binding and release, Hsp70s pre-
vent aberrant protein-protein interactions that may lead 
to the misfolding or aggregation of newly synthesized or 
unfolded proteins.

2. Hsp40 Family

Hsp40s (heat shock proteins of the 40 kDa size) also known 
as J-proteins, represent a distinct large family of structurally 
and functionally diverse chaperones (Craig et al., 2006; Walsh 
et al., 2004). Members of this family have in common the sig-
nature ~70 amino acid J domain named after the E. coli DnaJ 
protein (Kelley, 1998). In DnaJ, the J domain is followed by 

Figure 5.3 Modulators of Hsp70 Folding Cycle. Hsp70 ensures the proper folding of proteins through cycles of substrate 
binding and release regulated by ATP binding and hydrolysis. Hsp70s are comprised of two domains: an N-terminal ATPase 
domain and C-terminal substrate binding domain. Various cochaperones interact with Hsp70 in different regions to modulate 
its ATPase cycle. An essential component of the cycle is the cochaperone Hsp40. Hsp40 binds Hsp70 and stimulates its 
ATPase activity, stabilizing the interaction of Hsp70 and substrate. Additional cochaperones can further modulate the Hsp70 
reaction cycle. Hip can bind the ATPase domain, stabilizing the ADP-bound state promoting stable interactions of Hsp70 with 
substrate. Nucleotide exchange factors, such as Bag-1, can also bind the ATPase domain of Hsp70, releasing bound ADP. 
The binding of ATP releases substrate, completing the cycle. In some cases, the cochaperone CHIP promotes ubiquitination 
and degradation of Hsp70 substrates. CHIP inhibits the Hsp40-stimulated ATPase activity of Hsp70 reducing the ability of 
Hsp70 to fold its substrate.
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a glycine and phenylalanine rich region (G/F region), and a 
cysteine-rich region with the remaining C-terminal region 
being poorly conserved. The classification for J-proteins 
identifies Class I proteins that contain all regions described 
earlier; Class II proteins lack the cysteine-rich region, 
and Class III proteins retain only the signature J domain 
(Cheetham & Caplan, 1998).

J-proteins typically function in cooperation with Hsp70s 
as a chaperone folding machine. The J domain binds to the 
ATPase domain of Hsp70 and stimulates ATP hydrolysis, 
thus stabilizing the interaction of Hsp70 with substrate (Wit-
tung-Stafshede et al., 2003) (see Figure 5.3). Within the J 
domain is a conserved motif, the histidine-proline-aspartate 
(HPD) tripeptide, that is essential for stimulation of Hsp70 
ATPase activity (Greene et al., 1998; Tsai & Douglas, 1996; 
Yan et al., 1998). Some J-proteins participate in protein fold-
ing independent of Hsp70, by binding to unfolded polypep-
tides via the glycine/phenylalanine or cysteine-rich region 
and preventing aggregation (Langer et al., 1992; Lu & Cyr, 
1998; Rudiger et al., 2001). A current model proposes that 
a J-protein first binds unfolded protein substrates and then 
transfers them to Hsp70 for folding.

3. Hsp90 Family

Hsp90 (heat shock proteins of the 90 kDa size) family 
members are critical for the regulation and maturation of 
diverse client proteins involved in signaling pathways and 
cell cycle control. Hsp90 client proteins include various tran-
scription factors, hormone receptors, and serine/threonine 
kinases (Pratt & Toft, 2003). Hsp90 has three domains: an 
amino-terminal ATP binding domain followed by a charged 
region, a middle domain, and a carboxy-terminal domain. 
All three domains of Hsp90 have been implicated in bind-
ing of substrate polypeptides, but recent data suggests that 
the middle domain likely contains the client protein binding 
site (Pearl & Prodromou, 2000). Hsp90 recognizes folding 
intermediates that have near-native structure, consistent 
with a model in which Hsp90 acts subsequent to Hsp70 in 
the protein folding pathway (Freeman & Morimoto, 1996; 
Freeman et al., 1996). Although Hsp90 associates with a 
growing list of diverse client proteins (Pearl & Prodromou, 
2000; Young et al., 2001), Hsp90 does not function as a 
general chaperone since widespread in vivo aggregation of 
newly synthesized proteins is not observed in the absence of 
Hsp90 function (Nathan et al., 1997).

4. Hsp60 Family

Hsp60 (heat shock proteins of the 60 kDa size) family 
members are also known as chaperonins. There are two 
classes of chaperonins based on sequence homology and 
the requirement of an additional subunit that functions as 
a regulatory lid (Kusmierczyk & Martin, 2001). One class 
of chaperonins is expressed in bacteria and evolutionarily 

derived organelles, and the second class resides in the cyto-
plasm of eukaryotes and in archaea. The best characterized 
chaperonin is E. coli GroEL, a 14-mer of 57.3-kDa sub-
units, arranged in two stacked heptameric rings (Braig et al., 
1994). The GroEL monomer has an apical substrate bind-
ing domain, an intermediate domain, which mediates ATP-
induced conformational shifts caused by the hydrolysis of 
ATP, and an equatorial domain (Braig et al., 1994; Fenton et 
al., 1994; Xu et al., 1997). Together, these domains assemble 
to form a cavity that can accommodate proteins up to 60kDa 
in size (Sigler et al., 1998).

GroEL interacts with folded intermediates to assist in the 
folding of many different proteins in an ATP-dependent man-
ner, thus preventing their misfolding and aggregation (Buchner 
et al., 1991; Goloubinoff et al., 1989a, 1989b). Upon binding 
of ATP to all seven equatorial domains of one ring, the GroEL 
heptamer undergoes a major conformational rearrangement, 
changing the surface of the cavity from hydrophobic to hydro-
philic (Xu et al., 1997). Once released from GroEL, the pro-
tein in an incompletely folded state may  spontaneously refold 
according to its original folding pathway.

5. Hsp100 Family

Hsp100 (heat shock proteins of the 100 kDa size) fam-
ily belongs to a larger family of ATPase Associated with 
diverse Activities (AAA+) proteins that have a conserved 
ATPase unit with at least one nucleotide binding domain 
(Beyer, 1997). Hsp100s are is composed of three domains: 
an N-terminal domain, which recognizes substrate protein, 
and two nucleotide binding domains. Hsp100 monomers 
are arranged in a functional hexameric ring providing 
chaperone activity. Although many Hsp100s associate 
with a protease and participate in protein degradation 
(Ogura & Wilkinson, 2001; Schirmer et al., 1996), spe-
cific Hsp100s, ClpB in E. coli or Hsp104 in Saccharo-
myces cerevisiae function with Hsp70 in reversing protein 
aggregation (Ben-Zvi & Goloubinoff, 2001; Goloubinoff 
et al., 1999). Hsp104 together with Hsp70 solubilize pro-
tein aggregates generated by S. cerevisiae prions (Glover 
& Lindquist, 1998).

6. Small HSPs

The sHsp (small heat shock protein) family is composed 
of many different low molecular weight proteins ranging 
from 15 kDa to 40 kDa (Clark & Muchowski, 2000; Sun 
& MacRae, 2005). Family members share sequence homol-
ogy in the C-terminal α-crystallin domain and the N-termi-
nal hydrophobic region that interacts with substrate proteins. 
Unlike other molecular chaperone families described thus 
far, sHsps do not require ATP to prevent aggregation. Under 
physiological conditions, sHsps form large oligomeric com-
plexes. The N-terminal hydrophobic patches reside within 
the interior of the structure. When cells encounter condi-
tions leading to protein misfolding, sHsps disassemble, form 
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Table 5.2

  Co-chaperone Hsp70  
Hsp70 Sub-cellular Interacting Interacting Influence on Hsp70 
co-chaperone Localization Domain Domain Chaperone Activity Reference(s)

Hsp40 cytosol/nucleus J-domain ATPase domain stimulates ATP Walsh et al. 2004; Craig et al. 
 ER/mitochondria  and C-terminal  hydrolysis domain 2006; Wittung-Stafshede et al. 
     2003; Demand et al. 1998
Hip cytosol/nucleus TPR & charged ATPase domain stabilizes ADP bound  Hohfeld et al. 1995;
  α-helical domain  conformation Ziegelhoffer et al. 1996
Hop cytosol/nucleus TPR1 domain C-terminal domain adaptor protein links  Scheufler et al. 2000
    Hsp70 to Hsp90
Bag-1 cytosol/nucleus Bag domain ATPase domain promotes nucleotide Takayama et al. 2001;
    exchange Sondermann et al. 2001;
     Hohfeld et al. 1997
Chip cytosol/nucleus TPR1 domain C-terminal inhibits ATPase Esser et al. 2004;
   domain hydrolysis Connell et al. 2001;
     Meacham et al. 2001;
     Ballinger et al. 1999

dimers, and bind aggregating proteins via their N- terminal 
hydrophobic region. The mechanism by which substrate pro-
teins are released from sHsp is unclear.

B. Chaperone Machines

To increase the efficiency and specificity of the Hsp70 
folding machine, a number of cochaperones act in con-
cert to modulate various steps in the ATPase cycle (Young 
et al., 2003) (see Table 5.2; also see Figure 5.3). Hsp40 
binds Hsp70 and stimulates its ATPase activity, stabiliz-
ing the interaction of Hsp70 and substrate (Freeman et al., 
1995; Wittung-Stafshede et al., 2003). The cochaperone 
Hip (Hsp interacting protein) can bind the ATPase domain, 
thus stabilizing the ADP-bound state promoting stable 
interactions of Hsp70 with substrate (Hohfeld et al., 1995; 
Ziegelhoffer et al., 1996). Nucleotide exchange factors, 
such as Bag-1, can also bind the ATPase domain of Hsp70, 
releasing bound ADP (Demand et al., 1998; Hohfeld & 
Jentsch, 1997; Sondermann et al., 2001; Takayama & Reed, 
2001). The binding of ATP releases substrate,  completing 
the cycle.

Besides regulating the ATPase cycle, cochaperones play 
a key role coordinating interactions of chaperone machines 
and protein quality control systems. The cochaperone Hop 
(Hsp organizing protein) is a TPR (tetratricopeptide repeat) 
domain containing protein that couples the Hsp70 and Hsp90 
folding machines (Scheufler et al., 2000). Hop functions as 
an adaptor protein that directs substrate transfer from Hsp70 
to Hsp90. A second cochaperone CHIP (carboxyl terminus 
of Hsp70 interaction protein) links protein folding and deg-
radation (Esser et al., 2004). CHIP is a chaperone-associated 
E3 ubiquitin ligase, promoting ubiquitination and degrada-
tion of Hsp70 substrates (Connell et al., 2001; Meacham 

et al., 2001). CHIP inhibits the Hsp40-stimulated ATPase 
activity of Hsp70 reducing the ability of Hsp70 to fold its 
substrate (Ballinger et al., 1999). Lowering activity allows 
abnormal proteins bound to Hsp70 to be degraded by the 
proteasome.

The low cellular levels of cochaperones as compared to 
Hsp70 levels provide an important regulatory feature. Dur-
ing each Hsp70 reaction cycle, the limiting component is the 
cochaperone. Specific cochaperone involvement during the 
ATPase cycle may be needed for various tasks to specialize 
the folding activity of Hsp70 for certain substrates (Mayer & 
Bukau, 2005).

III. Regulation of Chaperone Expression: 
The Heat Shock Response

It is of critical importance to have precise regulation 
of the individual chaperones that comprise the chaperone 
machines (see Figure 5.4). Members of the HSF family of 
transcription factors (HSFs) are key mediators of basal and 
stress-induced expression of chaperones. HSFs, when acti-
vated by cellular physiological stimuli and by stress stimuli, 
form trimers, allowing them to bind to specific consensus 
sequences called heat shock elements (HSEs) located in the 
promoters of chaperone genes. The HSE consensus sequence 
is defined by a 5-bp sequence repeating array of nGAAn 
arranged in alternating orientations (Amin et al., 1988; Xiao 
& Lis, 1988). The number of nGAAn repeats in a functional 
HSE, as well as the distance between them, varies, but typi-
cally ranges from three to six repeats. An increased number 
of nGAAn repeats in a gene’s promoter has been shown to 
correspond with increased DNA binding activity of HSF 
trimers (Topol et al., 1985; Xiao et al., 1991). Constitutive 
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and stress-induced expression of chaperones is essential 
to ensure the proper folding of proteins involved in critical 
cellular processes.

A. HSF Family of Transcription Factors

Several members of the HSF family have been identi-
fied and are highly conserved from S. cerevisiae to humans. 
S. cerevisiae and Drosophila have only one HSF, whereas 
vertebrates have several HSFs, with the diversity further 
increased by alternative splicing of all members (Sorger & 
Pelham, 1988; Zimarino & Wu, 1987). In humans, there 
are three HSFs: HSF1, HSF2, and HSF4 (Larson et al., 
1988; Nakai et al., 1997; Rabindran et al., 1991; Schuetz 
et al., 1991; Sistonen et al., 1992). All members of the heat 
shock factor family share a similar structure, comprised of 
an amino-terminal helix-turn-helix DNA-binding domain, 
an adjacent coiled-coil trimerization domain and with the 
exception of HSF4, a second coiled-coil domain, located 
in the carboxyl-terminus of the protein (Pirkkala et al., 
2001). Despite their similar structure, vertebrate HSFs 

exhibit overlapping yet unique functions, target tissues, and 
 activation patterns.

HSF1 is the master transcriptional regulator of chap-
erones and is the only family member that has been dem-
onstrated to be active during stress (Sistonen et al., 1994). 
Consistent with initial studies characterizing HSFs critical 
function, other HSFs are unable to substitute for mammalian 
HSF1 or to rescue the heat shock response in HSF knockout 
animals (McMillan et al., 1998; Pirkkala et al., 2000; Xiao 
et al., 1999). Interestingly, human HSF2 has been shown 
to functionally complement the S. cerevisiae HSF in a null 
background and rescue the viability defect, demonstrating 
the functional conservation of HSFs between species and 
a critical role in stress gene regulation (Liu et al., 1997). It 
has been proposed that other HSFs may regulate additional 
genes that are unique from the classical heat shock protein 
genes, and may be involved in regulating other processes 
such as development or differentiation (Fujimoto et al., 
2004; Sistonen et al., 1992). However, recent work indicates 
that there may be more overlap functionally than previously 
thought, as HSF2 has been found to act as a  coregulator 

Figure 5.4 Cellular Heat Shock Response. HSF1 is the master transcriptional regulator of chaperones. Inactive HSF1 monomers are 
retained in the cytosol of the cell. HSF1, when activated by normal celluar stimulti or stress stimuli, or chemical modulators, becomes post-
translationally modified and forms trimers, allowing binding to specific consensus sequences called heat shock elements (HSEs) located in 
the promoters of chaperone genes leading to the production of molecular chaperones. Molecular chaperones activate and inhibit a variety of 
celluar processes leading to protection from stress.
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with HSF1, synergistically increasing stress-induced 
expression of HSPs (Alastalo et al., 2003; He et al., 2003; 
Mathew et al., 2001). Two HSF4 protein isoforms, HSF4a 
and HSF4b, have been characterized each with distinct 
functional properties (Tanabe et al., 1999). HSF4a exhib-
its a limited expression profile restricted predominantly to 
the eye lens where acts as an HSF4a transcriptional repres-
sor of chaperone genes (Nakai et al., 1997; Tanabe et al., 
1999; Zhang et al., 2001), where HSF4b exhibits proper-
ties of a transcriptional activator (Tanabe et al., 1999). The 
extent to which HSF4a influences global HSF activity or 
the contributions of HSF4b to stress-induced HSF activity 
is  presently not well  understood.

B. Regulation of the HSF1 Activation Cycle

HSF1 transcriptional activation involves several levels 
of regulation (see Figure 5.5). Under physiological condi-
tions, human HSF1 occurs predominantly as an inactive 
monomer in the cytoplasm. Both Hsp70 and Hsp90 have 
been  demonstrated as repressors of HSF1 under nonstressed 
conditions interacting with HSF1 to retain it in the cyto-
sol (Abravaya et al., 1991; Shi et al., 1998). Upon stress 
stimuli, Hsp70 and Hsp90 interact with unfolded proteins, 
thereby releasing HSF1 monomers. In a rapid cascade of 
events, HSF1 translocates into the nucleus and trimerizes. 
Trimeric HSF binds to HSEs present in target chaperone 
gene promoters (Kroeger & Morimoto, 1994). The full 
activation of HSF1 trimers is further regulated by an array 
of post-translational modifications involving hyper-phos-
phorylation and sumoylation. Phosphorylation of human 
HSF1 on serine residues 230, 326, and 419 promotes its 
transcriptional activity (Pirkkala et al., 2001), whereas 
phosphorylation on serine residues 303, 307, 308, and 363 
is involved in attenuation and repression of HSF1 activity 
subsequent to stress (Kline & Morimoto, 1997; Knauf et 
al., 1996). Sumoylation of HSF1 occurs on lysine 298 in 
a stress-dependent manner and may act in transcriptional 
repression (Anckar et al., 2006; Hietakangas et al., 2006). 
The transcriptional  activation of HSF1 results in a robust 
induction of chaperone gene expression, whose protein 
products act to remedy protein misfolding and reestablish 
cellular homeostasis. Once misfolded and damaged proteins 
have been refolded or degraded, Hsp70 and Hsp90 interact 
with cytosolic HSF1, inhibiting its activation and restoring 
basal transcription  levels of chaperone genes.

C. The HSR, HSF1, and Chaperones in the 
Nervous System

The HSR (Heat Shock Response) is unique in its high 
degree of conservation across organisms. However, within 
complex organisms, there may be differences in the stress 
response elicited by distinct tissues. One example of this has 

been documented in neuronal cells. Neurons exhibit unique 
proteomes consistent with their specialized cellular func-
tion. These unique expression profiles may confer global 
differences in cell-type specific responses to physiological 
and stressful  conditions. Inherent in a cell establishing its 
specificity through differentiation, the composition of its 
proteome may reflect a specialized complement of molecular 
chaperones. Recent studies have identified two isoforms of 
the Hsp70 cochaperone, Hsj1a and Hsj1b, as being uniquely 
expressed in neurons (Chapple et al., 2004; Cheetham et al., 
1992; Westhoff et al., 2005). Furthermore, Hsp105/Hsp110, 
an HSP70 family member, is enriched in neurons and other 
cell types of the brain (Hylander et al., 2000; Satoh et al., 
1998). Thus, understanding the differences in the regulation 
and composition of cell-specific proteomes may suggest a 
molecular basis for the apparent susceptibility of neurons to 
the expression of aggregation prone proteins.

A number of studies reveal a disparate set of observa-
tions in neurons challenging the general assumption that 
the sequence of events leading to the activation of HSF1 is 
universal across cell types. In vivo and in vitro studies of 
neuronal cells indicate cell-type specific differences of the 
heat shock response with respect to HSF1 activation and 
 expression, or heat shock gene expression. Batulan et al. show 
a failure of HSF1 to become activated specifically in motor 
neurons of a mixed culture, suggesting a cell-type specific 
negative regulation of HSF1 activation pathways (Batulan 
et al., 2003). Studies of intact brain sections from postnatal 
rats show that neuronal cells fail to induce Hsp70 protein 
expression following a heat shock insult despite comparable 
HSF1 expression when compared to glial cells (Brown & 
Rush, 1999). Furthermore, independent studies report sig-
nificantly diminished levels of HSF1 protein expression and 
DNA binding activity in neuronal cell lines and primary 
neuronal cultures (Brown & Rush, 1999; Kaarniranta et al., 
2002; Marcuccilli et al., 1996). Decreases in neuronal HSF1 
levels and activation correlates with diminished HSP expres-
sion (Brown & Rush, 1999; Kaarniranta et al., 2002). Stud-
ies disrupting endogenous chaperone gene expression result 
in increased cellular sensitivity to a variety of stresses and 
increased vulnerability to proteotoxic stresses (Huang et al., 
2001; Shim et al., 2002).

A general tenet of stress biology is cytoprotection: that 
chaperones induced during transient stress exposure pro-
tect the cell and organism against subsequent more severe 
stress exposure. Studies examining the effects of acute and 
severe stress have demonstrated that levels of HSP induc-
tion correlate with the level of cytoprotection from the stress 
insult (Parsell et al., 1993). Although a majority of stud-
ies on cytoprotection have been conducted in nonneuronal 
cells, specific studies on neuronal cell types have shown that 
HSPs can be induced following exposure to stress conferring 
protection both in culture and in intact animals. Moreover, 
studies of primary neuronal cultures show that HSPs are 
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required for neuronal resistance to stresses such as ischemia, 
heat stress, and the cytotoxic effects of the neurotransmit-
ter glutamate, as well as other stresses (Amin et al., 1995; 
Lowenstein et al., 1991; Rordorf et al., 1991). In general, 
the levels of HSF1 expression and activity as well as HSP 
expression are reduced in neurons in comparison to other 
cell types including other nonneuronal cells in the CNS, such 
as glia and astrocytes (Batulan et al., 2003). These observa-
tions suggest an innate susceptibility of neurons to stress and 
give emphasis to the significance of HSF1 and chaperones 
in neuroprotection.

Although we understand a great deal about stress-medi-
ated cytoprotection as a result of exposure to various stress-
ors, very few studies distinguish between acute and chronic 
disturbances on cellular homeostasis and how these corre-
late with stress vulnerability. In neurons, it is the chronic 
expression of mutant proteins resulting in the appearance 
of toxic aggregates that pose a persistent challenge to the 

protein-folding quality control machinery with deleterious 
consequence. Very little is known about the molecular dif-
ferences in how acute and chronic stressors are sensed and 
remedied.

IV. Role of Molecular Chaperones in 
Neurodegenerative Diseases

Conformational diseases are associated with the 
appearance and accumulation of misfolded and aggrega-
tion-prone proteins. This has suggested a critical role for 
the cellular quality control system and molecular chaper-
ones. A number of studies have demonstrated that compo-
nents of protein folding and degradation machinery such 
as Hsp70, Hsp40, ubiquitin and proteasome complexes 
are associated with aggregates containing the disease-

Figure 5.5 Regulation of the HSF1 Activation Cycle. (1) Under physiological conditions, human HSF1 occurs predominantly as an inactive 
monomer, retained in the cytoplasm by the molecular chaperones, Hsp70 and Hsp90. (2) Upon stress stimuli, chaperones bind unfolded and 
aggregated proteins, coinciding with the release of HSF1 monomers. (3) HSF1 translocates into the nucleus and trimerizes, allowing (4) DNA 
binding of post-translationally modified HSF1 to HSEs in target chaperone gene promoters. (5) The transcriptional activation of HSF1 results 
in a robust induction of chaperone gene expression. (6) Once misfolded and damaged proteins have been folded or cleared, chaperones act to 
negatively feedback on their own expression.
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associated protein (Auluck et al., 2002; Chai et al., 1999; 
Cummings et al., 1998; Dou et al., 2003; Hamos et al., 
1991; Jana et al., 2000; Kakimura et al., 2002; McLean 
et al., 2002; Nemes et al., 2004; Renkawek et al., 1994; 
 Shinohara et al., 1993;  Waelter et al., 2001; Watanabe 
et al., 2001). The role of Hsp70 in conformational disease 
has been well documented for models of polyQ expan-
sion diseases. At least nine neurodegenerative disorders, 
including Huntington’s disease, have been identified in 
which the disease locus encodes a protein containing an 
expanded glutamine tract (see Chapter 17). The expan-
sion within the disease protein alters its physical proper-
ties, leading to cytoplasmic and nuclear aggregates of the 
polyQ containing protein (DiFiglia et al., 1997; Trottier 
et al., 1995). A variety of cellular and animal polyQ disease 
models have been generated, providing experimental sys-
tems for investigating the role of molecular chaperones in 
neurodegenerative diseases (see Table 5.1).

A. PolyQ Disease Models

Models for polyQ toxicity recapitulate specific aspects 
of the human disease. Multiple cellular models exist that 
express the mutant form of a polyQ containing protein in 
HeLa, COS7, or PC12 cells leading to the formation of large 
cytoplasmic or nuclear aggregates that depend on the pres-
ence of the polyQ expansion (Chai et al., 1999; Cummings 
et al., 1998). Immunostaining revealed that endogenous 
Hsp70, its cochaperone Hdj2, ubiquitin, and proteasomal 
subunits colocalize with aggregates, suggesting an attempt 
by the protein quality control system to protect the cell from 
the toxic effects of the disease protein (Cummings et al., 
1998). Overexpression of Hsp70s and Hsp40s in various 
cellular models reduces polyQ aggregation formation (Chai 
et al., 1999; Cummings et al., 1998). In specific polyQ cell 
models, large aggregates in cells lead to apoptotic cell death 
(Kobayashi et al., 2000). Overexpression of Hsp70 or Hsp70 
and Hsp40 coexpression not only suppress aggregate for-
mation but also protect cells from polyQ-induced apoptosis 
(Kobayashi et al., 2000).

Model organisms have provided excellent in vivo systems 
to address genetically the mechanism of polyQ toxicity. 
These model systems add important criteria to evaluate the 
role of chaperones in the progression of the disease. Using 
Drosophila melanogaster, a polyQ neurotoxicity model was 
established where the disease protein was expressed in the 
eye leading to progressive degeneration of the eye structures 
and eventual retinal degeneration (Bonini, 2002;  Warrick 
et al., 1998). Inclusions formed within the eye prior to 
degeneration. Furthermore, the inclusions immunostained 
for endogenous Hsp70 (Warrick et al., 1999). Overexpres-
sion of human constitutive Hsp70 suppressed polyQ depen-
dent degeneration. Introduction of a dominant negative 
mutation in the ATPase domain (K71S) of human Hsp70 

shared a similar neurodegenerative phenotype as expres-
sion of the polyQ containing protein suggesting a role for 
endogenous Hsp70 in neuroprotection. Additional molecular 
chaperones belonging to the Hsp40 family were tested in this 
model (Chan et al., 2000). Drosophila Hdj1 overexpression 
suppressed neurodegeneration, but Drosophila Hdj2 did not. 
Coexpression of Drosophila Hdj1 and Hsp70 synergisti-
cally increased the neuroprotective effects of the chaperone 
machine. Hsp40 family members also were identified as 
modifiers of polyQ neurotoxicity in forward genetic screens 
in multiple Drosophila polyQ models (Fernandez-Funez 
et al., 2000; Kazemi-Esfarjani & Benzer, 2000). Mutations 
in two J domain-containing proteins, one being a homolog of 
Hdj1, dramatically reduced neurodegeneration.

Overexpression of chaperones can suppress neurode-
generation in mammals also. Increasing the level of Hsp70 
in a mouse polyQ model decreased neurodegeneration and 
improved behavioral phenotypes (Cummings et al., 2001). 
Taken together, in vivo evidence demonstrates that increas-
ing specific chaperone levels can protect cells from polyQ 
toxicity in various model organisms.

Although overexpression of Hsp70 or Hsp40 delayed 
neurodegeneration in the Drosophila polyQ model, no mor-
phological changes in aggregate structures were detected 
using light microscopy (Warrick et al., 1999). In vitro studies 
were needed to examine the physical and biochemical effects 
of chaperones on aggregate formation. Generally, the self-
assembly of polyQ-containing proteins leads to the forma-
tion of SDS-resistant amyloid-like fibrils (Muchowski et al., 
2000). Electron microscopy demonstrated that the addition 
of Hsp70 and Hsp40 inhibited self-assembly of polyQ pro-
teins in an ATP-dependent manner. The chaperones allowed 
the formation of amorphous, detergent-soluble aggregates. 
Overexpression of Hsp70 or Hsp40 in both S. cerevisiae and 
a mammalian cellular polyQ model prevented the formation 
of SDS-insoluble aggregates in favor of the detergent soluble 
aggregates. It is likely that the chaperone-dependent altera-
tion in aggregate structure would not change the appearance 
of inclusions using light microscopy. Upon closer exami-
nation in the Drosophila polyQ model, overexpression of 
Hsp70 with or without Hsp40 increased the SDS solubility 
of polyQ aggregates (Chan et al., 2000). In vivo, molecu-
lar chaperones when present at sufficient levels, altered the 
physical properties of the polyQ-containing aggregates, 
increasing detergent solubility of the disease protein result-
ing in neuroprotection.

Colocalization of Hsp70s with polyQ aggregates has been 
demonstrated in multiple model systems by immunostain-
ing fixed cells. Furthermore, overexpression of Hsp70 sup-
presses the toxic effects of polyQ disease proteins. Live cell 
imaging techniques have been employed to investigate the 
behavior of chaperones at the site of aggregation (Kim et al., 
2002). Fluorescence recovery after photobleaching (FRAP) 
is a technique that can measure the mobility of fluorescently 
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labeled proteins. FRAP of colocalized fluorescently labeled 
Hsp70 and polyQ-containing aggregates showed recovery 
of Hsp70 with similar diffusion coefficients to an Hsp70/ 
substrate interaction. Molecular chaperones are not trapped 
in aggregates but are transiently associated. Mutations in 
either the ATPase domain or substrate binding domain of 
Hsp70 reduced colocalization of the chaperone and the 
inclusion suggesting that a proper chaperone cycle is nec-
essary for the dynamic interaction between Hsp70 and the 
polyQ aggregate.

Although the majority of studies have implicated Hsp70 
and Hsp40 as prominent modifiers of neurodegeneration, 
the protective contributions of additional chaperone fami-
lies and specialized tissue-specific chaperones has yet 
to be explored. Even within chaperone families, specific 
subclasses of molecular chaperones may be more effec-
tive in preventing toxicity. For example, Drosophila Hdj1 
overexpression suppresses progressive polyQ-associated 
neurodegeneration, whereas Hdj2 overexpression had no 
effect (Chan et al., 2000). Although both Hsp40s reside in 
the cytoplasm, it is likely that the level and time of expres-
sion differ between the two Hsp40s along with their sub-
strate specificity. With multiple members of each chaperone 
family residing within the same cellular compartment, the 
complement and level of chaperones expressed in cells 
becomes critical for protection from neurodegeneration. A 
specific set of chaperones may be required for suppression 
of conformational diseases. In a genome wide screen using 
a Caenorhabditis elegans polyQ model, RNAi against only 
two Hsp70s, one Hsp40, and six members of the Hsp60 
family enhanced polyQ aggregation (Nollen et al., 2004). 
Understanding the complement of chaperones expressed in 
different cell types may reveal the susceptibility of neurons 
to disease proteins.

B. Parkinson Disease Models

Neurodegeneration has been associated with abnormal 
protein folding and toxicity for many disorders besides 
polyQ diseases. Aggregation of α-synuclein is associated 
with Parkinson disease (Polymeropoulos et al., 1997) (see 
Table 5.1). A small percentage of aggregates in postmortem 
brain tissue of Parkinson disease patients immunostain with 
antibodies to Hsp70 and Hsp40 (Auluck et al., 2002). To 
determine whether Hsp70 performs a general role in protect-
ing cells against toxic protein aggregation, similar overex-
pression experiments were performed in a Drosophila model 
of Parkinson disease (Auluck & Bonini, 2002; Auluck et al., 
2002). Expression of α-synuclein, driven by the dopa decar-
boxylase promoter, leads to a progressive degeneration of 
dopaminergic neurons in adult Drosophila. Overexpression 
of Hsp70 suppresses degeneration of the dopaminergic neu-
rons, whereas expression of the dominant-negative Hsp70 

mutant enhances neurodegeneration. Molecular chaperones 
suppress neurotoxicity in multiple models of Parkinson and 
polyQ diseases, suggesting that increasing chaperone levels 
is one potential therapeutic strategy for conformational 
diseases.

V. Chaperone Hypotheses

The molecular mechanism by which increasing chap-
erone levels protect against neurotoxicity of conforma-
tional diseases is unclear. Diverse disease proteins can 
misfold into multiple toxic conformations. Biochemical 
data demonstrates that molecular chaperones enhance the 
solubility of polyQ proteins correlating with decreased 
cytotoxicity (Muchowski et al., 2000). The chaperones may 
be maintaining the disease protein in a less toxic confor-
mation. Identification of key toxic species of disease pro-
teins is an active area of investigation. Once the structural 
nature of these detrimental conformations is determined, 
their downstream targets can be characterized. Increasing 
the solubility of polyQ proteins by chaperones may also 
allow more efficient turnover of the polyQ protein by the 
proteasome. In one study, overexpression of chaperones 
increased polyQ protein solubility along with significantly 
decreasing the half-life of the disease protein (Bailey et 
al., 2002). Increasing the clearance of toxic species via the 
cell’s proteolytic machinery could also lead to neuroprotec-
tion. Thus, alterations in conformation of disease proteins 
by chaperones may be a fundamental step in suppressing 
 toxicity (see Figure 5.6).

Misfolded proteins expose hydrophobic residues that 
can readily self-associate in the crowded cellular environ-
ment, leading to aggregation. These exposed residues on 
the surface of the inclusion can interact with cellular pro-
teins, sequestering them within the aggregates leading to 
degeneration. In polyQ disease models, Q-rich cellular 
proteins, such as a key transcriptional coactivator for neu-
ronal survival CBP (CREB-binding protein), co-localize 
with inclusions (McCampbell et al., 2000; Nucifora et al., 
2001; Schaffar et al., 2004). Overexpression of sequestered 
 proteins such as CBP reduces toxicity in cellular polyQ 
models. Hsp70 chaperones transiently associate with aggre-
gates on the surface by interacting with exposed residues in 
a chaperone/substrate type of interaction (Kim et al., 2002). 
Overexpression of Hsp70 may protect cells from toxicity by 
coating the surface exposed hydrophobic residues, shield-
ing cellular proteins from aberrant interactions with the 
aggregates (see Figure 5.6).

Chaperones are required for proper folding and func-
tion of many cellular proteins that participate in diverse 
pathways. The presence of a misfolded disease protein may 
interfere with chaperone function, perturbing a wide range 
of cellular pathways. The global consequence of expression 
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of aggregation-prone proteins likely upsets the balance of 
the protein-folding quality control machinery. Overloading 
the chaperone system may reveal hidden folding mutations 
within the genome. Polymorphisms that lead to metastable 
proteins that require vigilant folding assistance to obtain 
their functional conformations can act as modifiers in the 
presence of disease proteins (Gidalevitz et al., 2006). Fold-
ing machines preoccupied with misfolded disease proteins 
no longer properly assist metastable protein folding. The 
cellular pathways in which metastable proteins function 

are compromised, contributing to disease progression 
(Bates, 2006). Overexpression of chaperones may sup-
press neurodegeneration by maintaining proper folding of 
silent mutations within the genome (see Figure 5.6). Since 
chaperones participate in multiple cellular pathways, we 
must continue to decipher which chaperone contributions 
are primary and which are secondary to protection against 
neurodegeneration.

Post-mitotic cells, such as neurons, are extremely sus-
ceptible to the problems of accumulation of toxic protein 

Figure 5.6 Chaperones protect neurons from disease proteins. Increasing chaperone levels may protect 
against the chronic expression of disease proteins in multiple ways. First, chaperones can maintain disease 
proteins in a soluble conformation facilitating efficient turnover. Second, chaperones can bind surface-exposed 
hydrophobic residues in protein deposits shielding cellular proteins from aberrant interactions and preventing 
sequestration. Also, metastable proteins within the genome are assisted in their folding for proper function. 
Changes in the capacity of the cellular protein quality control systems due to chronic expression of disease pro-
teins or the aging process leads to the accumulation of protein aggregates. Therapeutic avenues may be directed 
at increasing the levels of critical chaperones needed to restore neuronal homeostasis.
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species over time. The symptoms of many conformational 
diseases begin late in life suggesting that, in these disorders, 
aged neurons are more susceptible to degeneration (Soti & 
Csermely, 2002). During the aging process, disease proteins 
continually interfere with normal chaperone function. Dam-
aged proteins accumulating over time due to various cel-
lular stresses further challenge the less efficient chaperone 
machinery. Eventually, the chaperone system is overloaded, 
leading to the failure of multiple cellular processes,  revealing 
disease symptoms (see Figure 5.6).

VI. Therapeutic Avenues

A growing body of evidence suggests that the artificial 
manipulation of the levels of molecular chaperones may pro-
vide a promising approach for treatment of various neuro-
degenerative diseases. Chemical inducers of the HSR and 
individual HSPs recently have been demonstrated to have 
a significant effect in animal models of neurodegeneration 
(Westerheide & Morimoto, 2005). Increasing Hsp70 or 
Hsp40 levels in aged neurons may protect against neurode-
generation. However, cells lacking an efficient chaperone 
system may require more than overexpression of Hsp70 or 
Hsp40. Characterizing the chaperone complement present 
in aging neurons may identify strategies for protection from 
toxic protein species. Treatment for conformational diseases 
may be achieved through up-regulation of specific chaper-
one levels or activity in aged neurons (see Figure 5.6).
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Metabolic Biopsy of the Brain
Ognen A. C. Petroff

 I.  Phosphorus Magnetic Resonance 
Spectroscopy

 II. The Phosphocreatine Shuttle Hypothesis

 III.  Magnetization Transfer Measurements of 
ATP and Phosphocreatine Synthesis

 IV. Hydrogen (Proton) Spectroscopy

 V. Carbon Spectroscopy

 VI.  MR Spectroscopic Measurements of Cerebral 
Lactate

 VII.  The Astrocyte-Neuron Lactate Shuttle 
Hypothesis

 VIII. Cerebral Ammonia Metabolism

 IX. Summary

 In this chapter, we will review some applications of 
magnetic resonance spectroscopy (MRS) to the investi-
gation of cerebral energy metabolism and neurotransmis-
sion. First we describe the use of phosphorus (31P) MRS 
to study high-energy phosphates of the brain including 
the application of the 31P-MRS in the assessment of the 
normal and abnormal neurophysiology of the human cere-
brum in vivo. The phosphocreatine shuttle hypothesis, 
which appears to facilitate the efficient transfer of energy 
from mitochondria to the sodium-potassium ATPase 

located on the cell membranes, will be described. In 
subsequent parts of the chapter, dynamic  measurements 
of lactate, glutamate, and glutamine, which are made 
using hydrogen (proton) spectroscopy (1H-MRS), will 
be discussed. We will present the astrocyte-neuron lac-
tate shuttle hypothesis, which appears to couple glucose 
uptake and oxidation to energy metabolism. The applica-
tions of stable isotopes for the in vivo, dynamic measure-
ment of glucose, glycogen, lactate, glutamate, glutamine, 
and ammonia metabolism of the human cerebrum using 
carbon (13C) and nitrogen (15N) spectroscopy will be 
described. Finally, we address the use of 13C-MRS to 
 measure glutamatergic  neurotransmission of the human 
 neocortex and hippocampus.

I. Phosphorus Magnetic 
Resonance Spectroscopy

Phosphorus magnetic resonance spectroscopy (31P-MRS) 
provides quantitative information on ATP, phosphocreatine, 
and inorganic phosphate, which may be used to evaluate 
changes in cerebral high-energy phosphate compounds, pri-
marily phosphocreatine and ATP, directly. Cerebral metabo-
lites detectable by 31P-MRS include compounds related to 
high-energy phosphate and phospholipid metabolism, such 
as adenosine triphosphate (ATP), phosphomonoesters (PME), 
phosphodiesters (PDE), phosphocreatine (PCr), and inorganic 
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phosphate (Pi) (see Figure 6.1). At the  present time, 31P-MRS 
is the best method available to measure high-energy phos-
phates (phosphagens) because it completely avoids disrupt-
ing the energy state of the tissue being investigated. The 
information provided by the chemical shifts of Pi and ATP, 
can be used to measure brain pH and intracellular magnesium 
concentrations in health and disease (Barbiroli et al. 1999a; 
Rango et al. 2001).

A. Measurements of Intracellular pH

Inorganic phosphate has a chemical shift that is pH-
dependent. The reason for this is that at neutral pH, Pi exists 
principally as HPO4 and H2PO4, with an acid-base disso-
ciation constant (pK

acid
) of 6.77 in brain tissues (Petroff et 

al. 1985). The chemical shift of 31P in these two mole-
cules differs by approximately 2.4 ppm, but rapid exchange 
between the two forms results in only a single maximum. 
The resonant frequency of the peak signal amplitude is 
determined by the proportion of the two species present, 
and because the equilibrium depends on the pH of the tis-
sue, this is reflected in the effective chemical shift of Pi. 
The pH measure in vivo reflects the weighted average of 
the pH of all intracellular (neurons, glia, etc.) and extracel-
lular compartments, including blood (Kintner et al. 2000). 
The chemical shifts of phosphorylethanolamine, phosphor-
ylcholine, and γ-ATP are used under special circumstances 
(Petroff & Prichard 1995). The buffering capacity of human 
brain is measured by varying the carbon dioxide content 
(Cadoux-Hudson et al. 1990; Jensen et al. 1988; van Rijen 
et al. 1989) (see Figure 6.1).

B. High-Energy Phosphate Metabolism

All cells native to the central nervous system, including 
neurons and glia, express creatine kinase (CK), the enzyme 
that catalyzes the equilibrium among phosphocreatine, ADP, 
creatine and ATP.

[Phosphocreatine] + [ADP] + [H+1] + [Mg+2]
  creatine kinase

 [ATP] + [creatine]

Through the creatine kinase equilibrium, phosphocreatine 
preserves a high energy ratio of [ATP]/[ADP] by maintain-
ing low ADP concentrations (Connett 1988; Neumann et al. 
2003; Veech et al. 1979). The ratio of phosphocreatine/ATP 
therefore reflects the availability of phosphocreatine and 
serves as an easy-to-measure marker of the energy state of 
the brain using 31P-MRS, if brain pH remains constant. More 
detailed modeling is needed when brain pH, magnesium con-
centrations, or total creatine (creatine plus phosphocreatine) 
concentrations change. The creatine kinase equilibrium is 
coupled to ATP synthase and ATPase. 

energy + [ADP] + [Pi] + [H+1] + [Mg+2] 
  ATP synthase

 [ATP]

[ATP] +  ATPase  [ADP] + [Pi] + [H+1] 
 + [Mg+2] + energy

Models, which assume that all three reactions are at steady 
state, allow calculation of the energy state. The phosphocre-
atine to inorganic phosphate ratio (PCr/Pi) directly mirrors 
alterations in energy state (thermodynamic free energy) dur-
ing pathological conditions involving acidosis, low magne-
sium, or low total creatine content.
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Figure 6.1 Phosphorus spectrum at 4.1-Tesla of the human cortex (adapted from Chu et al. 1996). The chemical shift of inorganic phosphate (Pi), γ-ATP and 
the phosphomonoesters (PME) may be used to measure cerebral pH (Petroff & Prichard 1995). For convenience, the chemical shift (frequency) of phosphocrea-
tine (PCr) often is assigned a value of zero parts per million (PPM). The graph on the right shows the relationship between cerebral pH and the partial pressure 
of carbon dioxide of arterial blood during hyperventilation (data from Jensen et al. 1988, van Rijen et al. 1989, Cadoux-Hudson et al. 1990).
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C. Phosphorus Spectroscopy and 
Intracellular Magnesium Measurements

Most intracellular ATP is complexed with magnesium 
(Barker et al. 1999; Halvorson et al. 1992; Iotti et al. 2005; 
Williams et al. 1993), which has a large effect on the chemical 
shift of the β-ATP resonance. This effect has been exploited to 
measure the available (free) intracellular magnesium concen-
tration of the human brain. Under normal conditions, increased 
dietary magnesium supplementation does not increase cere-
bral or serum magnesium levels; the excess magnesium intake 
is excreted completely in the urine (Wary et al. 1999).

Low cortical magnesium is associated with migrainous 
headaches (Boska et al. 2002; Lodi et al. 2001; Montagna et al. 
1994). Cerebral PCr levels are low; but brain pH and ATP levels 
are reported normal in migraine with and without aura and 
cluster headaches (see Figure 6.2). Studies using transcranial 
magnetic stimulation suggest that the phosphenes, which 
characterize the aura in many migraineurs, are attributable 
to increased cortical excitability associated with low magne-
sium. Cortical magnesium levels and PCr levels are lowest in 
patients with hemiplegic migraine or migraine with stroke. 
Spreading depression is thought to be the mechanism that 
produces the loss of vision and the stroke-like symptoms, 
and is attributed to a failure in astrocytic homeostasis, which 
controls extracellular potassium, glutamate, and magnesium 
concentrations (Ayata et al. 2006; Gorji 2001). Oral supple-
mentations with magnesium, co-enzyme Q, or riboflavin are 
reported as effective therapies for migraine.

The findings are similar to those reported in the mitochondrial 
cytopathies with no clinically evident cerebral dysfunction and 
no abnormalities seen by clinical MRI (Barbiroli et al. 1999a, 
1999b; Eleff et al. 1990; Rango et al. 2001). Cortical magnesium 
levels and high energy phosphate levels are decreased in the 
occipital lobe of patients with mitochondrial cytopathies with 

a normal cortical pH. Treatment with co-enzyme Q resulted in 
increased phosphocreatine and magnesium levels and decreased 
inorganic phosphate and ADP levels in all patients (see Fig-
ure 6.2). These results are consistent with the hypothesis that 
increased co-enzyme Q concentrations in the inner mitochon-
drial membrane increase the efficiency of oxidative phosphory-
lation, thereby improving cerebral energy state.

D. Effects of Evoked Metabolism on 
High-Energy Phosphates

Because 31P-MRS is completely noninvasive, serial 
observations are made easily, allowing dynamic measure-
ments of the response of these highly labile phosphagens to 
repeated physiological perturbations (Rango et al. 1997). Cor-
tical phosphocreatine levels drop by approximately 18 per-
cent during the first three seconds of photic stimulation and 
recover completely within 17 seconds of the brief stimulation. 
Similarly decreases in phosphocreatine are seen in the sen-
sory cortex of rodents during forepaw stimulation (Xu et al. 
2005). With  longer stimulation trains lasting more than seven 
minutes, phosphocreatine levels, which are measured in the 
human visual cortex, do not appear to change significantly 
(Chen et al. 1997; Rango et al. 2001, 2006). After these lon-
ger trains of 8 Hz photic stimulation, high energy phosphate 
(ATP and phosphocreatine) levels increase during the seven 
minutes after the stimulation has stopped (recovery) to about 
16  percent above basal levels.

II. The Phosphocreatine 
Shuttle Hypothesis

In the brain, the primary role of phosphocreatine is to shuttle 
energy (phosphagen) from the mitochondria to areas of high 
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Figure 6.2 The graph on the left shows that phosphocreatine and magnesium levels are below normal in the visual cortex of patients with migraine or 
cluster headache (data from Montagna et al. 1994 and Lodi et al. 2001). The graph on the right shows that treatment with co-enzyme Q improves the below-
normal cortical phosphocreatine and magnesium levels of patients with mitochondrial cytopathies and improves some of the neurological abnormalities (data 
from Barbiroli et al. 1999).
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rates of energy (ATP) consumption (Neumann et al. 2003; Wyss 
& Kaddurah-Daouk 2000). Phosphocreatine diffuses through 
the cytosol considerable faster than ATP, which may be 
important for the neuronal dendrite/spine and the processes of 
astrocytes (Kekelidze et al. 2001; Li et al. 2004). Under physi-
ological conditions, 95 percent of ATP is synthesized by oxi-
dative metabolism by mitochondria (Attwell & Iadecola 2002; 
Attwell & Laughlin 2001). The final step of mitochondrial 
ATP synthesis is catalyzed by a complex (ATP synthasome) 
consisting of ATP synthase, the ADP/ATP antiporter (ANT), 
and the Pi carrier, which are all attached to the inner mem-
brane of the mitochondrion (Chen et al. 2004). ATP is syn-
thesized inside the inner membrane of the mitochondrion and 
transported to the intermembrane space by ANT in exchange 
for ADP. ATP diffuses through channels (porin) in the outer 
membrane of the mitochondrion, through the cytosol to the 
sites of energy demand, where it is hydrolyzed to ADP and Pi 
(see Figure 6.3).  However, in brain and muscle under condi-
tions of high energy demand, the availability of ADP in the 
intermembrane space limits the rate of egress of ATP through 
ANT (Neumann et al. 2003; Wallimann et al. 1998).

Mitochondrial creatine kinase (mi-CK), which is located 
on the outer surface of the inner mitochondrial membrane, 
forms a functional unit with ANT and porin to export phos-
phagen in the form of phosphocreatine out into the neuronal 
and glial cytosol. By controlling the intermembrane concen-
tration of ADP, mi-CK controls mitochondria metabolism. In 
cells containing functional mi-CK, the rate of mitochondrial 
(oxidative) energy production is limited by availability of Cr 
and Pi, not ADP, which diffuses much more slowly than PCr, 
Cr, or Pi. Cytosolic ADP concentrations are maintained at 
very low levels by cyto-CK, which optimizes energy extrac-
tion by ATPases. By maintaining ADP concentrations at low 
levels, creatine kinases also buffer intracellular hydrogen ions 
(pH) and free magnesium concentrations, which are generated 
when Mg-ATP is hydrolyzed (Veech et al. 1979). Mitochon-
dria can rapidly upregulate metabolism on demand in response 
to small changes in ADP, Pi, or hydrogen ion concentrations.

III. Magnetization Transfer Measurements 
of ATP and Phosphocreatine Synthesis

Magnetization transfer experiments are used to measure 
the rates of ATP and phosphocreatine synthesis and utilization 
using 31P-MRS (Chen et al. 1997; Lei et al. 2003a, 2003b). 
The 31P-MRS saturation and inversion transfer experiments 
involve applying magnetic label to the frequencies of the 
phosphate precursors of metabolic reactions and observing 
the appearance of the magnetic label in the product of the 
reaction (Lei et al. 2003a). This type of spectroscopy is used 
to study fast chemical reactions because the magnetic label 
rapidly decays after it is transferred to the new metabolite. 
These saturation transfer studies of the visual cortex report a 
unidirectional rate constant of 0.17 s−1 for ATP synthesis and 
0.24 s−1 for the creatine kinase reaction for control subjects. 
The apparent unidirectional rate constant of creatine kinase 
in the direction of ATP synthesis from phosphocreatine 
increased by 34 percent in the visual cortex areas during 
photic stimulation without significant changes of the steady-
state concentrations of high energy phosphate metabolites. 
Dynamic measurements of phosphocreatine, inorganic phos-
phate, and pH using 31P-MRSI complement EEG, evoked 
potentials, functional MRI, and other types of MRS studies, 
which can be made simultaneously or using an interleaved 
design.

ATP levels remained essentially the same between bar-
biturate anesthesia through vigorous status epilepticus (see 
Figure 6.4). Saturation transfer experiments in animal mod-
els show that the forward flux from phosphocreatine to ATP 
doubles during seizures, which indicates that mitochondrial 
oxidative metabolism doubled during bicuculline-induced 
status epilepticus (Holtzman et al. 1997; Sauter & Rudin 
1993). Convulsions result in decreased phosphocreatine, 
increased inorganic phosphate, and produce an intracellular 
acidosis in adult animal models. Intracellular ADP levels, 
which can be calculated from the creatine kinase equilib-
rium, increase during seizures. Further increases in cytosolic 

mi-CKANT

Pi carrier

cy
porin

mi -CKANT

Pi carrier

cymi -CKANT

Pi carrier

cymi -CKANT

Pi carrier

mi -CKANT mi-CKANT mi-CKmi-CK

ATP

ADP
+
Pi

PCr

Cr

ANTANT

ATP

ADP
+
Pi Pi carrier

cycyCyto-CK

ATP

ADP
+
Pi

PCr

Cr

Outer mitochondrial membrane Cytosol

Inner membrane

Porin

Porin
ATPase
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ADP levels, at the sites of intense ATP consumption (e.g., 
glial, neuronal, and vesicular ion transporters and enzymes 
requiring ATP for activity), are controlled by the cytosolic 
isoform of creatine kinase (CK). Elevated intracellular ADP 
and Pi concentrations stimulate cerebral glycolysis, glycoge-
nolysis, and glucose oxidation (Kemp 2000).

A. Mitochondrial Cytopathies

Studies of patients with mitochondrial cytopathies and 
CNS symptoms reveal below-normal cerebral PCr levels and 
low PCr/ATP and PCr/Pi ratios measured using 31P-MRS 
(Antozzie et al. 1995; Argov & Arnold 2000; Matthews et al. 
1991). Epilepsy can occur as the presenting sign of mitochon-
drial disease. Epilepsy is part of the phenotype of several 
inherited mitochondrial cytopathies (Kunz 2002; Simon 
& Johns 1999). Conversely, a number of toxins resulting 

in mitochondrial damage (e.g., kainic acid, pilocarpine, 
3-nitropropionic acid, and cyanide) elicit seizures as phos-
phocreatine levels drop (Kunz 2002). Phosphocreatine lev-
els are low, measured in the occipital lobe using 31P-MRS, 
and decrease further with photic stimulation in patients with 
MELAS (Kato et al. 1998). However, the PCr/ATP & PCr/
Pi ratios and brain pH of patients with chronic progressive 
external ophthalmoplegia (CPEO), who did not appear to 
have overt CNS involvement, are normal under basal condi-
tions (Rango et al. 2001). The deficiency in mitochondrial 
energy metabolism is revealed by the paradoxical response 
to photic stimulation with a 26 to 27 percent decrease in high 
energy phosphate levels and a slight alkalosis (from 7.01 to 
7.09) during the recovery period after photic stimulation. The 
deficiency in mitochondrial energy production is unmasked 
by the photic stimulation that transiently places a greater 
metabolic stress on the visual cortex (see Figure 6.5).
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Figure 6.4 Relationship between EEG power and brain concentrations of adenosine triphosphate (ATP) and phosphocreatine (PCr) during bicuculline 
induced seizures (left). The PCr/ATP ratios decreased by ~20% during status epilepticus (redrawn from Sauter & Rudin 1993). The graph on the right shows 
the flow of high-energy phosphate through creatine kinase as a function of electroencephalogram (EEG) power. The rates of ATP synthesis and utilization 
doubled during status epilepticus.
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Figure 6.5 The graph of the left compares the changes in high-energy phosphate levels, primarily phosphocreatine, which were measured in the visual 
cortex of control subjects and patients affected by mitochondrial disease without clinical central nervous system involvement (chronic progressive external 
ophthalmoplegia) using 31P-MRS, in response to photic stimulation (adapted from Rango et al. 2001). The graph on the right compares the responses of 
control subjects and patients with Parkinson disease using the same protocol (adapted from Rango et al. 2006).
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B. Parkinson Disease

MR measurements of the visual cortex comparing control 
subjects and patients with Parkinson disease show that after 
photic stimulation, phosphocreatine levels decline rather 
than recover similar to the response of patients with mito-
chondrial cytopathies (Rango et al. 2006). The responses 
of patients with Parkinson disease before and during photic 
stimulation appear to be the same as those of the control sub-
jects. However, high energy phosphate levels decrease by 36 
to 37 percent without any change in cortical pH during the 
recovery phase in patients and increased by 16 percent in 
control subjects (see Figure 6.5). These findings suggest that 
mitochondria in the visual cortex of patients with Parkinson 
disease are unable to recover quickly from a period of higher 
energy demand.

C. Creatine Deficiency Syndromes

Three genetic causes of creatine deficiency are known, 
which are associated with various forms of epilepsy (Leuzzi 
2002; Schulze 2003; Wyss & Kaddurah-Daouk 2000). All 
are characterized by exceedingly low or absent phosphocre-
atine concentrations in the brain measured using 31P-MRS. 
Neurological symptoms associated with creatine deficiency 
have some variability but present overall as mental retarda-
tion, developmental regression, behavioral problems, and 
epilepsy, which varies from intractable seizures in guanidi-
noacetate methyltransferase (GAMT) deficient patients to 
febrile convulsions with arginine:glycine amidinotransferase 
(AGAT) deficiency and mild epilepsy in X-linked creatine 
transporter (CrT1) deficient patients. When oral creatine 
supplementation raises brain phosphocreatine levels, moni-
tored using serial 31P-MRS, seizure control improves in 
parallel with rising brain phosphocreatine concentrations. 
Improvement in seizure control with creatine supplementa-
tion correlated with increased cortical PCr in an adult patient 
with refractory epilepsy, who was diagnosed with guanidi-
noacetate methyltransferase deficiency (GAMT) at age 26 
years (Schulze et al. 2003).

D. Animal Models

Epilepsy can occur as the presenting sign of mitochon-
drial disease. Epilepsy is part of the phenotype of several 
inherited mitochondrial cytopathies (Kunz 2002; Simon 
& Johns 1999). Conversely, a number of toxins resulting 
in  mitochondrial damage (e.g., kainic acid, pilocarpine, 
3-nitropropionic acid, and cyanide) elicit seizures as phos-
phocreatine levels drop (Kunz 2002). The phenotype of 
transgenic mice lacking mi-CK, cyto-CK, and the double 
knockout (no CK) were characterized by a variety of meth-
ods including 1H- and 31P-MRS (in ‘t Zandt et al. 2004; Jost 
et al. 2002; Kekelidze et al. 2001). Not unexpectedly, mi-CK 

colocalizes with mitochondria with the highest content in 
neurons (grey matter) and the lowest content in white mat-
ter (glia). Cyto-CK has a more uniform distribution across 
brain regions and cell types. The mi-CK knockout mice had 
slower CK rate constants under basal conditions with normal 
ATP, Pi, PCr levels, and brain pH. However, under the meta-
bolic stress induced by seizures, both PCr and ATP levels 
decreased significantly in animals lacking mi-CK compared 
with wild-type mice. Surprisingly, homozygous transgenic 
mice, which are deficient in both mi-CK and cyto-CK and, 
therefore, have low brain PCr levels, have mild behavioral 
problems and no convulsions, unlike patients with low PCr 
caused by dysfunction in creatine synthesis, who have vari-
ous types of epilepsy, which can be treated successfully with 
creatine supplementation (Streijger et al. 2005). Mice lack-
ing CK have normal APT, Pi, and brain pH, although they 
have enlarged ventricles and above-normal brain concen-
trations of NAA and glutamate. Apparently, brain PCr and 
Cr levels drop after birth; the human fetus is supplied with 
 creatine, which is synthesized by the mother.

Recent studies showed that methyl-malonic acid, a known 
inhibitor of mitochondrial function, which causes coma and 
early death, inhibits mi-CK activity and does not affect cyto-
CK activity (Schuck et al. 2004). Injection of methyl-malo-
nic acid in a rat model lowers brain PCr levels and causes 
convulsions, which are successfully prevented by creatine 
supplementation (Royes et al. 2003). Methyl-malonic aci-
demia includes a group of inherited disorders (e.g., maple 
syrup urine disease) whose phenotype includes develop-
mental delay, hypotonia, and seizures (Vigevano & Bartuli 
2002). These observations may be reconciled by hypothesis 
that the post-natal loss of brain PCr maintains the seizure 
diathesis.

E. The Localization-related Human Epilepsies

Ictal studies in human patients are rare (Younkin et al. 
1986). Seizures cause a 33 percent decrease in brain phos-
phocreatine and a 50 percent decrease in the phosphocreatine 
to inorganic phosphate (PCr/Pi) ratio. Focal seizures cause 
lateralized decreases in the PCr/Pi ratio; generalized seizures 
caused bilateral decreases. Postictal spectra show increased 
PCr/Pi ratios, presumably due to postictal inhibition. One 
patient’s seizures were successfully treated with intravenously 
administered phenobarbital during MR data acquisition, caus-
ing an immediate increase in the PCr/Pi ratio from 0.7 to 1.2. 
No significant alteration in intracellular pH is seen.

Altered energy state with decreased PCr characterizes the 
interictal state of the involved brain regions of the localiza-
tion-related epilepsies. Initial interictal patient studies using 
31P-MRS reported significant alterations in inorganic phos-
phate (73% increase) and brain pH (mean alkalosis of 0.11 
and 0.17 units) ipsilateral to the seizure focus without sig-
nificant asymmetries between ipsilateral and contralateral 
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temporal lobe concentrations of ATP, PCr, or PDE (Hugg 
et al. 1992; Laxer et al. 1992). In a later study of eight patients 
with frontal lobe epilepsy, increased pH in all eight and 
decreased PME in seven patients were found in the epilepto-
genic frontal lobes, but no alterations in Pi levels were detected 
(Garcia et al. 1994). These three studies indicate that energy 
state (PCr/Pi ratio) is reduced in the epileptogenic region. 
Another group reported that the PCr/Pi ratios were found to be 
lower in the ipsilateral than the contralateral temporal lobe of 
the patients, and lower in both sides than the control data 
(Kuzniecky et al. 1992).  Subsequent studies also reported 
widespread alterations in bioenergetic parameters (decreased 
PCr/Pi and PCr/ATP ratios), but failed to show any alteration 
in brain pH (Chu et al. 1996, 1998; Hetherington et al. 2002). 
No significant decreases in ATP levels were reported.

Phosphorus spectroscopic imaging (31P-MRSI) showed 
that the maximal decrease in cerebral energetics appears 
centered in the epileptic focus. Recently, it has been shown 
that PCr/ATP was reduced to the greatest extent in the amyg-
dala ipsilateral to the seizure focus followed by the ipsilateral 
pes, hippocampus, and thalamus with decreasing severity. 
A similar pattern was seen in the contralateral hemisphere, 
albeit to a lesser extent (Hetherington et al. 2002). These 
observations suggest that the epileptic state is characterized 
by widespread mitochondrial dysfunction, particularly in 
regions involved in the epileptic network as defined by EEG 
and alterations of cerebral glucose and oxygen metabolism.

The modest decreases (5–15%) of the PCr/ATP ratios 
observed in the epileptogenic human hippocampus using 31P-
MRSI appears to have significant electrophysiological conse-
quences, which can be measured using a standard brain slice 
preparation made from the resected tissues (Williamson et al. 
2005). A significant negative correlation was seen between the 
ability to fire multiple spikes in response to single synaptic 
stimulation (number of action potentials induced by ortho-
dromic stimulation) applied to the hippocampal slice and the 
PCr/ATP ratios measured before surgery. This type of increased 
“bursting” response is rarely seen without extensive hippocam-
pal cell loss and synaptic reorganization, and is characteristic 
of granule cells obtained from patients with mesial temporal 
sclerosis (MTS). An increased bursting score, which is seen 
with low PCr/ATP ratios, reflect increased excitability of the 
brain slice and presumably the hippocampus in vivo.

The data are consistent with the hypothesis that baseline, 
asynchronous activity is not impaired by a modest reduction 
in the PCr/ATP ratio, but that evoked stimulation, which acti-
vates numerous presynaptic and postsynaptic elements and 
activates mitochondrial metabolism to restore ionic homeo-
stasis, becomes uncontrolled with a 10 to 15 percent decrease 
in the PCr/ATP ratio. There was a strong correlation between 
PCr/ATP ratios and the recovery of the membrane potential 
following a stimulus train with low PCr/ATP being associ-
ated with prolonged recovery times. More normal PCr/ATP 
ratios are associated with rapid rates of recovery of membrane 

potential following a 10 Hz, 10 s train electrical stimulus. In 
short, low PCr/ATP ratios are associated with those measures 
of increased excitability that are associated with a high energy 
demand. A marker of inhibitory function of the hippocampus, 
inhibitory postsynaptic potential (IPSP) conductance (GIPSP), 
is impaired by a 5 to 10 percent reduction in the presurgical 
PCr/ATP ratio. The strength of inhibition is positively associ-
ated with PCr/ATP ratios. The fact that both bursting score 
and GIPSP correlate inversely with PCr/ATP ratios supports 
the hypothesis that both abnormal excitatory and inhibitory 
physiological responses depend on altered energetics.

Serial 31P-MRS measurements show that the ketogenic 
diet raises PCr levels and lowers Pi levels toward normal as 
seizure control improves (Pan et al. 1999). The mean PCr/
Pi ratio increased by 22 percent, the PCr/ATP ratio by 14 
percent, and the Pi/ATP ratio decreased by 7 percent after 
sustained ketosis was achieved. Whether improved mito-
chondrial function and energy state reflect the metabolic 
effects of the ketogenic diet directly or are an epiphenom-
enon of improved seizure control remains to be determined.

IV. Hydrogen (Proton) Spectroscopy

The principal signals, measured using proton (1H) mag-
netic resonance spectroscopy, include the singlet resonances 
of N-acetyl-aspartate (2.01 parts per million [ppm]), cre-
atine plus phosphocreatine (3.0 ppm and 3.9 ppm), choline-
containing compounds (Cho, 3.2 ppm), glutamate (GT), and 
myo-inositol (In). Broad signals from cytosolic macromol-
ecules (lipids, proteins, and glycoproteins) are easily seen 
making the lactate resonance (centered at 1.35 ppm) difficult 
to measure (Behar et al. 1994). The signals from glutamate 
and glutamine are difficult to measure because of low sig-
nal-to-noise ratios and spectral crowding (see Figure 6.6). 
Investigators using 1.5 Tesla clinical spectrometers and short 
spin-echo time (TE) pulse sequences have used the broad 
signals located between 2.1 to 2.5 ppm, which are comprised 
of resonances from glutamate, glutamine, NAA, various 
macromolecules, and to a lesser extent by GABA, succinate, 
homocarnosine, glutathione and NAAG, as a surrogate for 
glutamate plus glutamine signals and referred to as GLX.

Stronger magnetic fields, reduced magnetic field inho-
mogeneity (shimming), better receiver design (improved 
filling factor and noise rejection) and advanced pulse 
sequences facilitate the measurement of glutamate and glu-
tamine by improving the signal-to-noise ratio and reducing 
spectral crowding (De Graaf et al. 2001; Kassem & Bartha 
2003; Pan et al. 2006). Pulse sequences that attenuate (fil-
ter) short T1 signals and short T2 signals (cytosolic macro-
molecules) are a critical first step to ensure a flat baseline 
(Behar et al. 1994; Kassem & Bartha 2003; Rothman et al. 
1992). Because of low tissue concentrations (about 1 mM), 
spin-spin interactions (multiplet resonances) and  resonance 
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overlap (spectral crowding), quantitative measurements of 
GABA require  specialized receiver coils and advance pulse tech-
niques (Choi et al. 2005; Hanstock et al. 2002; Hyder et al. 
1999; Terpstra et al. 2002). Alternatively, high-resolution ana-
lytical spectrometers may be used to measure metabolites 
tissue extracts or perfused brain slices (Errante et al. 2002; 
 Lukkarinen et al. 1997; Petroff et al. 1995a).

The expansion of the white matter tracts including the 
corpus callosum is a feature of human and nonhuman pri-
mate cerebrum, which is not prominent in the conventional 
animal models (rodents, carnivores, and ungulates). The 
metabolite content of grey matter, which contains a high 
density of synapses, is higher than values for white matter, 
which has less water content, more myelin, and few synapses 
(Petroff et al. 1995a). The proportion of each voxel may be 
parsed into grey matter, white matter, and CSF on the basis 
of the MR relaxation properties of water (Pan et al. 2000, 
2002a). Voxel segmentation facilitates greater precision in 
metabolite measurements, especially in regions, which have 
a convoluted anatomy (see Table 6.1).

V. Carbon Spectroscopy

In addition to hydrogen (1H) and phosphorus (31P), sev-
eral other stable (nonradioactive) isotopes can be detected 
using MR spectroscopy including carbon (13C), nitrogen 
(15N), and oxygen (17O) (Henry et al. 2003; Kanamori et al. 
1998; Zhu et al. 2005). In vivo tracer studies using substrates 
labeled with 13C have revolutionized our understanding 
of cerebral metabolism by providing new insight into the 
dynamics of neural-glia signaling. Most studies involving 
human subjects used 1-13C-glucose as a label source to mea-
sure the rate of glucose uptake (directly), glycolysis (3-13C-
lactate), tricarboxylic acid (TCA cycle) (4-13C-glutamate), 
glutamine synthesis (4-13C-glutamine), GABA synthesis 
(2-13C-GABA), NAA synthesis (6-13C-NAA), and alanine 
synthesis (3-13C-alanine) directly (Mason GF et al. 1995; 
Otsuki et al. 2005; Shen et al. 1999) (see Figure 6.7).

Glucose is the preferred substrate of the CNS and is 
metabolized primarily in the neuronal mitochondria yielding 
38 ATP per glucose molecule oxidized. The classical model 
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Figure 6.6 The hydrogen (proton) spectra of the human cortex on the left were made using a 4-Tesla spectrometer (see De Graaf et al. 2001). A short spin-
echo sequence was used for the top spectrum, which includes all resonances; below is plotted the short T1 resonances (macromolecules), which are revealed 
by adding an inversion recovery pulse sequence. On the right, a proton spectrum of a perchloric acid extract of human neocortex, which was made using an 
11.7-Tesla analytical spectrometer, is shown (see Petroff et al. 1995). Abbreviations: total creatine (Cr), choline (Ch), gamma-amino-butyric acid (GABA), 
myo-inositol (In), N-acetyl-aspartate (NAA), parts per million (PPM).

Table 6.1 Abbreviations: gamma-amino-butyric acid (GABA), N-acetyl-
aspartate (NAA), not available (n.a.), not detected (n.d.) (adapted from 

Petroff et al. 1995; de Graaf et al. 2001; Kassen & Bartha 2003).

 Human cerebral metabolite content (millimolar)

 Temporal lobe (biopsy) Parietal lobe (in vivo) Hippocampus (in vivo)

 grey white grey white grey white

Glutamate 10.1 5.6 9.5  6.0  8.0 5.5
Glutamine  3.3 3.2 4.1  2.3  3.9 1.8
NAA  5.8 2.8 9.9 10.5  9.2 9.4
Creatine  8.9 6.5 8.4  6.6 11.6 7.4
GABA  2.3 0.8 n.a. n.a  1.0 n.d.
Aspartate  2.0 2.3 2.0  1.3  4.0 3.4
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suggested that neurons preferentially used glucose that was 
metabolized to pyruvate by the sequential enzymes of the gly-
 colytic pathway; pyruvate served as the substrate for  pyruvate 
dehydrogenase (PDH) complex and entered the mitochondria 
as acetyl-coenzyme-A for oxidation in the tricarboxylic acid 
(TCA) cycle. Lactate is made from pyruvate by lactate dehy-
drogenase (LDH) during hypoxia (anaerobic glycolysis). 
Cerebral glucose uptake has been studied in diabetes and 
other diseases, which may alter glucose uptake and metabo-
lism (Bluml et al. 2001a; Criego et al. 2005; Mason et al. 
2006; Seaquist et al. 2001). The neocortex has a lower Michae-
lis constant (Km 1.1 mM;) and a higher rate of uptake (Vmax 
65 µmol/g/min) for glucose than white matter (Km 1.7 mM, 
Vmax 0.24 µmol/g/min), which is consistent with the higher 
cerebral metabolic rate of cortex (CMR

glucose
 0.36 µmol/g/min 

cortex, 0.11 white matter) (De Graaf et al. 2001; Pan et al. 
2000).

VI. MR Spectroscopic Measurements 
of Cerebral Lactate

Serial MR spectroscopic measurements show that brain 
lactate rises rapidly with ischemia, reaching levels of concen-
trations proportionate to the available glucose (Petroff et al. 
1988). This suggests that all available brain and blood glu-
cose and glycogen stores are metabolized by glycolysis to 
maintain ATP levels during ischemia. However, brain lac-
tate levels remain elevated for months following a stroke. 
Serial MR spectroscopic imaging shows that the regions 
with above-normal lactate are widespread and include areas 
that are not ischemic (Galanaud et al. 2003; Graham et al. 
1993, 2001). Tracer studies infusing 1-13C-glucose into 
patients who have suffered a stroke show that the high lactate 
levels are maintained by continuing increased glycolytic 

activity, as demonstrated by the rapid synthesis and oxidation 
of lactate from infused 13C-labled glucose (Rothman et al. 
1991). Areas containing reactive glia and macrophages and 
the adjacent ventricular and sulcal CSF contain above-normal 
concentrations of lactate (Petroff et al. 1992a). The findings 
suggest that increased lactate concentrations are part of the 
repair process, rather than a source of ongoing neuronal 
damage.

A. Brain Lactate Levels Are 
Above-Normal with Inflammation

Serial MR spectroscopic imaging shows that above-nor-
mal cerebral lactate levels are characteristic on a number 
of inflammatory diseases including brain abscess, multiple 
sclerosis, and AIDS encephalopathy (Bitsch et al. 1999; 
Chang et al. 1995; Confort-Gouny et al. 1993; Remy et al. 
1995). Brain lactate levels increase rapidly with the onset 
of a new MS plaque and remain above normal for weeks, 
gradually decreasing as the MS flare subsides. Similarly, 
widespread areas of above-normal levels of lactate appear to 
be characteristic of HIV encephalopathy.

B. Lactate Remains Elevated 
Following a Seizure

Cortical lactate levels increase in the acute phase of a 
spontaneous seizure (Briellmann et al. 2005). The diffi-
culty in interpretation lies in distinguishing the contribu-
tion of neuronal injury from the metabolic effects of the 
prolonged seizure. Lactate levels are elevated in spectra of 
the epileptogenic mesial temporal lobe obtained during the 
complex  partial seizure or within four to 24 hours after 
the seizures (Castillo et al. 2001; Cendes et al. 1997). Lactate 
levels increase rapidly following brief electroshock-induced 
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seizure discharges and remain above-normal for minutes to 
hours depending on the intensity of the seizure (Prichard et al. 
1987). Tracer studies using serial MR spectroscopy have 
shown that the above-normal lactate concentration, which 
was raised initially by the seizure, is rapidly oxidized by the 
mitochondria and replaced by newly synthesized lactate. 
There is no metabolically inactive, “trapped” compartment 
containing high levels of lactate in the brain following a 
seizure.

Microdialysis studies of patients with temporal lobe sei-
zures show that extracellular lactate levels slowly decline 
following a spontaneous seizure (Petroff et al. 1992b). Above-
normal interictal extracellular lactate levels are a character-
istic of the seizure focus. The data as a whole suggest that 
astrocytes activated by the seizure continue to release above-
normal amounts of lactate for minutes to hours after a brief 
seizure.

C. Glycolysis

A growing body of literature suggests that lactate is an 
important metabolite made by astrocytes under normal 
conditions and exported to neurons (Hyder et al. 2006; 
Magistretti et al. 1999; Pellerin 2003; Pellerin & Magistretti 
2004; Schurr 2006). The glycolytic enzymes aggregate in 
clusters associated with the external cell membrane including 
LDH. The first of these glycolytic enzymes, hexokinase, uses 
one ATP to phosphorylate glucose to glucose-6-phosphate, 
thereby driving glucose uptake by keeping intracellular glu-
cose concentrations lower than the values in the extracellular 
fluid (ECF). Not surprisingly, the aggregate of the glycolytic 
enzymes including hexokinase appears to be in close physical 
proximity to the bidirectional glucose transporters (GLUT1 
for glia and GLUT3 for neurons). Uptake of glucose by the 
CNS appears to be mediated primarily by GLUT1.

VII. The Astrocyte-Neuron Lactate 
Shuttle Hypothesis

Glucose uptake and lactate export by astrocytes to neu-
rons are tightly coupled to neurotransmission; this model is 
referred to as the astrocyte to neuron lactate shuttle hypothe-
sis (ANLSH) (Aubert et al. 2005; Bouzier-Sore et al. 2003a; 
Schurr 2006). Lactate is exported continually by glia to sup-
ply the energy needs of neurons. Lactate reflects increased 
glial metabolism; neuronal oxidative metabolism primarily 
reflects lactate oxidation rather than direct glucose oxida-
tion (see Figure 6.8). The glycolytic pathway generates two 
NADH and four ATP molecules and consumes two NADH 
and two ATP for each glucose molecule, which is metabo-
lized to two lactate molecules. As discussed in the section 
on high energy phosphates, ATP synthesis consumes hydro-
gen ions under physiological conditions. A critical review 

of the hypothesis was published recently by Chih & Roberts 
(2003).

A. The Critical Role of Astrocytic Glycogen 
in Maintaining Axonal Function

MR spectroscopy shows that glycogen has a rapid turnover 
in human cortex, which suggests that it is intimately associ-
ated with glycolytic complex of enzymes of glia (Oz et al. 
2003). The enzymes, which synthesize and breakdown gly-
cogen, are present in astrocytes, but not neurons  (Shulman 
et al. 2001). MR studies indicate that glycogen turns over 
rapidly; it is continuously synthesized and catabolized under 
basal conditions (Shulman et al. 2001;  Sickmann et al. 
2005). Glycogen-derived lactate is exported by glia and oxi-
dized by neurons. The ANLSH model has been extended to 
the energetics of the nodes of Ranvier (Brown 2004; Brown 
et al. 2004; Tekkok et al. 2005). Inhibition of lactate transport 
out of astrocytes or into axons reduces axonal function. The 
perinodal astrocytes supply axonal mitochondria with lactate 
made through glycogenolysis during periods of high-frequency 
firing. Decreased availability of glycogen impaired high fre-
quency firing during normoglycaemia, which is restored by 
providing above-normal levels of lactate.

B. Cerebral Lactate Increases with 
Physiological Stimulation

Under the traditional model, brain lactate concentration 
usually is assumed to be stable except when pathologic con-
ditions cause a mismatch between glycolysis and respiration. 
A consequence of the ANLSH model would be that physio-
logical stimulation would transiently increase brain lactate as 
glial glycolytic, and glycogenolytic metabolism is activated 
before neuronal oxidative metabolism is fully activated. Lac-
tate elevations of 0.3–0.9 mM occur in human visual cortex 

Figure 6.8 Schematic of the astrocyte-neuron lactate shuttlehypothesis. 
Abbreviations: lactate dehydrogenase (LDH), monocarboxylic acid trans-
porter (MCT), pyruvate dehydrogenase (PDH), tricarboxylicacid (TCA).
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during the first few minutes of physiologic photic stimula-
tion and decline toward basal values during continuing stim-
ulation (Giove et al. 2003; Prichard et al. 1991). The rise in 
lactate was accompanied by an initial drop in cortical glucose 
levels (Chen et al. 1993; Frahm et al. 1996).

Patients with primary generalized epilepsy with photosen-
sitivity showed increased lactate levels in the occipital cortex 
in the resting state and an increased area of visual cortical 
activation with photic stimulation (Hill et al. 1999). Patients 
with mitochondrial cytopathies (Kearns-Sayre syndrome) have 
elevated lactate levels during basal conditions without an addi-
tional increase with photic stimulation (Kuwabara et al. 1994). 
Two recent publications report increased lactate in patients 
with migraine with aura, but no enhanced lactate during pho-
tic stimulation in patients without aura (Sandor et al. 2005; 
Sarchielli et al. 2005).

Brain lactate rises under a wide variety of aerobic con-
ditions, which stimulate glial glycolytic and glycogeno-
lytic metabolism. Hyperventilation causes a rise in lactate 
acutely as the glia buffer the rising pH by excreting bicar-
bonate ions (Petroff et al. 1985; van Rijen et al. 1989). 
Hyperventilation or lactate infusion have been used to trig-
ger panic attacks (Dager et al. 1995, 1999). Patients with 
panic attacks responded with high cortical lactate levels 
when hyperventilated for 20 minutes (see Figure 6.9). Cor-
tical lactate reached higher levels during a 20-minute lactate 
infusion in a patient who experienced a panic attack, than in 
a patient who did not experience a panic attack, or in control 
subjects. Gabapentin treatment appeared to be effective in 
blocking a lactate-induced panic response, but did not alter 
the magnitude or time course of an abnormal brain lactate 
response to lactate infusion (Layton et al. 2001). When com-
bined with other studies of lactate-induced panic attacks, 
this suggests that lactate may facilitate excitatory neuro-
transmission in the human brain, at least in some patients 
with panic attacks.

C. Blood Lactate as an Alternative Fuel for 
Brain Metabolism

Lactate transport across the blood-brain barrier is trans-
porter mediated (MCT1) with a Michaelis constant (Km) of 
~3.5 mM (Dalsgaard 2006). Under basal conditions, there is 
a slight net export of lactate from brain to blood because the 
blood is more alkalotic (pH ~7.4) than brain (pH ~7). Lac-
tic acid is lipid soluble and diffuses across the endothelium, 
becoming trapped in the more alkalotic compartment, the 
blood. However, when blood lactate levels are raised to lev-
els by infusion or during aerobic exercise to concentrations 
above 4 mM, there is a net uptake of lactate from the blood 
into the brain, which has been demonstrated using MR spec-
troscopy combined with parallel arterial-venous (A-V differ-
ence) concentration measurements (Young et al. 1991a). The 
increased availability is reflected by a decrease in the oxygen 
glucose index (OGI). The OGI reflects the stoichiometry; 
six oxygen molecules are required to oxidize completely one 
molecule of glucose. When glycolysis increases faster than 
brain oxygen utilization (CMRO

2
), the OGI decreases. When 

an alternative mitochondrial fuel (e.g., lactate, β-hydroxybu-
tyrate, acetate, glycogen, fatty acid or amino acid) is utilized 
and glucose consumption decreases, the OGI increases. With 
maximal exercise, blood lactate rises to 15–30 mM, ammo-
nia levels increase and the blood pH will become acidotic 
(pH 6.8). Brain lactate uptake under those conditions will 
increase to nearly equal the cerebral metabolic rate of glu-
cose (CMR glucose) and the OGI increases to ~8, which may 
be interpreted as showing that lactate is the preferred fuel of 
the brain (Bouzier-Sore et al. 2003b; Dalsgaard 2006).

D. Cerebral Glutamate and Glutamine

Glutamate is the chief excitatory neurotransmitter of 
the adult brain. Glutamatergic neurons possess about 
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80 to 88 percent, whereas GABAergic neurons contain about 2 
to 10 percent and astrocytes about 10 percent of total tissue 
glutamate (Hyder et al. 2006). Decreases in tissue glutamate 
content, therefore, often reflect primarily the loss of glutama-
tergic neurons and synapses (Hertz 2006). In normal brain, 
glutamate is known to be in high concentration in neurons, 
whereas in the astrocyte, glutamate has been measured in ani-
mal models and estimated in vivo to be comparatively low, less 
than 1 mM and perhaps as low as 50 micromolar (Ottersen 
et al. 1992). As expected, the glutamate content of human white 
matter is lower than that of grey matter (de Graaf et al. 2001; 
Petroff et al. 1995a). This has been attributed to the increase in 
the fractional volume of myelin, greater density of oligoden-
drocytes, and the marked decrease in synapses.

E. Glutamate Synthesis

Glutamate plays several critical roles in neural function-
ing: it is both the primary excitatory neurotransmitter and 
important in oxidative metabolism. Therefore, it is impor-
tant to understand how glutamate is distributed within cell 
populations (neurons and glia) and in the extracellular space 
in both normal and epileptogenic tissue (Hertz 2006; Hyder 
et al. 2006; Petroff et al. 1995a, 2002a). In neurons, glutamate 
serves as a storage form of tricarboxylic acid cycle (TCA 
cycle) intermediates, which are critical for mitochondrial 
oxidative metabolism and thus neuronal energy production. 
Several enzymes, aspartate transaminase (AST), GABA-
transaminase (GABA-T), alanine transaminase (ALT), and 
branched-chain amino acid transaminase (BCAAT), which 
are expressed by both neurons and glia, catalyze the chemi-
cal equilibrium between alpha-ketoglutarate and glutamate 
(De Graaf et al. 2006; McKenna et al. 2000; Waagepetersen 
et al. 2000; Xu et al. 2004).

However, MR spectroscopic studies show that the primary 
supply for the glutamate used by neurons for neurotrans-
mission, both glutamatergic and GABAergic, is glutamine. 
Phosphate-activated glutaminase (PAG), which converts glu-
tamine to glutamate and ammonia and is expressed primarily 
by neurons, serves as the main enzyme employed by neurons 
to supply the glutamate needed for neurotransmission, as a 
precursor for GABA synthesis, N-acetyl-aspartyl-glutamate 
(NAAG), and glutathione synthesis, and maintaining the 
supply of alpha-ketoglutarate, which is critical for mitochon-
drial oxidation.

glutamine  PAG  glutamate + ammonia

Glutamate lost from the neuron during neurotransmission or 
oxidation is replaced through phosphate activated glutaminase 
(PAG) acting upon glutamine synthesized in the glia and trans-
ported into neurons (Gonzalez-Gonzalez et al. 2005; Kanamori 
& Ross 2004; Kvamme et al. 2001; van der Gucht et al. 2003). 
The rate of glutamate synthesized by PAG is  proportional to 
the rate of glutamate used by neurons for neurotransmission, 

because the amount of glutamate oxidized by neurons is very 
low. The exception occurs during prolonged hypoglycemia, 
when glutamate is consumed to support ATP production 
(Behar et al. 1985). Net glutamate oxidation is catalyzed by 
the enzyme glutamate dehydrogenase (GDH), which is 
expressed by neurons and glia (Kanamori & Ross 1995; 
Mastorodemos et al. 2005).

glutamate + NAD  GDH  α-keto-glutamate 
 + ammonia + NADH

Gain of function mutations of glutamate dehydrogenase 
were proposed to be a cause of intractable human epilepsy 
(Raizen et al. 2005).

VIII. Cerebral Ammonia Metabolism

MR studies using 13C and 15N labeled substrates are use-
ful in understanding how the brain detoxifies ammonia and 
synthesizes glutamate, glutamine, and GABA (Kanamori et al. 
1996, 2002; Sakai et al. 2004; Shen et al. 1998; Sibson et al. 
1997, 2001). Rising glial cytosolic ammonia or glutamate con-
centrations stimulates glutamine synthetase, which consumes 
one glutamate, one ATP (complexed with magnesium), and one 
ammonia (NH3) molecule to synthesize one glutamine, one 
ADP, one inorganic phosphate (Pi), one free magnesium, and 
releases acid, lowering cytosolic pH (Eisenberg et al. 2000).

glutamate + ammonia + Mg-ATP  glutamine synthetase
 

 glutamate + ADP + Mg+2 + H+1

In the brain, glutamine synthetase is an enzyme of pri-
mary neurochemical importance, since it converts neurotoxic 
ammonia and the neurotransmitter glutamate into gluta-
mine. Nonbrain glutamine synthetase (e.g., liver and kidney) 
responds to end-product (glutamine and its derivatives) feed-
back inhibition, whereas brain glutamine synthetase does not. 
Congenital dysfunction of glutamine synthetase results in a 
human phenotype, which includes multifocal and generalized 
electrographic seizures (Haberle et al. 2005). Glia express the 
pyruvate carboxylase (PC) and glutamine synthetase (GS), 
which are the enzymes needed for the de novo synthesis of 
glutamate and glutamine from glucose. Most neurons in the 
adult brain do not express the enzymes, pyruvate carboxylase 
and malic enzyme, which catalyze the de novo synthesis of 
TCA cycle intermediates from glucose (anaplerosis). During 
hyperammonemia, astrocytic PC, BCAAT and GS are all 
upregulated to detoxify the ammonia entering the brain.

A. Hyperammonemia

Above-normal blood ammonia concentrations are associ-
ated with hepatic encephalopathy caused by a variety of inher-
ited and acquired liver diseases (Filipo & Butterworth 2002). 
MR studies have shown that brain glutamine content increases 
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rapidly in response to rising blood ammonia (Bluml et al. 
2001b; Minguez et al. 2006; Tofteng et al. 2006) (see Figure 
6.10). Brain phosphocreatine levels are reduced in patients with 
liver disease with lower levels seen with hepatic encephalopathy 
(Barbiroli et al. 2002). MR studies using 1-13C-glucose as a 
label source indicate that above-normal ammonia levels impair 
brain glucose oxidation and slow glutamatergic neurotransmis-
sion (glutamate-glutamine cycle) as glia divert more and more 
resources to detoxify ammonia (Bluml et al. 2001b; Zwingmann 
& Butterworth 2005). The rapid increase in glutamine levels 
contribute to astrocytic swelling and brain edema and corre-
late with EEG slowing and cognitive decline (Balata et al. 
2003; Minguez et al. 2006; Shawcross et al. 2004; Zwingmann 
& Butterworth 2005). Vigorous exercise regimens are known 
to increase blood ammonia, which may contribute to the “cen-
tral fatigue” associated with maximal exercise (Nybo et al. 
2005). Ammonia, which enters the brain from the blood, may 
serve as a powerful inhibitory neuromodulator.

B. The Effects of Antiepileptic Drugs on 
Cortical Glutamate and Glutamine Levels

Antiepileptic drugs could contribute to the variability in 
GLX, glutamate, and glutamine levels measured in the patients 
who use AEDs (Petroff et al. 1995b, 1999, 2000). Measure-
ments made in the visual cortex of patients with refractory 
complex partial seizures, primarily temporal or frontal lobe 
epilepsies, suggest that glutamate levels are modestly, but sig-
nificantly, above normal in patients taking carbamazepine, phe-
nytoin, or gabapentin and significantly below normal in patients 
taking phenobarbital or primidone (see Figure 6.11). Whether 
the antiepileptic barbiturates lower tissue glutamate content 
remains to be determined; cortical glutamate content decreases 
by 16 to 28 percent with pentobarbital anesthesia (Patel et al. 
2005; Sibson et al. 1998). Valproate and vigabatrin increase 
human brain glutamine levels by 50 to 80 percent. Valproate 
is known to increase blood ammonia levels through its effects 
on human kidney glutamine metabolism. Vigabatrin is an irre-
versible inhibitor of GABA-transaminase and may inhibit, 
albeit to a lesser degree, the other transaminases including 
ornithine aminotransferase, thereby raising ammonia levels 
(Hisama et al. 2001). Whether the use of valproate contrib-
utes to the increase of frontal lobe GLX levels in patients with 
idiopathic generalized epilepsy remains speculative.

C. Changes in Brain Glutamate and 
Glutamine Content with 
Physiological Stimulation

Advances in magnet technology developed very high field 
(11.7 Tesla) imager-spectrometers suitable for in vivo animal 
studies. The improved spectral resolution and signal-to-noise 
ratio allows measurements, which showed that physiological 
stimulation alters the glutamate, glutamine, phosphocreatine, 
and myo-inositol content of the somatosensory neocortex 
(Xu et al. 2005). The improvement in sensitivity extends the 
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functional MRI from the water signal to the NAA signal. 
A significant increase in glutamine content with a reciprocal 
decrease in glutamate content of the somatosensory cortex 
were reported during 11 minutes of forepaw stimulation 
under α-chloralose anesthesia. The reciprocal changes during 
physiological stimulation (the sum of glutamate and gluta-
mine content remained the same) were attributed to the 
release of neuronal glutamate, uptake by glia, and conversion 
into glutamine. Ammonia released by activated neurons may 
serve as an inhibitory neuromodulator, which may help ter-
minate the excitatory effects of neuronal vesicular glutamate 
release either directly or by promoting astrocytic glutamate 
uptake by activating glutamine synthetase.

D. Cortical Glutamate and 
Glutamine and EEG Power

Cortical glutamate content appears to decrease with depth 
of anesthesia with a 25 to 30 percent decrease with pentobar-
bital coma (Sibson et al. 1998) (see Figure 6.12). Brain glu-
tamate content increases in acute seizure models using 
NMDA or kainic acid and decreases with bicuculline and 
pentylene tetrazole (Eloqayli et al. 2003; Patel et al. 2004; 
Young et al. 1991b). Similarly, glutamine content of glia is 
greater than the neuronal content because glutamine synthe-
tase is an exclusively glial enzyme. Changes in tissue gluta-
mine content reflect changes in glial ammonia and glutamate 
concentrations content because of the critical role, that gluta-
mine synthetase plays in detoxifying glutamate and ammonia. 
Glia tightly control glial intracellular ammonia and glutamate 
concentration by regulating the activities of glutamate synthe-
tase and the anaplerotic enzymes (pyruvate carboxylase and 
branch-chain amino acid transaminase) (Kanamori et al. 1998; 
Kanamori & Ross 2005; Shen et al. 1998; Sibson et al. 2001). 
Brain glutamine content appears to increase with almost all 
seizure models, probably reflecting the rising ammonia 
released by increased glutaminase activity, which increase in 
proportion to sustained glutamatergic neurotransmission. 
Ammonia may serve as a powerful inhibitory neuromodulator 
when glutaminases are activated by sustained excitatory 
neurotransmission.

E. The Glutamate-Glutamine Cycle 
Measures Neurotransmission

The glutamate-glutamine cycle refers to the compartmen-
tation of glutamate and glutamine between neurons and glia 
(see Figure 6.13). During glutamatergic neurotransmission 
neurons release glutamate into the extracellular space; the 
glial glutamate transporters rapidly remove the releases glu-
tamate. To minimize the likelihood of glutamate transporter 
reversal during depolarization, the cell surface of glutama-
tergic neurons express low levels of glutamate transporters 

(Hertz 2006). Studies of glutamatergic synapses have shown 
them to be closely surrounded by glial end processes pos-
sessing high densities of glutamate transporters. Reuptake 
of glutamate from the extracellular space primarily by glia 
uses the sodium-dependent, electrogenic glutamate trans-
porters, EAAT1 (GLAST) and EAAT2 (GLT-1) (Danbolt 
2001). Under normal conditions, EAAT1 and EAAT2 are 
located on astrocytic membranes and terminate excitatory 
neurotransmission by first binding glutamate (buffering) 
then transporting glutamate into the astrocytic cytosol in an 
energy (ATP) consuming step (Cavelier et al. 2005).

Using quantitative microdialysis methods during the 
interictal period in patients with localization-related epilep-
sies, studies indicate that the basal ECF glutamate levels in 
the nonepileptogenic neocortex and hippocampus range 
from 0.5 to 5 µM (mean 2.5 µM), consistent with the mea-
sures obtained from healthy rats (Cavus et al. 2005). Low 
intraglial glutamate concentrations are maintained primarily 
by the detoxification of glutamate and ammonia into gluta-
mine by glutamine synthetase (Eisenberg et al. 2000). 
Alternatively, glutamate is oxidized by glutamate dehydro-
genase and enters the glial TCA cycle. Rising intracellular 
glutamate concentrations enhanced the transporter-mediated 
(SNAT3) release of glutamine, which is taken up by neurons 
using a sodium-gradient-dependent transporter (SNAT1) 
(Broer et al. 2004; Kanamori & Ross 2004). Phosphate-
 activated glutaminase replenishes the neuronal intracellular 
glutamate concentrations. This neuron-astrocyte metabolic 
network is called the glutamate-glutamine cycle. The gluta-
mate-glutamine cycle is critical for (1) the rapid and effi-
cient clearance of glutamate from the synaptic cleft and 
extracellular space, (2) the maintenance of neuronal mito-
chondrial metabolism; and (3) the detoxification of the 
ammonia generated by neurotransmission.
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Figure 6.12 Cortical glutamate and glutamine concentrations as a func-
tion of EEG activity (adapted from Sibson et al. 1998 and Patel et al. 2004).
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F. Glutamate Neurotransmission Is Tightly 
Coupled to Glucose Metabolism

Glutamatergic neurotransmission and the glutamate-
glutamine cycle are tightly coupled to cerebral oxidative 
metabolism (de Graaf et al. 2003; Hyder et al. 2006; Mag-
istretti et al. 1999). The large majority of cortical glutamate 
uptake after release is astroglial and tightly coupled to the 
glial sodium-potassium ATPase and therefore glial energy 

metabolism. One glutamate is taken up together with three 
sodium and one proton in exchange for one potassium con-
suming 1.33 ATP per glutamate (Attwell & Laughlin 2001). 
Rising intracellular glutamate and sodium content makes 
glutamate uptake energetically much more expensive. In 
glia, intracellular glutamate content is usually very low (val-
ues as low 50 micromolar have been proposed) to facilitate 
glutamate transport.

The rates of the glutamate-glutamine cycle (V
cycle

) are lin-
early correlated to the TCA cycle (V

TCA
) over the full range 

of cortical activity from deep pentobarbital coma with gross 
suppression of all cerebral rhythms by EEG through bicucul-
line-induced status epilepticus (Hyder et al. 2006; Shulman et al. 
2004; Sibson et al. 1998; Patel et al. 2004) (see Figure 6.14). 
The ratio of the glutamate-glutamine cycle to the TCA 
cycle rates (V

cycle
/V

TCA
) remains about 0.44 while awake and 

through the various stages of anesthesia with an over three-
fold variation in the rate of mitochondrial glucose oxida-
tion. As expected, the amount of synaptic transmission and 
the rate of the glutamate-glutamine cycle are negligible in 
white matter, which has a much lower rate of glucose oxida-
tion than grey matter (de Graaf et al. 2001; Pan et al. 2000). 
A ratio of the glutamate-glutamine cycle to TCA cycle rates 
of 0.42 was measured in the cortical and central grey matter 
(primarily dorsal hippocampus) in the same animals under 
halothane anesthesia with a ratio of 0.1 in subcortical white 
matter.

G. Changes in Glutamatergic 
Neurotransmission with Physiological 

Stimulation

A linear response between the change in the metabolic 
rate of the glutamate-glutamine cycle (V

cycle
) and the rate of 

oxidative metabolism (CMRO
2
) is maintained with physio-

logical stimulation (evoked metabolism) (Chhina et al. 2001; 
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Hyder et al. 1997, 2001; Kida et al. 2006). MR spectros-
copy studies show that the incremental increase in oxidative 
metabolism, ∆CMRO

2
/CMRO

2
, was proportional to changes 

in glutamatergic neurotransmitter flux (∆V
cycle

/V
cycle

). Fur-
ther studies show that the increase in spike frequency of the 
somatosensory cortex in response to forepaw stimulation was 
proportional to the increase in oxidative metabolism (Smith 
et al. 2002) (see Figure 6.15). The combined results show 
that ∆CMRO

2
/CMRO

2
 ≈ ∆V

TCA
/V

TCA
 ≈ ∆ spike frequency/

spike frequency ≈ ∆V
cycle

/V
cycle

, thereby relating the energetic 
basis of brain activity to neuronal spiking frequency and the 
rate of glutamatergic neurotransmission.

H. Studies of Glutamatergic 
Neurotransmission of the 

Human Visual Cortex

Under normal conditions, 13C-glucose rapidly labels 
neuronal intracellular glutamate first. The human neuronal 
tricarboxylic acid (TCA) cycle rate (0.72 mM/minute) is five 
times faster than glial TCA cycle rate (0.13 mM/minute) 
(Shulman et al. 2004). The rate of intracellular glutamine 
turnover in the normal awake human brain is less than half 
(44–47%) of intracellular glutamate turnover and the rate of 
glutamine synthesis (0.23–0.36 mM/minute) is two to three 
times faster than the glial TCA cycle rate (De Graaf et al. 
2003). Under normal conditions using 13C-glucose, the iso-
topic enrichment of intracellular glutamine primarily reflects 
the uptake and detoxification of 13C-glutamate released 
by neurons with only minor contributions (18–33%) from 
the glial TCA cycle (De Graaf et al. 2003; Lebon et al. 2002; 
Shen et al. 1999). The relationship between the rate of the 
glutamate-glutamine cycle and TCA cycle in the human cortex, 
which were made using 13C-glucose, 13C-acetate or 13C-β-
hydroxybutyrate as the label sources, is linear (Chhina et al. 

2001; Gruetter et al. 2001; Lebon et al. 2002; Pan et al. 2002b; 
Shen et al. 1999). The ratio of the glutamate-glutamine cycle 
to TCA cycle (V

cycle
/V

TCA
) was 0.45 in excellent agreement 

with homologous values measured in rodent models.

I. MR Studies of Brain Glutamate and 
Glutamine of Patients with Epilepsy

Initial MR studies in patients with epilepsy suggested that 
the sum of glutamate and glutamine (GLX) and the GLX/NAA 
ratios were above normal in the MRI-negative  epileptogenic 
hippocampus or the epileptogenic areas of the nonlesional neo-
cortical epilepsies (Savic et al. 2000; Woermann et al. 1999). 
Subsequent studies reported greater variability of the GLX sig-
nals and GLX/NAA ratios, which were the same as values for 
control subjects or above normal in various regions outside of 
the presumed seizure focus; that is,  frontal lobes or contralateral 
hippocampus in TLE (Flugel et al. 2006; Simister et al. 2002; 
Wellard et al. 2003). The GLX signals were reported to show 
considerable inter- and intra-subject variability in patients with 
malformations of cortical development or Rasmussen enceph-
alitis (Wellard et al. 2004; Woermann et al. 2001). Studies of 
patients with idiopathic generalized epilepsy suggest that the 
GLX signals and the GLX/NAA ratios of the frontal lobes are 
above normal (Simister et al. 2003).

J. Hippocampal Glutamate and 
Glutamine Content in Mesial TLE

Mesial temporal sclerosis (MTS) refers to a group of path-
ological changes in a wide area including the hippocampus, 
amygdala, and medial temporal cortical structures including 
the entorhinal cortex and parahippocampus. In a surgical series 
of 151 patients, there was more than a 60 percent cell loss in 
MTS and a 23 percent loss in nongliotic hippocampi (PTLE) 
(de Lanerolle et al. 2003). The large glutamatergic principle 
cells are primarily lost in TLE, whereas specific populations 
of interneurons are preserved and undergo complex synaptic 
reorganization (Magloczky & Freund 2005). Histopathologi-
cal studies show greater cell loss and synaptic reorganization 
in the more anterior portions of the hippocampus.

Spectroscopic imaging at 4-Tesla of patients with MTS 
showed that mean hippocampal glutamate content was sig-
nificantly 30 percent below normal ipsilateral to the seizure 
focus (Pan et al. 2006). The glutamate content of the con-
tralateral hippocampus, which appeared normal by MRI, 
was 12 percent below normal. The reduction in glutamate 
content is surprisingly small in view of the greater than 60 
percent neuron loss and greater than 80 percent increase in 
glial density, which are the hallmark of MTS.

Analytical MR spectroscopic studies of tissue resected in 
surgery showed that the glutamate content of the resected epi-
leptogenic hippocampus with MTS is significantly less than values 
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Figure 6.16 Intracellular glutamate concentrations do not reflect the loss of neurons, mainly glutamatergic neurons, in the epileptogenic human 
 hippocampus (adapted from Petroff et al. 2002).
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Figure 6.17 Intracellular glutamine concentrations do not reflect the increased glial density of the epileptogenic human hippocampus (adapted from 
Petroff et al. 2002).

measured in the nongliotic ones (PTLE) (Peeling & Suther-
land 1993; Petroff et al. 2002a). However, it is surprising that 
the glutamate content in MTS, despite the 67 percent neuronal 
loss, is not significantly less than the mean values measured 
at autopsy (8.2 mM) or in vivo (8.0 and 8.8 mM) of nonepilep-
tic subjects (Kassem & Bartha 2003;  Mohanakrishnan et al. 
1997; Pan et al. 2006) (see Figure 6.16).

Similarly, the hippocampal glutamine content in MTS 
remains on the lower end of normal, despite an 82 percent 
increase in glial density (Petroff et al. 2003) (see Figure 
6.17). The neuron to glia ratios are significantly altered in 
the epileptogenic hippocampus, both MTS and PTLE, yet 
both glutamate and glutamine concentrations remain nearly 
normal. Our findings suggest that the intracellular concen-
tration of glutamate of the remaining cells must be increased 
markedly because of the tremendous loss of glutamatergic 
neurons and synaptic density, which characterizes MTS. The 
loss of glutamine synthetase expression and activity in the 
setting of increased GFAP expression in MTS suggests that 
astrocytes probably contain the excess glutamate (Eid et al. 
2004; van der Hel et al. 2005).

K. Glutamatergic Neurotransmission 
in Mesial TLE

Stable-isotope studies demonstrate that glutamine synthesis 
is impaired in the epileptogenic human hippocampus. The 
V

cycle
/V

TCA
 ratio, which was measured intra-operatively, was 

decreased by 56 percent in the epileptogenic hippocampus 
(Petroff et al. 2002b). Given the central role of glutamine 
synthetase in the normal functioning of the glutamate-gluta-
mine cycle, the data suggests that glutamine synthesis rates 
(normalized to the rate of glucose oxidation) are decreased 
by more than 70 percent in the gliotic hippocampus of 
patients with mesial temporal sclerosis (MTS). Patient stud-
ies using microdialysis show that post-ictal glutamate reup-
take is three-fold slower in the epileptogenic hippocampus 
than the contralateral one (During & Spencer 1993). The com-
bined observations suggest that glial glutamate transporter 
and detoxification functions are slowed or deficient in the 
gliotic hippocampus. In the epileptic but nonepileptogenic 
hippocampus, glia maintained normal extracellular gluta-
mate concentrations (~3 micromolar) interictally, and rapidly 



94 Metabolic Biopsy of the Brain

restored homeostasis after seizure spread from the contra-
lateral focus. The low rate of glutamine synthesis could 
account for the markedly slower rate of post-ictal glutamate 
 clearance, which characterizes the epileptogenic state.

IX. Summary

Studies using 31P-MRS show that the interictal state in 
human epilepsies appears to be characterized by low phos-
phocreatine levels with normal ATP levels and normal pH 
with the lowest phosphocreatine levels in the epileptogenic 
regions of the brain. Low phosphocreatine levels, which 
affect the epileptogenic human hippocampus, are associated 
with specific changes in excitatory and inhibitory neuronal 
responses to synchronized synaptic inputs. Processes, which 
inhibit mitochondrial oxidative phosphorylation, are associ-
ated with epileptic phenotypes. Treatments that which raise 
phosphocreatine levels, improve seizure control in some 
patients.

Studies using 1H-MRS show that lactate is a labile 
metabolite, which transiently increases during cortical activ-
ity under well-oxygenated physiological conditions. A rise 
in glial synthesis and export of lactate appears to occur with 
physiological stimulation (the astrocyte neuron lactate shut-
tle hypothesis). Combined 1H- and 13C-MRS studies sug-
gest that astrocytic glycogen has a rapid turnover rate; with 
physiological stimulation glial glycogen is converted to lac-
tate to support neuronal high-frequency firing. Rather than 
contributing to neuronal damage, lactate appears to serve a 
neuroprotective function. Increased lactate levels appear to 
be a characteristic of activated glia and not merely a marker 
of hypoxia.

Combined MRI, 1H-, and 15N-MRS studies show that 
glutamine is a labile metabolite, which reflects chang-
ing cerebral ammonia concentrations. Cortical glutamine 
levels transiently increase with physiological stimulation. 
 Glutamine levels also increase as blood ammonia increases; 
changes in brain glutamine correlate with EEG slowing 
and alterations of human cognitive functions. This suggests 
that cerebral ammonia acts as a potent inhibitory modula-
tor of brain functions. Serial brain glutamine measurements 
may be used to follow fluctuations of ammonia-induced 
encephalopathy.

Combined 1H- and 13C-MRS studies may be used to 
measure glutamatergic neurotransmission (the glutamate-
glutamine cycle) under physiological conditions. They show 
that excitatory glutamatergic neurotransmission, cerebral 
oxidative metabolism, EEG activity, and cortical spike 
frequency are all tightly coupled. The interictal state of the 
localization-related human epilepsies appears to be charac-
terized by above-normal lactate levels, elevated glutamate 
levels, and below-normal glutamine levels. Although these 
changes are often widespread, they are most pronounced 

in the seizure-onset zone. In the epileptogenic human 
 hippocampus, interictal glucose metabolism is reduced and 
associated with an even greater reduction in glutamine syn-
thesis and the glutamate-glutamine cycle. These alterations 
in glutamate metabolism may maintain the dysfunctional yet 
hyper-excitable state within the seizure focus by maintaining 
the above-normal extracellular glutamate concentrations, 
which are characteristic of epileptogenic brain.

A. Is MRS Ready for Routine Clinical Use?

The clinical utility of MRS is limited by costs and institu-
tional (imaging) priorities. Stronger, therefore more expen-
sive, magnets improve spectroscopy and imaging. Signal 
amplitude increases in proportion to the magnetic field 
strength, thereby increasing spatial resolution. Upgrading 
from a 1.5-Tesla imager to a 3-Tesla MRI will double the 
resolution of the images within the 15 to 20 minutes assigned 
for a routine clinical MRI study. However, the typical MRS 
study usually requires one hour of spectrometer-imager time 
and dynamic studies may require several studies over periods 
ranging from a day to weeks. Hospitals and radiologists opt 
for the cost-effective solution, which is to image routinely 
three patients in the time required for a single spectroscopy 
study.

At the present time, proton MRS is used clinically in the 
evaluation of epilepsy and brain tumors. Spectroscopic imag-
ing (MRSI) is useful in distinguishing recurrent tumor from 
phlegmon or necrosis to guide continuing therapy. Measure-
ments of NAA levels using MRSI appears to be most useful 
in focal epilepsies without lesions seen using conventional 
MRI. The sensitivity in determining the epileptogenic hemi-
sphere is 60 to 65 percent using single voxel methods and 
improves to 85 to 98 percent with spectroscopic imaging. 
Combined MRSI and volumetric MRI correctly predicted the 
surgical outcomes of 75 to 92 percent of patients with TLE 
who became seizure free and 63 to 72 percent of patients 
who did not. In these settings, MRSI is cost-effective.

Proton MRSI using a 3-Tesla or higher field system appears 
to be a very promising tool to monitor treatment in multiple 
sclerosis and other disease processes that impact axons. 
Abnormalities of axonal mitochondrial function are measur-
able in normal-appearing white matter before  abnormalities 
become evident by MRI. Similar changes of grey and white 
matter may be measured in mitochondrial diseases and 
degenerative diseases, which impact mitochondrial func-
tions, such as Parkinson disease, amyotrophic lateral sclero-
sis, Huntington’s disease, frontal dementia, and Alzheimer’s 
disease. Serial MRSI may be used to assess the effectiveness 
of therapies in minimally symptomatic patients or ideally 
presymptomatic patients. Measurements of glutamine, glu-
tamate, and GABA using MRSI appear to be very promis-
ing for the assessment of therapy in hepatic  encephalopathy, 
depression, anxiety disorders, and schizophrenia.
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 I.  Why Use Gene Transfer in the Development 
of Novel Therapies?

 II. Gene Transfer Strategies

 III.  Development of Neurological Gene Therapy

 IV. Conclusions—Future Developments 

The recent, rapid evolutio n in understanding the molecu-
lar basis of neurological disease has fostered hope that simi-
lar progress will follow in neurological therapeutics. In this 
chapter, we discuss techniques for transferring exogenous 
genetic material into host cells (gene transfer) and possible 
clinical applications of this technology (gene therapy) in 
neurology.

I. Why Use Gene Transfer in the 
Development of Novel Therapies?

There are three broad reasons that a gene transfer 
approach to a neurological problem might be contemplated 
over a more conventional pharmacological approach:

▲ Gene complementation. Loss-of-function Mendelian 
single-gene disorders could be treated by delivering an 
intact copy of the wild-type gene. This strategy, address-
ing the fundamental genetic abnormality, ideally would 
cure the disease, in contrast to the current best practice 

of  intermittently delivering gene products or devising 
some other compensatory strategy for the genetic lesion. 
Although the list of potential gene therapy targets in this 
category is very large—theoretically, any recessive genetic 
disease could be treated this way—there are only a few 
examples that have proven instructive and substantial 
obstacles remain.

▲ Delivery of proteins to achieve a pharmacologi-
cal action. A variety of pathological biochemical pathways 
underlying both hereditary and sporadic diseases may be 
manipulable by effecting over-expression or ectopic expres-
sion of endogenous or engineered proteins. Delivery of the 
gene encoding the protein may be preferable to delivering the 
protein itself. Proteins that act intracellularly would need to 
be expressed within target cells unless an efficient means for 
effecting their uptake from the extracellular space was avail-
able. Gene delivery might also be advantageous for the deliv-
ery of proteins that act at the extracellular surface of cells, for 
example peptide growth factors, because it may be possible 
to achieve adequate local concentrations while avoiding the 
side effects that might be engendered by systemic adminis-
tration of these pleiotropic macromolecules.

▲ RNA targeting. Mendelian dominant neurological 
diseases caused by over-expression of a normal gene, or 
expression of a mutant with a toxic gain of function or 
a dominant negative function, might be best tackled by 
targeting the abnormal mRNA using RNA interference or 
ribozymes, which could be delivered by gene transfer. This 
same approach could be applied to sporadic or infectious 
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diseases mediated by known protein intermediaries by 
therapeutic down-regulation of the relevant mRNA.

II. Gene Transfer Strategies

Gene transfer can be accomplished ex vivo or in vivo (see 
Figure 7.1). In ex vivo gene transfer, cells are removed, and 
the gene of interest is introduced into these cells in vitro, 
followed by reimplantation of the transduced cells. This 
approach has a number of inherent advantages:

1. Transduced cells can be selected for expression of 
therapeutic or marker genes.

2. Transduced cells can be propagated prior to 
reimplantation, so that the number of transduced cells is 
increased.

3. Cells with abnormal phenotypes can be removed 
prior to reimplantation.

Ex vivo gene transfer to generate fibroblasts that express 
nerve growth factor has been tested as a treatment in 
Alzheimer’s disease, and might be contemplated in the genetic 
modification of stem cells to encourage their  differentiation 

into desired cell types in tissue engineering paradigms. 
However, mature neurons with complex dendritic inputs, 
axonal connections, glial interactions, and a delicately 
maintained extracellular environment cannot be removed 
from the brain, cultured in vitro, and reimplanted. Genetic 
modification of these cell types requires in vivo gene trans-
fer, in which a gene delivery agent (vector) is introduced 
into the organism to effect genetic modification of cells 
in their native environment. The gene delivery aspect of 
this approach is more complex than that of the ex vivo tech-
nique, and requires that gene transfer be significantly more 
efficient, because there can be no selection or expansion of 
transduced cells after genetic modification. Whereas ex vivo 
gene transfer has been accomplished using relatively simple 
techniques like electroporation or liposomal transfection 
using naked plasmid DNA, a more  sophisticated approach 
is necessary for in vivo gene transfer.

A. Types of Gene Transfer Vectors

Two broad technologies have been developed as gene 
transfer tools: those based on genetically engineered viruses 

Figure 7.1 Ex vivo and in vivo gene transfer. Ex vivo and in vivo gene transfer are depicted schematically, with examples of each type of gene transfer 
relevant to neurological gene therapy listed next to the site of transduction. In ex vivo gene transfer, cells are removed before being transduced in vitro. 
Transduced cells can then be expanded or selected prior to implantation. In vivo gene transfer relies on inoculation of a gene transfer vector to effect genetic 
modification of cells in vivo.
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(viral vectors) and those based on chemically synthesized 
complexes (nonviral vectors).

1. Viral Vectors

The most potent and effective gene delivery vehicles are 
viruses that have evolved to deliver their genetic payload to 
cells with great efficiency. The lifecycle of viruses, in the 
simplest terms, involves entry of the viral genome into cells; 
expression of viral genes as proteins or active RNA mole-
cules; replication of the single- or double-stranded DNA or 
RNA genome; encapsidation of the genome into new virus 
particles; release of progeny virions by cell lysis or by bud-
ding, in which the virus capsid is enclosed in a membrane 

or envelope. The nascent particles are competent to invade 
other cells (Fields et al., 1996). These events are partially 
mediated by subversion of native cellular processes for 
viral replication, and almost invariably result in cell death. 
Viral vector engineering exploits the early parts of the viral 
lifecycle to enable efficient gene delivery and expression, 
while eliminating the later parts of the cascade that result 
in perturbation of cellular physiology, viral  replication, 
and cell death. In general, gene transfer vectors are derived 
from viruses by deleting genes from the viral genome 
that allow viral replication and pathogenicity in vivo, and 
complementing these in vitro to allow vector  replication 
for manufacture of vector particles (see Figure 7.2). 

Figure 7.2 Approaches to generating replication-defective viruses as gene transfer vectors. Basic schemes are illustrated for generating viruses that can 
be used to transfer genetic material into cells in vivo, without pathogenic viral replication. Removal of key viral genes essential for replication in vivo allows 
generation of a gene transfer vector in which many viral genes are retained, but their expression is either silenced or reduced by the deletion. These vectors 
can be prepared to high titre in complementing cell lines that supply the missing viral functions in trans, allowing viral replication to take place, but do not 
replicate in vivo in the absence of essential genes. An example is provided by genomic herpes simplex virus vectors. An alternative approach is to flank a 
transgene expression cassette with viral packaging signals, and to provide all viral functions in trans, usually by cotransfection of a second plasmid that does 
not contain viral packaging signals. This results in generation of gene transfer particles that are devoid of viral structural genes, but is much less efficient 
than the use of complementing cell lines.
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The choice of viral  vector for a specific application depends 
on the biology of the wild-type virus and the properties of 
derivative vectors.

2. Nonviral Vectors

Nonviral vectors use a variety of lipid formulations 
to deliver  DNA to host cells. Although this approach is 
technically simpler than the development of viral vectors, 
gene delivery by nonviral vectors is relatively inefficient 
 compared with viral vector-mediated gene transfer, and 
transgene expression is highly variable and generally short-
lived. There have been some exceptions to these general 
observations. DNA delivery to some tissues such as skeletal 
muscle is reasonably efficient, and nonviral DNA delivery 
has proven to be useful for immune priming as part of vac-
cine strategies. However, it has not proven useful in gene 
transfer to the nervous system. The majority of promising 
results in preclinical and clinical studies have been shown 
by viral gene transfer vectors, which will be discussed in the 
 remainder of this chapter.

B. Major Types of Viral Vectors

The best characterized and most extensively studied 
viral gene transfer vectors for the nervous system have been 
 generated using modified retroviruses, adenoviruses, adeno-
associated viruses, and herpes simplex virus. The major 
properties of each of these viruses are shown in Table 7.1, 
and properties of the derived vectors are listed in Table 7.2. 
No single one of these vectors is ideal for all applications, but 
many successful experimental outcomes have been achieved 
with each of them by exploiting properties of the parental virus 
in the development of the derivative gene transfer vector.

1. The Retroviruses

Retroviruses (see Figures 7.3 and 7.4) are RNA viruses that 
integrate their genome into the host cell by using reverse tran-
scriptase to synthesize a DNA copy of the RNA virus genome 
that then becomes integrated into the host DNA genome. Two 
principal categories of retroviruses have been modified to 
generate two classes of viral gene transfer vectors.

Table 7.2 Properties of Some Viral Vectors

   Genes Removed    
    from Vector  Complementation Easy Preparation Easy Insertion
  Transgene Insert  Genome to Prevent of Essential of High Titres and of Transgene
 Vector Capacity  Replication/Toxicity Functions Pure Stock? Sequences? Toxicity

Lentivirus HIV-based 6 kb All except 5´  Transient plasmid No Yes Insertional
    portion of gag  transfection    mutagenesis
Adenovirus E1, E3  8 kb E1, E3 Complementing Yes No Inflammation
  deleted Ad5    cell line   
 ‘Gutless’ 30 kb All Complementing cell  No No Inflammation
     line and helper virus   
Adeno-associated  AAV2-based 4.5 kb All Helper virus or No Yes Insertional
 virus     transient plasmid     mutagenesis?
     transfection
Herpes simplex  Genomic 30–40 kb ICP4, ICP27,  Complementing Yes No Minimal
 virus  HSV-1    ICP22, ICP47,   cell line
  vectors   ICP0, U

L
41  

 Amplicon 120 kb All Transient BAC  No Yes Minimal
     transfection

Table 7.1 Major Viruses Used to Construct Viral Vectors

  Genomic  Latent Helper  Cellular Disease Caused by
 Genome Integration? Infection? Virus? Receptor Wild-Type Virus

Lentivirus ssRNA; 9.5 kb Yes Yes No CD4, CXCR5  AIDS
      (1phosphatidyl serine) 
Adenovirus dsDNA; 35 kb No No No CAR, integrin αvβ5 Respiratory infection; 
       conjunctivitis; 
       gastroenteritis
Adeno-associated  ssDNA; 5 kb Yes Yes Yes Integrin αvβ5, None known
 virus      FGF-1R
Herpes simplex  dsDNA; 150 kb No Yes No Glycosaminoglycan, Cold sore; rarely
 virus      nectin1α and HVEM  encephalitis

1Lentiviral vectors are commonly pseudotyped with the VSV-G envelope glycoprotein, which binds to phosphatidylserine instead of the CD4 and 
CXCR5 cellular receptors bound by the native viral envelope protein.
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The oncoretroviruses were first engineered as nonreplicat-
ing gene delivery vectors in the 1980s, when it was discov-
ered that packaging cell lines could be engineered to express 
the virus coat protein and envelope protein constitutively 
(Markowitz et al., 1988). Transfection of these packaging 
cells with a DNA plasmid containing only terminal repeat 
elements and the packaging signal from the original virus, 
yielded infectious particles, in which the majority of the vec-
tor genome was replaced by nonviral genes. These infectious 
packaged particles could be used to transduce other cells, 
and by virtue of their terminal repeat elements the nonviral 
genes were incorporated into cellular DNA (Armentano et al., 
1990; Fink et al., 1990; Kantoff et al., 1986; Ledley et al., 
1986; Miyanohara et al., 1988; Palmer et al., 1987; Zwiebel 
et al., 1989). Oncoretrovirus entry into the nucleus is largely 
dependent on cell division, so these viruses most efficiently 
infect dividing cells. This is a major limitation for neuro-
logical gene transfer, where the target cell populations are 
terminally differentiated and nondividing.

More recently, vectors have been constructed from 
 modified lentiviruses. Lentiviral vectors have a larger 
capacity for foreign DNA than oncoretroviruses, and 

unlike  oncoretroviruses, efficiently infect nondividing cells 
(Kim et al., 1998; Naldini et al., 1996). The most commonly 
used system for engineering human lentiviruses to create a 
vector incorporates elements of lentiviruses, an oncoretro-
virus, and the envelope components of vesicular  stomatitis 
virus (VSV-G) into three separate expression plasmids. 
Cotransfection of cells with these plasmids provides all the 
structural components to generate nonreplicating particles, 
which contain the transgene sequence contained within one 
of the plasmids (Corbeau et al., 1996; Dull et al., 1998; 
 Miyoshi et al., 1997, 1998; Naldini et al., 1996; Reiser et al., 
1996; Zufferey et al., 1997). Cotransfection of three plasmids 
is inherently inefficient compared with packaging cell lines, 
but lentiviral vectors can be concentrated by centrifugation 
since the VSV-G envelope component is stable (Emi et al., 
1991; Naldini et al., 1996). Lentiviral vectors have proven 
especially useful in transduction of brain and bone  marrow 
stem cells (Akkina et al., 1996; Desmaris et al., 2001; 
 Kordower et al., 2000; Li et al., 1998;  Mazarakis et al., 2001; 
Miyoshi et al., 1999; Pawliuk et al., 2001; Scherr et al., 2002; 
Zhang et al., 2002; Zielske & Gerson, 2002).  Lentivirus is a 
highly efficient gene transfer vector to the brain, reflected in 
a number of promising preclinical  studies.

An initially unrecognized shortcoming of retroviruses and 
lentiviruses is the propensity for the vector genome to inte-
grate into the cell genome, preferentially near sites of active 
transcription (Schroder et al., 2002). This process can lead to 
rare insertional mutagenesis events and activation of cellular 
genes that have oncogenic potential. In a recent clinical trial 
using a retroviral vector to treat X-lined severe combined 
immunodeficiency (Cavazzana-Calvo et al., 2000; Hacein-
Bey-Abina et al., 2002), four of the patients initially cured 
of the disease by gene transfer subsequently developed leu-
kemic transformation as a result of insertional mutagenesis 
(Hacein-Bey-Abina et al., 2003).

Figure 7.3 Human immunodeficiency virus. This schematic depiction of a 
mature HIV-1 virion illustrates key structural components of this  prototypical 
lentivirus.

Figure 7.4 The HIV-1 genome. The HIV-1 RNA genome is illustrated diagrammatically (not to scale) to demonstrate 
overlapping genomic locations and splicing of viral genes. Abbreviations: LTR, long terminal repeat (containing promoter 
for viral transcripts); SD, major splice donor; Ψ, packaging signal; RRE, rev-response element. The names of viral genes 
are shown within the boxes. gag encodes the core antigens; pol/pro encodes the reverse transcriptase and protease enzymes 
necessary for genomic integration and post-translational processing of viral proteins, respectively; and env encodes the viral 
envelope proteins necessary for cell entry. tat encodes a transactivator of viral transcription and rev encodes a splicing/export 
regulator. Lentiviral gene transfer vectors are constructed by flanking a transgene expression cassette with the viral LTRs and 
packaging signals, and cotransfecting this gene transfer plasmid with another plasmid that contains the viral structural genes 
but no packaging signals.
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2. The Adenoviruses

Recombinant adenoviruses (see Figures 7.5 and 7.6) lack-
ing the tumor-causing gene, E1a, were first constructed in 
the early 1980s and propagated in complementing cell lines 
that contained the E1a gene integrated into the cell chromo-
some (Babiss et al., 1983; Haj-Ahmad & Graham, 1986). 
The deletion of E1a prevents the virus from replicating in 
most cell types although “leaky” expression of the other 
viral functions including structural proteins and the viral 
polymerase can be detected. Transduction of a number of 
target tissues including brain has been demonstrated using 
early adenoviral (AdV) vectors (Davidson et al., 1993; 
Le Gal La Salle et al., 1993; Ragot et al., 1993; Rosenfeld et al., 
1991, 1992). Deletion and complementation of  multiple ade-
noviral genes resulted in generation of more efficient and 
less toxic vectors (Amalfitano et al., 1998). Alterations to 
the vector to eliminate all the viral components from the vec-
tor genome results in a “gutless” vector with improved sta-
bility in vivo (Kochanek et al., 2001; Morral et al., 1999; Reddy 
et al., 2002; Sakhuja et al., 2003; Zou et al., 2000).

One attractive property of AdV vectors is their remark-
able ability to express transgenes at very high levels. How-
ever, the robust immune response generated by even the 
gutless AdV vectors has proven to be a difficult problem for 
many proposed applications (Mercier et al., 2002; Molinier-
Frenkel et al., 2000). AdV vectors cannot be administered to 
patients with preexisting levels of anti-AdV circulating anti-
body, and the vector cannot be readministered even in the 
absence of preexisting immunity, since vector inoculation 

results in antibody production. There have been attempts 
to protect AdV from immune recognition by coating the 
particle (Croyle et al., 2002; Sailaja et al., 2002), using 
AdVs of alternative serotypes or AdVs from other species 
(Mack et al., 1997; Mastrangeli et al., 1996; Seshidhar Reddy 
et al., 2003). The AdV particle itself, however, has the abil-
ity to induce cytokines (for example interleukin-6) that can 
result in elimination of the virus genome (Ben-Gary et al., 
2002). A human clinical trial in which a large dose of an 
AdV vector was administered directly into the hepatic artery, 
led to the death of one patient as a result of vector-induced 
cytokine release and multiorgan failure (Raper et al., 2002). 
Strategies that take advantage of the immunogenic potential 
of AdV vectors, such as the use of AdVs carrying immune-
activating genes in the treatment of solid tumors, and the 
use of recombinant AdVs for vaccination against infectious 
agents, are likely to be successful.

Figure 7.5 The structure of adenovirus. This schematic depiction of 
a mature adenovirus virion illustrates key structural components of the 
virus.

Figure 7.6 The adenovirus genome. The adenoviral genome consists of 35kb of dsDNA, in which the viral gene encoding 
sequence is enclosed by two inverted terminal repeats (gray boxes). Although there are only eight basic transcriptional units, 
approximately 40 transcripts are produced by a bewildering array of alternative splicing events. In particular, the major late 
promoter gives rise to transcripts that share a tripartite leader sequence, culminating in a splice boundary with one of a possible 
18 coding sequences. These are grouped, according to the polyA signal at which the transcripts terminate, into L1, L2, etc. Viral 
transcription depends on the presence of the viral gene E1A; first-generation vectors were deleted for E1A and E1B and the 
genes supplied in trans using complementing cell lines. Later vectors are deleted for other genes, for example E3, in addition 
to E1. So-called “gutless” vectors contain only the packaging signals and transgene DNA, the viral genome being supplied in 
trans by use of a helper virus to express structural proteins and thus allow the generation of virion-like particles. These vectors 
can accommodate up to 30kb of transgene sequence, but are difficult to prepare in high titre and purity.
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3. The Adeno-associated Viruses

Adeno-associated virus (AAV; see Figures 7.7 and 7.8), 
initially discovered as a contaminant of adenoviral prepara-
tions, has been developed into a widely used gene transfer 
vector. There are several advantages:

▲ AAV causes no known disease
▲  The AAV genome can be manipulated as a simple 

plasmid
▲  The small size of AAV allows the particle to infiltrate 

many different tissues
▲  Certain tissues (e.g., muscle) are transduced very efficiently

Although its small size (22 nm) (Xie et al., 2002) does not 
allow packaging of more than 5 kb of foreign sequence, this 
is sufficient to accommodate most gene coding sequences 
as cDNAs. In vitro, wild-type AAV integrates into a specific 
location on chromosome 19q (Giraud et al., 1994; Linden 
et al., 1996; Samulski et al., 1991), but this specific integra-
tion event is dependent on replicase, a viral gene that must 
be eliminated from vectors because of its toxicity to cells 
(Ponnazhagan et al., 1997). In the absence of rep, AAV par-
ticles may integrate into the genome, although infection is 
inefficient and cell division usually is required. In contrast 
to other vectors, AAV appears to require concatemerization 
in the nucleus for expression, so that it may take several 
weeks to achieve maximum transgene expression. AAV rep-
lication requires several helper functions, and these can be 
provided by either adenovirus or herpes simplex virus. Like 

 adenovirus, AAV is highly susceptible to neutralization and 
cannot be easily repeat-dosed.

The optimal method for producing AAV is still under 
development. The most common approach is a triple plas-
mid transfection method, in which one plasmid contains 
packaging signals and the transgene, another expresses 
AAV rep and cap functions, and the final plasmid provides 
the adenovirus helper functions (Snyder and Flotte, 2002; 
Xiao et al., 1998). This method results in AAV vector  particles 
without contamination from helper virus since the adenovirus 
packaging signals have been removed, but is not very effi-
cient. The scale-up manufacture of AAV is complicated by 
the remarkably low transduction efficiency of AAV compared 
with other vectors. Despite these problems, AAV remains 
promising, especially for transduction and expression of genes 
in CNS neurons, and in muscle. Many of the current clinical 
trial protocols to deliver genes to the brain in the treatment of 
neurodegenerative diseases employ AAV-2 based vectors.

Figure 7.7 The structure of adeno-associated virus. This schematic 
depiction of a mature adeno-associated virus virion illustrates key structural 
components of the virus.

Figure 7.8 The adeno-associated virus genome. The AAV genome consists of 5 kb of ssDNA. The 
coding sequences are flanked by inverted terminal repeats (gray boxes). There are two major genes, rep 
(encoding proteins necessary for gene expression, genomic integration and replication) and cap (encoding 
the structural components of the virion). There are three viral promoters giving rise to six transcripts by 
alternative splicing. All the transcripts terminate at a single polyA signal. Seven proteins are encoded by the 
six transcripts, because the VP2,3 transcript can be translated using one of two different translational start 
codons. Gene transfer vectors are generated by deletion of rep and cap, supplying these genes in trans by 
cotransfection of a plasmid, to allow generation of particles. Unfortunately, the products of the rep gene are 
toxic to host cells, and so packaging cell lines have not been possible to generate.
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4. Herpes Simplex Virus (HSV)

HSV (see Figures 7.9 and 7.10) is an enveloped double-
stranded DNA virus that causes the common cold sore. Wild-
type HSV is transmitted through the skin by direct contact 
with a lesion from an infected individual. The wild-type 
virus can replicate in skin and mucous membranes but does 
not persist in the epithelium, instead entering sensory nerve 
terminals from which they are transported to the nerve cell 
body in sensory ganglia by retrograde axonal transport (see 
Figure 7.11). In the sensory ganglia, the lytic viral lifecycle is 
curtailed, after which the wild-type virus enters a latent state, 
with concomitant silencing of lytic genes and expression 
of the viral latency locus (Gordon et al., 1988; Rock et al., 
1987; Spivack & Fraser, 1987; Stevens et al., 1987). The 
ability to persist in neurons for life suggests that HSV may 
be engineered for prolonged transgene expression in nerves, 
and the retrograde axonal transport of virions in sensory 
neurons suggests that vector delivery could result from skin 
inoculation, or from introduction into remote sites in the 
CNS (Chen et al., 1995; Goins et al., 1994, 1999, 2001).

Two different strategies have been applied to the construc-
tion of HSV-based vectors. Nonreplicating genomic HSV 
vectors are constructed from wild-type virus by the elimina-
tion of genes that contribute to virus replication and reactiva-
tion (Burton et al., 2001a, 2001b; Krisky et al., 1997, 1998a, 
1998b). HSV requires expression of two of its four immedi-
ate early genes for replication to occur, and in the absence 
of these genes, other viral functions fail to be expressed or 
are expressed at low levels. Thus, replication-defective HSV 
vectors can be generated by deleting the two essential imme-
diate early genes (DeLuca et al., 1985; Sacks et al., 1985). 
The duration of transgene expression from HSV vectors 
in vivo depends on the choice of promoter element. Viral 

promoters such as the cytomegalovirus immediate-early 
promoter or the HSV ICP4 promoter provide high levels of 
short-term (weeks) gene expression. The HSV latency pro-
moter elements can be used to drive transgene expression for 
considerable time periods in sensory nerves (Bloom et al., 
1994; Chen et al., 1995; Dobson et al., 1989, 1990, 1995; 
Goins et al., 1994, 2001, 2002a; Lachmann & Efstathiou, 
1997; Palmer et al., 2000; Smith et al., 2000; Zwaagstra 
et al., 1989, 1990, 1991) and in the brain (Puskovic et al., 
2004). Although multiple essential viral genes have been 
complemented in cell lines engineered for this purpose, a 
packaging cell line has not yet been produced that takes full 
advantage of the large genome (152 kb) for delivering for-
eign DNA. Current vectors can accommodate up to 50 kb.

Amplicon HSV-based vectors are constructed by packag-
ing concatermerized copies of a plasmid amplicon into an 
HSV particle. Amplicon plasmids contain a packaging  signal 
and an origin of replication; viral functions are supplied in 
trans by a helper virus. Since the viral genes are supplied 
in trans, the capacity of insertion of cloned DNA is large 
(Wade-Martins et al., 2001). Unfortunately, the Ori signal 
increases the recombination frequency, and it is therefore 

Figure 7.9 The structure of herpes simplex virus. A schematic depiction 
of a mature HSV-1 virion illustrates the key structural  components of the 
viral particle.

Figure 7.10 The HSV-1 genome. The HSV-1 genome is illustrated diagrammatically. The genome is 154 kb and encodes 84 genes. The genome is divided 
into unique long and short segments flanked by repeat sequences. Genes that are essential and nonessential for viral replication in vitro are indicated. Non-
essential genes (which encode a variety of functions that optimize the interaction of HSV with the host organism) can be removed from the virus without 
compromising replication in vitro, allowing their replacement with transgenes of interest. The capacity for the insertion of foreign DNA sequences into the 
HSV genome is large; genomic vectors can accommodate around 40 kb of transgenic material and amplicons (particles that have all viral genes removed and 
supplied in trans) can accommodate 120 kb of foreign sequence. Replication-defective vectors can be prepared by removing two essential immediate-early 
genes from the virus, and providing these in complementing cell lines (genomic HSV vectors), or by providing all viral genes in trans using helper virus or 
a series of cosmids to package DNA containing a transgene and packaging signals (amplicon vectors).
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difficult to avoid recombination between the amplicon and 
helper virus, so that completely pure vector stocks are diffi-
cult to obtain. This problem can be ameliorated to a substan-
tial degree by using helper plasmids for amplicon packaging, 
but virus reconstitution may occur. Extensive experimental 
studies have established the utility of amplicons in gene 
transfer to the nervous system of rodents, but manufacture 
of amplicons for clinical trials would be extremely difficult, 
since consistent preparations are difficult to achieve.

C. Issues Common to All Viral Vectors

1. Vector Targeting

Targeting can be used to transduce cells that are not natu-
rally infected by the wild-type virus, or to increase the uptake 
of vectors into a limited subset of cells. The most effective 
retargeting of viral vectors has involved the modification 
of coat protein components of adenovirus (Curiel, 1999; 
 Dmitriev et al., 2002; Einfeld et al., 2001; Kashentseva et al., 
2002; Mizuguchi et al., 2001; Wesseling et al., 2001; Wu 
et al., 2002). Adenovirus infects cells by binding to the cox-
sackie/adenovirus receptor (CAR) using the extended knob 
structure of the hexon capsid protein at the particle surface. 

The virus penton base binds to a specific integrin, αVβ5 
using a specific motif arginine-glutamate-aspartate (RGD). 
This dual receptor binding recognition is typical of many 
viruses and ensures specificity. The adenovirus is endocy-
tosed and is released from the endosome as it acidifies. Strate-
gies used to retarget adenoviruses include extension of the 
hexon, using an antibody ligand or a receptor ligand, and 
engineering the knob function directly by genetic engineer-
ing. In addition, the RGD amino acid motif has been altered, 
so that different integrins can be recognized. This combina-
tion has specifically altered receptor interactions that lead to 
adenovirus infection, in a quantitatively significant manner. 
Such retargeting holds promise for safe, directed in vivo use, 
especially for targeting cancer cells involved in metastasis. 
Enveloped viruses have been retargeted by using envelope 
glycoproteins from other enveloped viruses (Anderson et al., 
2000; Bai et al., 2002; Burton et al., 2001a; Emi et al., 1991), 
or novel ligands inserted into the coding sequence of spe-
cific virus envelope genes. However, binding of enveloped 
virus that has been modified in these ways to target cells 
does not always lead to infection, since a second fusion 
step is required either at the cell surface or within the endo-
some compartment. Although efficient retargeting has not 

Figure 7.11 The lifecycle of HSV-1 in vivo. The key events occurring during infection of a human host are depicted schematically; a dorsal root gan-
glion sensory neuron is shown for illustration: 1. Lytic cycle of replication at epithelial port of entry; 2. Virions released from epithelia enter sensory nerve 
terminals; 3. Nucleocapsid and tegument undergoes retrograde axonal transport to soma; 4. Viral DNA enters neuronal nucleus and either initiates lytic 
cascade of gene expression or becomes latent; 5. During latency, viral genome remains episomal and nuclear—only the LAT genes are expressed; 6. Immu-
nosuppression, intercurrent illness or other stimulus reactivates lytic infection; 7. Virions formed by budding from nuclear membrane; 8. Nucleocapsid and 
glycoproteins transported separately by anterograde axonal transport; 9. Virion assembly and egress from nerve terminal; 10. Recurrent epithelial infection 
at or near site of primary lesion.
 The life-long latent infection in neurons, and retrograde axonal transport are features of wild-type HSV that have been exploited in the design of HSV 
vectors for gene transfer to neurons of the peripheral and central nervous system. Thus, elimination of replication by deletion of essential genes allows direct 
inoculation of vector in the vicinity of neurons (step 3) either subcutaneously, or within the CNS, with ensuing retrograde transport to the nucleus and trans-
gene expression (steps 4 and 5) but prevents lytic infection (step 4) or reactivation (steps 6–10), resulting in a long-term latent-like infection.
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yet been achieved with AAV vectors, enhancement of entry 
into cells that express low levels of AAV receptor has been 
achieved by modification of the capsid to display a cell-
specific receptor on the AAV virion (Buning et al., 2003; 
Girod et al., 1999; Loiler et al., 2003; Muller et al., 2003; 
Shi & Bartlett, 2003).

2. Regulation of Gene Expression

Many gene transfer studies have employed strong con-
stitutively active viral promoters to express transgenes. 
 However, there is much interest in achieving targeted, long-
term, or exogenously regulated gene expression for thera-
peutic purposes. Many different eukaryotic promoters with 
tissue or cellular specificity have been isolated and some 
of these have been inserted into viral vectors to attempt tar-
geted gene expression. However, promoter function in the 
background of a virus genome may be unpredictable; some 
tissue-specific promoters are complex, requiring large DNA 
elements that cannot be accommodated within available vec-
tors. Considerable effort has gone into determining the  critical 
motifs for promoter specificity and a variety of interesting 
sequences have been characterized including locus control 
regions, matrix attachment functions, and insulator elements 
(Chow et al., 2002; Emery et al., 2000; Miao et al., 2000). 
Some promoters are quite active until the virus genome 
becomes integrated or is subject to chromatin formation. 
Gene control in vectors often relies on empirical rather than 
rational methods. For some vectors the virus contains natu-
rally occurring strong constitutive promoters, such as the ret-
rovirus LTRs (Rosen et al., 1985; Starcich et al., 1985), or 
tissue-specific promoters such as the neuron-specific latency 
promoter of HSV (Chen et al., 1995; Goins et al., 1994; 
Zwaagstra et al., 1991) that may be exploited for transgene 
expression.

For many applications, it would be highly useful if a gene 
switch were available, with which a safe and bio-available 
drug could be used to turn gene expression on and off. Several 
systems have been developed (Hofmann et al., 1996; Hoppe et 
al., 2000; Iida et al., 1996; No et al., 1996; Oligino et al., 1998; 
Paulus et al., 1996; Rivera et al., 1996; Suzuki et al., 1996; Ye 
et al., 1999). The common theme shared by these systems 
is that a chimeric transcription factor both recognizes a 
specific target promoter driving the therapeutic transgene, 
and is activated by a drug. These systems require the con-
stitutive expression of one or more transcriptional activator 
gene products. There are several problems associated with 
all the available systems: the promoters are usually “leaky” 
(low-level transcription persists even in the absence of the 
activating drug or presence of the repressor); the constitu-
tively expressed chimeric transcription factors are frequently 
immunogenic; maintenance of activator gene transcription is 
as difficult as effecting long-term expression of any trans-
gene; and the targeted promoter may become unresponsive. 
Despite these difficulties, evidence for gene switch  function 

in animal models appears promising. Another strategy for 
achieving the same end result might be engineered gene 
products that are constitutively expressed, but functionally 
inert in the absence of an “activator” drug.

III. Development of Neurological 
Gene Therapy

A. The Central Nervous System

1. Viral Vector Delivery to the CNS

Gene transfer to the brain presents a number of formi-
dable challenges. Brain tissue is inaccessible to vectors from 
the circulation, enclosed in dense bone, sensitive to func-
tional disruption by mechanical manipulation, nonregen-
erating and physiologically vital. Various approaches have 
been contemplated to circumvent these barriers. It should 
be noted that direct intraparenchymal injection of viral vec-
tors into the brain substance conventionally has been carried 
out using small volumes (1–10 µL) and low flow rates (0.2–
0.4 µL/min). These parameters result in a small amount of 
bulk flow near the catheter tip, so that vector particles reach 
target cells mainly by diffusion. Consequently, transduction 
is at best limited to just a few millimeters around the needle 
tip, and sometimes along the needle track (Marconi et al., 
1999). This may be adequate in few circumstances, but for 
most applications, exposure of a larger brain volume to the 
vector will be necessary.

Convection-enhanced delivery (CED) employs a 
catheter with a small external bore, and large volume 
(30–600 µL) high flow rate (0.4–4 µl/min) delivery of 
inoculum direct into the brain parenchyma. These infusion 
parameters result in bulk flow (convection) of the vector 
delivery solution along perivascular spaces, rather than its 
collection at the site of injection. Consequently, a larger 
volume of the brain can be exposed to the vector. CED 
was first demonstrated using macromolecules in the CNS 
(Bobo et al., 1994), but subsequently has been applied to 
viral delivery, including a primate model of Parkinson’s 
disease (Bankiewicz et al., 2000). Viral particles can be 
delivered by this technique and it appears that their size is 
not a hindrance; however, the surface properties of certain 
viruses may impair particle transit through the brain paren-
chyma even when conditions for convection are  satisfied 
(Chen et al., 2005).

2. Gene Therapy for Human CNS Diseases

Degenerative Brain Diseases There is an extensive 
experimental literature demonstrating the potential utility of 
gene transfer in the treatment of human neurodegenerative 
disease. In this section, we concentrate on diseases for which 
clinical trials have been planned or started.
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Single gene disorders: Canavan disease (CD), mucopoly-
saccharidoses, and neuronal ceroid lipofuscinosis (NCL).
Canavan disease (CD) is an autosomal recessive leukodystro-
phy, in which the underlying defect is loss of function of aspar-
toacylase, a key enzyme in the metabolism of N-acetyl-aspartate 
(NAA). The resulting accumulation of NAA in brain has deleteri-
ous consequences, including loss of myelin. There are two rodent 
models of CD, a spontaneous rat mutation with a large deletion of 
the aspartoacylase gene, and a mouse knockout model. In both of 
these models, delivery of the aspartoacylase gene using an AAV-
2 vector led to biochemical and behavioral recovery. Delivery of 
the aspartoacylase gene to humans using a nonviral approach 
was not effective in preventing disease progression (Leone et al., 
2000), probably as a result of inadequate transduction or expres-
sion of the transgene. Toxicity studies in primates showed that 
the AAV-2 aspartoacylase vector did not produce significant 
toxicity, and a phase I clinical trial is currently in progress, in 
which AAV-2 gene transfer vector coding for aspartoacylase 
is being used to treat patients with CD by direct intracerebral 
inoculation. Primary endpoints are toxicity, and biochemical, 
imaging, spectroscopic, and clinical outcomes.

In a preliminary report, the rAAV2 vector appeared to 
be well tolerated, and the low level of immune response 
detected in only three of 10 subjects suggested that at the 
dose employed and with intraparenchymal administra-
tion this approach is relatively safe (McPhee et al., 2006). 
Natively, NAA is thought to be produced in neurons, metab-
olized at the surface of oligodendrocytes, and taken up into 
astrocytes. In this gene therapy trial, the transgene expression 
cassette is targeted for neuronal aspartoacylase expression 
and it is hypothesized that intraneuronal NAA metabolism 
mediated by the transgene product will be sufficient to miti-
gate pathology. Whether this approach will prove effective 
awaits the completion of the ongoing Phase II/III trial.

There are more than 40 different lysosomal storage dis-
orders, and approximately two-thirds are associated with 
neurodegeneration or demyelination in the CNS. Because 
lysosomal proenzymes are targeted to the lysosomes through 
the mannose-6-phosphate receptor, release of proenzyme 
from transduced cells will correct the defect in neighbor-
ing cells through uptake of the released proenzyme. Effec-
tive correction of widespread preexisting brain pathology in 
mucopolysaccharidosis VII has been demonstrated follow-
ing intracranial inoculation of AAV (Bosch et al., 2000a) or 
LV (Bosch et al., 2000b) vectors coding for beta glucuroni-
dase. More recently, Naldini and colleagues have shown that 
after LV vector transduction of hematopoietic stem cells 
in vitro to express arylsulfatase A, bone marrow transplan-
tation resulted in extensive repopulation of CNS microglia 
and PNS endoneurial macrophages with transduced cells and 
correction of the histologic and behavioral phenotype of mice 
with metachromatic leukodystrophy (Biffi et al., 2004).

Late infantile neuronal ceroid lipofuscinosisis is a fatal, 
autosomal recessive–lysosomal storage disease that results 

from mutations in the CLN2 gene and the consequent defi-
ciency in tripeptidyl peptidase I (TPP-I). TPP-1 deficiency 
leads to the accumulation of proteins in lysosomes, loss of 
neurons, and progressive neurologic decline. In a prelimi-
nary study in rodents and primates, Crystal and colleagues 
demonstrated that AAV-mediated delivery of CLN2 to brain 
was not associated with any obvious adverse effects (Hack-
ett et al., 2005). Using a mouse model of neuronal ceroid 
lipofuscinosis, they subsequently showed that AAV-medi-
ated gene delivery could prevent or reverse the pathologic 
phenotype (Passini et al., 2006). A phase I/II human trial is 
currently in progress (Crystal et al., 2004).

Dominant neurodegenerative diseases—RNA targeting. 
Huntington’s disease (HD) and spinocerebellar ataxias 
(SCAs) are prototype autosomal dominant diseases that are 
caused by a toxic gain of function mechanism. The under-
lying problem is expansion of a polyglutamine tract within 
Huntington or one of the ataxins. Gene mutations also have 
been described that cause autosomal dominant forms of 
Alzheimer’s disease and Parkinson’s disease, due to toxic 
gain of function mechanisms. Over-expression of α-synu-
clein has been implicated in rare types of familial PD, and 
aberrant metabolism of mutant β-amyloid precursor protein 
results in over-production of amyloidogenic Aβ peptide in 
rare cases of familial AD. These four examples (HD, SCAs, 
fPD, fAD) might each be tackled by a gene delivery approach 
in which the abnormal allele is down-regulated through tar-
geting its transcript. Importantly for PD and AD, since these 
gene products seem to play a central role in the pathogenesis 
of the common sporadic forms of the diseases, it is possible 
that a similar approach will be worthwhile in addressing the 
neurodegeneration underlying nonfamilial cases without 
genetic mutations. Two broad approaches have been tried to 
enable targeting of specific transcripts:

1. RNA interference (RNAi) is a natural mechanism 
found in plants and animals that is believed to provide 
a host defense response to intracellular pathogens and 
can be exploited to accomplish sequence-specific gene 
silencing. Long dsRNA (>200 nt) is cleaved by Dicer, a 
RNase III family member, into short interfering RNAs 
(siRNA) of approximately 22 nucleotides in length. siRNA 
is incorporated into a multicomponent complex, the RNA-
inducing silencing complex (RISC), which mediates the 
endonucleolytic degradation of RNA that contains sequence 
complementary to the siRNA. Unlike long segments of 
dsRNA, short dsRNA species (<30 nt) do not induce a 
sequence-nonspecific interferon response in mammals, and 
can thus be deployed as gene targeting reagents without 
severe perturbation of cellular physiology. Although siRNA 
approaches have been highly effective in targeting gene 
expression in cell culture studies, efficient methods for the 
delivery of siRNAs in vivo have limited their application. 
Using viral vectors, expression of siRNA molecules can be 
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accomplished through expression of short hairpin RNAs 
(shRNA) that self-anneal following transcription, to form 
20–30 nt stretches of dsRNA. Viral delivery of shRNA 
has been demonstrated in the brain in vivo. For example, 
expression of specific shRNAs using viral vectors has been 
shown to prevent the progression of pathology and improve 
the behavioral phenotype in a mouse model of SCA1 (Xia 
et al., 2004); and to prevent the accumulation of Aβ peptide 
in a mouse model of familial Alzheimer’s disease (Hong 
et al., 2006; see Figure 7.12).

2. Ribozymes are a group of naturally occurring RNAs 
that have intrinsic enzymatic activity (Scott, 1998). At 
least nine ribozymes have been described. Many of these 
are auto-cleaving RNA virus strands; their potential 
application to experimental and therapeutic gene silencing 
arises from the ability of some of these molecules to 
mediate sequence-specific effects in trans. This means 
that appropriate design of therapeutic sequences allows 
specific RNA molecules to be targeted for cleavage by 
an RNA-mediated enzymatic activity. This approach has 
been successfully deployed in vivo in studies of retinitis 
pigmentosa (RP), a genetically heterogeneous hereditary 
syndrome, causing photoreceptor degeneration. One 
type of autosomal dominant RP is caused by a gain-of-
function mutation in the rhodopsin protein, leading to 
deposition of insoluble protein material in the rod cells of 
the retina. A rat model of this disease, containing a mutant 
rhodopsin transgene, develops retinal photoreceptor loss 

and blindness. This was rescued by virally mediated 
expression of ribozymes targeting mutant rhodopsin in 
photoreceptor cells.

Sporadic neurodegenerative diseases—compensatory and 
regenerative strategies using therapeutic proteins. There 
has been much interest in the application of recombinant 
growth factors to arrest the progression of  neurodegenerative 
diseases, and to promote axonal regeneration or increase 
neurotransmitter turnover. For example, glial cell-line 
derived neurotrophic factor (GDNF) and neurturin (Horger 
et al., 1998) both have been shown to exhibit marked tro-
phic effects on dopaminergic neurons in vitro, and have 
been shown to protect these neurons from a diverse range 
of pathological insults in vivo. Consequently, they are 
being investigated as possible therapeutic agents for Par-
kinson disease. A phase I trial reported that chronic intra-
putamenal infusion of recombinant GDNF into patients 
with PD produced beneficial effects on functional imaging 
surrogates of cell integrity (Gill et al., 2003). Although a 
subsequent double-blind study failed to demonstrate any 
improvement in neurological function (Lang et al., 2006), 
the possibility remains that several limitations encountered 
in that trial might be addressed by using a vector to deliver 
the GDNF gene into striatum or substantia nigra. Vector-
mediated delivery of GDNF using a number of different 
vector systems (for example, HSV; see Figure 7.13) has 
been demonstrated to produce a protective effect in a vari-
ety of rodent and primate models of PD (Bensadoun et al., 
2003; Kordower et al., 2000; Puskovic et al., 2004; Wang 
et al., 2002).

An industry-sponsored human clinical trial in which an 
AAV vector is being used to deliver the related neuroprotec-
tive peptide neurturin is currently enrolling patients. A phase 
1 trial in which autologous fibroblasts genetically modi-
fied to express human nerve growth factor (NGF) into the 
forebrain of eight individuals with mild Alzheimer’s disease 
showed no long-term adverse effects of NGF and suggested 
improvement in the rate of cognitive decline (Tuszynski 
et al., 2005). A  second phase I/II trial in which the NGF gene 
will be  delivered using an AAV vector is currently enrolling 
patients.

An alternative approach to PD is to attempt to correct the 
behavioral phenotype by modifying neurotransmitter abnor-
mal phenotyping using gene transfer. One of the character-
istics of PD is overactivity of excitatory projections from 
the subthalamic nucleus (STN) to the substantia nigra pars 
reticulater and the GP. AAV-mediated transfer of the gene 
coding for glutamic acid decarboxylase to neurons of the 
STN to result in the release of the inhibitory neurotransmit-
ter gamma amino butyric acid (GABA) in place of the excit-
atory neurotransmitter glutamate corrects the parkinsonian 
phenotype in rodents (During et al., 2001). A phase I trial 
of this approach in 12 patients with PD has been  completed 

Figure 7.12 RNA targeting using a viral vector. A replication-defective 
HSV vector was generated that expressed a short hairpin RNA that self-
annealed to form a double-stranded segment corresponding to the human 
amyloid precursor protein mRNA. APP is implicated in the pathogenesis 
of Alzheimer’s disease, and targeting its gene represents a potential strat-
egy for neuroprotection in AD. In this experiment, the virus was used 
to infect a cell line that overexpresses APP. Cell lysates were subjected 
to western blot analysis to detect APP (upper panel) or a control protein, 
fibronectin (lower panel). A dose-dependent reduction in APP expression 
was evident, indicating that the shRNA could be used to target the APP 
transcript, and that this can be delivered using a viral vector (Hong et al., 
2006).
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and no adverse outcomes were observed. A phase II/III trial 
of this approach is being planned.

Neuro-inflammatory diseases and meningeal transduction. 
Diseases caused by neurological inflammation are attractive 
targets for gene therapy approaches, because the produc-
tion of anti-inflammatory cytokines from depot sites within 
the brain or meninges would be expected to have effects on 
inflammatory cells following diffusion of the cytokine and 
binding to specific cellular receptors at sites remote from the 
transduced cells. This approach has been investigated in ani-
mal models of autoimmune myelin destruction. For example, 
the inflammatory process of acute allergic  encephalomyelitis 

and its pathological consequences were mitigated in monkeys 
by expression of human interleukin 4 (IL-4) from a transgene 
expressed in ependymal cells. The HSV vector encoding the 
transgene was introduced into the CSF and diffused through-
out the CSF pathways, secreting IL4 into the CSF and adjacent 
brain tissue without demonstrable toxicity. CNS inflamma-
tory perivenular infiltrates were reduced, as was demyelin-
ation, necrosis, and axonal loss (Poliani et al., 2001). Similar 
results were shown in a mouse model of relapsing- remitting 
autoimmune encephalitis by delivery of the fibroblast growth 
factor II (Ruffini et al., 2001) or IL4 (Furlan et al., 2001) 
genes. It is possible that this may be a viable way to deliver 
immunomodulatory molecules to the CNS.

Figure 7.13 CNS neuroprotection using a replication-defective HSV vector to express a neurotrophic factor. A replication-defective HSV vector 
expressing the neurotrophic agent GDNF was used to demonstrate delivery of a gene encoding a biologically active neuroprotective molecule to the 
CNS, in vivo. GDNF is a powerful neurotrophic agent that is able to protect dopaminergic neurons from a variety of insults. Vector inoculation into the 
substantia nigra of the brain was carried out six months before a dopaminergic neuron-specific toxic challenge was presented. Two different experimen-
tal paradigms were used. First, unilateral injection of a dopamine neurotoxin, 6-OHDA, was made directly into the substantia nigra, resulting in unilat-
eral loss of the nigrostriatal projection and circling behavior in response to amphetamine. This effect was substantially mitigated by prior inoculation 
with the GDNF vector. Second, chronic systemic MPTP administration resulted in bilateral loss of dopaminergic neurons. In animals injected unilater-
ally with the GDNF vector, cell loss was distinctly asymmetric due to protection of cells on the side of the vector inoculation. Together, these data show 
that GDNF-related neuroprotection occurred, in this experiment six months after the vector was introduced into the brain (Puskovic et al., 2004).
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Malignant glioma. Despite recent advances in  clinical 
oncology and radiotherapy, malignant glioma is still asso-
ciated with a poor prognosis, and many of the current 
best treatments are highly toxic. Gene therapy provides an 
 attractive experimental approach to developing novel thera-
peutic reagents to tackle malignancy. Of human clinical gene 
therapy trials carried out so far, the majority have been in 
patients with various cancers, reflecting both the desperate 
need for better treatments and the perceived potential for this 
technology to yield favorable results.

The aims of cancer gene therapy are rather different to 
those of other neurological gene therapy applications; the 
goal is to selectively destroy target cells. This has been 
accomplished in a number of ways including:

1. Suicide gene therapy. The transgene product is 
toxic to expressing cells. An example is vector-mediated 
expression of HSV-thymidine kinase, which allows 
activation of a pro-drug gancicvovir in transduced cells. 
This interferes with DNA replication in dividing cells, such 
as those found in a tumor (Marconi et al., 2000).

2. Radiosensitization. The transgene product enhances 
the toxicity of gamma irradiation in the tumor. TNF-α is an 
example (Moriuchi et al., 1998; Niranjan et al., 2000).

3. Immunotherapy. The transgene product stimulates an 
immune response directed against tumors. Examples include 
CD80 (Krisky et al., 1998a), TNF α (Moriuchi et al., 1998; 
Niranjan et al., 2000), GM-CSF (Krisky et al., 1998a), IL-2 
(Colombo et al., 1997), interferon-γ (Kanno et al., 1999), 
and IL-12 (Parker et al., 2000).

4. Restoration of cellular functions altered during 
oncogenesis. Many tumors acquire means of avoiding 
apoptosis in response to the mutations in cellular DNA 
that often occur during oncogenesis. A common example 
is the loss of p53 signaling that occurs in many types of 
solid tumor. Replacement of p53 function in this instance 
can cause the malignant cells to undergo apoptosis (Lang 
et al., 1999). Other examples might include delivery of 
other tumor suppressor genes that are mutated in the tumor, 
or targeting oncogene products or their related cellular 
pathways to suppress tumor growth.

5. Disruption of tumor blood supply. Most tumors 
excite an angiogenic response that allows continuing, and 
adequate, metabolic support for expanding the tumor mass. 
Gene therapy can be designed to interfere with this process, 
causing the tumor to outgrow its blood supply and undergo 
necrosis (Im et al., 1999; Machein et al., 1999).

The mode of action of these transgenes is to effect selec-
tive destruction of malignant cells. Various gene transfer 
vectors have been used in preclinical and clinical trials of 
cancer gene therapy, including replication-deficient lenti-
viruses, adenoviruses, and herpes simplex viruses. It is not 
yet known which vector is optimal, and it is likely that dif-
ferent vectors will show utility for specific applications. 

For example, the high-level transient expression and immuno-
genicity of AdV may have application for suicide gene therapy 
and immunotherapy applications in rapidly dividing tumors, 
whereas the long-term gene expression and capacity for mul-
tiple transgenes seen with HSV vectors may make them good 
candidates for use in slower growing tumors where multiple 
simultaneous pathways must be targeted to achieve tumor 
eradication, for example, glioblastoma (see Figure 7.14).

A different approach uses conditionally replicating HSV 
and adenovirus mutants. These are viruses that are engi-
neered to replicate only in tumor cells. Consequently, they 
cause lysis of malignant cells, while failing to replicate in 
normal cells. It is likely that the resulting inflammatory 
response is also important to the action of these viruses. An 
example is provided by the HSV mutant G207. This contains 
a mutation in both copies of the γ34.5 neuro virulence gene, 
and a further mutation in the ICP6 ribonucleotide reductase 
gene, both of which are required for lytic neuronal infec-
tion, although dispensable for viral growth in cultured divid-
ing cells. In animal models, this viral mutant was able to 
effect destruction of tumor cells without damage to neigh-
boring neural tissue. In a phase I clinical trial of patients 
with malignant glioma, intracerebral doses of up to 3 × 109 
plaque-forming units were tolerated well, without adverse 
effect, although no patient showed an objective clinical or 
imaging response to the treatment. Current work includes 
development of conditionally replicating mutants as gene 
transfer vectors, attempting to combine anti-tumor transgene 
delivery with viral oncolysis caused by lytic replication.

B. Peripheral Nervous System

1.  Viral Vector Delivery to the Peripheral
Nervous System

The peripheral nervous system presents different chal-
lenges to gene delivery to those posed by the brain. The 
target nerves are widely distributed, with long axonal 
processes in the periphery, but cell bodies either within 
the CNS or within inaccessible dorsal root or trigemi-
nal ganglia.  Systemic administration of vector to target 
peripheral nerves has not been demonstrated. The most 
successful studies have employed peripheral inocula-
tion with retrograde axonal transport into the cell body 
to transduce neurons of the DRG. In this regard, vectors 
that are effective substrates for rapid axonal transport are 
ideal, and HSV in particular has shown great utility for 
these applications.

2.  Some Examples of Gene Therapy Strategies for 
Treating Peripheral Nerve Diseases

Chronic Pain Therapy—Altering the  Neurochemical Properties 
of Sensory Nerves. Chronic pain, pain that persists beyond the 
course of the acute insult, or pain that accompanies a chronic 
primary process that cannot be cured, is a significant problem. 
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A significant minority of patients with chronic pain are not 
effectively treated by currently available therapies, resulting 
in substantial morbidity and cost (Loeser et al., 2001). The 
neuroanatomic pathways involved in pain are identical to 
those involved in the perception of acute painful stimuli, but 
alterations in gene expression in neuronal and non-neuronal 
elements at many levels of the neuraxis produce an altered 
substrate that result in symptoms that are refractory to medi-
cal management (Woolf and Salter, 2000). The pharmaco-
logic approach to chronic pain, epitomized by the search for 

small molecule agonists that would be selective for elements 
in the pain pathway, is limited because most targets are not 
unique to nociceptive neurotransmission. Opioid receptors 
for example are present at all levels of the neuraxis, includ-
ing the central and peripheral terminals of primary nocicep-
tors, second order neurons in dorsal horn of spinal cord, 
and nuclei in the brain and brain stem and are also found in 
non-neural tissues including bladder, gut, and inflammatory 
cells. Even though opiate drugs are highly effective, their 
continuous use for treatment of chronic pain is limited by 
side effects that occur because activation of receptors in non-
nociceptive pathways results in sedation, constipation, uri-
nary retention, and respiratory suppression. Continued use 
results in tolerance so that increasing doses of the drug are 
required to achieve maintain the therapeutic effect and abuse 
is a potential problem.

Gene transfer to DRG neurons by subcutaneous inocu-
lation of an HSV-based vector expressing proenkephalin 
has been shown to reduce pain-related behaviors in animal 
models of inflammatory pain (Goss et al., 2001; see Figure 
7.15B), neuropathic pain (Hao et al., 2003a), and pain result-
ing from cancer in bone (Goss et al., 2002b). In a model 
of arthritis, HSV-mediated expression of proenkephalin 
in DRG not only reduced pain-related behaviors, but also 
reduced joint destruction (Braz et al., 2001). An HSV vector 
expressing glutamic acid decarboxylase effects the release 
of γ-amino butyric acid (GABA) from DRG neurons in 
vivo and has substantial antinociceptive effects in chronic 
 neuropathic pain of central (Liu et al., 2004) or peripheral 
(Hao et al., 2005) origin. Similar results have been demon-
strated with HSV vectors expressing glial cell line derived 
neuroptrophic factor (GDNF) (Hao et al., 2003b), interleu-
kin-4 (Hao et al., 2006) and the soluble tumor necrosis factor 
receptor (Peng et al., 2006).

On the basis of the preclinical data in the several dif-
ferent rodent models of pain, we are moving forward with 
plans for a human trial. The plans for this phase I/II safety/
dose-escalation trial of the proenkephalin-expressing vec-
tor was reviewed by the recombinant DNA Advisory Com-
mittee (RAC) of the NIH in June 2002, and the request for 
an investigational new drug (IND) waiver to the Food and 
Drug Administration has been submitted. The HSV vector 
for the human trial will be deleted for two IE HSV genes 
(ICP4 and ICP 27) and contains deletions in the promoters 
for two other IE genes (ICP22 and ICP47). The proenkepha-
lin transgene has been placed in both copies of ICP4, so that 
in the unlikely event of recombination with a latent wild-
type virus, the recombinants would be replication defective. 
In the trial we will enroll patients with cancer metastatic to a 
vertebral body resulting in pain refractory to maximal medi-
cal management. The primary outcome of this phase I/II trial 
will involve standard measures of safety assessed by com-
mon criteria. Secondary measures will include an  evaluation 
of the focal pain using an analogue pain “thermometer,” 

Figure 7.14 Targeting malignant glioma using a combination of gene 
transfer and radio surgery. A variety of approaches to targeting malignant 
glioma has been proposed—this figure illustrates one approach that has 
shown promise in preclinical studies. An orthotopic transplant model of cer-
ebral tumor was made by implanting glioma cells into the rat striatum. Panel 
A illustrates the experimental paradigm and panel B shows the  survival 
curves for cohorts of animals exposed to different interventions follow-
ing tumor implantation. In this model, rats survived a median of 20 days 
without intervention (dotted survival curve in panel B). Inoculation of an 
HSV vector encoding thymidine kinase and tumour necrosis factor-α at day 
3 was followed by administration of ganciclovir at days 3–12 (solid gray 
survival curve), administration of radiotherapy at day 5 (dashed survival 
curve) or a combination of both (solid black survival curve). Incremental 
improvements in survival were seen with combination therapies, illustrating 
that a combination of expression of multiple antitumor transgenes and other 
modalities of treatment may be one effective way to eradicate brain tumors 
using gene therapy.
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global measures of total pain using a similar tool, as well 
as assessment of pain-related phenomena such as sleep and 
depression and the concurrent use of analgesic medication 
including opiate drugs. The proposed human trial will deter-
mine whether the same approach may be used in the treat-
ment of patients, and will be the first step in the use of gene 
therapy for pain and polyneuropathy.

Polyneuropathy—Protection of Sensory Nerves by Trophic 
Factor Gene Delivery Peripheral nerve disease arising as a 
complication of diabetes, or during chemotherapy for malig-
nancy is a common and debilitating problem. Although the 
precise mechanism underlying peripheral damage is uncer-
tain in many neuropathic conditions, growth factors may 
act as trophic support signals to sick neurons. For example, 

nerve growth factor is able to protect neurons from a variety 
of insults in vitro. Gene delivery has provided a means to 
confirm these results in vivo, and the possibility of a thera-
peutic tool. In these studies, as in chronic pain, HSV has 
shown special utility, because of the peripheral inoculation 
and retrograde axonal transport and the natural tropism for 
sensory nerves (see Figure 7.15A). Subcutaneous inocula-
tion of HSV vectors constructed to express nerve growth 
factor (NGF) can prevent the progression of neuropathy 
caused by diabetes (Goss et al., 2002a), or  chemotherapeutic 
drugs (Chattopadhyay et al., 2003; Chattopadhyay et al., 
2004). Similar effects have been demonstrated through 
HSV-mediated expression of vascular endothelial growth 
factor (VEGF), which has neuroprotective, as well as vas-
cular effects (Chattopadhyay et al., 2005a). Using the HSV 

Figure 7.15 Gene transfer in models of peripheral nervous system disease. A. Dorsal root ganglion cells may be transduced with a replication-defective 
HSV vector by peripheral inoculation, allowing retrograde transport to the cell body and transgene expression. In this example, rats were inoculated with 
a vector that expresses neurotrophin-3, which protects DRG sensory neurons from pyridoxine toxicity. Neurophysiological (left panel) and behavioral (right 
panel) parameters were measured in four groups of animals (no pyridoxine exposure; pyridoxine exposure, no viral vector; pyridixone exposure, control 
HSV vector; pyridixone exposure, HSV-NT-3 vector). Preservation of physiological and behavioral functions following pyridoxine challenge was apparent 
in HSV-NT-3 treated animals compared with animals treated with the control vector or no vector. B. Injection of the rat footpad with formalin results in 
pain behavior that may be scored. Following an initial transient nociceptive response, pain behavior reappears and lasts for approximately 1 hour, reflecting 
a chronic pain mechanism. Pretreatment of rats with a pre-proenkephalin expressing vector altered the neurochemical properties of the transduced sensory 
neurons and correspondingly modulated the behavioral response to the same nociceptive challenge. In this model, the chronic pain behavior was ameliorated 
without loss of the initial nociceptive response.
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latency associated promoter elements, effective neuroprotec-
tive transgene expression has been detected up to six months 
after vector inoculation (Chattopadhyay et al., 2005b). In a 
model of diabetic cystopathy, the effects of chronic hyper-
glycemia on urinary bladder function were ameliorated by 
HSV-mediated NGF expression (Goins et al., 2001). Long-
term use of similar vectors to treat neuropathy in patients will 
require the development of appropriate  regulable  elements to 
control gene expression.

C. Muscle

1. Viral Gene Delivery to Skeletal Muscle

Gene therapy of muscle disorders poses a number of very 
difficult challenges. The tissue compartment is vast, occupy-
ing a significant proportion of body weight, and is widely 
distributed. Myofibers are multinucleate cells, and many of 
the proteins whose delivery may be therapeutic are large and 
unlikely to diffuse more than a couple of nuclear domains 
along a myofiber, meaning that rescue of each myofiber will 
require transduction of multiple nuclei. Within a muscle, it 
will be necessary to transduce a large number of myofibers 
to achieve any kind of functional correction. Unfortunately, 
the basal lamina in muscle presents a barrier to effective 
diffusion of many viral vectors, meaning that inoculation 
at multiple sites would be necessary for transduction of a 
large number of myofibers. There have been two proposed 
 solutions to this problem:

1. It appears that AAV has some highly favorable 
properties regarding gene transfer to muscle. In particular, 
AAV6 may have muscle-specific tropism. Recent studies 
suggest that systemic administration of AAV6 may be able 
to transduce a significant proportion of total muscle mass 
in the mouse (Gregorevic et al., 2004).

2. Delivery through the vascular compartment has been 
proposed as a means to expose a large volume of muscle 
to vector. In this scheme, the vascular bed to a limb is 
made more permeable than usual, either pharmacologically 
(Greelish et al., 1999) or by elevated venous pressure (Su 
et al., 2005), and the vector leaks from the circulation 
throughout the extracellular fluid.

These developments are relatively recent and neither has 
yet been tested in humans. Consequently, clinical data so far 
reported relate to localized transduction and do not show 
functional benefits, but do provide proof of concept that 
important protein complexes can be reassembled in muscle 
by gene transduction.

2.  Some Examples of Gene Therapy Strategies for 
Treating Muscle Diseases

Muscular Dystrophies—Single Gene Disorders The 
muscular dystrophies are a group of inherited muscle degen-
erations (Burton & Davies, 2000, 2002). Many of these are 

recessive and caused by loss of essential protein components 
from muscles. These diseases might be effectively treated by 
genetic complementation using viral gene transfer, provided 
issues concerning delivery were adequately addressed. The 
commonest of these diseases, Duchenne muscular dystro-
phy (DMD) affects 1: 3,500 male births. It results in progres-
sive muscle wasting and death by the age of 15 to 20 from 
respiratory impairment or cardiac disease. It is caused by 
the loss of a muscle protein, dystrophin, which forms part of 
a large complex of proteins that localize to the sarcolemma 
of muscle fibers and function to maintain the integrity of 
the muscle cell membrane during contraction.

The dystrophin gene is very large (the cDNA is >10 kb) 
and so can be accommodated only within gutless adenovirus 
or herpes simplex virus vectors, both of which are inefficient 
vehicles for transduction of muscle. Much work has been 
carried out in trying to develop truncated functional ver-
sions of the dystrophin gene that may be accommodated in 
adeno-associated virus vectors, which appear more promis-
ing as vectors in muscle tissue, as discussed earlier. A group 
of conditions, the sarcoglycanopathies, are closely related to 
DMD. They are caused by mutations in genes encoding other 
components of the protein complex of which dystrophin is 
part. These genes are smaller and can be readily accommo-
dated within adeno-associated virus vectors. A number of 
preclinical trials and studies have shown proof of concept 
that dystrophin and other missing proteins can be expressed 
transiently in dystrophic muscle using a variety of gene 
transfer technologies, but only the AAV-2 and AAV-6 studies 
discussed earlier have shown promise in addressing the dif-
ficult question of widely distributed gene delivery. A phase 
I gene therapy trial has been approved, in which dystrophin 
minigenes or sarcoglycan genes will be delivered to muscle 
using AAV (Stedman et al., 2000).

Myotonic Dystrophy—Targeting a Toxic RNA Myo-
tonic dystrophy is the commonest type of hereditary myop-
athy. This autosomal dominant condition is caused by an 
expanded trinucleotide repeat sequence in the 3´ UTR of 
the DMPK gene, which encodes a serine/threonine kinase. 
The mutant mRNA is retained within myonuclei, where it 
aggregates in discrete foci and may interfere with export of 
the wild-type mRNA. The DM phenotype is reproduced in a 
mouse model, in which the expanded CUG repeat is placed 
within a heterologous transgene encoding human skeletal 
actin, which is unrelated to DMPK. Toxic gain of function 
at the RNA level may be a general mechanism resulting in 
this phenotype. A similar dominant disease to DM (proxi-
mal myotonic myopathy) has been described in patients 
with an expanded CCUG tetranucleotide repeat within the 
first intron of the gene encoding a zinc finger transcription 
factor, ZNF9. This gene is unrelated to DMPK implying 
that gain of RNA function is the pathogenic mechanism. 
A  variety of RNA targeting strategies has been proposed in 
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order to tackle this type of abnormality at a molecular level. 
It may be necessary to use strategies that target nuclear 
RNAs, as the mutant does not appear to be exported into 
the cytoplasm. Possible strategies include RNAi (Langlois 
et al., 2005), ribozymes with a nuclear retention signal (Lan-
glois et al., 2003), and expression of antisense RNA (Furl-
ing et al., 2003). Retroviral expression of antisense RNA 
was shown to reduce mutant DMPK transcripts in human 
myotonic dystrophy myoblasts, and to restore myoblast 
fusion and glucose uptake (Furling et al., 2003). Similarly, 
a nuclear-retained hammerhead ribozyme targeting the 3´ 
UTR of the DMPK RNA was shown to effect a significant 
reduction in RNA levels and amelioration of DMPK mRNA-
containing nuclear foci, in vitro (Langlois et al., 2003). It 
remains to be seen whether these gene delivery approaches 
will prove effective in human disease.

IV. Conclusions—Future Developments

Advances in the understanding of the molecular basis of 
neurological disease, coupled with advances in the technol-
ogy for construction and delivery of engineered gene trans-
fer vectors, has provided optimism that gene therapy for 
neurological disorders may provide treatments for presently 
incurable diseases. Clinical trials have commenced in sev-
eral key areas.

As reviewed in this chapter, successful treatment of 
 several single gene recessive disorders of the nervous 
system by gene transfer has been achieved; substantial 
progress with interfering RNA technologies has raised 
the prospect that dominantly inherited diseases caused 
by toxic gain of function mutations may be amenable to 
a similar approach; and vector-mediated targeting of neu-
rotransmitters or neuroprotective peptides may be used to 
provide alternative treatments for complex multigenic or 
 noninherited conditions.

Much work remains to be done in improving  vector 
design to optimize the efficacy of gene delivery in 
humans. Because the human immune system is  distinct 
even from that of primates, it will be important to 
 evaluate the immune response to vector-mediated gene 
transfer in humans. For some applications it may be 
 critical to develop regulatable gene expression systems, 
so that the amount of transgene product produced may 
be controlled. As these approaches move forward into 
the clinic, issues regarding the “scale-up” to manufac-
turing of adequate amounts of highly purified vector 
will become more important. Nonetheless, substantial 
 progress has been made over the past decade in the study 
of gene transfer to the nervous system, and there is rea-
son for cautious optimism that novel effective  treatments 
may soon emerge.
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 VIII.  Death and Resurrection: The Neural Stem 
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You have conquered, and I yield. Yet, henceforward, art thou 
also dead—dead to the World, to Heaven, and to Hope! In 
me didst thou exist—and, in my death, see by this image, 
which is thine own, how utterly thou hast murdered thyself.

—Edgar Allan Poe

The trouble with quotes about death is that 99.999 percent of 
them are made by people who are still alive.

—Joshua Bruns

I. Introduction: Neurologists 
and Cell Death

As neurologists, many of the patients we see suffer from 
diseases that feature an abnormality of cell death of one sort 
or another; for example, developmental and neoplastic dis-
orders of the nervous system feature dysregulation of the 
intrinsic cellular programs that mediate cell death. Further-
more, there is increasing evidence to suggest that such dys-
regulation may also occur in neurodegenerative, infectious, 
traumatic, ischemic, metabolic, and demyelinating disorders. 
These findings suggest that targeting the central biochemi-
cal controls of cell survival and death may represent a novel 
therapeutic approach, especially if combined with other ther-
apeutic targets. In addition, recent results from stem cell stud-
ies suggest that the fate of neural stem cells may also play an 
important role in disease outcomes, and therefore cell death 
apparently plays a central role in many neurological diseases, 
and potentially in their prevention and treatment.

Classical studies of neuronal survival emphasized the 
status of external factors such as glucose availability, pH, 
and the partial pressure of oxygen; however, though these 
are clearly critical determinants, research over the past few 
decades has revealed a more active—and more plastic—role 
for the cell in its own decision to survive or die than was 
previously appreciated. In a complementary fashion, stud-
ies of the internal suicide programs of neural cells have 
offered new potential targets for therapeutic development. 
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Initial comparisons of the intrinsic suicide program in genet-
ically tractable organisms such as the nematode C. elegans 
failed to disclose obvious relationships to genes associated 
with human neurodegenerative diseases (e.g., presenilin-1 
does not bear an obvious relationship to the major cell death 
genes ced-3, ced-4, or ced-9 in C. elegans), but more recent 
studies have argued that such a relationship might indeed exist; 
for example, the mammalian homologues of ced-3 comprise a 
family of cell death proteases, the caspases, and mutation of 
a single caspase cleavage site in huntingtin blocks the devel-
opment of the Huntington’s phenotype in transgenic mice 
(Graham et al., 2006). A detailed understanding of the inter-
relationship between fundamental cell death programs and 
neurological disease states is still evolving, and it promises to 
offer novel approaches to the treatment of these diseases.

II. Cell Death: History and Classification

It has been 100 years since the first description of devel-
opmental neuronal cell death (Studnicka, 1905), and over 
50 years since Levi-Montalcini showed that such physiologi-
cal cell death is inhibited by soluble factors such as nerve 
growth factor (Levi-Montalcini, 1966). In 1964, Richard 
Lockshin and his colleagues introduced the term programmed 
cell death (pcd) to describe the apparently predetermined pat-
tern by which specific cells die during insect development 
(Lockshin & Williams, 1964). In 1966, it was shown that this 
process requires protein synthesis, at least in some cases (Teta, 
1966), arguing that it is the result of an active cellular suicide 
process. Then in 1972, John Kerr and his colleagues coined 
the term apoptosis to describe a morphologically relatively 
uniform set of cell deaths that occurs in many different situ-
ations, from development to insult response to cell turnover 
(Kerr et al., 1972).

Apoptosis has been studied extensively, with over 100,000 
papers published on the subject (www.pubmed.gov). 
Although pcd has often been equated with apoptosis, it has 
become increasingly clear that nonapoptotic forms of pcd 
also exist (Clarke, 1990; Cunningham, 1982; Dal Canto & 
Gurney, 1994; Majno & Joris, 1995; Oppenheim, 1985, 1991; 
Pilar & Landmesser, 1976; Schwartz, 1991; Schweichel, 
1972; Schweichel & Merker, 1973; Sperandio et al., 2000; 
Turmaine et al., 2000). For example, certain developmental 
cell deaths, such as “autophagic” cell death (Clarke, 1990; 
Lockshin & Williams, 1964; Schwartz, 1991; Schweichel, 
1972; Schweichel & Merker, 1973) and “cytoplasmic” cell 
death (Clarke, 1990; Cunningham, 1982; Oppenheim, 1985, 
1991; Pilar & Landmesser, 1976; Schweichel & Merker, 
1973), do not resemble apoptosis. Furthermore, neurode-
generative diseases such as Huntington’s disease and amy-
otrophic lateral sclerosis demonstrate neuronal cell death 
that does not fulfill the criteria for apoptosis (Dal Canto & 
Gurney, 1994; Turmaine et al., 2000). Ischemia-induced cell 

death may also display a nonapoptotic morphology, referred 
to as “oncosis” (Majno & Joris, 1995).

How many different mammalian cell death programs can 
be discerned, and what is their interrelationship? Morpho-
logical classifications have been proposed, but for purposes 
of both disease insight and therapeutic intervention, it would 
be preferable to construct a mechanistic taxonomy of all 
cell death programs, with special attention to their specific 
inhibitors and activators. However, the data required for such 
a construct are far from complete, and so the current clas-
sification will undoubtedly be revised repeatedly over time. 
Nonetheless, it is informative to consider, in light of cur-
rently available data, how many programs of cell death can 
be distinguished mechanistically. 

Cell death has been divided into two general types: pro-
grammed cell death (pcd), in which the cell plays an active 
role; and passive (necrotic) cell death. A semantic issue has 
arisen with the demonstration that some forms of nonapoptotic 
cell death that had been labeled necrotic, and thus assumed in 
the past to be passive, have nonetheless turned out to be pro-
grammatic in nature; therefore, some authors have referred to 
these as “necrosis-like” (Vande Velde et al., 2000), whereas oth-
ers have used the term “programmed necrosis” (Niquet et al., 
2005; Zong & Thompson, 2006). Based on the traditional view 
that some term must be reserved for passive, nonprogram-
matic cell death, and that necrosis has been the term histori-
cally applied to this form of cell death, the term “programmed 
necrosis” is an oxymoron. However, based on another char-
acteristic attributed to necrosis—breach of the plasma mem-
brane with consequent initiation of an inflammatory response 
to spilled cellular contents—“programmed necrosis” is indeed 
an appropriate term. Reserving the term “necrosis” for non-
programmatic pcd,  however, suggests that such programmatic 
cell deaths with necrotic morphology and other characteristics 
should be referred to as “necrosis-like,” and as biochemical 
data accumulate for each form of pcd, it should become clear 
which paradigms induce necrosis-like pcd and which lead to 
passive, nonprogrammatic (i.e., necrotic) cell death.

III. Current Status of Programmed Cell 
Death Studies

A. Apoptosis 

Apoptosis (from the Greek, “falling away”), which has 
also been referred to as nuclear or type I pcd, is far and 
away the most well-characterized type of pcd (see Figure 
8.1). Morphologically, cells typically round up, form blebs, 
undergo zeiosis (an appearance of boiling), chromatin 
condensation, nuclear fragmentation, and the budding off 
of apoptotic bodies. Phosphatidylserine, normally placed 
asymmetrically such that it faces internally rather than exter-
nally on the plasma membrane (due to a flipase that flips 
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the  phosphatidlyserine so that it faces internally), appears 
externally during apoptosis (Fadok et al., 1992). These mor-
phological and histochemical changes are largely the result 
of the activation of a set of cell-suicide cysteine proteases 
referred to as caspases (Thornberry & Lazebnik, 1998; 
Yuan et al., 1993). The characteristics of these proteases are 
described more fully next.

The biochemical activation of apoptosis occurs through 
two general pathways (see Figure 8.1): the intrinsic path-
way, which is mediated by the mitochondrial release of 
cytochrome c and resultant activation of caspase-9; and the 
extrinsic pathway, originating from the activation of cell sur-
face death receptors such as Fas, resulting in the activation 
of caspase-8 or -10 (Salvesen and Dixit, 1997). A third gen-
eral pathway, which is essentially a second intrinsic pathway, 
originates from the endoplasmic reticulum and also results 
in the activation of caspase-9 (Morishima et al., 2002; Rao 
et al., 2001, 2002a, 2002b; Yuan & Yankner, 1999). In addi-

tion, other organelles, such as the nucleus and Golgi appa-
ratus, also display damage sensors that link to apoptotic 
pathways (Green & Kroemer, 2005). Thus, damage to any of 
several different cellular organelles may lead to the activa-
tion of the apoptotic pathway.

Both physiological and pathological events may con-
verge on the intrinsic pathway of apoptosis (see Figure 
8.2). For example, DNA damage is sensed by a key protein 
involved in neurodegeneration: the protein “ataxia telangiec-
tasia mutated” (ATM), along with ATM- and Rad-3-related 
(ATR), and DNA-dependent protein kinase (DNA-PK). 
The sensing of DNA damage by these proteins leads to the 
phosphorylation of the transcription factor p53, resultant 
stabilization of p53, and alteration in DNA binding; p53 
then alters gene expression. Among the over 100 genes dif-
ferentially regulated by p53, mediators of apoptosis such 
as Bax, Puma, Bcl-2, Scotin, Noxa, and Bid are included 
(Green &  Kroemer, 2005; Murray-Zmijewski et al., 2006). 

Figure 8.1 Intrinsic and extrinsic pathways of apoptosis. (Used with permission, Bredesen et al., 2006.)
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The  remarkably extensive nature of the p53 family response 
repertoire is indicated by the findings that family members 
p63 and p73 may also be involved in similar and related 
responses; that alternative splicing and alternative promoter 
usage generates nine different (putative) p53 isoforms, six 
different p63 isoforms, and 29 different p73 isoforms (Mur-
ray-Zmijewski et al., 2006); and that post-translational mod-
ifications such as phosphorylation and acetylation play key 
roles in protein function.

Whether triggered by DNA damage or by sensors associ-
ated with other organelles, the result is that the cell’s prob-
ability of undergoing apoptosis is increased. This likelihood, 
which varies depending on cell type, differentiation state, 
cellular environment, cellular damage, and other factors, is 
referred to as the apostat. One of the critical determinants 
of the apostat is the balance between pro-apoptotic mem-
bers of the Bcl-2 family and anti-apoptotic members, which 
in turn determines whether or not the mitochondria, which 
are targeted by the Bcl-2 family proteins, will be permeabi-
lized and release factors such as cytochrome c that mediate 
caspase activation. Following damage sensing, this balance 
is shifted toward the pro-apoptotic members, which are of 
three types: (1) the multidomain members such as Bax and 
Bak display BH1–3 domains (Bcl–2 homology domains 
1–3), and are capable of permeabilizing mitochondrial outer 
membranes (Kuwana et al., 2002, 2005); (2) the BH3-only 
activators such as tBid (truncated Bid, a product of Bid 
resulting from cleavage by caspases, calpains, or other pro-
teases, and providing communication between the extrinsic 
and intrinsic systems (Stoka et al., 2001)) and Bim activate 
Bax and Bak, and may participate in their pore formation; 
and (3) the BH3-only derepressors such as Puma, Noxa, 
and Bad sequester the anti-apoptotic block created by Bcl-2, 
Bcl-x

L
, and related anti-apoptotic proteins that display 

BH1–4 domains, thus freeing the BH1–3 and activators to 

permeabilize the  mitochondrial outer membrane, allowing 
the release of multiple intermembrane proteins. Notewor-
thy among these proteins released by mitochondrial outer 
membrane permeabilization (MOMP) are cytochrome c, 
Smac/DIABLO, Omi/HtrA2, AIF (apoptosis-inducing fac-
tor), and endonuclease G. An anti-apoptotic modulator pep-
tide, humanin, may also affect this balance, by binding and 
inhibiting Bax, Bid, and BimEL (Guo et al., 2003; Luciano 
et al., 2005; Zhai et al., 2005). Furthermore, non-Bcl-2 fam-
ily members in some cases also may function to activate the 
multidomain protein Bax, as has been demonstrated for p53 
(Chipuk et al., 2004; Schuler et al., 2000). This latter effect is 
mediated by the Puma-dependent release of p53 from Bcl-x

L
 

(Chipuk et al., 2005). 
Nur77/TR3, another transcription factor that mediates 

pcd, also has been shown to serve a distinct nontranscrip-
tional role in apoptosis, as well (Li et al., 2000). In the case of 
Nur77/TR3, however, the extranuclear translocation is asso-
ciated with interaction with Bcl-2, leading to the exposure 
of Bcl-2’s pro-apoptotic BH3 domain and thus converting 
Bcl-2 from anti-apoptotic to pro-apoptotic (Lin et al., 2004). 
How many other transcriptional mediators of apoptosis may 
also prove to exhibit dual roles similar to those displayed by 
p53 and Nur77 remains an open question.

The net effect of the interplay of these Bcl-2 family and 
functionally related proteins is to set, along with other criti-
cal determinants, the apostat. One of the other critical deter-
minants is the inhibition of caspases by iap (inhibitor of 
apoptosis) proteins. These proteins (e.g., XIAP, the X-linked 
iap protein) function both to inhibit the proteolytic activity 
of caspases directly and to mediate their degradation via an 
E3 ligase effect on ubiquitin-mediated degradation. How-
ever, this bimechanistic caspase inhibition may be reversed 
by Smac/DIABLO and possibly Omi/HtrA2, which prevent 
the interaction of the iap proteins with their target caspases. 

Figure 8.2 Central role of mitochondria in cell death programs. Arrows pointing toward  mitochondria 
indicate cellular processes impinging on  mitochondria, and arrows pointing away from mitochondria 
indicate effects of mitochondria on the extra-mitochondrial space.
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In addition, one determinant that has received increasing 
attention recently is the fission and fusion of mitochondria 
(Bossy-Wetzel et al., 2003; Germain et al., 2005; Lee et al., 
2004). This may be of special relevance to pcd in neurodegen-
eration, since mutations in the mitochondrial fusion media-
tor Opa1 are associated with optic atrophy (Alexander et al., 
2000). Fission is mediated by Drp1 and Fis1, and inhibition 
of these proteins blocks apoptosis induction by staurosporine 
(Lee et al., 2004). Pro-apoptotic proteins may be recruited 
to mitochondria by Drp1, and mitochondrial remodeling 
may enhance the release of cytochrome c and other mito-
chondrial proteins. Ongoing work should clarify the roles of 
 mitochondrial fission and fusion, and their  mediators, in pcd 
and  neurodegeneration.

Following release from the mitochondria, cytochrome c 
interacts with a cytosolic protein, Apaf-1, via the WD-40 
repeats of Apaf-1, leading to the exposure of a (d)ATP-
binding site on Apaf-1, which, when occupied, induces a 
conformational change resulting in heptamerization. The 
resultant exposure of the Apaf-1 CARD (caspase activation 
and recruitment domain) recruits caspase-9 into this apopto-
somal complex, and the resulting induced proximity of cas-
pase-9 molecules leads to their activation (Boatright et al., 
2003). Activation of the apical caspase-9 leads to a cascade 
of caspase activation, including the effector caspases such as 
caspase-3 and caspase-7. However, the active caspases-3, 7, 
and 9 can be held in check by the IAP (inhibitor of apopto-
sis) proteins, such as XIAP (Deveraux et al., 1997), which as 
noted earlier may function as both direct inhibitors of cas-
pase activity (in the case of caspase-9, by inhibiting dimer-
ization) and as E3 ligases that mediate caspase degradation 
by the proteasome (Holley et al., 2002). This IAP-mediated 
block may itself be released by additional mitochondrially-
derived proteins, Smac/DIABLO (Du et al., 2000; Verhagen 
et al., 2000) and Omi/HtrA2 (Martins et al., 2002; Suzuki et al., 
2001). Smac (second mitochondrial activator of apoptosis), 
for example, binds to IAP proteins, preventing their inhibi-
tion of caspases, thus allowing caspase activation despite the 
presence of the otherwise inhibitory IAP proteins.

As opposed to the intrinsic pathway, which utilizes cas-
pase-9 as its apical caspase, the extrinsic pathway utilizes 
caspase-8 or caspase-10. In the best characterized example, 
Fas (probably existing as a trimer even prior to ligand binding 
(Chan et al., 2000; Siegel et al., 2000)) is bound by trimeric 
Fas ligand. This interaction results in the interaction of an 
intracytoplasmic domain of Fas, dubbed the death domain, 
with a very similar death domain in an adaptor molecule, 
FADD (Fas-associated death domain protein). FADD dis-
plays, in addition to its death domain, another domain called 
a DED (death effector domain), and this domain interacts 
with a similar DED domain in caspase-8 (Muzio et al., 1996). 
The induced proximity of the apical caspase again leads to 
activation, as is the case for caspase-9. Also as for caspase-9, 
the initial caspase activation allows this upstream caspase to 

attack downstream, effector pro-caspases [somewhat analo-
gous to what occurs in the thrombotic cascade, except that 
cysteine aspartyl-specific proteases (caspases) are utilized 
instead of serine proteases], cleaving and activating the effec-
tor caspases such as caspase-3 and caspase-7. In addition, 
FLIP(L) (FLICE-like inhibitory protein, long form), previ-
ously considered an inhibitor of extrinsic pathway activa-
tion, may act as a caspase-8 activator by being a more ready 
dimeric partner of caspase-8 than caspase-8 itself, resulting 
in activation by heterodimerization of what would otherwise 
be activated less readily by homodimerization (Boatright 
 et al., 2004).

Both the intrinsic and extrinsic pathways of apoptosis thus 
converge on the activation of effector caspases by initiator 
caspases. Caspases are cysteine aspartyl-specific proteases 
that cleave with remarkable specificity at a small subset of 
aspartic acid residues. Their substrates, the number of which 
is unknown but probably somewhere between 0.5 and 5 per-
cent of proteins, contribute to the apoptotic phenotype in 
several different ways; for example, following cleavage, their 
substrates contribute to proteolytic cascade activation, struc-
tural alterations in the cell, inactivation of repair mechanisms 
(e.g., DNA repair), internucleosomal DNA cleavage, phago-
cytic uptake signaling, mitochondrial permeabilization, and 
other effects. These proteases are synthesized as zymogens, 
but differ markedly in their activation: the initiator caspases 
(caspase-8, -9, and -10) exist as intracytoplasmic monomers 
until dimerization is effected by adaptor molecules, as noted 
earlier. Contrary to earlier models, cleavage of apical caspases 
is neither required nor sufficient for activation (Fuentes-Prior 
& Salvesen, 2004). The zymogenicity (ratio of activity of 
the active form to that of the zymogen) of these caspases 
is relatively low, in the range of 10 to 100 (Fuentes-Prior & 
Salvesen, 2004), and thus the (monomeric) zymogens them-
selves are actually somewhat active. These caspases display 
relatively large prodomains that are utilized in the protein-
protein interactions that mediate activation—CARD (caspase 
activation and recruitment domain) in  caspase-9, and DED 
(death effector domain) in caspase-8 and -10. The substrates 
of the apical caspases typically display I/L/V-E-X-D in the 
P4–P1 positions (the P1 position is the site of cleavage, P2 
is one residue aminoterminal to P1, etc.; P1′ is one residue 
carboxyterminal to the cleavage site, P2′ is two residues car-
boxyterminal to the cleavage site, etc.), with preference for 
small or aromatic residues in the P1′ position (Fuentes-Prior 
& Salvesen, 2004).

The apical caspases activate effector caspases such as 
caspase-3 and -7. In contrast to the apical caspases, the 
effector caspases exist as dimers within the cell, display 
high zymogenicity (greater than 10,000 for caspase-3) and 
short prodomains, and are activated by cleavage rather than 
induced proximity. Cleavage produces a tetramer with two 
large subunits of 17–20 kilodaltons and two small subunits of 
10–12 kilodaltons. Because of a difference in the S4 pocket 
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(the pocket on the enzyme that interacts structurally with the 
P4 residue on the substrate) structure of these caspases (in 
comparison to the apical caspases), with similarity in the S1 
and S3 pockets, their substrate preference is D-E-X-D, with 
a two orders of magnitude preference for Asp over Glu in the 
P4 position (Fuentes-Prior & Salvesen, 2004).

Caspases that do not fit clearly within these two groups 
include caspase-2, which displays a long prodomain like an 
apical caspase but has a substrate preference more similar 
to effector caspases (with the exception that, unlike other 
caspases, it has a P5 preference (for small hydrophobic 
residues)); caspase-6, which has a short prodomain like an 
effector caspase and yet substrate preference similar to apical 
caspases; and the inflammatory caspases (-1, -4, -5) involved 
in the processing of interleukin-1ß and interleukin-18. These 
latter are thought not to play a role in pcd; however, inhibi-
tion in some paradigms such as cerebral ischemia has indeed 
been associated with a reduction in infarct size (Friedlander 
et al., 1997b).

Caspase-12 is anomalous; in the murine system, it appears 
to play a role in apoptosis induced by endoplasmic reticulum 
(ER) stress (Morishima et al., 2002; Nakagawa et al., 2000; 
Rao et al., 2001). However, murine caspase-12 lacks Arg-341, 
which in other caspases is critical for the Asp specificity in the 
P1 position (Fuentes-Prior & Salvesen, 2004), and instead fea-
tures a Lys in this position. Nonetheless, proteolytic activity has 
been reported for caspase-12 (Morishima et al., 2002), catalyti-
cally inactive caspase-12 inhibits ER stress-induced apoptosis 
(Rao et al., 2001), caspase-uncleavable caspase-12 also inhib-
its ER stress-induced apoptosis, and mice null for caspase-12 
are less susceptible to amyloid-ß toxicity than wild type mice 
(Nakagawa et al., 2000). In the great majority of humans, how-
ever, a nonsense mutation is present in the caspase-12 gene, 
preventing expression of an active caspase (Fischer et al., 2002). 
Those without such a mutation are at increased risk for sepsis, 
due to the attenuation of the immune response to  endotoxins 
such as lipopolysaccharide (Saleh et al., 2004).

B. Mechanistic Taxonomy of Cell Death: 
How Many Types of Programmed Cell Death 

Can Be Distinguished?

Classical developmental studies support the view that at 
least three different cell death forms are distinguishable (see 
Table 8.1): type I, also called nuclear or apoptotic; type II, 
also called autophagic; and type III, also called cytoplasmic 
(Clarke, 1990). These occur reproducibly within specific 
nuclei and with specific frequencies, at specific times of ner-
vous system development. However, these developmental or 
physiological cell death pathways may also be activated by 
various insults, such as ischemia, DNA damage, or the accu-
mulation of misfolded proteins. Mechanistic requirements 
within type I include two general groups: caspase-dependent 
apoptosis (extrinsic and intrinsic), and caspase-independent 

apoptosis (see next). Types II and III do not require caspase 
activation, but the possibility that they may in some cases be 
accompanied by caspase activation has not been excluded. The 
biochemical requirements for types II and III are  considered 
further, later.

Beyond the three types of developmental cell death, 
other forms have been described that do not fit the crite-
ria for any of the three types (see Table 8.1). For example, 
a nonapoptotic, caspase-independent form of cell death that 
does not resemble type II or type III developmental pcd 
has been described by Driscoll and her colleagues (Bianchi 
et al., 2004; Syntichaki et al., 2002) in C. elegans that express 
mutant channel proteins such as mec-4(d) that mediate neu-
rodegeneration. A uniform, necrosis-like cell death ensues, 
characterized morphologically by membranous whorls lack-
ing in other cell death types, triggered by calcium entry, 
mediated by specific calpains and cathepsins, and inhibited 
by calreticulin. Although it is possible that this alternative 
form of pcd will ultimately turn out to proceed via one of 
the previously described pathways (e.g., type II or type III), 
the morphological characteristics suggest that it is indeed 
a distinct form of pcd.

A fifth apparent form of pcd has been described by the 
Dawsons and their colleagues, who showed that a nonapoptotic 
form of cell death depends on the activation of poly-(ADP-
ribose) polymerase (PARP) and the consequent translocation 
of apoptosis-inducing factor (AIF) from the mitochondria to 
the nucleus (Yu et al., 2002). AIF is a flavoprotein, discov-
ered by Kroemer and his colleagues, that is involved with 
DNA fragmentation, along with endonuclease G and DNA 
fragmentation factor. This form of pcd was shown to be acti-
vated by agents that induce DNA damage, such as hydrogen 
peroxide, N-methyl-D-aspartate, and N-methyl-N'-nitro-N-
nitrosoguanidine. Just as in the case of the calcium-activated 
pcd described by Driscoll and colleagues, PARP-dependent 
pcd displays a morphology and biochemistry that appear to 
be distinct from types I, II, and III pcd. It will be of interest to 
see how the gene expression and proteomics studies will add 
to the ongoing classification of pcd.

As additional data are gathered from other cell death par-
adigms, it is likely that novel biochemical pathways of pcd 
will be characterized. For example, an extensive literature 
on the morphological criteria for another potential form of 
pcd—oncosis—exists, but the biochemical underpinnings 
of oncosis have not yet been described. Oncosis refers to 
a specific morphology of cell death—cellular swelling—
 typically induced by ischemia, and thought to be mediated 
by the failure of plasma membrane ionic pumps. One poten-
tial mediator of oncosis is a calpain-family protease (possi-
bly a mitochondrial calpain (Liu et al., 2004)). This finding 
suggests that oncosis may turn out to be related to, or syn-
onymous with, the calcium-activated necrosis-like cell death 
described by Driscoll et al. Another potential pcd pathway has 
been referred to as autoschizis, a form of cell death shown to 
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be activated in certain tumor cells following treatment with 
ascorbate and menadione (Gilloteaux et al., 1998).

Consideration should also be given to the biochemical 
pathways common to these different forms of pcd: in the 
intrinsic pathway of apoptosis, holocytochrome c and other 
pcd mediators are released from the intermembrane space 
of mitochondria secondary to outer membrane permeabil-
ity that is induced by pro-apoptotic members of the Bcl-2 
family such as Bax and Bak, in concert with BH3 proteins 
Bim or tBid. However, mitochondrial proteins may also be 
released in association with the mitochondrial membrane 
permeability transition (MPT), which can be subdivided into 
two states with different selectivities (Novgorodov & Gudz, 
1996). Whether by consequent swelling and rupture of the 
mitochondrial outer membrane or by another mechanism, 
activation of the MPT by calcium, oxidants, or other activa-
tors offers a Bcl-2-independent (or at least partially indepen-
dent, since Bax may interact with components of the MPT 

such as the adenine nucleotide translocator (Brenner et al., 
2000) and the voltage-dependent anion channel (Adachi 
et al., 2004)), at least partially cyclophilin-D-dependent, 
route for the release of mitochondrially-derived pro- apoptotic 
 factors.

Beyond these two general categories of mitochondrial 
pro-apoptotic factor release, more complicated scenarios 
are beginning to be defined: for example, recent work 
from Polster et al. showed that the release of AIF (apopto-
sis- inducing factor (Susin et al., 1999)) from mitochondria 
requires a combination of mitochondrial membrane permea-
bilization (e.g., by MOMP or by the MPT) and active cal-
pain, and further implicated an endogenous mitochondrial 
 calpeptin-inhibitable protease in AIF release induced by MPT 
(Polster et al., 2005). Such combinations raise the possibility 
of many multivariable-dependent paths to potentially differ-
ent forms of pcd: in the simplest iteration, a 2 × 2 matrix could 
be constructed based on Bcl-2 inhibition vs.  independence 

Table 8.1 Comparison of different cell death programs. Note the difference in morphology present 
in each form, as well as the differences in biochemical mediators, inducers, and inhibitors. (Used with 

permission, Bredesen et al., 2006.)



132 Programmed Cell Death and Its Role in Neurological Disease

(implying Bcl-2 family-mediated mitochondrial outer mem-
brane permeability, as opposed to insult-induced MPT) and 
caspase dependence vs. independence, then extended to 2 × 
2 × 2 with the addition of calpain dependence vs. indepen-
dence. Additional dimensions would then be added based 
on the activity of critical mediators such as PARP, AIF, and 
the autophagy-mediating gene products. Given such a pars-
ing, classical apoptosis would fall predominantly into three 
groups: caspase dependent and Bcl-2 inhibitable (intrinsic 
pathway, and extrinsic pathway with amplification via the 
intrinsic pathway, mediated by tBid), caspase dependent 
and Bcl-2 resistant (some extrinsic pathway paradigms 
without amplification, and some MPT activators that lead 
to caspase-dependent pcd), and caspase independent, Bcl-2 
inhibitable (e.g., some paradigms of endoplasmic reticulum 
stress (Egger et al., 2003) and intracellular pathogen-induced 
pcd (Perfettini et al., 2002)). Toxins that inactivate caspases 
directly or indirectly, such as diethylmaleate and buthionine 
sulfoximine, would fall into the group of Bcl-2 inhibitable, 
caspase-independent pcd (Kane et al., 1995). On the other 
hand, an increase in cytosolic calcium, such as occurs with 
the mec-4(d) mutants of C. elegans (Bianchi et al., 2004), 
could induce MPT—which would explain the Bcl-2 (ced-9) 
independence—and activate calpains, which would poten-
tially inactivate caspases (Chua et al., 2000), compatible 
with the caspase independence of this form of pcd. The 
cathepsin dependence suggests lysosomal involvement, and 
thus a potential relationship with autophagic pcd. Adding 
DNA damage to the calcium entry, such as occurs with 
excitotoxic damage, should trigger a similar scenario with 
the addition of PARP activation, with the combination of 
 calcium-activated MPT and calpain activation explaining the 
AIF  activation (Lankiewicz et al., 2000; Polster et al., 2005).

As pointed out previously, these apparently differing cell 
death programs do share certain features, such as protease 
activation and mitochondrial release of pro-pcd factors 
(Green and Kroemer, 2005). Furthermore, all the alterna-
tive pathways share the common feature of caspase inhibi-
tion, be it direct (e.g., by zVAD.fmk or diethylmaleate) or 
indirect (e.g., via receptor tyrosine kinase or calpain activa-
tion). Nonetheless, it is likely to be of practical importance 
to identify the specific molecular linchpins of each of the 
mortal routes open to degenerating neurons, since it is likely 
that blocking a single path will be insufficient as a long-term 
therapeutic approach.

C. Autophagic Programmed Cell Death

Autophagy (from the Greek, “self eating”) is a multifunc-
tional process that occurs in diverse organisms. Autophagy 
includes three distinct but related processes—macroau-
tophagy, microautophagy, and chaperone-mediated autoph-
agy—and is a degradation pathway that complements the 
proteasomal pathway by degrading long-lived proteins, 

protein aggregates, and organelles through a regulated lyso-
somal pathway. Targets for degradation—for example, dam-
aged mitochondria or aggregates of misfolded proteins—are 
encircled by a process that is reminiscent of phagocytosis, 
and the newly membrane-delimited structure—an autopha-
gosome—then fuses with a lysosome, resulting in the degra-
dation of the contents of the autophagosome. The molecular 
details of this process have been characterized best in yeast, 
in which a number of Atg (autophagy) genes have been 
 identified, most with clear orthologs in higher eukaryotes.

Since the degradation of molecules and organelles by 
autophagy results in energy and amino acids for protein syn-
thesis, it is a cellular protective pathway that, although active 
constitutively at low level, can be upregulated markedly by 
nutrient starvation. The process may be activated, for exam-
ple, when nutrient withdrawal inactivates the TOR (target of 
rapamycin) protein, activating a complex that includes Atg1, 
11, 13, 17, 20, 24, and Vac8 (Levine & Yuan, 2005). In a 
second step, vesicle nucleation is mediated by Atg6, Atg14, 
Vps15, and Vps34, and then, in a third step, vesicle expan-
sion occurs (Atg3, 5, 7, 8, 12, and 16), followed finally by 
recycling of Atg proteins, mediated by Atg2, 9, and 18. The 
importance of this pathway in vivo has been illustrated by 
Atg7 conditionally null mice (Komatsu et al., 2005), which 
display multiple cellular abnormalities such as ubiquitin-
positive aggregates and apparently damaged mitochondria. 
Furthermore, mice deficient in autophagy due to knockout 
of beclin-1 are nonviable (Yue et al., 2003).

Although the roles of the autophagic process in protein 
and organellar degradation, and in cellular protection during 
nutrient starvation, are well accepted, the role of autophagy 
in programmed cell death is more controversial (Levine & 
Yuan, 2005; Shimizu et al., 2004; Yue et al., 2003). Indeed, it 
has been argued that autophagic pcd is a nonentity (Levine & 
Yuan, 2005). This is in part because the term autophagic cell 
death has been used for two potentially distinct observations: 
cell death associated with autophagy and cell death requiring 
autophagy. The vast majority of examples of autophagic cell 
death represent the former rather than the latter (this is not 
to say that they may not prove to represent the latter as well, 
simply that the requirement for autophagy in the vast major-
ity of the previous reports has not been evaluated), and the 
finding that a cellular protective process—be it a heat-shock 
response or the unfolded protein response or autophagy—is 
ongoing in response to an insult is not surprising, but nei-
ther is it necessarily informative about the mechanism of 
cell death. Somewhat surprising, however, is that, although 
the definition of type II programmed cell death is based on 
morphological criteria, and therefore is readily applicable to 
cell death that is simply associated with autophagy; increas-
ing evidence suggests that the autophagic process is indeed 
required for at least some of what have been referred to as 
autophagic cell deaths. For example, haploinsufficiency 
(i.e., 50% reduction in gene dosage) of beclin-1 leads to a 
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tumor predisposition phenotype, arguing that autophagy is 
tumor suppressive (Yue et al., 2003). Although this repre-
sents only indirect evidence that proteins associated with 
autophagy are mediators of a form of pcd, direct evidence 
has been provided in cells whose apoptotic machinery has 
been inhibited: mouse embryo fibroblasts (MEFs) that are 
null for both Bax and Bak, when treated with either of two 
frequently employed apoptosis inducers—staurosporine and 
etoposide—undergo a form of cell death that is associated 
with autophagosomes, dependent on autophagy genes Atg5 
and beclin-1, and inhibited by the autophagy/class III PI3 
kinase inhibitor, 3- methyladenine (Shimizu et al., 2004). It 
is important to add that, for comparison, wild-type MEFs 
were induced to undergo apoptosis by etoposide, and that 
this was not inhibited by 3-methyladenine. Although this 
argues that autophagy is not required for etoposide-induced 
death in wild-type MEFs, it does not negate the argument 
for the existence of an alternative, nonapoptotic, autophagy-
requiring form of pcd. This autophagic pcd may, however, 
be a slower process than apoptosis (Lum et al., 2005), or 
may somehow be triggered by an apoptosis block. The latter 
scenario is supported by data showing that caspase inhibi-
tion by zVAD.fmk in L929 cells results in autophagy-depen-
dent pcd (Yu et al., 2004), which has been proposed to be 
mediated by the selective degradation of catalase (Yu et al., 
2006). On the one hand, this may alert us to the possibility 
that anti- apoptotic therapies carry the potential risk of induc-
ing nonapoptotic pcd; on the other hand, it may argue that 
therapeutics directed at multiple cell death pathways will 
be required for optimal efficacy in diseases involving pcd. 
Since cell death associated with some neurodegenerative dis-
eases (or disease-associated mutants, such as α- synuclein) is 
associated with an autophagic morphology, these implica-
tions are potentially important for the development of effec-
tive therapies to prevent or ameliorate neurodegenerative 
 disorders (Gomez-Santos et al., 2003).

What are the mediators of autophagic pcd, and how do they 
interact with the autophagic machinery? Although relatively 
little is known in this area, JNK (c-Jun N-terminal kinase) 
has been implicated in a number of studies; for example, 
NMDA (N-methyl D-aspartate) induced excitotoxic neuro-
nal death in hippocampal slice cultures was shown to pursue 
an autophagic path, with selective phosphorylation of c-Jun 
in regions CA1, CA3, and the dentate gyrus (Borsello et al., 
2003). JNK inhibition prevented the neuronal death as well 
as the autophagy, suggesting that the requirement for JNK 
may lie upstream of the activation of autophagy.

It is clear that in vivo testing of the requirement of the 
autophagic process for any form(s) of pcd is needed, and the 
required genetic and pharmacological tools are increasingly 
available. Many questions regarding autophagic pcd remain 
unanswered: if autophagy is indeed a cellular protective pro-
gram that—like the UPR (unfolded protein response)—at 
some point activates pcd, what is the signal for the switch to 

pcd initiation? Are there “executioners” analogous to caspases 
in autophagic pcd? How important is the role of autophagic 
pcd in neurodegeneration, ischemic pcd, and other neuro-
logical disease states? Does autophagic pcd occur in vivo 
in the absence of apoptosis inhibition, or does autophagic 
pcd require apoptosis inhibition? Are developing, mature, 
or aged neurons most susceptible to autophagic pcd? Given 
the common finding of protein aggregates in neurodegenera-
tive diseases, is a defect in autophagy a common underlying 
problem in these diseases? If so, does this contribute to the 
triggering of cell death in neurodegenerative  diseases?

D. Other Cell Death Programs: 
Fact or Fancy?

In comparison to apoptosis, relatively little is known 
about autophagic pcd, and even less is known about other 
 nonapoptotic forms of pcd. Furthermore, most of what is 
known about these putative alternative pcd forms is based 
on morphological descriptions. Importantly, none of the non-
apoptotic forms of pcd have gained general acceptance in the 
scientific community at this time, with the possible exception 
of autophagic pcd, as noted earlier. Nonetheless, many hints 
that such forms underlie diverse processes, such as develop-
ment and degeneration, have emerged from morphological, 
genetic, and more recently, biochemical studies. Naturally 
occurring cell death, a label applied to physiological pcd (e.g., 
that occurring with development and cell turnover), typically 
occurs in one of three morphologies: type I (apoptosis or 
nuclear), II (autophagic), and III (cytoplasmic). Type III pcd, 
which was subdivided by Clarke (Clarke, 1990) into type A 
and B, is a necrosis-like form of pcd that features swelling 
of the endoplasmic reticulum and mitochondria, along with 
the absence of typical apoptotic features such as apoptotic 
bodies and nuclear fragmentation. Recently, it was noted that 
the hyperactivation of the tyrosine kinase receptor insulin-
like growth factor I receptor (IGFR) induces a nonapoptotic 
form of cell death dubbed paraptosis (Sperandio et al., 2000). 
This form of cell death was shown to be programmatic in 
that it required transcription and translation, and was found to 
be indistinguishable morphologically from type III pcd, with 
swelling of the endoplasmic reticulum and mitochondria, and 
an absence of apoptotic features such as internucleosomal 
DNA fragmentation, apoptotic bodies, and zeiosis (however, 
this morphology of course is observed in many cell deaths 
labeled as necrosis, so the mechanistic implications of this 
particular morphological pattern remain an open question). 
Neither Bcl-2 nor caspase inhibitors block this form of pcd, 
nor are caspases activated, but inhibitors of ERK (extracellular 
signal-regulated protein kinase)—ERK2 but not ERK1—were 
found to inhibit paraptosis (Sperandio et al., 2004), as was 
AIP-1/Alix (ALG-2-interacting protein-1/ALG-2-interacting 
protein x). In addition, antisense oligonucleotides directed 
against JNK1 had a partial inhibitory effect.
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The induction of pcd by hyperactivation of a trophic factor 
receptor—essentially “trophotoxicity”—is compatible with 
earlier observations that some trophic factors may increase 
neuronal cell death, for example induced by excitotoxicity 
(Koh et al., 1995). Such an effect might conceivably be protec-
tive against neoplasia, in that it may eliminate cells that would 
otherwise undergo autocrine loop-stimulated oncogenesis. 
The resulting program would necessarily be nonapoptotic, 
since trophic factors inactivate apoptotic signaling.

Aponecrosis is a term applied to a combination of apop-
tosis and necrosis (Formigli et al., 2000). Many cytotoxins 
induce pcd at low concentrations, but apparently necrotic 
cell death at higher concentrations, presumably due to the 
overwhelming of the cellular homeostatic processes prior 
to the completion of the cell death programs. In fact, this 
is the most common pattern seen with cellular toxins, from 
hydrogen peroxide and other oxidants to mitochondrial tox-
ins such as antimycin A (Formigli et al., 2000). However, 
the necrotic morphology associated with aponecrosis has not 
been proven to be nonprogrammatic, so it is still not clear 
whether aponecrosis represents a combination of apopto-
sis and a nonapoptotic form of pcd or whether it represents 
a combination of apoptosis and nonprogrammatic cell death.

IV. Trophic Factors and the Concept of 
Cellular Dependence

Neurons, as well as other cells, for their survival depend 
on stimulation that is mediated by various receptors and sen-
sors, and pcd may be induced in response to the withdrawal of 
trophic factors, hormonal support, electrical activity, extra-
cellular matrix support, or other trophic stimuli  (Bredesen 
et al., 1998). It has generally been assumed that cells dying as 
a result of the withdrawal of required stimuli do so because 
of the loss of a positive survival signal, typically medi-
ated by receptor tyrosine kinases (Yao & Cooper, 1995). 
Although such positive survival signals are clearly extremely 
important, data obtained over the past 13 years argue for a 
complementary effect that is pro-apoptotic, is activated or 
propagated by trophic stimulus withdrawal, and is mediated 
by dependence receptors such as DCC (deleted in colorec-
tal cancer) and Unc5H2 (uncoordinated gene 5 homologue 
2) (Barrett & Bartlett, 1994; Barrett & Georgiou, 1996; 
 Bordeaux et al., 2000; Bredesen & Rabizadeh, 1997; Ellerby 
et al., 1999b; Forcet et al., 2001; Llambi et al., 2001; Mehlen 
et al., 1998; Rabizadeh & Bredesen, 1994; Rabizadeh 
et al., 1993; Stupack et al., 2001). These receptors interact in 
their intracytoplasmic domains with caspases, including api-
cal caspases such as caspase-9, and may therefore serve as 
sites of induced proximity and activation of these caspases. 
Caspase activation leads in turn to receptor cleavage, produc-
ing pro-apoptotic fragments (Ellerby et al., 1999b; Mehlen 
et al., 1998); conversely, mutation of the caspase cleavage 

sites of dependence receptors suppresses pcd mediated by 
the receptors (Bredesen et al., 2004; Mehlen et al., 1998). 
A striking example of this effect was obtained in studies of 
neural tube development: withdrawal of Sonic hedgehog 
from the developing chick spinal cord led to apoptosis medi-
ated by its receptor, Patched, preventing spinal cord develop-
ment, but apoptosis was inhibited and development partially 
restored by transfection of a caspase-uncleavable mutant of 
Patched, even in the absence of Sonic hedgehog (Thibert 
 et al., 2003).

Thus cellular dependence on specific signals for survival 
is mediated, at least in part, by specific dependence receptors 
or addiction receptors, which induce apoptosis in the absence 
of the required stimulus (when unoccupied by a trophic 
ligand, or when bound by a competing, anti-trophic ligand), 
but block apoptosis following binding to their respective 
ligands (Bredesen et al., 1998; Rabizadeh & Bredesen, 1994; 
Rabizadeh et al., 1993). Expression of these dependence 
receptors thus creates cellular states of dependence on the 
associated ligands. These states of dependence are not abso-
lute, since they can be blocked downstream in some cases by 
the expression of anti-apoptotic genes such as bcl-2 or p35 
(Bredesen et al., 1998; Forcet et al., 2001; Mah et al., 1993); 
however, they result in a shift of the  apostat (Bredesen, 1996; 
Salvesen & Dixit, 1997) toward an increased likelihood of 
triggering apoptosis. In the aggregate, these receptors may 
serve as a molecular integration system for trophic signals, 
analogous to the electrical integration system afforded by the 
dendritic arbors within the nervous system.

The ß-amyloid precursor protein (APP) exhibits some 
features reminiscent of dependence receptors: an intracy-
toplasmic caspase cleavage site (Asp664 (Gervais et al., 
1999; Lu et al., 2000); see Figure 8.5), coimmunoprecipita-
tion with an apical caspase (caspase-8), caspase activation, 
derivative pro-apoptic peptides (Aß, C99 and C31), and sup-
pression of apoptosis induction by mutation of the caspase 
cleavage site (Lu et al., 2000, 2003a, 2003b). To evaluate the 
possibility that APP may function as a dependence receptor 
in the mediation of Alzheimer’s disease pathogenesis, Gal-
van et al. compared transgenic mice modeling Alzheimer’s 
disease with Swedish and Indiana mutations in the hAPP 
transgene, with vs. without a functional caspase cleavage 
site at Asp664; mutation at the caspase cleavage site had no 
effect on ß-amyloid production or plaque deposition, but it 
completely prevented the synapse loss, dentate gyral atro-
phy, astrogliosis, memory loss (assessed by Morris water 
maze and Y maze), neophobia (so-called, although it seems 
less likely that the mice “fear” novelty than that they may 
not recognize it, and so perhaps this might more aptly be 
termed “neoagnosia”), and increased neural precursor pro-
liferation that characterize the AD model (Galvan et al., 
2006). These findings suggest a model in which the Aß pep-
tide functions as an antitrophin, binding and oligomerizing 
APP, recruiting and activating caspase-8, processing APP at 
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Asp664, and inducing neurite retraction and neuronal cell 
death (Galvan et al., 2006; Lu et al., 2003a; Shaked et al., 
2006). An alternative possibility, however, is that the D664A 
mutation altered a protein-protein interaction critical to AD 
pathogenesis in the mouse model, and that caspase cleavage 
is not critical. In either case, however, the results suggest 
that APP signal transduction may be important in mediat-
ing Alzheimer’s disease (Nishimoto, 1998), at least in the 
transgenic mouse model, possibly downstream from Aß 
oligomerization and binding of APP. The results also raise 
the question of what the trophic ligand for APP may be (if 
indeed APP proves to bind a trophic ligand), and several 
candidate APP interactors have been described, such as col-
lagen (types I and IV), heparan sulfate proteoglycan, lam-
inin, and glypican (Beher et al., 1996; Caceres &  Brandan, 
1997; Williamson et al., 1996).

Caspase cleavage also appears to play an important role in 
cytotoxicity induced by multiple polyglutamine  proteins, such 
as huntingtin, atrophin-1, ataxin-3, and androgen receptor 

(Ellerby et al., 1999a, 1999b; Goldberg et al., 1996; Hermel 
et al., 2004; Wellington et al., 2000). In the case of hunting-
tin, recruitment of caspase-2 into a complex with huntingtin 
was found to be polyglutamine length dependent, leading to 
cleavage at Asp552 both in vitro and in vivo. Although hun-
tingtin is not a surface receptor like APP, the upregulation of 
caspase-2 observed in Huntington’s model mice correlated 
directly with decreased levels of brain-derived neurotrophic 
factor (Hermel et al., 2004), suggesting that huntingtin may 
indeed represent a mediator of cellular dependence on tro-
phic support. Furthermore, as noted earlier, recent results 
analogous to those obtained with the caspase-uncleavable 
APP mutant by Galvan et al. have been obtained with the 
caspase-6-uncleavable huntingtin mutant by Graham et al. 
(2006). In that study, the YAC (yeast artificial chromosome) 
transgenic mouse model of Huntington’s disease was utilized, 
and the Huntington’s phenotype was prevented by mutating 
the caspase-6 cleavage site, but not by mutating the caspase-
3 cleavage sites within the huntingtin protein.

Figure 8.3 The unfolded protein response (UPR), a coordinated regulated response involving three sensor proteins: PERK (PKR-like ER kinase), ATF6 
(activating transcription factor 6), and IRE1 (inositol requiring transmembrane kinase/endoribonuclease). Misfolded proteins bind Grp78/Bip, releasing it 
sequentially from PERK, ATF6, and IRE1. PERK undergoes oligomerization and autophosphorylation. Active PERK phosphorylates eIF2 α, rendering it 
inactive and blocking protein translation. Inactivation of eIF2 α  prevents further influx of nascent proteιns into the ER lumen thus limiting the incoming pro-
tein load. A selective inhibitor of eIF2alpha has been shown to block ER stress (Boyce et al., 2005). Continued accumulation leads to translocation of ATF6 
to the Golgi compartment where it undergoes regulated intramembrane proteolysis (RIP) by proteases S1P and S2P, yielding a free cytoplasmic domain that 
triggers transcriptional upregulation of several ER resident proteins. These proteins facilitate and promote the productive folding of proteins and protein com-
plexes, maintaining them in a folding-competent state and preventing their aggregation. UPR activation also induces homodimerization, autophosphorylation 
and activation of IRE1, an ER resident transmembrane serine/threonine kinase receptor protein that also possesses an intrinsic endoribonuclease activity. 
Activated IRE1 cleaves a preformed substrate mRNA at two sites through its endoribonuclease action, resulting in the removal of a 26-nucleotide intron from 
a target mRNA (Kawahara et al., 1997; Patil & Walter, 2001; Sidrauski & Walter, 1997). The two ends of the cleaved mRNA are ligated together by tRNA 
ligase and the newly formed mRNA encodes a transcription factor X-box binding protein (XBP-1). XBP-1 binds and activates the promoters of several ER 
stress-inducible target genes that facilitate retro-translocation and ER-associated degradation of misfolded proteins (Calfon et al., 2002; Lee et al., 2002; 
Yoshida et al., 2001). IRE1 is coupled to JNK activation through TRAF2 (Urano et al., 2000). (Used with permission, Bredesen et al., 2006.)
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V. Apoptosis Induced by Unfolded, 
Misfolded, or Alternatively 

Folded Proteins

In addition to the intrinsic and extrinsic pathways of 
apoptosis as originally described, recent studies have sug-
gested additional pathways to caspase activation. Misfolded 
proteins and other activators of endoplasmic reticulum stress 
trigger an alternative intrinsic pathway (see Figure 8.3) that 
leads to caspase-9 activation, and displays both cytochrome 
c/Apaf-1 independent and cytochrome c/Apaf-1 depen-
dent activation of pcd (Rao et al., 2001, 2002a). Cell death 
pathways triggered by protein misfolding, unfolding, or 
alternative folding—and associated endoplasmic reticulum 
stress—are of special interest in neurodegenerative disease 
studies, since such pathways have been implicated in all 
the major neurodegenerative diseases (Rao and Bredesen, 
2004). Neurodegenerative disorders such as Alzheimer’s 
disease (AD), Parkinson disease (PD), Huntington’s disease 
(HD), amyotrophic lateral sclerosis (ALS), and prion protein 
diseases all share the common feature of accumulation and 
aggregation of misfolded proteins (Kopito and Ron, 2000; 
Taylor et al., 2002). The presence of misfolded proteins 
elicits cellular stress responses that include an endoplasmic 
reticulum (ER) stress response that serves to protect cells 
against the toxic accumulation of misfolded proteins, and is 
activated by the exposure of hydrophobic protein regions that 
bind GRP78/BiP (glucose-regulated protein of 78 kilodal-
tons/binding protein), relieving its otherwise ongoing inhibi-
tion of UPR-activating proteins PERK (protein kinase R-like 
endoplasmic reticulum kinase), ATF6 (activating transcrip-
tion factor 6), and Ire1 (inositol-requiring 1) (see  Figure 8.3) 
(Dobson, 2003; Dobson and Ellis, 1998; Kaufman, 1999; 
Kopito, 2000). Accumulation of these proteins in exces-
sive amounts, however, overwhelms the cellular “quality 
control” systems that induce folding, translational, degrada-
tive, and aggresomal protection, ultimately triggering cel-
lular suicide pathways (Goldberg, 2003; Kopito and Ron, 
2000; Selkoe, 2003; Sherman and Goldberg, 2001; Sitia and 
Braakman, 2003; Taylor et al., 2002).

Since the degradation of cellular proteins is coupled, via the 
ubiquitin-mediated proteasomal degradation pathway, to ER 
dislocation (translocating the protein targeted for degradation 
back out of the ER into the cytosol) (Goldberg, 2003; Kopito 
& Ron, 2000; Sherman and Goldberg, 2001), any conditions 
that block the ER retro-translocation of proteins or proteasome 
function may also result in the accumulation of misfolded pro-
tein substrates within the ER. Thus, misfolded proteins both 
within and outside the ER trigger the ER stress response. Mis-
folded proteins typically aggregate, initially as oligomers but 
ultimately as polymers that are deposited as microscopically 
visible inclusion bodies or plaques within cells or in extracellu-
lar spaces. These aggregates may interact with cellular targets, 
with several potential resulting toxic mechanisms:

▲ Inhibition of synaptic function
▲  Loss of synapses leading to disruption of neuronal 

functions
▲  Sequestration of critical cellular chaperones and vital 

transcription factors by misfolded proteins
▲ Interference with signal transduction pathways
▲ Alteration of calcium homeostasis
▲  Release of free radicals and resulting oxidative 

 damage
▲  Dysfunction of the protein degradation pathway 

through the ubiquitin-proteasome system
▲ Induction of cell-death proteases

Despite these mechanisms, it is becoming increasingly 
clear that toxicity may be exerted prior to the appearance 
of aggregates, apparently with the production of small 
 oligomers (Klein, 2002; Mucke et al., 2000).

A number of mediators of pcd induced by misfolded or 
unfolded proteins have recently been identified (see Figure 
8.4). As for the intrinsic pathway, the Bcl-2 family proteins 
play a critical role in the cellular suicide decision process 
(Scorrano et al., 2003), with communication between the ER 
and the mitochondria. Strikingly, Bax/Bak double knock-out 
cells demonstrate no caspase activation following ER stress, 
arguing that these are required mediators (Ruiz-Vela et al., 
2005). Bik may function to activate Bax and Bak in this path-
way (Mathai et al., 2005), whereas BI-1 inhibits Bax activation 
and translocation to the ER (Chae et al., 2004). Other Bcl-2 
family proteins are also involved; for example, the BH3 pro-
tein Puma interacts with an hsp90 (heat shock protein of 90 
kilodaltons)-independent fraction of p23, which, when cleaved 
by caspases, releases Puma, leading to Bax interaction, oligo-
merization, and pcd (Rao et al., 2006). Noxa and p53 have 
also been implicated in this pathway  (Li et al., 2006).

Not surprisingly, given the mitochondrial-ER interplay, 
part of the resulting apoptotic pathway is Apaf-1 depen-
dent; however, part is also Apaf-1 independent yet caspase-
9 dependent (Li et al., 2006; Rao et al., 2002a). Caspase-7 
is recruited to the ER by an unknown mechanism, where it 
interacts with caspase-12 (at least, in the murine system; 
as noted earlier, most humans do not express caspase-12), 
caspase-12 is cleaved and released, leading to interaction 
with caspase-9 (Rao et al., 2001). GRP78/BiP interacts 
with caspase-7 (requiring the ATP-binding domain (Reddy 
et al., 2003)) and -12, preventing activation, but this inhibi-
tion is relieved by (d)ATP (Rao et al., 2002b). Although the 
upstream activation of this pathway is not certain, one candi-
date is the triggering of JNK activation by IRE1, via TRAF2 
and ASK1 (Urano et al., 2000).

A caspase-8-dependent pathway responsive to mis-
folded proteins also exists: Bap31, an ER membrane pro-
tein, binds Bcl-2 (or Bcl-x

L
) and a caspase-8-containing 

pro- apoptotic complex (Ng et al., 1997). When Bap31 is 
cleaved, a pro-apoptotic p20 fragment is derived, which, 
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among other effects, induces mitochondrial fission, enhanc-
ing  cytochrome c release (Breckenridge et al., 2003). Con-
versely, BAR (bifunctional apoptosis regulator), which is 
expressed primarily in neurons of the CNS, also bridges Bcl-
2 and caspase-8, but functions as an anti-apoptotic protein 
(Roth et al., 2003; Zhang et al., 2000).

Other mediators of ER stress-induced pcd have been iden-
tified, and these are depicted in Figure 8.4. One of interest 
in neurodegeneration is valosin-containing protein (VCP), 
which functions as a sensor of abnormally folded proteins 
and a cell death effector in polyglutamine-induced cell death 
(Hirabayashi et al., 2001; Kobayashi et al., 2002), as well 
as being a mediator of ER stress-induced pcd (Rao et al., 
2004). Mutations in VCP are associated with a syndrome that 
includes inclusion body myositis, frontotemporal dementia, 
and Paget’s disease of bone (Watts et al., 2004). Another is 
Alix/AIP-1, which is an ALG-2-interacting protein that links 
developmental motor neuron cell death, as well as neuronal 
death in a Huntington’s model, to the endolysosomal system 
(Mahul-Mellier et al., 2006).

In addition to protein misfolding, it is worth noting recent 
results from Lingappa and colleagues that suggest that at 
least some proteins may trigger pcd via a subset of multiple 
physiologically relevant conformations (Hegde et al., 1998). 
For example, the prion protein exists in three different topolo-
gies, a secreted form, a transmembrane form with N- terminus 
extracellular (Ntm), and a transmembrane form with C-ter-
minus extracellular (Ctm). The Ctm form is pro-apoptotic 
and associated with neurodegeneration in vivo, whereas the 
secreted form is anti-apoptotic. It is not yet clear how many 
proteins will display this feature, but it is possible that not only 
prion protein but also other  neurodegeneration- associated 
proteins will turn out to exist in multiple physiologically rel-
evant conformations (and perhaps even topologies), with the 

 degenerative effect being attributed to a subset of these con-
formations rather than true protein misfolding.

VI. Does Programmed Cell Death Play 
a Role in Neurodegeneration?

Evidence for caspase activation in neurodegeneration 
has been generated both from the use of antibodies directed 
against neo-epitopes derived by caspase cleavage (Galvan 
et al., 2006; Tanaka et al., 2006; Yang et al., 1998) and from 
the inhibition of neurodegeneration by caspase inhibitors 
(Friedlander et al., 1997a; Ona et al., 1999). However, some 
neurodegenerative models and diseases clearly demonstrate 
nonapoptotic forms of pcd (Dal Canto & Gurney, 1994; 
 Turmaine et al., 2000). Determining which pcd pathways are 
triggered in each neurodegenerative disease, which pathway 
accounts for each fraction of cell death, the mechanism(s) by 
which each pathway is triggered, and the interactions of the 
various pathways should shed new light on the degenerative 
process and its potential treatment or prevention.

One of the critical goals for dissecting the relationship 
between pcd and neurodegeneration is to understand the 
specificity of the trigger; in other words, is pcd activated in 
neurodegeneration as the result of a relatively nonspecific 
toxic effect of a peptide or protein aggregate? If so, then sec-
ondary neurodegeneration may occur due to a loss of trophic 
support, increased excitotoxin accumulation, or any num-
ber of other secondary effects. Alternatively, by analogy to 
neoplasia, are specific, physiologically relevant transduction 
events that underlie neurite retraction and synapse loss trig-
gered directly by neurodegeneration-associated transcrip-
tional and post-transcriptional events? Evidence on both 
sides exists. For example, numerous toxic properties have 
been attributed to the Aß peptide implicated in Alzheimer’s 
disease, such as reactive oxygen species generation and 
metal binding, among others (Butterfield & Bush, 2004). 
However, signal transduction effects have also been attrib-
uted to Aß peptide, such as binding and multimerization of 
amyloid precursor protein, with resultant complex formation 
and direct caspase activation (Lu et al., 2003a).

The ability to initiate the neurodegenerative process with 
widely varying insults—from misfolded proteins to reactive 
oxygen species to caspase recruitment complexes, as well 
as other mechanisms—and yet produce a relatively small 
number of syndromes, argues for the existence of a death 
network, which may be entered from many different sites, 
but once triggered follows similar interdependent biochemi-
cal pathways, with little dependence on the point of entry. 
Such a notion is compatible with the findings that therapeu-
tics aimed at different pathways (caspase activation, mito-
chondrial release of cytochrome c, metal binding, reactive 
oxygen species scavenging, etc.) all have partially salutary 
effects; however, it also suggests that a complete halt of the 

Figure 8.4 Proteins implicated in ER stress-pcd pathways. (Used with 
permission, Bredesen et al., 2006.)
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neurodegenerative process may require therapeutics that 
address all of the network’s interacting pathways.

VII. Are Programmed Cell Death 
Pathways Appropriate Therapeutic 

Targets in Neurodegeneration?

As noted earlier, neuronal loss is a relatively late event in 
 neurodegenerative diseases, following neuronal dysfunction, 
 synapse loss, and often somal atrophy; nonetheless, targeting 
pcd has been successful in at least some model systems of 
neurodegeneration, and it is possible that targeting multiple 
pcd pathways will turn out to be even more effective. For 
example, caspase inhibition in vivo retarded degeneration 
in transgenic mouse models of both ALS and Huntington’s 
disease  (Friedlander et al., 1997a; Ona et al., 1999). Bcl-2 
expression in a transgenic model of ALS delayed symptom 
onset and increased lifespan, but did not alter the disease 
duration (Kostic et al., 1997).

Minocycline, a second-generation tetracycline that inhib-
its mitochondrial cytochrome c release, effected neuropro-
tection in mouse models of Huntington’s disease, Parkinson 
disease, and ALS (Chen et al., 2000; Friedlander, 2003; Wang 
et al., 2003). Minocycline is orally bioavailable, penetrates 
the blood–brain barrier, and has been proven safe for human 
use. It is currently being evaluated in clinical trials in patients 
with Huntington’s disease and ALS (Friedlander, 2003).

Rasagiline, which has been approved for the treatment 
of  Parkinson disease, has been suggested to target apoptosis 
 (possibly via the peripheral benzodiazepine receptor (Green 
and Kroemer, 2005)), but since it is a potent, selective, 
 irreversible monoamine oxidase type B inhibitor, its thera-
peutic effect on Parkinson’s disease may have nothing to do 
with effects on  apoptosis.

Trophic factors have multiple effects, including the inhi-
bition of apoptosis, the stimulation of neural precursors, and 
the stimulation of neurite outgrowth. The literature is rife with 
examples of trophic factor therapy for various neurological 
conditions, and although many have been unsuccessful, the 
delivery of the correct factor(s) to the correct target in the 
correct concentration for the correct disease still holds great 
promise (although, as noted earlier, hyperactivation of at least 
some trophic factor receptors may induce pcd). Ellerby et al. 
reported interesting results with FGF2 in a mouse model of 
Huntington’s disease: prolonged survival, improved motor 
performance, and reduced polyglutamine aggregates (Jin 
et al., 2005). A number of approaches have been taken to 
deliver NGF to patients with Alzheimer’s disease, includ-
ing the use of genetically engineered fibroblasts in a recent 
phase 1 trial (Tuszynski et al., 2005). In this study, improve-
ments in cognition and positron emission tomography (fluo-
rodeoxyglucose uptake) were documented.

The most successful—and most controversial—trophic 
factor therapeutic for Parkinson disease has been GDNF 

(glial-derived neurotrophic factor). When a Phase 2 trial was 
discontinued for both safety and efficacy reasons, patients 
and families involved with the trials requested compassionate 
use based on their own belief, well documented  anecdotally, 
that GDNF was successful (Lang et al., 2006).

Huntington’s disease may represent one of the best possi-
bilities for trophic factor therapy: presymptomatic diagnosis 
is readily available, a number of different trophic factors have 
shown promise in animal models  (e.g., FGF2, CNTF, NGF 
(Kordower et al., 1999)), and BDNF is both reduced in the dis-
ease and therapeutic in Huntington’s disease models. Further-
more, BDNF concentration in the brain may be increased by 
the administration of cysteamine (Borrell-Pages et al., 2006).

VIII. Death and Resurrection: 
The Neural Stem Cell Response 

to Neurodegeneration

Pathological processes may stimulate neurogenesis in the 
brain (Gould et al., 1997; Snyder et al., 1997), and may redi-
rect the migration of nascent neurons toward the site(s) of 
pathology. For example, apoptotic degeneration of corticotha-
lamic neurons in mice is followed by the restoration of corti-
cothalamic connections, and the connecting cells both express 
immature neuronal markers such as doublecortin (DCX) and 
Hu and can be labeled with the cell-proliferation marker bro-
modeoxyuridine (BrdU) (Magavi et al., 2000). In Alzheimer’s 
disease patients and in some transgenic mouse models of AD, 
neurogenesis is increased (Jin et al., 2004a, 2004b). This effect 
is prevented by mutation of the APP caspase cleavage site 
(Galvan et al., 2006). Furthermore, APP

S
, the soluble cleav-

age product of APP derived from its cleavage by α-secretase, 
 stimulates neural stem cell proliferation (Caille et al., 2004).

In Huntington’s disease and in some transgenic models 
of Huntington’s disease, there is an increase in  neurogenesis 

Figure 8.5 An antibody specific for the neoepitope generated by cleavage 
of APP at the caspase cleavage site, Asp664, demonstrates reactivity in the 
hippocampus of a patient with Alzheimer’s disease.  (Used with permission, 
Bredesen et al., 2006.)
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(Curtis et al., 2003). As noted earlier, FGF2  administration 
led to increased neurogenesis as well as improved perfor-
mance and survival. Interestingly, the neurogenesis included 
 migration to the globus pallidus and differentiation into 
a spiny neuron phenotype—the same type of neurons 
 preferentially lost in Huntington’s disease.

These and similar results raise the question of whether “stem 
cell exhaustion/senescence” following prolonged stimulation 
may play a role in the long-term course of  neurodegenerative 
diseases. Furthermore, although the factors linking neurode-
generation to neural stem cell proliferation and inhibition of 
pcd are largely undisclosed, the potential for therapy utilizing 
these putative factors is likely to be significant.
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Developmental Neurology: 
A Molecular Perspective

Juan M. Pascual

The clinical approach to the numerous neurological and 
neuromuscular diseases that manifest during development 
(i.e., the period of time between conception and adoles-
cence) draws upon analytical chemistry, genetics, imaging, 
and pharmacology foundations. Relentless progress on 
molecular structure, function, and regulation steadily stimu-
lates the prominence of pediatric (or developmental) neurol-
ogy as one of the neurosciences. Underlying this scientific 
expansion is also an improving knowledge of genes and 
genetic control mechanisms. Many molecular processes and 
associated diseases have been related to specific genes. Even 
the susceptibility to infections or the recovery from stroke or 
trauma, which were conventionally referred to as acquired 
disorders to differentiate them from genetically determined 
diseases, can be influenced by the genome (Waters & Nicoll, 
2005).

The mechanism (i.e., the integrated explanation of the 
relations between gene defects and variations and cellular 
reactions) of some developmental neurological diseases has 
been elucidated, as have the factors that specify their pre-
ferred age of onset and temporal evolution. A better under-
standing of the changes experienced by the developing 
nervous system and muscle has contributed to this: during 
infancy and childhood, several gene expression programs are 
played out and then become quiescent as the organism grows 
and matures (Thor, 1995). Thus, the phenotype associated 
with a pathogenic mutation may remain dormant until the 
mutant gene is utilized for a particular function, and this may 
occur after birth or well in adulthood.

An example from brain energetic metabolism illustrates 
this principle: in contrast with the adult, which consumes 
preferentially glucose, the fetal brain prefers to metabolize 
lipid derivatives such as ketones. At birth, the cerebral meta-
bolic rate for glucose is small for the size of the brain, but it 
increases during childhood, exceeding the neonatal rate by 
three-fold. As adolescence approaches, glucose consump-
tion decreases to adult levels, surpassing newborn levels by 
two-fold (Chugani et al., 1987). It is not surprising, then, 
that the neonatal brain tolerates neuroglycopenia (a state of 
diminished cerebral energetic substrate brought about by 
inadequate glucose entry) relatively well. In practice, this is 
underscored by the manifestations of both congenital hyper-
insulinism and of glucose transporter type 1 deficiency, the 
former commonly due mutations in the pancreatic ATP-sen-
sitive potassium channel (K

ATP
) (Aguilar-Bryan et al., 2001) 

and the latter caused by mutation of the glucose carrier of 
the blood–brain barrier (Glut1) (Pascual et al., 2004). These 
diseases may remain unnoticed in the newborn until their 
symptoms become increasingly accentuated during child-
hood. In some occasions, the converse phenomenon is true, 
allowing for the restoration of a normal phenotype follow-
ing a diseased state as development induces new genes to 
substitute for abnormal ones. This is exemplified by a tran-
sient or “reversible” form of cytochrome c oxidase deficient 
myopathy that manifests early in infancy with hypotonia 
and profound weakness, only to be followed by the return of 
enzyme activity in muscle and normal strength later in child-
hood (DiMauro et al., 1983).
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Delayed onset followed by relentless progression, a pattern 
frequently masked by normal developmental gains during 
infancy and childhood, is particularly common in disorders 
associated with accumulation. In these storage diseases, 
symptoms may not emerge until a stored metabolite, degraded 
at excessively slow rates, interferes with other cellular reac-
tions, or forms growing, metabolically inert aggregates inside 
cells. In the most common form of α-1,4-glucosidase (acid 
maltase) deficiency (Pompe disease, glycogen storage dis-
ease type II), infants are born normal, only to experience 
diminished glycogen degradation and progressive retention in 
the lysosomes of multiple cell types during infancy, resulting 
in advancing cardiomegaly,  skeletal  muscular  enlargement, 
hepatomegaly, and motor neuron loss.

Yet, genotype-phenotype correlations still pose  challenges, 
as do some genotypes, when referred to the developing ner-
vous and neuromuscular systems. On one hand, genetic 
polymorphisms and variations abound in all individuals, but 
their function and interrelations are not well understood, as 
is transcriptional activity in most disease states. In addition, 
and in contrast with the adult, the identification of pediatric 
neurological phenotypes (i.e., the repertoire of neurological 
diseases) is necessarily restricted for as long as intelligence 
and volition remain immature or underdeveloped, leading to 
phenotypic oversimplification. These, together with difficul-
ties in separating true phenotypic characteristics from epi-
phenomena (i.e., observables related only indirectly to the 
fundamental disease mechanism) complicate the cataloging 
of developmental neurological diseases. Many diseases are 
diagnosed by assaying metabolites generated in the course 
of reactions that lay distant from the original enzyme defect 
just because they coexist. The error and misattribution risks 
inherent to this diagnostic approach is not negligible, par-
ticularly when confronted with unusual or incompletely pen-
etrant forms of otherwise frequent diseases, or especially, 
with rare diseases.

Genotyping is subject to additional, special consider-
ations when applied to developmental neurological dis-
eases; well-defined clinical entities can include phenocopies 
(i.e., individuals that manifest a similar phenotype due to 
mutation of unrelated genes), a phenomenon inevitably 
embedded in the pregenomic clinical literature. For exam-
ple, mutation of the SCO2 gene, necessary for mitochondrial 
respiratory chain assembly, can reproduce the manifestations 
of spinal muscular atrophy (Salviati et al., 2002), a pheno-
type much more frequently due to SMN1 gene mutations 
that disrupt the formation of spliceosomes and other aspects 
of RNA processing (Monani, 2005). Genotyping is also 
influenced by uneven or skewed mutation abundance among 
patient tissues that contribute to the phenotype or that are 
sampled for diagnosis. Thus, mosaicism for mutant MeCP2 
(a repressor of gene expression and regulator of RNA splic-
ing) in the male and skewed X chromosome inactivation 
in the female may account for the disparate phenotypes of 

Rett syndrome, encompassing male neonatal death, male 
mental retardation, asymptomatic female carrier status or 
female Rett syndrome with motor and psychiatric disabili-
ties (Zoghbi, 2005). The proportion of mutant mitochondrial 
DNA within the tissues of one individual is also variable, 
depending upon the tissue selected for genotyping (a phe-
nomenon known as heteroplasmy). In practice, several DNA 
sources (usually blood, urinary sediment, hair follicle, and 
buccal smear) can be examined to detect a low-abundance 
mutation (Shanske et al., 2004).

Nevertheless, disease severity does not necessarily cor-
relate with degree of cellular dysfunction or with gene con-
servation; in fact, the more central a reaction or process is, 
the less probable that its corresponding disease state will 
be compatible with life. Thus, human diseases are most 
likely to affect the least essential functions: those exhibiting 
redundancy, which can, at least, be partially compensated 
for, ultimately allowing for the survival of the organism. 
Mutations commonly found in highly conserved genes 
(noncoding polymorphisms, a frequent form of genetic 
alteration) may reflect evolutionary drift, but usually do not 
cause disease. On the other hand, higher impact mutations, 
such as those causing sequence variation in an important 
protein-coding area of a gene, are usually not tolerable and, 
if not compensated by the other allele, even lethal during 
embryogenesis.

The disorders of the developing nervous and neuromus-
cular systems can be classified according to several criteria 
such as predominant symptom, age at onset, size of the main 
abnormal metabolite (large polypeptides or carbohydrates, or 
small molecules), among others. From a molecular point of 
view, these disorders are best defined by cellular phenotype. 
It is expected that the number and features of neurological 
phenotypes will be expanded as novel molecular investiga-
tion methods are applied to diseased cells and organs. Cells 
can manifest alterations in number, structure, and fluxes 
arising from chemical reactions (see Table 9.1).

Abnormal cellular numbers may result from deficient or 
excessive cell division, or from reduced cell death during 
specific developmental stages. Proliferative and migrational 
disorders are prominent in the cerebral cortex and often cause 
mental retardation and epilepsy. An increasingly large group 
of neurological diseases associated with neurodegeneration 
are caused by facilitated apoptosis and selective cellular loss. 
Tumors, not covered in this section, are a leading cause of 

Table 9.1 Phenotypes of Molecular Disorders

Cell number Flux
 Division  Electrical impulse
 Death  Transport
Cell structure  Metabolism
 Shape and resistance
 Movement
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childhood death and disability and represent the prototypic 
proliferative disorders due to excessive cell division.

Molecules primarily responsible for maintaining cell struc-
ture and for the generation of movement are vital to muscle 
function. Numerous myopathies are caused by deficiency or 
loss of function of intra- and extracellular proteins that form the 
muscle supporting scaffold. In these disorders, exemplified by 
the dystrophinopathies, the mechanical forces that the muscle 
normally generates disrupt muscle membranes, leading to cel-
lular death, inflammation, and proliferation. Mutations in genes 
that code for contractile proteins cause myopathy by impairing 
molecular interactions that generate movement and force.

Flux, the transit of ions, molecules, and electrical cur-
rents constitutes the essence of cellular metabolism and 
communication. Fluxes are governed by reaction rates that 
change under the influence of cellular and external signals 
and metabolic fluctuations. The velocity of molecular tran-
sitions such as opening or inactivation of ion channels and 
of enzyme structure interconversions determines the rates 
of all reactions. Flux measurements across cellular com-
partments pose special conceptual and methodological com-
plexities, as cellular reactions are densely interrelated while 
being compartmentalized, and metabolic pools and signals 
are frequently inaccessible to measurement in molecular 
time scale. Altered flux states result in abnormal nerve and 
muscle excitability, deficient transport of substrates across 
membranes, and altered metabolite formation and consump-
tion, leading to depletion or accumulation of precursors and 
byproducts and to induction of alterative reactions.

The following chapters introduce the molecular prin-
ciples of metabolic diseases and of neuromuscular diseases 

that  manifest during development. Diseases associated with 
abnormal excitability and signaling, cell death (apoptosis), 
and some cellular structural disorders are explored in other 
chapters.
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Metabolic Diseases of the 
Nervous System

Juan M. Pascual

 I. Glucose Transporter Type 1 Deficiency

 II. Menkes Disease

 III. Segawa Disease (Dopa-Responsive Dystonia)

 IV. Disorders of Pyruvate Metabolism

 V. Glycosylation Disorders

 VI. Organic Acidurias

 VII. Urea Cycle Disorders

 VIII. Galactosemia

 IX. Phenylketonuria

 X. Lesch-Nyhan Disease

 XI. Pantothenate Kinase Deficiency

 XII. Smith-Lemli-Opitz Syndrome

Metabolic disorders constitute an expanding group of 
flux diseases that includes heterogeneous conditions (see 
Table 10.1). Thus, a unifying definition becomes necessary. 
Strictly speaking, neurometabolic diseases arise from genetic 
deficiency of intermediary metabolism enzymes, in contrast 
with mutations in genes encoding cytostructural proteins 
or proteins involved in cell division, immunity, excitability, 
cell-to-cell communication, secretion or movement, which 
are not counted among them. Nevertheless, intermediary 

metabolism abnormalities can be found in virtually all these 
conditions, allowing for the consideration of at least some 
when discussing the neurometabolic diseases.

Whether involving carbohydrate, lipid, or protein metab-
olism, the manifestations of neurometabolic diseases are 
pleomorphic and can present at any time during the entire 
lifespan. Regardless of their age of onset and mode of pre-
sentation, the practical approach to the patient afflicted by 
a neurometabolic disease includes a customized but system-
atic series of evaluations, as well as an assessment of the 
ancestry and family structure aimed at identifying a possible 
pattern of inheritance and detecting all relatives at-risk for 
a potentially heritable trait. It is often possible to establish 
the pattern of inheritance of a familial disease on clinical 
grounds alone. In the case of a potentially heritable trait, 
apparently unaffected relatives can be found to manifest 
subtle abnormalities indicative of an incompletely penetrant 
trait. A series of analytical investigations are performed to 
confirm the diagnosis according to the patient’s clinical syn-
drome. The biochemical analysis of patient tissues, such as 
biopsied muscle, and of cellular elements, such as cultured 
fibroblasts, is often necessary to confirm a specific enzyme 
deficiency and is followed, when available, by genotyping. 
In some cases, genetic test batteries or panels are available 
to screen genes associated with diseases that share a similar 
phenotype. Genotyping allows for genetic counseling, for 
the screening of relatives at risk and, in an increasing number 
of instances, for prenatal diagnosis via amniocentesis.
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Disorders of cell membranes impact cell communication 
and the exchange of substances with the environment by 
 disrupting membrane proteins or the small molecules that 
serve as ligands. Transport disorders, caused by primary 
deficiency of proteins responsible for selective permeabil-
ity, cause particularly widespread cellular abnormalities that 
derive from secondary intracellular substrate or cofactor 
deficiency. Disorders that cause abnormal neurotransmission 
include, apart from membrane receptor diseases, neurotrans-
mitter synthesis and recycling deficiencies that render cell 
membranes unexcitable or abnormally modulated. Disorders 
of organelles include abnormalities in organelle production 
or movement, or in membrane function or composition, lead-
ing to their accumulation or malformation and to the buildup 
of nonmetabolized compounds, or, in the special case of 
mitochondrial diseases, to deficient energy production. 
Enzymatic disorders are due to mutation of soluble enzymes 

or to cofactor deficiencies caused by inadequate absorption, 
processing, or binding, resulting in abnormal catalysis.

The cellular abnormalities brought about by soluble 
enzyme deficiencies tend to be morphologically modest but 
functionally widespread, reflecting cellular substrate diffu-
sion, and associate with the release (or deprivation) of circu-
lating plasmatic compounds, a feature used in the diagnosis 
of these diseases. A further category includes disorders of 
nuclear metabolism (DNA and RNA synthesis and process-
ing, DNA methylation and repair) and of protein synthesis 
that are associated with broad cellular abnormalities owing to 
the central mission that the nucleus and the ribosome carry 
out in the cell. Some of these disorders are covered in other 
sections of this work.

In general, membrane disorders tend to be associated with 
milder disease phenotypes, organelle disorders with slowly 
accumulating abnormalities, enzyme disorders with marked 

Table 10.1 Neurometabolic Diseases

 I. Disorders of the cell membrane
  Transport disorders
   Disorders of glucose transport
    Glucose transporter type 1 deficiency
   Disorders of metal transport
    Menkes disease
    Wilson disease
   Other transport disorders
    Excitatory amino acid transporter 1 deficiency
  Disorders of neurotransmission
    Neurotransmitter deficiencies
     Segawa disease
     Other disorders of amine synthesis
    Neurotransmitter receptor diseases*
     Stiff baby syndrome

II. Disorders of intracellular organelles
  Peroxysomal diseases
   Disorders of peroxysome biogenesis
    Zellweger-spectrum diseases
    Rhizomelic chondrodysplasia punctata
   Disorders of peroxysomal enzymes
    X-linked adrenoleukodystrophy
    Refsum disease
  Mitochondrial diseases*
   Disorders of fatty acid oxidation
    Carnitine transporter deficiency*
    Carnitine palmitoyltransferase deficiencies*
    Acyl-CoA dehydrogenase deficiencies*
   Pyruvate metabolism disorders
    Pyruvate dehydrogenase deficiency
    Pyruvate carboxylase deficiency
   Respiratory chain disorders*
   Disorders of mitochondrial DNA maintenance and 
    communication*
   Krebs cycle disorders
  Glycosylation disorders
   Defects of oligosaccharide synthesis
   Defects of oligosaccharide processing

  Lysosomal diseases
   Gaucher disease
   Niemann-Pick diseases
   GM2 gangliosidoses
   Sulfatide lipidoses
   Krabbe disease
   Mucopolysaccharidoses
   Mucolipidoses
   Farber disease
   Fabry disease
   Schindler disease
   Neuronal ceroid lipofuscinoses

 III. Enzyme disorders
  Urea cycle disorders
  Galactosemia
  Phenylketonuria
  Non-ketotic hyperglycinemia
  Glycogen storage disorders*

  Maple syrup urine disease
  Lesch-Nyhan disease
  The porphirias
  Glutaric acidurias I and II
  Other organic acidurias
  Sulfite oxidase deficiency
  Canavan disease
  Pantothenate kinase deficiency
  Cofactor and vitamin disorders
   Thiamine deficiency
   Pyridoxine dependency
   Cobalamine disorders
   Folate disorders
   Biotine disorders
   Biotinidase deficiency
  Lipid and lipoprotein diseases
  Abetalipoproteinemia
  Tangier disease
  Smith-Lemli-Opitz syndrome
  Wolman disease
  Cerebrotendinous xanthomatosis
  Pelizaeus-Merzbacher disease

*Disorders covered in other chapters.
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biochemical abnormalities detectable in tissues and fluids, 
and nuclear disorders with a vast array of cellular alterations 
and phenotypes.

Metabolic diseases follow any imaginable temporal 
course even in the absence of environmental or nutritional 
precipitating factors, with some conditions manifesting 
only periodically and others exhibiting a static or apparently 
immutable course, in contrast with the common notion of 
metabolic diseases as unrelenting, continuously symptomatic 
processes. The basis for the apparently paradoxical static and 
episodic manifestations of neurometabolic diseases is pro-
vided by the compartmentalization of metabolism. Because 
all cellular functions are spatially limited and regulated by 
membranes, net catalysis occurs at rates governed not only 
by enzyme kinetics, but also (and often mainly) by substrate 
availability and product abundance. The former process, 
dependent on enzyme structure, is dictated by the gene; the 
latter, by the ability of cells and organelles to distribute and 
clear substrates and products, a process that is inherently 
dependent on membrane function (Hubert et al., 2005).

Multiple cellular compartments situated in various cell 
types participate in a typical metabolic pathway (Hofmeyr 
& Cornish-Bowden, 1991). Thus, for example, an enzymatic 
deficiency affecting a reaction that is constantly active may 
be associated with the accumulation of a substrate that inter-
feres with other reactions, causing inhibition and resulting 
abnormal cell function. Such a substrate may be eliminated 
from the cell after it reaches a certain threshold level at a 
rate that is dependent on its concentration. Once the sub-
strate first accumulates, production and elimination proceed 
indefinitely, maintaining a constant (elevated) concentration 
in the cell. Such may constitute the basis for the permanent, 
immutable clinical manifestations that are sometimes asso-
ciated with a static metabolic abnormality. Episodic diseases 
can also be understood within the same mechanistic frame-
work; a compound may accumulate silently until a threshold 
concentration is reached or until another slowly fluctuat-
ing cellular process renders the cell susceptible, such that 
additional reactions are triggered, causing a decompensation 
later followed by the restoration of the original (unstable) 
equilibrium.

Prenatal molecular diagnosis accomplished via sampling 
of fetal tissue obtained by chorionic biopsy is available for 
numerous metabolic diseases. Biochemical or molecular 
genetic assays of amniocytes are available for an increasing 
number of conditions. Yet, the most effective mode of detec-
tion is by voluntary screening of populations at risk.  Several 
reproductive and therapeutic options are available when 
a pathogenic mutation is detected, including testing of an 
early embryo after in vitro fertilization before implantation, 
in vitro fertilization by a healthy donor, nuclear transfer or 
early initiation of therapy of an affected newborn. Newborn 
screening using tandem mass spectrometry applied to dried 
blood can detect many—if not most—metabolic disorders, 

including specific disorders of amino acid, organic acid, and 
fatty acid metabolism (Chance & Kalas, 2005). Conditions 
universally screened for include phenylketonuria and con-
genital hypothyroidism, being possible to avoid their vast 
impact on the developing nervous system (Therrell et al., 
1992). Neurometabolic diseases can also be diagnosed post-
mortem using dry blood cards and skin punch biopsies from 
which live fibroblast cultures can be established for use in 
biochemical and genetic assays (Christodoulou & Wilcken, 
2004).

The principles of molecular therapy are based on the use 
of alternative enzyme pathways, the facilitation of enzyme 
function by cofactor administration, enzyme replace-
ment, and genomic modulation. Gene replacement therapy 
remains an elusive ideal as difficulties related to targeting, 
maintenance, and expression of the corrected gene construct 
have not been solved. Diets that diminish the utilization of 
a deficient metabolic pathway can be administered enter-
ally or infused parenterally. Diets containing low protein, 
low carbohydrate or high glucose sometimes with extra fat 
supplementation meeting minimum caloric and protein and 
essential amino acid requirements are available for specific 
diseases. Cofactors and vitamins are administered at high 
doses when a vitamin-responsive disorder is suspected. 
Parenteral enzyme infusions are used with some success in 
lysosomal storage diseases such as Fabry disease, Gaucher 
disease, mucopolysaccharidosis type I, and Pompe disease 
(Brady & Schiffmann, 2004). Bone marrow transplantation 
corrects the enzymatic deficiencies of cells of hematopoietic 
origin in some mucopolysaccharidoses and, in some cases, 
the enzyme activity can be partially restored in the brain. 
Early transplantation may prevent progression of neurologi-
cal disease but its long-term benefits are obscured by residual 
problems such as progression of skeletal and joint disability. 
Hepatic and liver–kidney transplantation have been consid-
ered in a variety of disorders with mixed overall success. 
Pharmacological stimulation of residual alleles or unrelated 
genes using histone deacetylation inhibitors, and loosening 
of translational fidelity by aminoglycoside antibiotic deriva-
tives, applied to mutations that result in the generation of 
premature DNA termination codons.

The following sections are devoted to select neurometa-
bolic diseases that exemplify diverse modes of transmission, 
mechanism, and clinical features.

I. Glucose Transporter Type 1 Deficiency

Mutations in the SLC2A1 gene, which codes for Glut1, 
the facilitative carrier responsible for the transport of glu-
cose through the blood brain barrier and through astrocyte 
membranes, cause Glut1 deficiency syndrome. In its typi-
cal form, manifestations include infantile epilepsy, spasticity 
and ataxia (De Vivo et al., 1991). The disease, an example 
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of a haploinsufficient state, can be inherited as an autoso-
mal dominant trait from oligosymptomatic adults, who may 
experience only infrequent seizures or mild neuropsycho-
logical disturbances. Glut1 deficiency can lead to particu-
larly severe neurological disability when SLC2A1 mutations 
(located in chromosome 1) compound in both alleles, a rare 
occurrence. Newly recognized phenotypes such as isolated 
ataxia or dystonia, both partially responsive to carbohydrate 
load or to a ketogenic diet, have received increased atten-
tion, as the full phenotypic spectrum of the disease continues 
to be expanded (Wang et al., 2005). The hallmark feature 
and main diagnostic parameter associated with the disease 
is hypoglychorrhachia: a diminished CSF glucose concen-
tration, usually below 40 mg/dL or 2.2 mM. Supportive 
 evidence of Glut1 deficiency is provided by a characteristic 
cerebral PET pattern, revealing a globally diminished uptake 
of fluorodeoxyglucose with marked thalamocortical depres-
sion and relative accentuation of basal ganglia tracer uptake 
(see Figure 10.1 and Pascual et al., 2002). The disease may 
be confirmed by assaying glucose uptake in patient erythro-
cytes, which are rich in Glut1, followed by sequence analysis 

of SLC2A1. The Glut1 transporter is a member of the Mul-
tiple Facilitator Superfamily (MFS), a large class of carriers 
that mediate the ATP hydrolysis-independent flow of diverse 
substrates driven by concentration gradients alone.

Three MFS members (a lactose permease, a glycerol 
phosphate transporter and an oxalate transporter) have been 
crystallized and their structures solved (Abramson et al., 
2004). All three share a unique structural plan that includes 
12 membrane spanning helical domains arranged in two 
globular, pseudosymmetrical six-helix domains. Some of 
the membrane helices are long and tilted and oriented such 
that the transporters appear to contain large water-filled 
extracellular and intracellular vestibules and interact directly 
with substrate only through a few residues contributed by 
the central portion of the inner core helices. The helices are 
thought to remain stable in place by flanking charges located 
at membrane boundaries. Numerous mutations have been 
identified and some mutational hotspots have been discov-
ered in Glut1 deficiency patients. In particular, charged resi-
dues at helical boundaries are frequently mutated, leading to 
misfolding of the transporter or to the production of a carrier 

Figure 10.1 Cerebral glucose uptake in Glut1 deficiency. Left side panels A–C: Axial, parasagittal, and coronal PET images of a normal 20-year-old 
male. Physiological distribution of the radiotracer is appreciable. D–F: Analogous images in Glut1 deficiency in a patient 1.6 years old. G–I: Similar images 
from a 31-year-old patient. Right side panels represent the glycosylated transporter inserted in the plasma membrane of the subjects presented in the left side, 
colored in red and labeled according to the presence of a mutation in the transporter. Wild type: no mutation; del969c, c971t: deletion of cytosine at nucleotide 
969 resulting in a premature stop codon at 971; R126C arginine 126 to cysteine substitution.
Source: author’s original illustration.
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incapable of undergoing normal conformational changes. 
More severe (homozygous) loss of Glut1 function is incom-
patible with embryonic survival in mice and, probably, in 
men. Embryonic stem cells and zebrafish neural structures 
devoid of Glut1 manifest increased apoptosis (Heilig et al., 
2003; Jensen et al., 2006).

The treatment of Glut1 deficiency may include dietary 
supplementation with carbohydrate-rich compounds to 
increase the glucose concentration gradient across the blood 
brain barrier, where the residual (normal) transporters aris-
ing from the normal allele function below maximum veloc-
ity, lipoic acid, thought to enhance the expression of Glut1, 
or the administration of a ketogenic diet to provide alterna-
tive energetic substrates, as the brain can readily import and 
consume circulating ketone bodies. The ketogenic diet con-
trols seizures, and it can be administered early in infancy, 
well before the cerebral metabolic rate for glucose reaches 
its maximum and the brain relies on glucose metabolism. 
Nevertheless, it appears that some of the neurological abnor-
malities set in very early in infancy and that, despite the 
responsiveness of epilepsy to the ketogenic diet, significant 
cognitive and motor disability persists as invariant features 
of the disease.

II. Menkes Disease

Mutation of the copper ATPase transporter ATP7A (see 
Figure 10.2), located in the trans-Golgi network and encoded 
by the X chromosome, causes the progressive copper defi-
ciency disorder Menkes disease (Menkes et al., 1962). Also 
known as kinky hair disease, Menkes disease is associated 
with impaired copper flux, in contrast with Wilson’s dis-
ease, which is characterized by copper excess in tissues such 
as brain and liver. ATP7A is ubiquitous and regulates the 
absorption of copper in the gastrointestinal tract (Menkes 
et al., 1999). Neonates affected by Menkes disease manifest 
seizures, hypothermia, and feeding difficulties. The infants 
are pale and display a characteristic kinky hair. ATP7A 
allows cellular copper to cross intracellular membranes and 
is translocated from the trans-Golgi network to the plasma 
membrane in the presence of extracellular copper.

Certain Menkes disease mutations specifically inhibit the 
copper-induced trafficking of otherwise normal functional 
copper transporters, a process that normally involves the for-
mation of a phosphorylated transporter. This phosphorylated 
state is generated during the catalytic cycle of the pump and 
is recognized specifically for translocation, thus specifying 

Figure 10.2 Hypothetical structure of ATP7A based on hydropathy analysis. The protein includes eight membrane spanning domains and long cytoplasmic 
loops. Conserved residues are represented by circles.
From: Schaefer & Gitlin (1999).
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the cellular location of the transporter. In the brain, neuro-
nal glutamate receptor (NMDA type) activation results in 
trafficking of ATP7A to neuronal processes independently 
of intracellular copper concentration. This process is par-
ticularly important in hippocampal neurons, where a NMDA 
receptor-dependent, releasable pool of copper modulates 
neuronal activation. Copper chelation exacerbates NMDA-
mediated excitotoxic cell death in hippocampal neurons, 
whereas the presence of copper is protective as it results in 
reduced cytoplasmic calcium levels after NMDA receptor 
activation. This phenomenon is dependent upon nitric oxide 
production by these neurons (Schlief et al., 2006).

In other tissues (including the brain), the fundamen-
tal abnormality is the maldistribution of copper, which is 
unavailable as a cofactor of several enzymes that include 
mitochondrial cytochrome c oxidase, lysyl oxidase, superox-
ide dismutase, dopamine beta-hydroxylase, and tyrosinase. 
Thus, the main features of the disease include mitochon-
drial respiratory chain dysfunction (complex IV deficiency), 
deficiency of collagen cross-links resulting in hair (pili torti 
and trichorrhexis nodosa) and vascular abnormalities (elon-
gated cerebral vessels prone to rupture and hemorrhage), 
neuronal degeneration (markedly affecting Purkinje cells), 
and deficient melanin production. In patients, serum copper 
concentration is low and the ratio of urinary homovanillic 
acid/vanillylmandelic acid is elevated, constituting important 
diagnostic assays (Matsuo et al., 2005). A variety of mini-
mally symptomatic phenotypes, including isolated ataxia or 
mental retardation, have been recognized. Intramuscular or 
subcutaneous administration of chelated copper- histidine 
affords protection against intellectual deterioration but is 
less effective in preventing other somatic complications 
(Christodoulou et al., 1998).

III. Segawa Disease 
(Dopa-Responsive Dystonia)

The neurotransmitter disorders represent an expanding 
group of signaling neurometabolic diseases. Several dis-
turbances of monoamine and gamma-aminobutyric acid 
(GABA) metabolism presenting in infancy and childhood 
have been recognized and disorders involving additional 
neurotransmitters will probably be identified. Among the 
monoamine disorders, Segawa disease, aromatic L-amino 
acid decarboxylase deficiency, and tyrosine hydroxylase 
deficiency cause characteristic encephalopathies. Among 
the GABA disorders, pyridoxine-dependent seizures due to 
antiquitin gene mutations, GABA transaminase deficiency, 
and succinic semialdehyde dehydrogenase deficiency have 
been recognized (Hyland, 2003). Autosomal dominant muta-
tions of the guanosine triphosphate cyclohydrolase I (GCH1) 
gene, located in chromosome 14, cause the treatable dystonic 
syndrome known as Segawa disease (Segawa et al., 2003). 

The fundamental biochemical abnormality is a decrease of 
tetrahydrobiopterin (BH4) associated with reduced tyro-
sine hydroxylase activity, leading to deficient dopaminergic 
transmission and extrapyramidal dysfunction. A decrease in 
the tyrosine hydroxylase content and activity in the ventral 
striatum accompanies a decrease in dopamine release that 
results in hypoactive D1 receptors (see Figure 10.3).

Some GCH1 mutations decrease TH activity by delete-
rious, dominant negative interactions between the mutated 
subunit and the residual normal TH from the other allele 
(Ichinose et al., 1999). Normally, tyrosine hydroxylase-
dependent synaptic activity fluctuates throughout the day and 
decreases after the third decade of life; this probably accounts 
for the marked diurnal progression of symptoms and for the 
clinical stabilization observed after the fourth decade. Initial 
symptoms are often gait difficulties due to involuntary foot 
equinovarus posturing. Postural dystonia and tremor and a 
small stature dominate the clinical symptomatology and can 
be prevented by administration of levodopa. Marked intra-
familial symptom severity variability exits and nondystonic 
family members may suffer from major depressive disorder 
or obsessive-compulsive disorder responsive to enhancers 
of serotonergic neurotransmission and to levodopa admin-
istration. Sleep disorders, including difficulty falling asleep, 
excessive sleepiness, and frequent disturbing nightmares, 
are also features of this patient  population (Van Hove et al., 
2006).

Autosomal recessive Segawa syndrome is due to muta-
tions in the tyrosine hydroxylase gene and causes early-
onset parkinsonism responsive to levodopa, a more severe 
phenotype. Measurement of both total biopterin (most of 
which exists as BH4) and neopterin (the byproduct of the 
GTPCH1 reaction) in cerebrospinal fluid reveals that both 
compounds are decreased, a useful diagnostic indicator of 
GCH1 deficiency. Decreased activity of GCH1 in stimulated 
mononuclear blood cells and fibroblasts further supports the 
diagnosis. An oral phenylalanine load can reveal a subclini-
cal defect in phenylalanine metabolism due to liver BH4 
deficiency in patients with Segawa disease.

IV. Disorders of Pyruvate Metabolism

Defects in the pyruvate dehydrogenase (PDH) complex 
are an important cause of lactic acidosis. PDH is a large 
mitochondrial matrix enzyme complex that catalyzes the 
oxidative decarboxylation of pyruvate to form acetylCoA, 
nicotinamide adenine dinucleotide (NADH), and CO

2
. 

Symptoms vary considerably in patients with PDH complex 
deficiencies, and almost equal numbers of affected males 
and females have been identified, despite the location of 
the PDH E1 alpha subunit gene (PDHA1) in the X chro-
mosome, owing to selective female X-inactivation. Thus, the 
mechanisms for the clinical variation observed in E1 alpha 
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 deficiency patients and its resemblance to a recessive dis-
ease are mutation severity in males and the pattern of  X-
inactivation in females.

Several dozen PDHA1 mutations have been identified 
(Lissens et al., 2000). Patients harboring mutations in the 
E1 beta subunit, the E2 dihydrolipoyl transacetylase seg-
ment of the complex, the E3-binding protein, the lipoyl-
containing protein X, and the PDH phosphatase have been 
reported (Maj et al., 2005). Neurodevelopmental abnor-
malities, microcephaly, epilepsy, and agenesis of the corpus 
callosum are characteristic features of E1 alpha deficiency 

( Nissenkorn et al., 2001). Infants may exhibit facial features 
of fetal alcoholic syndrome and older children can present 
with acute intermittent weakness and areflexia or with alter-
nating hemiplegia. Episodic dystonia with hypotonia and 
ataxia and lesion of the globus pallidus can be caused by E2 
deficiency. Diagnosis of these disorders requires measure-
ments of lactate and pyruvate in plasma and cerebrospinal 
fluid, analysis of amino acids in plasma and organic acids in 
urine, as well neuroradiologic investigations, including mag-
netic resonance spectroscopy to detect lactate. Enzymatic 
analysis of fibroblast PDH activity can be performed and 
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molecular diagnosis is available. A ketogenic diet is recom-
mended together with thiamine supplementation, which may 
propitiate a substantial response (Duran & Wadman, 1985).

Pyruvate carboxylase deficiency is an autosomal reces-
sive disease due to mutation of the PC gene, located in chro-
mosome 11. Pyruvate carboxylase catalyzes the conversion 
of pyruvate to oxaloacetate in the presence of abundant 
acetyl-CoA, replenishing Krebs cycle intermediates in the 
mitochondrial matrix. The enzyme is a tetramer bound to 
biotin. PC is involved in gluconeogenesis, lipogenesis, and 
neurotransmitter synthesis. PC deficiency can presents with 
three degrees of phenotypic severity: an infantile form (A) 
with infantile moderate lactic acidosis, mental and motor 
deficiencies, hypotonia, pyramidal tract dysfunction, ataxia, 
and seizures leading to death in infancy. Episodes of vomit-
ing, acidosis, and tachypnea can be triggered by metabolic 
imbalance or infection (Robinson et al., 1996). A severe 
neonatal form (B), manifests with severe lactic acidosis, 
hypoglycemia, hepatomegaly, depressed consciousness, and 
severely abnormal development. Abnormal limb and ocular 
movements are common findings. Brain MRI reveals cystic 
periventricular leukomalacia. Hyperammonemia and deple-
tion of intracellular aspartate and oxaloacetate are profound. 
Early death is common. A rare benign form (C) causes epi-
sodic acidosis and moderate mental impairment compatible 
with survival and near normal neurological performance. 
A variety of mutations have been identified, with mosaicism 
probably accounting for the less severe phenotypes. Enzy-
matic analysis of fibroblast PC activity can be performed, 
but molecular diagnosis can be complicated by mosaicism. 
Dietary modification with triheptanoin (a triglyceride) 
supplementation has been attempted as a means to increase 
acetyl-CoA and anaplerotic propionyl-CoA (Mochel et al., 
2005). Liver transplantation has also been performed, with 
reversal of ketoacidosis and amelioration of lactic academia 
(Nyhan et al., 2002).

V. Glycosylation Disorders

Glycosylation produces different glycans (or glycocon-
jugates) that modify the structure and function of cellular 
proteins and lipids. Protein glycosylation leads to the for-
mation of N-glycans, O-glycans, and glycosaminoglycans. 
N-glycans are linked to asparagine residues of proteins that 
are part of a specific recognition motif. The degradation of 
proteins and glycans involves endocytosis and trafficking to 
lysosomes. Defects in these catabolic steps include glycosi-
dase deficiencies that cause storage diseases like Gaucher, 
Niemann-Pick type C, Sandhoff, and Tay-Sachs diseases. 
Congenital disorders of glycosylation (CDG) are a group 
of autosomal recessive diseases defined by abnormal gly-
cosylation of N-linked oligosaccharides (Freeze & Aebi, 
2005). Over a dozen genes coding for enzymes involved 

in the N-linked oligosaccharide synthetic pathway have 
been found to harbor mutations, causing a variety of disease 
 manifestations.

In some cases, the phenotypes are incompletely known, as 
only a small number of patients have been studied. In addi-
tion, novel enzyme deficiencies are periodically reported. 
Thus, genotype:phenotype correlations are preliminary. 
CDG-Ia, the most common type of CDG, is due to phospho-
mannomutase 2 deficiency leading to insufficient synthesis 
of the glycosylation precursor dolichol-oligosaccharide. 
Salient manifestations include inverted nipples, abnormal 
subcutaneous fat distribution, and cerebellar hypoplasia. The 
clinical course has been divided into an infantile multisys-
tem stage in which all somatic organs can be affected, a late 
infantile and childhood ataxia-with-mental retardation stage, 
during which neuropathy, retinitis pigmentosa, and stroke-
like episodes can manifest, and an adult stable disability 
stage. CDG-Ib is caused by mannose phosphate isomerase 
deficiency. Salient features include cyclic vomiting, hypo-
glycemia, hepatic fibrosis, and protein-losing enteropathy, 
occasionally associated with coagulation disturbances with-
out neurologic involvement. CDG-Ic is due to deficiency of 
man(9)GlcNAc(2)-PP-dolichyl-alpha-1,3-glucosyltransfer-
ase and is associated with hypotonia, intellectual deficits, 
ataxia, strabismus, and epilepsy. The diagnosis of all types of 
CDG can be reached analyzing serum transferrin glycoforms 
by isoelectric focusing to estimate the number of sialylated 
N-linked oligosaccharide residues associated to the protein 
(Jaeken & Carchon, 2004). In select cases, molecular genetic 
analysis is feasible, including prenatal diagnosis. CDG-Ib is 
the only treatable type of CDG; mannose supplementation 
normalizes hypoproteinemia and coagulation defects and 
reverses both protein-losing enteropathy and hypoglycemia.

VI. Organic Acidurias

The organic acidemias (or organic acidurias) are disor-
ders characterized by the urinary excretion of nonamino 
organic acids, which result from the abnormal amino acid 
catabolism of branched chain amino acids or lysine. These 
disorders include, but are not limited to, maple syrup urine 
disease (MSUD), propionic acidemia, methylmalonic aci-
demia, isovaleric acidemia, 3-methylcrotonyl-CoA carbox-
ylase deficiency, 3-hydroxy-3-methylglutaryl-CoA lyase 
deficiency, ketothiolase deficiency, glutaric aciduria type 
I, and succinic semialdehyde dehydrogenase deficiency, 
among other less well-understood types (Ogier de Baulny 
& Saudubray, 2002). Specific enzymatic defects are respon-
sible for each disorder, but several acidurias are caused by 
more than one enzyme deficiency. They are all inherited 
in an autosomal recessive fashion. The most severe and 
common presentation is a toxic neonatal encephalopathy. 
 Newborns manifest vomiting, poor feeding, and progressive 
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neurologic  symptoms such as seizures, abnormal tone, and 
progressively depressed consciousness leading to coma.

Cerebral edema, leukoencephalopathy, perisylvian (oper-
cular) hypotrophy, or basal ganglia necrosis are features fre-
quently detectable in neuroimaging studies. Unrecognized 
children and adolescents can exhibit episodic ataxia, intel-
lectual deficits, Reye syndrome, or psychiatric disturbances. 
Laboratory abnormalities include acidosis, ketosis, hyperam-
monemia, abnormal serum hepatic enzyme levels, hypogly-
cemia, and neutropenia. Secondary carnitine deficiency due 
to excessive excretion of acylcarnitine conjugates is com-
mon. The diagnosis is made by urine organic acid analysis, 
a technique that is particularly sensitive when it is performed 
during clinical decompensation, as the pattern of urinary 
excretion may be normal during symptom-free intervening 
periods. Analysis of plasma amino acids may also help to dis-
tinguish among specific disorders and direct enzyme activ-
ity measurements in lymphocytes or fibroblasts confirm the 
diagnosis. DNA sequence analysis is available for the most 
common disorders. Prenatal diagnosis relies on the analysis 
of amniotic fluid metabolites and it is simplified by DNA 
analysis in the context of a family in which a child has been 
previously diagnosed. Treatment relies on the replacement 
of enzyme substrates and precursors while meeting essen-
tial amino acid and caloric needs. Several special infant for-
mulas are commercially available. Thiamine is used to treat 
thiamine-responsive MSUD and hydroxycobalamin to treat 
methylmalonic acidemia. Carnitine supplementation is used 
to correct secondary deficiency. In disorders of propionic 
acid metabolism, the periodic administration of antibiotics 
can reduce the production of propionate by intestinal flora 
(de Baulny et al., 2005). Hepatic or combined liver–renal 
transplantation has been attempted with moderate success in 
some of these disorders.

VII. Urea Cycle Disorders

The urea cycle disorders result from defects in the metab-
olism of nitrogen, which is predominantly produced during 
the breakdown of proteins and other nitrogen-containing 
molecules and transferred through ammonia into urea. The 
urea cycle is the only source of endogenous arginine and it 
is the main clearance mechanism for this waste nitrogen. 
Hyperammonemia is the defining feature of these disorders, 
that include deficiencies in the urea cycle enzymes carbamyl 
phosphate synthase I, ornithine transcarbamylase, argini-
nosuccinic acid synthetase, argininosuccinic acid lyase and 
arginase, and in the cofactor producer N-acetyl glutamate 
synthetase (Leonard and Morris, 2002). With the exception 
of X-linked ornithine transcarboxylase deficiency, urea cycle 
disorders are inherited in an autosomal recessive fashion. 
These disorders manifest in the neonatal period with cere-
bral edema, lethargy, anorexia, hyper- or hypoventilation, 

hypothermia, seizures, abnormal tone, respiratory alkalosis, 
and coma.

In milder (or partial) urea cycle defects, ammonia accu-
mulation may be triggered by illness, protein load, fasting, 
valproate administration, or by other decompensations at 
any later age, resulting in mild elevations of plasma ammo-
nia accompanying cyclical vomiting, lethargy, sleep distur-
bances, delusions, hallucinations, and psychosis. Slowly 
progressive spastic paraparesis and growth retardation can 
be manifestations of arginase deficiency. A subset of car-
rier females manifest ornithine transcarboxylase deficiency 
owing to skewed X-inactivation, a state that may also lead to 
hyperammonemic crises during pregnancy or in the postpar-
tum. In a variety of urea cycle defects, the rates of total urea 
synthesis and the urea cycle-specific nitrogen flux (measured 
by mass spectrometry using 15N amide-labeled glutamine, 
which preferentially donates labeled nitrogen via carbamyl 
phosphate synthesis) correlate with phenotypic severity 
and predict carrier status in asymptomatic  individuals (see 
 Figure 10.4).

A specific pattern of plasma amino acid abnormalities 
allows a specific diagnosis. For example, glutamine, alanine, 
and asparagine are commonly elevated, whereas arginine 
may be reduced in all urea cycle disorders except in arginase 
deficiency, in which it is markedly elevated. Plasmatic citrul-
line and urinary orotic acid excretion also assist in dissect-
ing the affected enzymatic pathway. Enzyme activity assays, 
usually performed in liver tissue, are reserved for confirma-
tory diagnosis, and DNA sequencing analysis is available for 
most of these disorders (Steiner & Cederbaum, 2001). The 
treatment during a crisis involves dialysis or other forms of 
plasma filtration aimed at reducing plasma ammonia con-
centration. Intravenous administration of arginine chloride 
and of the nitrogen scavengers sodium phenylacetate and 
sodium benzoate diminishes the accumulation of ammonia. 
Long-term administration of oral sodium phenylbutyrate 
and arginine increase the excretion of nitrogen by provid-
ing an alternative pathway (Batshaw et al., 2001). Neverthe-
less, dietary protein restriction constitutes the mainstay of 
 maintenance therapy.

VIII. Galactosemia

The conversion of beta-D-galactose to glucose 1-phos-
phate is accomplished by the action of four enzymes that 
collectively constitute the Leloir pathway. In the first step 
of the pathway, beta-D-galactose is epimerized to alpha-D-
galactose by galactose mu tarotase. The second step involves 
the phosphorylation of alpha-D-galactose by galactokinase 
to yield galactose 1-phosphate. In the fourth step, UDP-
galactose is converted to UDP-glucose by UDP-galactose 
4-epimerase. Classic (type I) galactosemia is caused by 
deficiency of the third step enzyme galactose-phosphate 



 uridyltransferase (GALT), which catalyzes the production of 
glucose-1-phosphate and uridyldiphosphate (UDP)-galac-
tose from galactose-1-phosphate and UPD-glucose (Leslie, 
2003). Mutations in the genes encoding for galactokinase 
or epimerase can give rise to forms of galactosemia. Clas-
sic galactosemia can be inherited in an autosomal reces-
sive fashion and is always attributable to mutations in the 
GALT gene in chromosome 9 (Tyfield et al., 1999). Within 
days of starting to feed milk or lactose-containing formulas, 

affected infants experience feeding difficulties, hypoglyce-
mia, hepatic dysfunction, bleeding diathesis, jaundice and 
hyperammonemia. When untreated, sepsis and death may 
occur. Those infants who survive but continue to ingest 
galactose develop intellectual deficits, cortical and cerebel-
lar tract signs. Despite early initiation of dietary therapy, 
the long-term outcome can include cataracts, poor growth, 
language dysfunction, extrapyramidal signs and ataxia, and 
ovarian failure.

The diagnosis is established by measuring erythrocyte 
GALT activity and by isoelectric focusing of the enzyme. 
All newborn screening programs typically include galac-
tosemia and thus, the disease should be readily identified 
before becoming symptomatic. Biochemical and molecular 
genetic testing are widely used for heterozygote detection 
and prenatal diagnosis. Assay of erythrocyte galactose-1-
phosphate concentration, measurement of urinary galactitol 
and estimation of total body oxidative flux of 13C-galactose 
to 13CO

2
 are utilized to quantify residual enzyme function 

and to monitor the response to dietary adjustments over 
time. The mainstay of therapy is lactose restriction, which 
rapidly reverses liver disease in newborns. Upon diagnosis, 
infants are immediately offered a lactose-free, soy-based for-
mula that contains sucrose, fructose, and other  nongalactose 
 complex carbohydrates.

IX. Phenylketonuria

Classic phenylketonuria (PKU) is caused by near-
complete deficiency of phenylalanine hydroxylase activ-
ity leading to hyperphenylalaninemia. The phenylalanine 
hydroxylase gene, PAH, is located in chromosome 12 and 
mutations in PAH are inherited in an autosomal recessive 
fashion. Over 250 missense mutations have been identified in 
the three domains (catalytic, regulatory, and tetramerization) 
of PAH (see Figure 10.5). PAH is assembled as a tetramer 
and as a dimer that coexist in interchangeable equilibrium. 
Each subunit contains an iron atom at the catalytic site. PKU 
mutations alter residues located at several enzyme regions: 
the active site, structural residues, residues involving inter-
domain interactions in a monomer, residues that interact with 
the N-terminal autoregulatory sequence that extends over the 
active site in the catalytic domain, and residues at the dimer 
or tetramer interface regions of the structure.

PKU was the first metabolic cause of mental retarda-
tion to be identified and is routinely screened for in all 
newborns. It is also an example of a disorder fully treatable 
by dietary restriction. A small proportion of infants with 
hyperphenylalaninemia display impaired synthesis or recy-
cling of tetrahydrobiopterin (BH4) in the presence of a nor-
mal PAH gene, a condition that is independently treatable 
(Blau &  Erlandsen, 2004). Classical untreated PKU leads to 
 microcephaly, epilepsy, and severe intellectual and behavioral 

Figure 10.4 Isotopic enrichment and 15N-urea:glutamine ratio in urea 
cycle patient and normal subjects receiving 0.4 g/kg/day protein intake. 
Top: Steady state mole percent excess enrichment of blood [15N]glutamine; 
the mean is illustrated by bars. Middle: Steady state mole percent excess 
enrichment of blood [15N]urea. Bottom: 15N-urea:glutamine ratio represent-
ing the ratio of [15N]urea and [15N]glutamine labeling. OTC, ornithine trans-
carbamylase deficiency; ASS, argininosuccinate synthetase deficiency; 
ASLD, argininosuccinic aciduria.
From: Lee et al. (2000).
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disabilities. The excretion of excessive phenylalanine and 
its metabolites can confer a musty odor to the skin, and the 
associated inhibition of tyrosinase causes decreased skin and 
hair pigmentation. Patients also exhibit decreased myelin 
formation and deficient production of dopamine, norepi-
nephrine, and serotonin. Motor disability can be prominent 
later in life. Untreated maternal PKU can produce congeni-
tal heart disease, intrauterine and postnatal growth retarda-
tion, microcephaly, and mental retardation in the offspring. 
The diagnosis is based on plasma phenylalanine measure-
ment and DNA sequence analysis. Prenatal diagnosis using 
amniocytes is available. PKU treatment consists of dietary 
restriction of phenylalanine. A fraction of patients with pri-
mary phenylalanine hydroxylase deficiency respond to BH4, 
which may act by enhancing residual enzyme function (Blau 
& Scriver, 2004). It is believed that the BH4 responsive form 
of PKU is caused by mutations that affect the enzyme Km by 
altering the binding affinity of BH4.

X. Lesch-Nyhan Disease

Among the inherited disorders of purine and pyrimidine 
metabolism, Lesch-Nyhan disease, caused by  hypoxanthine-

guanine phosphoribosyltransferase (HPRT) deficiency is the 
most common. The enzyme, encoded by the HPRT1 gene in 
the X chromosome, catalyzes the conversion of hypoxanthine 
to inosinic acid (IMP) and of guanine to guanylic acid (GMP) 
in the presence of phosphoribosylpyrophosphate, recycling 
purines derived from DNA and RNA (Nyhan, 1997). HPRT1 
mutations diminish enzyme function or abundance and lead to 
uric acid overproduction. In addition to suffering from hyper-
uricemia, hyperuricuria and renal stones, male patients manifest 
abnormal neurological development during infancy. Hypotonia 
and failure to accomplish early motor milestones such as  sitting, 
crawling, or walking can be prominent features.

Later in childhood, other symptoms emerge, including 
abnormal involuntary movements such as dystonia, choreoath-
etosis, opisthotonus, and ballismus. Pyramidal tract dysfunc-
tion includes spasticity, hyperreflexia, and Babinski signs. 
Profound intellectual deficits and self-injurious behavior can 
be prominent as are other motor compulsions. Females are 
carriers of HPRT1 mutations and can manifest increased uric 
acid excretion. They may show symptoms of the disease when 
nonrandom X-chromosome inactivation or skewed inactiva-
tion of the normal HPRT1 allele occur ( Jinnah et al., 2000). 
A urinary urate-to-creatinine ratio above 2 is  characteristic 
of the disease, as is an  excessive urinary excretion of urate. 

Regulatory Domain

Tetramerization domain
C

Catalytic Domain

Fe

Figure 10.5 C alpha trace of a monomer of PAH. The trace is shaded for regions 
 containing PKU mutations. The active site iron is represented as a sphere.
From: Erlandsen & Stevens (1999).
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Defective HPRT enzyme activity can be measured in blood 
cells, fibroblasts, or lymphoblasts. DNA sequencing detects 
mutations in virtually all cases. Treatment aims to restrain 
uric acid overproduction with allopurinol, which inhibits 
the conversion of hypoxanthine and xanthine to uric acid 
mediated by xanthine oxidase. Bone marrow transplantation 
seems to be of only limited value both in correcting hyper-
uricemia and improving  neurobehavioral symptoms (Delil-
iers &  Annaloro, 2005).

XI. Pantothenate Kinase Deficiency

Also known as pantothenate kinase-associated neurode-
generation (PKAN) and formerly called Hallervorden-Spatz 
disease, pantothenate kinase deficiency causes neuronal 
degeneration associated with cerebral iron accumulation. This 
disorder is caused by the absence of pantothenate kinase 2, 
which is encoded by the PANK2 gene located in chromosome 
20, and participates in coenzyme A biosynthesis, catalyzing 
the phosphorylation of pantothenate (vitamin B

5
), N-panto-

thenoyl-cysteine, and pantetheine (Hayflick, 2003). Accumu-
lation of N-pantothenoyl-cysteine and pantetheine may induce 
cell toxicity directly or via free radical damage by chelating 
iron. Deficient pantothenate kinase 2 may also be predicted 
to result in coenzyme A depletion and defective membrane 
biosynthesis in vulnerable cells such as rod photoreceptors 
 (Johnson et al., 2004). Accumulation of iron is specific to 
the globus pallidus and substantia nigra. Axonal spheroids, 
thought to represent swollen axons secondary to defective 
axonal transport, appear in the pallidonigral system, in the 
subthalamic nucleus, and in peripheral nerves. Patients first 
manifest in early childhood with dystonia that interferes with 
ambulation, associated with dysarthria, rigidity, pigmentary 
retinopathy, and pyramidal tract dysfunction with spasticity 
and Babinski signs. Intellectual development may be variably 
affected. Psychiatric symptoms, including personality changes 
with impulsivity, depression, and emotional lability, are com-
mon (Pellecchia et al., 2005). A specific brain MRI abnormal-
ity, the eye-of-the-tiger sign, is characteristic of the disease, 
with rare exceptions. Hypoprebetalipoproteinemia and acan-
thocytosis may be additional manifestations of PANK2 muta-
tions. The diagnosis relies on clinical and MRI features. When 
both are consistent with PKAN, there is a high likelihood of 
identifying a pathogenic mutation in PANK2 by DNA sequenc-
ing, although large chromosomal deletions affecting one allele 
are likely to remain undetected by this method.

XII. Smith-Lemli-Opitz Syndrome

Smith-Lemli-Opitz syndrome is a malformative auto-
somal recessive disorder caused by abnormal choles-
terol metabolism resulting from deficiency of the enzyme 

7- dehydrocholesterol reductase due to mutations of the 
DHCR7 gene located in chromosome 11. Decreased activity 
of 7-dehydrocholesterol reductase leads to a reduction in the 
rate of conversion of 7-dehydrocholesterol to cholesterol, 
causing an associated elevation in the serum concentration 
of 7-dehydrocholesterol or in the 7-dehydrocholesterol:cho-
lesterol ratio (Opitz et al., 2002). A variety of proteins can be 
directly modulated by cholesterol, including the Sonic hedge-
hog and its related proteins Indian and Desert hedgehog, 
which require the covalent attachment of cholesterol to exert 
their morphogenetic function during development. Choles-
terol is also an essential component of membranes and con-
tributes to the formation of membrane lipid rafts, important 
for signaling. Patients manifest hypotonia and prenatal and 
postnatal growth retardation, microcephaly with intellectual 
deficiency and multiple malformations, including a charac-
teristic facies (temporal narrowing, downslanting palpebral 
fissures, epicanthal folds, blepharoptosis, anteverted nares, 
cleft palate, and micrognathia), cardiac defects, underdevel-
oped external genitalia (hypospadias, bilateral cryptorchi-
dism, and undermasculinization resulting in female external 
genitalia), postaxial polydactyly, and 2–3 toe syndactyly.

Holoprosencephaly can be an associated manifestation 
(Hennekam, 2005). Tandem mass spectrometry of dried 
blood card samples readily identifies patients and may be 
used for newborn screening. Direct analysis of the DHCR7 
gene by DNA sequencing confirms the presence of a muta-
tion in most cases. The combination of low concentrations 
of unconjugated estriol, HCG, and alphafetoprotein on rou-
tine maternal serum testing at 16 to 18 weeks’ gestation is 
also suggestive of maternal carrier status and thus places the 
fetus at risk for Smith-Lemli-Opitz syndrome. Measurement 
of 7-dehydrocholesterol levels in amniotic fluid is available 
for prenatal diagnosis. Treatment with cholesterol supple-
mentation and bile acids improves growth. The addition of 
the HMG-CoA reductase inhibitor simvastatin helps reduce 
serum 7-dehydrocholesterol.
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Genetic Disorders of 
Neuromuscular Development

Juan M. Pascual

 I. The Motor Unit during Development

 II.  Structures and Function of the 
Neuromuscular System

 III.  Diseases of Developing Nerve, the 
Neuromuscular Junction and Muscle

I. The Motor Unit during Development

Motor neurons are one of only a few neuronal types that 
project axons outside the central nervous system. During 
embryonic development, they are the first neurons to arise 
from neuroblasts, establishing a growing population of dif-
ferentiating cells at the ventral aspect of the neural tube. 
Both the notochord (a mesodermal structure) and the floor 
plate (a collection of mesodermal glial cells situated at the 
ventral midline of the neural tube) induce motor neuron dif-
ferentiation. Floor plate-related motor neuron differentiation 
necessitates direct cellular contact, whereas the notochord 
acts via the release of diffusible sonic hedgehog, a secreted 
precursor protein that undergoes self-cleavage (Price & Bris-
coe, 2004). The amino terminal product is endowed with all 
the inductive activities of the protein. Higher concentrations 
near the ventral surface of the neural tube are needed for the 
 production of floor plate cells, while neuroblasts differentiat-
ing into motor neurons are exposed to lower  concentrations 

as a consequence of their greater distance from the noto-
chord. Hedgehog signaling is essential for the development 
of a variety of structures in addition to the nervous system, 
including the skeleton, the face, the gastrointestinal tract, 
epithelia, and bone marrow. Together with the sonic iso-
form, Indian and desert hedgehog comprise a family of sig-
nals transduced by patched and smoothened transmembrane 
receptor proteins. Abnormalities in this signaling cascade 
account for numerous developmental malformations such as 
holoprosencephaly and several neoplasms.

At least five classes of motor neurons are generated by 
the sonic hedgehog gradient in the neural tube. In response 
to sonic hedgehog, differentiating motor neurons generate 
several transcription factors, which are themselves the sub-
ject of cross-repressive interactions. Later, signals derived 
from paraxial mesoderm induce motor neuron column for-
mation. Motor axons then reach out to their target muscles. 
The expression of LIM homeodomain transcription factors 
is associated with ventral or dorsal axonal projection choice. 
The last event in motor neurogenesis involves the formation 
of neuronal pools that control individual muscles, a process 
also associated with selective gene expression changes.

Both embryonic and adult muscles contain muscle stem 
cells, a set of undifferentiated mononuclear cells capable 
of division. During embryogenesis, each stem cell divides 
asymmetrically in the myotome portion of each somite, origi-
nating a myoblast and a replicating stem cell of progressively 
reduced proliferative potential (Miller et al., 2004). After 
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birth, the muscle still contains satellite cells that contribute 
to the late stage of myogenesis and are probably endowed 
with regenerative potential for use later in life, when they 
will have become quiescent.

During primary myogenesis, the first stage of muscle 
formation, muscle stem cells differentiate into myoblasts 
that replicate and eventually coalesce to form multinucle-
ated myofibers. The first myofibers formed are almost 
immediately contacted by approaching axons, establishing 
primitive but functioning neuromuscular junctions that 
later undergo further differentiation. A wave  of secondary 
myogenesis occurs around the newly formed neuromus-
cular junctions. All newly differentiated secondary myo-
fibers are electrically coupled to their primary myofibers. 
Tertiary myogenesis, which continues postnatally, origi-
nates from satellite myoblasts situated in the periphery of 
the developing myofiber and ultimately shapes the mature 
muscle.

At the conclusion of myogenesis, well-differentiated 
slow and fast myofibers populate all muscles at specific 
ratios. Slow myofibers are predominantly oxidative, con-
tract relative more slowly and fatigue more rapidly than 
fast, glycolytic myofibers. Both also differ in the molecu-
lar isoforms that constitute their contractile apparatus and 
probably arise from different myoblast populations. Inex-
tricably related to the set of myofibers that they innervate, 
motor neurons situated in the brainstem and the spinal cord 
maintain large myelinated axons that terminate in multiple 
neuromuscular junctions. A motor neuron, together with all 
the myofibers that it innervates is defined as a motor unit, 
the most elementary force-generating system controllable 
by the central  nervous system (Buchthal & Schmalbruch, 
1980).

Complex gene expression changes guide the progressive 
transition from myogenesis to mature motor unit activity. 
After myoblasts become postmitotic, muscle transcription 
factors activate genes that lead to patterns of stage-spe-
cific muscle protein expression. Not all muscle expression 
changes are irreversible, as patterns reminiscent of embryo-
genesis are revisited in the course of neuromuscular dis-
eases. Several genes are susceptible to reactivation well after 
motor unit development. For example, utrophin, a structural 
membrane protein similar in function and location to dys-
trophin, bridges both cytoskeletal proteins and extracellular 
laminin only during myogenesis, disappearing upon dystro-
phin expression shortly before birth. Membrane dysfunction 
caused by dystrophinopathy is characteristically associated 
with the reappearance of utrophin in the myofibrillar mem-
brane, a phenomenon of diagnostic significance. Neural cell 
adhesion molecule (NCAM) is produced after myoblasts 
differentiate into myotubes and, in mature muscle, remains 
confined to the neuromuscular junction. During muscle 
regeneration or denervation, NCAM is again expressed 
throughout the cell membrane.

II. Structures and Function of the 
Neuromuscular System

A. Motor Neurons

In vertebrates, motor neurons group in pools or clusters 
within motor nuclei. Neuronal clusters innervate individual 
muscles and are structurally and functionally separate from 
each other. Cells within a cluster share a set of cadherin mol-
ecules, are electrically coupled via gap junctions, and receive 
the same propioceptive sensory input from neurons located 
in the dorsal root ganglia. Three types of motor neurons pop-
ulate the anterior horn. Alpha motor neurons are very large 
and innervate extrafusal striated muscle fibers, the predomi-
nant constituent of voluntary muscle. Gamma motor neu-
rons are smaller and innervate specialized intrafusal muscle 
fibers are part of the spindle stretch receptor. Beta motor 
neurons innervate both types of muscle fibers. The dendrites 
of alpha motor neurons, the predominant motor neuron type, 
branch extensively and receive abundant synaptic input; yet, 
they channel their output through the axonal hillock, where 
action potentials are generated. Because of the great distance 
that motor axons traverse, the volume of their axoplasm well 
exceeds the volume of the motor neuron cell body. Myelin 
sheaths supplied by Schwann cells allow for great impulse 
conduction velocities through the anterior nerve roots of 
the spinal cord to the vicinity of the neuromuscular junc-
tion, where axons divide into tens to hundreds of terminal 
branches.

B. The Neuromuscular Junction

The flow of the information contained in the nerve 
impulse to the muscle takes place at the neuromuscular junc-
tion, a specialized synapse where each nerve action potential 
triggers a muscle action potential through the intervention 
of a chemical relay: the release of acetylcholine (see Figure 
11.1) (Hughes et al., 2006). Each motor neuron in the brain-
stem and the spinal cord innervates a motor unit. The size of 
each motor unit depends on the precision of movement and 
force to which the muscle is accustomed. The entire pre- and 
postsynaptic apparatus, including the intercellular synaptic 
space, is contained in a differentiated area that spans only 
about 40 µm. Neural Schwann cells delimit the surface of the 
neuromuscular junction by deploying a protective enveloping 
process devoid of myelin that contains specialized membrane 
proteins such as neural cell adhesion molecule. Entering 
slightly into the muscle at the motor point, the nerve endings 
form boutons separated from an invaginated region of raised 
muscle plasma membrane by a synaptic space or cleft of 
50 nm. The basal lamina of both nerve and muscle predomi-
nantly includes type IV collagen and it forms an uninterrupted 
continuum that also spans the synaptic cleft. The basal lam-
ina, however, differentiates at the  neuromuscular junction by 
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harboring specialized proteins such as  acetylcholinesterase, 
laminin, agrin, and neuregulins.

Mitochondria located in the presynaptic terminal pro-
vide ATP for the energetically demanding vesicular acetyl-
choline turnover process. A fraction of the synaptic vesicles 
in the terminal are associated with regions of increased 
membrane density called active or release zones. These 
zones contain voltage-gated Ca2+ channels of the P/Q type 

as well as calcium-activated K+ channels in high density, 
and are precisely located across from the infoldings of 
the postsynaptic membrane. Following nerve stimulation, 
vesicles at these sites fuse with the plasma membrane and 
release acetylcholine directly over the postsynaptic recep-
tor molecules situated on the adjacent folds. Away from 
the active zones, a significant fraction of synaptic vesicles 
is associated with actin,  remaining unavailable for imme-
diate release.

The postsynaptic muscle membrane is also highly spe-
cialized. Nicotinic acetylcholine receptors (AChR) cluster 
in the infoldings and directly associate with cytoplasmic 
rapsyn (receptor-aggregating protein at the synapse). Utro-
phin and α-dystrobrevin probably link the AChR complexes 
to actin filaments and to a much larger network of proteins, 
many of which are associated with specific myopathies. 
Agrin, a basal lamina protein associated with synaptic space 
laminins contributes to AChR clustering. A muscle specific 
kinase (MuSK), a target of autoantibodies formed in a type 
of immune-mediated myasthenia is part of the receptor 
 complex for agrin.

Acetylcholine is synthesized at the nerve terminal by 
choline acetyltransferase (ChAT) from choline and acetyl 
coenzyme A—a product of glycolysis and pyruvate oxida-
tion—during a process that does not significantly differ from 
that carried out at central nervous system synapses. Acetyl-
choline is released after the arrival of the nerve action poten-
tial to the resting terminal, whose potential is maintained 
by the Na+-K+ ATPase. Depolarization leads to activation of 
Ca2+ channels and to a surge of Ca2+ entry, reaching 0.1 mM 
for a few milliseconds. Later, Ca2+ is buffered in the termi-
nal and extruded by the Na+-Ca2+ exchanger, as the opening 
of voltage-gated K+ channels also helps restore membrane 
potential. While still in the cytosol, Ca2+ interacts with the 
vesicular protein sensor synaptotagmin, priming other vesic-
ular proteins for docking against and fusing with the plasma 
membrane. Acetylcholine is then freed to diffuse across the 
junctional cleft and interacts with AChR until it encounters 
AChE and is hydrolyzed into choline and acetate, later to 
be recovered by the terminal. AChE exists in a peculiar tri-
meric conformation composed of three groups of four active 
globular heads linked by a collagen strand named ColQ. An 
enzyme of great therapeutic significance, AChE is reversibly 
blocked by anticholinesterases of clinical use and irreversibly 
phosphorylated and inactivated by organophosphate insecti-
cides, among other modulators. Following fusion and diffu-
sion of acetylcholine, the vesicular membrane is retrieved by 
endocytosis of clathrin-coated vesicles and refilled with the 
neurotransmitter. While being refilled, vesicles are tethered 
to actin filaments in the nonreleasable pool via synapsin, 
a vesicular protein that loosens its attachment to actin after 
Ca2+-dependent phosphorylation by calmodulin kinase.

Neuromuscular transmission relies on the generation of 
a junctional muscle membrane depolarization large enough 

Figure 11.1 The neuromuscular endplate. Upper panel: Diagram of 
an endplate region showing the general locations of acetylcholinesterase 
(AChE), the acetylcholine receptor (AChR) (green), and voltage-depend-
ent Na+ channels of the Na

v
1.4 type (red). Lower panel: After exocytotic 

release from the nerve terminal, some acetylcholine (ACh) molecules are 
hydrolyzed by AChE before they bind to the AChR and the remaining ACh 
molecules are hydrolyzed by ACHE after dissociation from AChR. Choline 
is transported into the nerve terminal by a high-affinity choline transporter. 
ACh is resynthesized from choline and acetyl-coenzyme A (AcCoA) by 
choline acetyltransferase (ChAT) and is then transported into the synaptic 
vesicle by the vesicular ACh transporter (VACHT) in exchange for protons 
delivered to the synaptic vesicle by a proton pump.



166 Genetic Disorders of Neuromuscular Development

to sustain the formation of a propagated action potential; the 
difference between the magnitude of the junctional potential 
and the threshold of the muscle action potential is the safety 
factor of neuromuscular transmission. Inexorably, impulse 
transmission must proceed across multiple conformational 
changes in the molecules that underlie neuromuscular junc-
tion excitability. An inherently stochastic (as opposed to 
a deterministic all-or-nothing) process, normal transmission 
necessitates this safety factor to operate with fidelity. Among 
the processes that are nondeterministic—that is, governed 
by probability distribution laws—are the opening of voltage 
gated Ca2+ channels, the number of acetylcholine vesicles 
released each time, the diffusion of acetylcholine in the cleft, 
the binding of two acetylcholine molecules to the AChR, the 
onset of desensitization and closing of the AChR, and the 
encounter of the neurotransmitter with AChE, to name but 
a few events for which their probability laws are known with 
some degree of certainty.

The origin of this stochastic behavior is inherent to all 
molecules that change conformation, but, in the case of 
the neuromuscular junction, it is accentuated by its limited 
dimensions, which allow only a relatively small number of 
molecules. In contrast, an enzymatic reaction carried out by 
an ensemble of many molecules in solution behaves, as a 
whole, predictably. The limitation to the size of the neuro-
muscular junction may be due to the large energetic expense 
associated with its maintenance, particularly when it is sub-
ject to frequent use and, thus, energy is spared by reducing 
synaptic size and by increasing the safety factor of neuro-
muscular transmission. In line with the importance of neu-
romuscular transmission for the survival of all organisms, 
all key molecular elements of the neuromuscular junction 
are encoded by highly conserved genes whose absence or 
severe dysfunction is incompatible with life. Instead, dis-
eases of the neuromuscular junction tend to shift the prob-
ability distribution laws for the different conformations of 
its key molecules, thus decreasing the safety factor of neuro-
muscular transmission.

C. Muscle

The muscle cell is surrounded by a plasma membrane 
that, together with collagen fibrils and other connective tis-
sue elements, forms the sarcolemma (Franzini-Armstrong, 
1979). The interior of the resting cell is maintained at an 
electrical potential about 80 mV negative to the exterior by 
the combined action of pumps and channels in the plasma 
membrane. Unlike nerve membranes, muscle membranes 
exhibit a high conductance (G) to chloride ions in the resting 
state; G

Cl
− accounts for about 70 percent of the total mem-

brane conductance. Potassium ion conductance accounts 
for most of the remainder, such that the membrane poten-
tial is normally close to the Nernst potential for these two 
ions. Asymmetrical concentration gradients for sodium 

and  potassium ions are maintained at an energy cost by 
the membrane Na+-K+-ATPase. During the generation of 
a muscle action potential, a rapid and stereotyped mem-
brane depolarization is produced by an increase in sodium 
ion conductance through voltage-dependent Na+ channels. 
This conductance increase is self-limited and is followed by 
membrane repolarization induced by the delayed opening of 
a potassium conductance.

Action potentials originating at the neuromuscular junc-
tion spread then in nondecremental fashion over the entire 
surface of the muscle. Action potentials traveling on the sar-
colemma penetrate the interior of the muscle cell along trans-
verse (T) tubules that are continuous with the outer muscle 
membrane. These tubules are seen as openings emerging on 
the surface of the muscle cell from which membrane depo-
larization spreads to the center of the fiber. As the T-tubular 
network courses inward, close associations are formed with 
specialized elements of the sarcoplasmic reticulum (SR). 
At the electron microscope level, the structure formed by 
a single tubule interposed between two terminal SR ele-
ments is called a triad. The SR stores Ca2+ in relaxed muscle 
and releases it into the sarcoplasm upon depolarization of 
the cell membrane transmitted to the T-tubular system.

In the vicinity of the triads, electron micrographs also 
reveal repeating structures known as sarcomeres, which are 
separated from each other by dark lines called Z disks (see 
Figure 11.2). Within each sarcomere, A and I bands are seen; 
the A band, lying between two I bands, occupies the center 
of each sarcomere and is birefringent. Within the A band is 
a central, lighter zone, the H band, and in the center of the 
H band is a darker M band. The Z disk is at the center of 
the I band. The difference in birefringence between the A 
and I bands produces the characteristic striated appearance 
of voluntary muscle when seen with the light microscope. 
The repeating optical characteristics of the A and I bands 
in each sarcomere reflect the periodic arrangement of two 
sets of filaments: thin filaments, ~180 Å in diameter, that 
appear to attach to the Z bands and are found in the I band 
and part of the A band, and thick filaments, with a diameter 
of ~150 Å, occupying the A band and connected crosswise 
by material present in the M band. In cross section, the thick 
filaments are arranged as a hexagonal lattice with the thin 
filaments occupying the center of the triangles formed by 
the thick filaments.

The two kinds of filaments become cross-linked only 
upon excitation, whereas muscle contraction does not 
depend on the shortening of the filaments but, rather, on the 
relative motion of the two sets of filaments, a phenomenon 
termed the sliding-filament mechanism. Thus, the length of 
the muscle depends on the length of the sarcomeres, and 
sarcomere length variation is caused by variations in over-
lap between thin and thick filaments. In addition to actin 
and myosin, other proteins also constitute the two sets of 
filaments. Tropomyosin and a complex of three subunits 
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collectively called troponin are present in the thin filaments 
and regulate muscle contraction (Zot and Potter, 1987). The 
M and the Z bands (discs) contain α-actinin and desmin, 
as well as the enzyme creatine kinase, an important marker 
of muscle breakdown released into the bloodstream. Inter-
mediate filaments containing desmin, a protein excessively 
accumulated in certain types of myopathy, neuropathy, and 
cardiopathy, maintain the myofibrillar organization within 
the cytoplasm. A continuous elastic network of proteins 
such as connectin also surrounds actin and myosin fila-
ments and provides the muscle with a parallel elastic ele-
ment. Titin, a molecular caliper, provides anchoring sites for 
Z disc components and for other sarcomere proteins. Actin 
forms the backbone of the thin filaments, arranged as linear 
polymers of slightly elongated, bilobar actin subunits, orga-
nized in helical fashion. Each monomer contains a single 
nucleotide binding site.

Actin polymerization involves the hydrolysis of ATP 
into ADP, a process independent of the energy consump-
tion associated with muscle contraction. A wide variety 
of proteins interact with actin in both muscle and immo-
bile cells. They may affect the polymerization and depoly-

merization of actin and mediate the attachment of actin to 
other cellular structures, including the Z disks in muscle 
as well as membranes in both muscle and nonmuscle cells. 
Myosin, the chief constituent of thick filaments, is a multi-
subunit protein. In contrast to actin, myosin consists of 
several peptide subunits. Each myosin molecule contains 
two heavy chains that extend throughout the entire span 
of the molecule. The two chains are intertwined over most 
of their length to form a double α-helical rod; at one end 
they separate, each forming an elongated globular portion. 
The two globular portions contain the sites responsible for 
ATP hydrolysis and interaction with actin. In addition to 
the two heavy chains, each myosin molecule contains four 
light chains that modulate myosin activity and can be phos-
phorylated. The type of heavy and light myosin chain iso-
forms that constitute the majority of myofibers in a muscle 
determines the maximum contraction rate (fast or slow) of 
the muscle. Myosin molecules form end-to-end aggregates 
involving the rod-like segments, which collectively grow 
into thick filaments. The polarity of the myosin molecules 
is reversed on either side of the central portion of the fila-
ment. The globular ends of the molecules form projections, 
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Figure 11.2 Sarcomere structure. Color code: actin filaments, dark yellow; myosin filaments, blue; titin filaments, green. (a) The transverse structures 
are the Z-disk (black) and the M-band (red). The extra-sarcomeric filaments (magenta) are anchored to transmembrane proteins in the sarcolemma. (b) Cor-
responding electron micrograph of a skeletal sarcomere. The sarcomeric borders are delineated by the Z-discs (Z) in the middle of the I-band. The M-band 
(M) is seen as an electron-dense transverse band in the middle of the dark A-band and encompasses part of the lighter “bare” zone, where neither myosin 
crossbridges nor thin filaments are present. (c) On this negatively stained cryosection (protein density appears white) of the higher-magnification view of 
human tibialis anterior muscle, the M-band breaks up into a series of several M-lines (arrowheads). The five strongest M-lines (or M-bridges) are designated 
M6’, M4’, M1, M4, and M6 (only numbers are shown).
From: Agarkova & Perriard (2005).
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or cross-bridges, on the aggregates that interact with actin. 
Conformational changes within this region, driven by ATP 
hydrolysis, provide the force that propels the movement of 
actin fibrils with respect to the myosin filament (Huxley, 
1969). The ATPase activity of myosin itself is stimulated by 
Ca2+ and is low in Mg2+-containing media.

The hydrolysis of ATP releases sufficient energy to 
induce conformational changes that signify cellular move-
ment and mechanical work. Tropomyosin and troponin are 
proteins located in the thin filaments and, together with 
Ca2+, regulate actin-myosin interactions. Tropomyosin is an 
α-helical protein consisting of two polypeptide chains; its 
structure resembles the rod portion of myosin. Troponin, 
in contrast, is a complex of three proteins. In the presence 
of the tropomyosin-troponin complex, actin cannot stimu-
late the ATPase activity of myosin unless the concentration 
of free Ca2+ increases substantially, whereas a system con-
sisting solely of purified actin and myosin does not exhibit 
any Ca2+ dependence. Thus, the actin-myosin interaction is 
 controlled by Ca2+ in the presence of the regulatory troponin-
 tropomyosin complex (Pollard and Cooper, 1986).

D. Excitation-Contraction Coupling

The transduction of muscle action potential to contraction 
relies on molecules that control Ca2+ release at the T-tubule/

SR junction (Hibberd & Trentham, 1986). One protein, an 
integral component of the T-tubular membrane, is an L-
type, dihydropyridine-sensitive, voltage-dependent calcium 
channel. Another is the ryanodine receptor (RyR), a large 
protein associated with the SR membrane in the triad that 
probably couples conformational changes in the Ca2+ chan-
nel induced by T-tubular depolarization to Ca2+ release from 
the SR (see Figure 11.3) (Campbell et al., 1987). Skeletal 
muscle contains a higher density of L-type Ca2+ channels 
than can be accounted for on the basis of measured volt-
age-dependent Ca2+ influx because much of the Ca2+ channel 
protein in the T-tubular membrane does not directly regulate 
calcium ion movement but, rather, acts as a voltage trans-
ducer that links depolarization of the T-tubular membrane to 
Ca2+ release through the ryanodine receptor in the SR mem-
brane. The ryanodine receptor thus mediates sarcoplasmic 
reticulum Ca2+ release. This protein, which binds the plant 
alkaloid ryanodine, is a very large multimer comprised of 
four subunits (Wagenknecht et al., 1989).

Activation of the ryanodine receptor complex is coupled 
to events at the T-tubular membrane by direct mechanical 
linkage through a conformational change in the dihydropyri-
dine receptor protein. After diffusion toward the myofibrils, 
Ca2+ reuptake in the sarcoplasmic reticulum allows the relax-
ation of muscle and the maintenance of a low resting intra-
cellular Ca2+ concentration by means of ATP-dependent Ca2+ 

t−Tubule membrane

t−tubule

FKBP 12

Mg2+

Mg2+

Mg2+

RyR

SR membrane

Calsequestrin

Triadin

FKBP 12

Sarcoplasm

DHPR tetrad

+

+

+

+

+

+

+

Figure 11.3 Putative arrangement of triad proteins in skeletal muscle. Each dihydropyridine receptor (DHPR)/voltage sensor consists of four homolo-
gous repeats, and four such DHPR are clustered together in a diamond-shaped arrangement (a tetrad) apposing four ryanodine receptor (RyR1) monomers 
that together function as a single Ca2+-release channel. The intracellular loop between repeats II and III of each DHPR is thought to activate physically in 
some way the adjacent RyR monomers. A 12 kDa FK 506-binding protein (FKBP 12) is associated tightly with each RyR1 monomer and may regulate inter-
actions both within and between adjacent RyR. Calsequestrin is the main Ca2+-binding protein in the sarcoplasmic reticulum (SR) and possibly regulates the 
RyR. Triadin is another protein tightly associated with the RyR and has been suggested to mediate interactions with both the DHPR and calsequestrin.
From: Lamb (2000).
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pumps (SERCA) located in the SR membrane. The energy 
released upon ATP hydrolysis is utilized here for the con-
centrative uptake of Ca2+ into the SR vesicle through a phos-
phorylated enzyme intermediate. Other SR proteins assist 
in Ca2+ uptake and storage: phospholamban is expressed in 
cardiac muscle and slow myofibers, where phosphorylation 
participates in the control of Ca2+-ATPase and Ca2+-uptake 
activity. Another protein, calsequestrin, contains numerous 
low-affinity Ca2+-binding sites and is present in the lumen of 
the SR, participating in Ca2+ storage. Fast myofibers contain 
a soluble Ca2+-binding protein, parvalbumin, which is struc-
turally related to troponin-C. Parvalbumin may also regulate 
the Ca2+ concentration in the initial stages of relaxation to 
facilitate rapid contraction.

Several genetic disorders of the developing neuromuscu-
lar system are described in the following sections according 
to the predominant disease locus: motor neuron, nerve, neu-
romuscular junction, and muscle (see Table 11.1). Several 
diseases are covered in other sections of this book and are 
noted only briefly in this chapter.

III. Diseases of Developing Nerve, 
the Neuromuscular Junction and Muscle

A. Spinal Muscular Atrophy as a 
Developmental Motor Neuron Disease

The most common form of spinal muscular atrophy 
(SMA), a frequent motor neuron disease, is caused by homo-
zygous deletion of SMN1, a gene essential for the survival 
of the motor neuron. Other SMA phenotypes are caused by 
a variety of unrelated genes (see Table 11.2). The major-
ity of the SMN protein is produced by SMN1, and one or 
more copies of the nearly identical SMN2 gene contribute 
an identical protein product at reduced efficiency owing to 
a single nucleotide transition (Monani, 2006). Most of the 
SMN2 protein product lacks a critical segment contributed 
by a nontranscribed exon as the consequence of the nucleo-
tide transition and is probably rapidly degraded. SMN2, 
however, retains the ability to produce a small proportion 
of full-length SMN (see Figure 11.4). SMN2 copy number 

  I Motor neuron diseases
  Spinal muscular atrophy
  Other motor neuron diseases

 II Disorders of nerve
  Congenital neuropathies
   Charcot-Marie-Tooth diseases*
   Riley-Day syndrome
  Neuroaxonal dystrophy
  Genetic neuropathies associated with encephalopathy

III Disorders of the neuromuscular junction
  Congenital myasthenic syndromes
   Choline acetyl transferase deficiency
   Acetylcholine receptor deficiency
   Rapsyn deficiency
   Slow channel syndrome
   Fast channel syndrome
   Acetylcholinesterase deficiency

IV Disorders of muscle
  Congenital muscular dystrophies
   Laminin α-2 deficiency
   Fukuyama muscular dystrophy
   Walker-Warburg syndrome
   Muscle-Eye-Brain disease
   Merosin-deficient muscular dystrophy

  Congenital myopathies
   Central core disease*
   Myotubular myopathy
   Nemaline myopathy
   Desmin myopathy

  Structural myopathies
  Dystrophynopathies
   Duchenne muscular dystrophy
  Sarcoglycanopathies
  Calpainopathy
  Dysferlinopathy
  Caveolinopathy
  Emery-Dreifuss dystrophy
  Bethlem myopathy
  Facioscapulohumeral dystrophy
  Metabolic myopathies

  Disorders of fatty acid oxidation
   Carnitine transporter deficiency
   Carnitine palmitoyltransferase deficiencies
   Acyl-CoA dehydrogenase deficiencies

  Glycogenoses
   Acid maltase deficiency
   Debrancher enzyme deficiency
   Brancher enzyme deficiency
   Myophosphorylase deficiency

  Glycolytic defects
   Phosphofructokinase deficiency

  Myoadenylate deaminase deficiency
  Disorders of muscle excitability
  Hyperkalemic periodic paralysis and paramyotonia congenita
  Hypokalemic periodic paralysis
  Andersen syndrome
  Myotonic dystrophy
  Congenital myotonia
  Malignant hyperthermia
  Brody disease

Table 11.1 Genetic Disorders of Neuromuscular Development

*Disorders covered in other chapters.



is variable, thus providing for significant compensation to 
SMN1 deletion in some individuals. Higher copy numbers 
of SMN2 are found in individuals afflicted by SMA type III, 
and low copy numbers are associated with the more severe 
SMA I and II phenotypes.

Patients afflicted by SMA type I may appear normal at 
birth but soon experience profound neck and proximal weak-
ness, fasciculations, and areflexia due to motor neuron loss 
and denervation, progressing to fatal respiratory failure 
during infancy, if left unsupported. Apoptotic cell loss may 
be already apparent in the fetal spinal cord, as are reduced 
fetal movements toward the end of gestation. Type II and III 
patients suffer from less severe degrees of disability with-
out detectable intellectual or sensory involvement. SMA is, 
thus, a motor neuron selective disease, despite the ubiquitous 
presence of the SMN protein in all human cells. SMN lev-
els are highest during embryonic development, decreasing 
shortly after birth. The SMN protein is part of nuclear gem 
structures rich in heterogeneous nuclear ribonucleoproteins 
(hnRNPs). Gems are thought to host assemblysomes, com-
plex structures that ensure pre-mRNA splicing after receiv-
ing RNAs previously bound to nuclear ribonucleoproteins in 
the cytoplasm. SMN is capable of polymerization, acquiring 
resistance to degradation.

SMN1 mutations that disrupt self-association, though rare 
in man, cause severe, type I SMA, presumably because of 
drift of free SMN monomers into the degradation pathway. 
SMN accumulates in human motor neurons and in axons and 

growth cones of other cultured neurons. Microtubule-associ-
ated granules contain both SMN and mRNA and are bidi-
rectionally transported between cell soma and growth cones, 
possibly contributing to the regulation of translation inside 
cell processes. The SMN2 gene has proved moderately sus-
ceptible to modulation by DNA histone acetylation, a phe-
nomenon of therapeutic significance. Inhibitors of histone 
deacetylation enhance transcriptional activity at multiple 
genomic loci, including the SMN2 promoter, and result in 
higher cellular SMN levels.

B. Congenital Myasthenic Syndromes 
as Disorders of Synaptic Transmission

These disorders result from impaired neuromuscular 
transmission as the consequence of mutations on either 
presynaptic, synaptic basal lamina-associated, or postsyn-
aptic proteins, causing fatigable weakness in specific mus-
cles (Engel et al., 2003a). Traditionally termed congenital 
myasthenia, they should be differentiated from acquired, 
immune-mediated myasthenia gravis. It is recognized that 
additional types of congenital myasthenic syndromes are 
likely to be discovered. In fact, mutations of SCN4A—
the gene that encodes the Na

V
1.4 skeletal muscle sodium 

channel—lead to enhanced channel inactivation causing 
typical myasthenic symptoms. Several disorders of cho-
linergic neuromuscular transmission result in overlapping 
phenotypes.

Table 11.2 Spinal Muscular Atrophy Phenotypes

SMA Type Mode of Inheritance Gene/Chromosomal Location Phenotype Age of Onset

Type I SMA Autosomal recessive SMN1;5q11.2-13.3 Proximal muscle weakness, patients <6 months
    nevers it unaided; death < 2 years
Type II SMA Autosomal recessive SMN1;5q11.2-13.3 Proximal muscle weakness, patients  6–18 months
    sit unaided but become wheelchair
    bound, develop scoliosis of spine
Type III SMA Autosomal recessive SMN1;5q11.2-13.3 Proximal muscle weakness, patients >18 months
    walk unaided, normal lifespan
Distal SMA Autosomal recessive 11q13 Distal muscle weakness,  2 months–20 years
    diaphragmatic involvement
SMA with  Autosomal recessive IGHMBP2;11q13.2 Distal lower limb weakness, diaphragmatic  1–6 months
 respiratory    weakness, sensory, autonomic neurons
 distress (SMARD)    also affected
X-linked  X-linked Xp11.3-q11.2 Arthrogryposis, respiratory insufficiency,  at birth
 infantile SMA    scoliosis, chest deformities, loss of
    anterior horn cells
Spinobulbar  X-linked Androgen Receptor/ Proximal muscle weakness, lower motor  30–50 years
 muscular atrophy   Xq11.2-12  neuron loss, dorsal root ganglion
 (SBMA)    neuronal loss, bulbar involvement
Distal SMA IV Autosomal dominant 7p15 Distal muscles affected, bilateral  12–36 years
    weakness in hands, atrophy of thenar
    eminence and peroneal muscle
Congenital SMA Autosomal dominant 12q23-24 Arthrogryposis, nonprogressive weakness  at birth
    of distal muscles of lower limbs; 
    several cases of affected pelvic girdle
    and truncal muscles
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1. Choline Acetyltransferase (ChAT) Deficiency

The distinguishing clinical feature is sudden episodes 
of severe respiratory difficulty and oropharyngeal (bulbar) 
weakness leading to apnea (cessation of respiration) precipi-
tated by infections, fever, or excitement, or occurring even 
spontaneously. In some patients, the disease presents at birth 
with hypotonia and severe bulbar and respiratory weak-
ness, requiring ventilatory support that gradually improves 
throughout life, but is later followed by episodes of apnea 
attacks and bulbar paralysis. Other patients are normal at birth 
and may develop myasthenic symptoms and apneic attacks 
after infancy or childhood. In electromyographic recordings, 
muscle action potentials decline abnormally when neuronal 
impulse flow is increased and recovers slowly, indicating an 
underlying defect in resynthesis or vesicular packaging of 
acetylcholine. Several recessive mutations have been identi-
fied, all of which decrease the abundance or the efficiency 
of ChAT. Although still unexplained, the selective neuro-
muscular—versus central nervous system—symptoms of 
ChAT deficiency may be due to the rate-limiting character-

istics of the enzyme for the synthesis of acetylcholine at the 
 neuromuscular junction.

2. Acetylcholine Receptor (AChR) Deficiency

The degree of disease severity may vary from mild to very 
severe. Patients harboring low-expression or homozygous 
null mutations in the AChR ε subunit may experience mild 
symptoms, presumably owing to the compensatory replace-
ment of this subunit by the analogous γ subunit. In contrast, 
patients with low-expression mutations in the other nonin-
terchangeable subunits (α, β, δ) are severely affected, such 
that no patients with null mutations in both alleles of a non-ε 
subunit have been observed. AChR deficiency results from 
mutations that cause premature termination of the transla-
tional chain by frameshift, by altering splice sites, or by gen-
erating stop codons; from point mutations in the promoter 
region; from chromosomal microdeletion; and even from 
missense mutations, some of which affect the signal  peptide 
or residues essential for assembly of the AChR. Patients 
respond moderately well to  cholinesterase inhibition.
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Figure 11.4 Spinal muscular atrophy genes and mechanisms.
From: Monani (2005).



3. Rapsyn Deficiency

These patients manifest AChR deficiency with decreased 
rapsyn as well as secondary AChR abundance and result-
ing impaired postsynaptic morphologic development. None 
of the known rapsyn mutations hinders rapsyn self-associa-
tion, but all diminish clustering of AChR with this protein. In 
addition to weakness, some patients manifest striking facial 
malformations. Patients are treated with anticholinesterase 
agents and with 3,4-diaminopyridine, a blocker of open K+ 
channels that decreases presynaptic membrane resting con-
ductance, causing hyperpolarization and therefore resetting 
more Ca2+ channels into their closed, noninactivated state 
from which they can readily open, increasing Ca2+ influx 
into the terminal and facilitating a compensatory increase in 
acetylcholine release.

4. Slow and Fast Channel Syndromes

Abnormally long-lived openings of mutant AChR (slow) 
channels result in prolonged endplate currents and poten-
tials, which in turn elicit one or more repetitive muscle 
action potentials of lower amplitude subject to decrement. 
The morphologic consequences stem from prolonged acti-
vation of the AChR channel, causing cationic overload of 
the postsynaptic region or endplate myopathy, with Ca2+ 
accumulation, destruction of the junctional folds, nuclear 
apoptosis, and vacuolar degeneration of the terminal. Some 
slow channel mutations in the transmembrane domain of 
the AChR render the channel “leaky” by stabilizing the 
open state even in the absence of acetylcholine. Some 
slow channel mutants can be opened by choline even at 
the concentrations normally present in serum. Quinidine, 
an open channel blocker of AChR is used for therapy. The 
clinical features of fast channel syndrome resemble those 
of autoimmune myasthenia gravis. Conversely to what 
is found in slow channel syndrome, the open state of the 
AChR is destabilized, manifesting as fast dissociation of 
acetylcholine from the receptor and/or excessively reduced 
open times. In most cases, the mutant allele causing the 
kinetic abnormality is accompanied by a null mutation in 
the second allele such that the kinetic mutation dominates 
the phenotype, but homozygous fast-channel mutations 
also exist. Therapy includes  anticholinesterase agents and 
3,4-diaminopyridine.

5. Acetylcholinesterase (AChE) Deficiency

Inhibition of the AChE results in prolonged exposure of 
AChR to acetylcholine, leading to prolonged endplate poten-
tials, desensitization of AChR, and depolarization block. 
Endplate myopathy with loss of AChR may result. In many 
patients, the disease presents in the neonatal period and is 
highly disabling. Some patients manifest an excessively slow 
pupillary response to light. An array of mutations may cause 
reduced attachment of AChE to its collagen-derived anchor, 
truncation of the collagen domain rendering it incompe-

tent for insertion, or hindrance to helical assembly by the 
 collagen domain.

C. Muscle Sodium Channels and Hereditary 
Disorders of Excitability

A group of inherited muscle diseases called the periodic 
paralyses is characterized by intermittent episodes of skel-
etal muscle weakness or paralysis that occur in individu-
als who otherwise appear normal or are just mildly weak 
between attacks. The periods of paralysis often are associ-
ated with changes in serum K+ concentration; the serum 
K+ concentration may increase or diminish, but the direc-
tion of change is usually consistent for a particular family 
and forms one basis for classifying these diseases as either 
hyperkalemic or hypokalemic (Lehmann-Horn & Jurkat-
Rott, 1999). A variant of periodic paralysis, in which spells 
of weakness are less frequent and in which a form of muscle 
hyperexcitability is often seen, is called paramyotonia con-
genita. Electrical recordings from muscle fibers isolated 
from patients during an attack of periodic paralysis have 
shown that the paralytic episodes are associated with acute 
depolarization of the sarcolemma. In all forms of periodic 
paralysis, this depolarization is due to an increase in mem-
brane conductance to Na+. In the case of hyperkalemic peri-
odic paralysis and paramyotonia congenita, this abnormal 
conductance can be blocked by tetrodotoxin, a small polar 
molecule that is highly specific for the voltage-dependent 
Na+ channel. Foods with a high K+ content may trigger an 
attack, but carbohydrate-rich substances are abortive of the 
paralytic episode.

Single-ion channel recordings in hyperkalemic periodic 
paralysis have revealed that some of the muscle membrane 
Na+ channels show abnormal inactivation kinetics, intermit-
tently entering a mode in which they fail to inactivate. These 
channels produce a persistent, noninactivating Na+ current 
that in turn produces membrane depolarization. Because 
normal Na+ channels enter an inactivated state after depolar-
ization, the net result of long-term depolarization is loss of 
sarcolemmal excitability and paralysis. Both hyperkalemic 
periodic paralysis and paramyotonia are caused by muta-
tion of the adult skeletal muscle Na+ channel SkM1 gene 
SCN4A. The hypokalemic form of periodic paralysis, how-
ever, is not linked to this Na+ channel gene, but to a volt-
age gated calcium channel (Ptacek et al., 1994). Numerous 
mutations alter the coding region of the SCN4A gene in fam-
ilies with hyperkalemic periodic paralysis or paramyotonia 
congenita. Although these mutations are distributed through 
a wide span of the channel coding region, a number of them 
are clustered in a cytoplasmic linker region known from bio-
physical studies to control inactivation. Others are located 
near the cytoplasmic ends of transmembrane domains S5 and 
S6, and these residues in fact may constitute the binding site 
for the closing inactivation gate. Mutations in these regions 
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may destabilize this closed conformation, leading to abnor-
malities in channel inactivation. Mutants associated with the 
paramyotonia congenita phenotype show, on the other hand, 
a marked slowing in the major component of fast inactiva-
tion. In some cases, the voltage dependence of the inactiva-
tion rate constant, also known as τ

h
, is markedly reduced as 

well, and the mutations appear to uncouple the inactivation 
process from the voltage-dependent channel conformational 
changes associated with inactivation.

In some families with hyperkalemic periodic paraly-
sis, the mutations cause a small, persistent inward Na+ 
current in the myocyte that is the result of a shift in 
channel modal gating. Normal skeletal muscle Na+ chan-
nels can shift between a fast and a slow inactivation gat-
ing mode and, usually, the channels are found in the fast 
inactivation mode. Channels with hyperkalemic periodic 
paralysis mutations, however, spend a greater percent-
age of the time in the slow inactivation gating mode, 
and late openings associated with this slow gating mode 
contribute to the persistent inward current seen in cells 
harboring these mutations. Under voltage-clamp condi-
tions at the single-channel level, SkM1 channels with 
paramyotonia congenita mutations show multiple late 
openings and prolonged openings after depolarization. 
These late openings account for the slow inactivation 
of the Na+ current observable in the cell. Hyperkalemic 
periodic paralysis mutations also show multiple late 
openings at the single-channel level, but these abnor-
mal events are temporally clustered, consistent with an 
underlying shift in modal gating. Single-channel con-
ductance is not altered by any of these mutations, but 
all sodium ion channel mutations in periodic paralysis 
produce  dominant-negative effects.

Although some mutant channels only intermittently 
exhibit abnormal inactivation, this small population of 
abnormally inactivating channels can modify the behavior 
of the remaining mutant and normal channels present in 
the membrane. Unlike the CLC-1 chloride channel muta-
tions in myotonia congenita, which produce dominant-neg-
ative effects within a single channel multimer, these Na+ 
channel mutations produce dominant-negative effects that 
reflect the relationship of normal channel inactivation to 
membrane potential. In either case, the persistent inward 
current carried by a small population of noninactivating 
channels, or the prolonged inward current resulting from 
mutant channels with slowed inactivation rates, results in 
a slight but long-lasting membrane depolarization. Since 
the relationship between voltage and inactivation in normal 
channels is very steep near the resting potential, this slight 
depolarization can produce inactivation of normal chan-
nels. If depolarization is sufficient, too few channels will 
remain in the noninactivated state to satisfy the require-
ments for a regenerative action potential and the muscle 
will become paralyzed.

D. Potassium Channel Mutations in 
Andersen Syndrome, a 

Developmental Disorder

Andersen syndrome includes periodic paralysis, pro-
longation of the electrocardiographic QT interval causing 
susceptibility to cardiac ventricular arrhythmias, and char-
acteristic physical features including low-set ears, a small 
jaw, and malformation of the digits, and can be inherited in 
an autosomal dominant fashion. The disease is unique due to 
the combination of both a skeletal and a cardiac muscle phe-
notype and may be caused by mutations in KCNJ2, a gene 
that encodes the inward rectifier K+ channel Kir2.1, which 
is expressed in both cardiac and skeletal muscles (Plaster et 
al., 2001). Kir2.1 is an important contributor to the cardiac 
inward rectifier K+ current, I

K1
, which provides substantial 

current during the repolarization phase of the cardiac action 
potential. All KCNJ2 mutations cause a dominant negative 
effect on channel function and a reduction in I

K1
 prolongs 

the terminal repolarization phase, rendering the myocar-
dium prone to repetitive ectopic action potentials. Attacks of 
paralysis can be associated with hypo-, hyper-, or normoka-
lemia and, although serum potassium levels during attacks 
differed among kindreds, they are consistent within an indi-
vidual kindred. Mutations in Kir2.1 may sufficiently reduce 
the muscle resting K+ conductance such that the membrane 
depolarizes, leading to inactivation of Na+ channels making 
them unavailable for initiation and propagation of action 
potentials.

E. RNA Splicing Abnormalities and 
Myotonic Dystrophy

Myotonic dystrophy (DM; Steinert disease), a multisys-
temic disorder, is one of the most common forms of muscu-
lar dystrophy in adults. In addition to hereditary muscular 
dystrophy and myotonia, DM causes a constellation of seem-
ingly unrelated clinical features including cardiac conduc-
tion defects, cataracts, and endocrine and immunological 
abnormalities. Two clinical and genetic types of DM exist 
(Ranum & Day, 2004). The genetic features of DM type 1 
(DM1) include variable penetrance, anticipation (a tendency 
for the disease to worsen in subsequent generations), and a 
maternal transmission bias for congenital forms despite the 
location of the causative gene on chromosome 19. The cause 
of DM1 is a (CTG)

n
 repeat in the 3-UTR of a protein kinase 

(DMPK) gene. Type 2 DM, in contrast, predominantly causes 
pelvic girdle weakness, and often is referred to as proximal 
myotonic myopathy, ascribed to the genetic locus encoding 
zinc  inger protein 9 on chromosome 3. DM2 is caused by 
a (CCTG)

n
 expansion. Nevertheless, all individuals affected 

by DM1 and DM2 experience weakness, pain, and myoto-
nia, and cardiac involvement may lead to conduction defects, 
arrhythmias, and sudden death. Endocrine abnormalities in 
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both DM1 and DM2 result in hyperinsulinemia, hypergly-
cemia, and insulin insensitivity, with type 2 diabetes occur-
ring in each disorder. Testicular failure is also common, with 
associated hypotestosteronism, elevated follicle-stimulating 
hormone (FSH) levels, and oligospermia. Other serologi-
cal abnormalities in both disorders include reduced levels 
of immunoglobulins G and M. The brain is also affected as 
assessed by magnetic resonance imaging (MRI), but mental 
retardation is a feature of only DM1.

The multisystemic clinical parallels shared by both DM1 
and DM2 suggest a similar pathogenic mechanism (see 
Figure 11.5). The discovery that DM2 mapped to chromo-
some 3 and not to the DM1 region of chromosome 19 makes 
it unlikely that specific gene expression defects cause the 
common clinical features of the disease. The discovery that 
a CCTG repeat expansion located on chromosome 3 that is 
expressed at the RNA (but not at the protein) level causes 
DM2, and the observation that both CUG and CCUG repeat-
containing foci accumulate in affected muscle nuclei sug-
gests that a gain-of-function RNA mechanism underlies the 
clinical features common to both diseases.

This is, in fact, but one of a class of disorders of post-
transcriptional processing (Waxman, 2001). RNA-binding 
proteins, including CUG-binding protein (CUG-BP) and 

muscle-blind isoforms bind to—being sequestered—or 
are dysregulated by the repeat-containing RNA transcripts 
resulting in specific trans-alterations in pre-mRNA splicing. 
Specific changes in pre-mRNA splicing have been associ-
ated with several genes, including the insulin receptor, the 
chloride channel ClC-1, and cardiac troponin T, and prob-
ably are correlated with insulin resistance, myotonia, and 
cardiac abnormalities. For example, CUG-BP, which is 
elevated in DM1 skeletal muscle, binds to the ClC-1 pre-
mRNA, causing an aberrant pattern of ClC-1 splicing. Thus, 
altered splicing regulation of ClC-1 decreases its abundance 
in the muscle plasma membrane causing hyperexcitability 
and leading to the DM feature of myotonia. Further, mutant 
RNA transcripts bind and sequester transcription factors 
leading to the depletion of as much as 90 percent of several 
of them, resulting in secondary depletion of proteins such as 
the chloride channel ClC-1.

F. Chloride Channel Mutations in 
Myotonia Congenita

In two diseases, dominant myotonia congenita (Thomsen 
disease) and recessive myotonia congenita (Becker myoto-
nia), myotonia is the major presenting symptom and often 
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the only abnormality, although the muscles may be overde-
veloped (conferring individuals a Herculean appearance) in 
Thomsen disease. Patients afflicted with these diseases have 
difficulty relaxing their muscles normally; doorknobs and 
handshakes are difficult to release, clumsiness is a problem 
and falls often occur. In both Thomsen and Becker myoto-
nia, multiple mutations have been found in chromosome 7 
and the sarcolemma exhibits a severe reduction in membrane 
Cl− conductance (Lehmann-Horn & Jurkat-Rott, 1999). This 
locus encodes the ClC-1 skeletal muscle Cl− channel family, 
whose members control anion flux in a number of tissues 
and are closely related in structure, forming dimers of two 
ClC subunits. The fact that mutations in the gene encoding 
ClC-1 can produce either dominant or recessive effects is 
surprising. Mutants that introduce frameshifts of stop codons 
early in the coding sequence produce a nonfunctional pro-
tein product. With one defective gene copy, wild-type chan-
nels encoded by the second allele should produce a net Cl− 
conductance about 50 percent of normal. When both gene 
copies carry the mutation, expression of the functional chan-
nels will be very low or absent and, as a recessive disorder, 
the myotonia can be severe.

Point mutations can also lead to the alteration of a single 
amino acid in the primary structure of an otherwise full-
length channel monomer, and channels formed from this 
protein may not function normally. The possibility also exists 
that channels containing even a single mutant subunit may 
fail to function even though the other subunits are encoded 
by a normal copy of the gene. Such a dominant-negative 
effect, which has been demonstrated for a number of myoto-
nia congenita mutations, leads to a dominant transmission of 
the disease phenotype. Since mixed channels containing dif-
ferent numbers of mutant subunits may have different levels 
of residual activity, the resulting membrane Cl− conductance 
may be more variable and the disease phenotype less severe 
than in the recessive form of the disease.

G. Muscular Dystrophy and 
Dystrophin Mutations

Dystrophinopathy refers to diseases caused by mutations 
in the locus that encodes the cytoskeletal muscle protein dys-
trophin, the largest gene in man located in the X chromo-
some (O’Brien & Kunkel, 2001). Mutations associated with 

Figure 11.6 Schematic of the dystrophin-associated protein complex. Diseases caused by mutations in the genes encoding members of the complex are 
indicated. LGMD2C-F: types of limb girdle muscular dystrophies; CMD: congenital muscular dystrophin (merosin deficient-type); DMD/BMD: Duchenne 
and Becker-type dystrophinopathies.
From: O’Brien and Kunkel (2001).
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severe loss of function cause Duchenne dystrophy. Children 
afflicted by Duchenne dystrophy experience delayed attain-
ment of motor independence later followed by loss of ambu-
lation, mild intellectual dysfunction, and cardiomyopathy. 
Muscle dystrophin content is usually severely decreased. 
Patients suffering from the Becker phenotype retain higher 
protein levels and consequently manifest milder abnor-
malities. Asymptomatic female carriers may manifest an 
elevation in plasmatic creatine kinase as the sole indicator 
of muscle dysfunction coexisting with a mosaic pattern of 
dystrophin production across myofibers. A related entity, 
McLeod syndrome, combines a constellation of X-linked 
disorders (Duchenne dystrophy, chronic granulomatosis, and 
retinitis pigmentosa) as the consequence of a large deletion 
in the X chromosome, causing a contiguous gene deletion 
syndrome. The dystrophin gene gives rise to several protein 
isoforms under the control of a variety of promoters active 
in selected tissues and several alternatively spliced versions 
of the protein also exist. The N-terminal domain of the mol-
ecule binds actin, and the central rod domain is formed by 
triple-helical spectrin-like repeats and by a cysteine-rich 
domain. Each dystrophin molecule constitutes a functional 
unit, associating with transmembrane proteins of the dystro-
glycan complex and with intracellular proteins (see Figure 
11.6). At least six proteins associate with dystrophin, some 
of which also exhibit reduced abundance in Duchenne dys-
trophy muscle. Three protein complexes constitute the major 
molecular interactions of dystrophin:

▲ Extracellular α and transmembrane β dystroglycans
▲ Intracellular syntrophins and dystrobrevins
▲  Transmembrane α, β, γ, and δ sarcoglycans and sarco-

span

The extracellular portion of β-dystroglycan binds to α-dys-
troglycan, a protein closely interactive with laminin-2, a cause 
of another type of muscular dystrophy, and its intracellular 
region is bound to dystrophin. The syntrophins and dystro-
brevins are thought to function as adapters, helping bring the 
dystrophin complex together. Mutations in the sarcoglycans 
cause autosomal recessive limb girdle muscular dystrophy 
and, occasionally, a Duchenne-like phenotype. Several sarco-
glycan protein domains are endowed with extracellular ATPase 
 activity and may contribute to transmembrane signaling.
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I. Introduction

Ischemic stroke is a leading cause of death and disabil-
ity. The molecular mechanisms leading to and caused by 
brain ischemia are complex. Cerebral ischemia occurs when 
blood flow to the brain decreases to a level where the meta-
bolic needs of the tissue are not met. The precise flow rate 
below which ischemia occurs is poorly described (Siesjo 
 et al., 1995). In recent years, new animal models, as well as 
imaging techniques such as functional Magnetic Resonance 
Imaging (fMRI) and Positron Emission Tomography (PET), 

have advanced the understanding of molecular changes in 
cerebral ischemia. In this chapter, we will review what is 
currently known about molecular processes in ischemic 
brain disease and lay out the most commonly cited theories.

II. Hypoxia/Ischemia

Brain tissue has a relatively high consumption of oxygen 
and glucose, and depends almost exclusively on oxidative 
phosphorylation for energy production. Despite extensive 
research for decades, our understanding of the final com-
mon pathway to cellular death in stroke remains incomplete. 
Current pathophysiological models differentiate global from 
focal ischemic injury. Global ischemia results from transient 
low cerebral blood flow (CBF) below 0.5 mL/100 g per min-
ute or severe hypoxia to the entire brain. The causes are most 
frequently the sequela of cardiac arrest, near drowning, and 
hypotension, and it is sometimes seen as a consequence of 
surgical procedures. After a few minutes of cardiac arrest, 
hypoxic encephalopathy becomes irreversible. The pre-
cise duration of global ischemia necessary for irreversible 
neuronal damage in humans has not been fully established 
(Heiss, 1983; Zivin, 1997), but for the most vulnerable 
areas, it is about five minutes. Many animal models have 
 confirmed cellular death within a few minutes after onset 
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of global ischemia (Ljunggren et al., 1974). On the other 
hand,  Hossmann et al. demonstrated that global cessation of 
CBF in animals of up to one hour can be followed by recov-
ery of electrophysiological function, and in a few animals, 
recovery of neurological function (Hossmann et al., 1987; 
Hossmann and Zimmermann, 1974). It remains unclear how 
various classes of neurons can respond so differently after 
an ischemic insult. Besides the variable functional outcome 
after ischemia in animal models, it is well established that 
specific neuronal populations within an individual vary sub-
stantially in ischemic tolerance. Neurons in the CA1 region 
of the hippocampus and other distinct cellular populations of 
the caudate, thalamus, neocortex, and cerebellum are basi-
cally vulnerable to relatively brief periods of ischemia.

Brief episodes of ischemia may not lead to immediately 
evident neuronal cell death, but selectively vulnerable neu-
ronal populations can develop delayed ischemic cell death. 
In ischemic models and human tissue studies, these popu-
lations were found in the CA1 region of the hippocampus 
(Squire, 1992).

In ischemic models using gerbils, CA1 cells die after five 
minutes, and cells in the geniculate nuclei of the thalamus 
and substantia nigra are irreversibly damaged after 10 to 
15 minutes of ischemia (Araki et al., 1993). In other spe-
cies, Purkinje cells of the cerebellum have been shown to be 
selectively vulnerable to ischemia.

Changes in the microcirculation, as seen in focal stroke, 
do not occur in global ischemia. Such changes cause vari-
able degrees of hypoperfusion across the ischemic zone 
and affect tissue viability. This is especially pertinent in the 
reperfusion phase after transient ischemia, and explains why 
models of global ischemia cannot fully represent focal stroke 
 pathophysiology (Kirino & Sano, 1984; Smith et al., 1984).

Focal ischemia results from transient or permanent reduc-
tion of CBF in a restricted vascular territory. In most cases, 
the reduction in blood flow is caused by occlusion of a cere-
bral artery by an embolus or local thrombosis. The reduction 
in CBF leads to hypoperfusion in the brain tissue supplied 
by that vessel. Complete cessation of blood flow is uncom-
mon. Due to collateral vessels, the CBF in the ischemic core 
zone often remains at 5 to 15 mL per 100 g per minute and 
at 15 to 25 mL per 100 g per minute in the outer areas of the 
 hypoperfused zone (Heiss, 1992).

In the landmark publication by Jones et al. (1981), unanes-
thetized Macaca irus monkeys subject to carotid occlusion 
showed mild hemiparesis starting at a CBF of approxi-
mately 22 mL/100 g per minute and complete paralysis at 
about 8 mL/100 g per minute or less. Clamping of the carotid 
artery in patients undergoing endarterectomy causes changes 
in EEG frequency once the blood flow is reduced below 
18 mL/100 g per minute, and flattening of the EEG occurs 
below 12 mL/100 g per minute (Sundt et al., 1973; Trojaborg 
& Boysen, 1973). In decapitation models, the EEG becomes 
flat within 12 seconds (Swanson et al., 1989). In other 

 studies, cerebral-evoked potentials were decreased at a CBF 
of 20 ml/100 g per minute and abolished below 15 mL/100 g 
per minute (Branston et al., 1974). The critical relationship 
between CBF and cerebral electrical activity has been repro-
duced in many experimental models and reflects neuronal 
dysfunction within seconds after ischemia induction (Heiss, 
1992). The electrophysiological tests, however, are unable to 
identify the cellular causes of irreversible  neuronal damage 
and have poor spatial correlation with long-term functional 
outcome (Isley et al., 1998).

Morphological changes are found in brain tissue, which 
is perfused at a rate of 12 mL per 100 g per minute for two to 
six hours (Pulsinelli et al., 1982a; Tamura et al., 1980). The 
degree of morphological change depends, to a considerable 
extent, on the CBF, the duration of reduced blood flow, the 
selected tolerance of the affected neurons, and the type of 
morphological marker (stain) that is used (Jones et al., 1981). 
Irreversible cellular damage varies across different neuronal 
populations and can be different within closely neighboring 
cortical areas in a single individual (Heiss & Rosner, 1983). 
The degree of ischemic tolerance has important implica-
tions for the potential for neurological recovery and the time 
 window for possible treatment of acute stroke.

In addition to the selective ischemic damage in differ-
ent regions of the brain, the pathophysiological changes 
within the ischemic tissue are heterogeneous. Usually one 
can  differentiate a core zone of profoundly reduced CBF 
and an adjacent area with a lesser degree of hypoperfusion. 
This hypoperfused, but potentially salvageable, area is often 
referred to as the penumbra. The terminology of ischemic 
penumbra was first introduced by Astrup et al., and describes 
brain tissue that is perfused at levels between the functional 
and morphological threshold (Astrup et al., 1977, 1981). The 
pathophysiological changes in this area are complex and not 
fully understood. Since no marker unequivocally identifies 
the penumbra, it must be operationally defined in experimen-
tal stroke (Hossmann, 1994). In humans, viable tissue may 
be found up to 48 hours after stroke (Furlan et al., 1996), 
although the duration of true viability in the penumbral zone 
remains controversial.

III. Excitotoxicity

Although the primary effect from cerebral ischemia is the 
reduction in oxygen, glucose uptake and increased lactate 
production also contribute to neuronal cell death. The brain 
initially converts to anaerobic glycolysis, and when it rapidly 
runs out of its glucose stores, induces neuronal cell death in 
the most severe global ischemia or focal ischemic core. Most 
neurons die after transient or permanent ischemia from these 
secondary effects (see Figure 12.1), as demonstrated by the 
fact that even if blood flow is restored within minutes after 
transient ischemia and some hippocampal neurons survive, 
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most CA1 neurons die. This suggests that the ischemic epi-
sode sets off a cascade of secondary events within the cell, 
leading to cellular demise despite blood flow restoration.

The most extensively studied process of secondary 
 neuronal injury is excitotoxicity. Excitotoxicity plays an 
important role not only in cerebral ischemia, but many cen-
tral nervous system (CNS) diseases, including trauma and 
neurodegenerative disorders (Choi, 1988). Brain tissue, with 
its high consumption of oxygen and glucose, depends almost 
exclusively on oxidative phosphorylation for energy produc-
tion. Cerebral blood flow impairment reduces oxygen and 
glucose delivery, and impairs intracellular energy produc-
tion, which is required to maintain ionic gradients (Bryan 
 et al., 1991). The reduction of ionic gradients leads to loss of 
membrane potential and depolarization of neurons and glial 
cells (Katsura et al., 1994).

In the physiologic state, extracellular glutamate concen-
tration is low and most is inside the cell. This gradient is 
maintained via cellular glutamate uptake, which is driven 
by transmembrane Na+ and K+ channels. These channels, in 
turn, depend on osmotic gradients driven by Na+-K+-ATPase. 
Ischemia results in the loss of ATP, thereby reducing the 
osmotic gradient, decreasing glutamate uptake, and increas-
ing the extracellular glutamate concentration (Longuemare 
et al., 1994). This resultant increase in extracellular gluta-
mate leads to excessive activation of postsynaptic receptors 
of excitatory amino acid, which is described as  excitotoxicity 
(Olney & Sharpe, 1969).

Glutamate is the major excitatory neurotransmitter in 
the central nervous system and binds to a variety of recep-
tors. The receptor subtypes have been identified using spe-
cial ligands whose high affinity gave each subtype its name. 
Almost every glutamate receptor subtype has been impli-
cated in excitotoxicity. The N-methyl-D-aspartate (NMDA) 
subtypes, however, play a major role in mediating excitotoxic 
cell death, mainly owing to their high calcium (Ca2+) perme-
ability. Other glutamate receptor subtypes, such as 2-amino-
3-(3-hydroxy-5-methylisoxazol-4-yl) propionate (AMPA) or 

kainate receptors, have also been thought to play critical roles 
in mediating excitotoxic neuronal cell death. Although the 
molecular basis of glutamate toxicity is uncertain, there is 
general agreement that it is in large part Ca2+-dependent.

The activation of NMDA receptors and other glutamate 
receptors leads to calcium influx via phospholipase C and 
Ins(1,4,5) P3 signaling pathways (Park et al., 1989). As a 
result of glutamate-mediated overactivation, Na+ and Cl− 
enter the cell and water follows passively. The influx of Na+ 
and Cl− is much larger than the efflux of K+. The increased 
intracellular water leads to edema formation, which in turn, 
can reduce perfusion of brain regions surrounding the core 
of the perfusion deficit. In addition, edema can increase 
intracranial pressure and cause vascular compression and 
herniation.

Over the last decades, much clinical and preclinical 
research has been focused on blocking the excitotoxicity 
 following cerebral ischemia. Despite many promising ex 
vivo and animal data, no human clinical study has shown the 
efficacy and safety of compounds interfering with the excito-
toxic pathways. This is mainly thought to be due to toxic side 
effects of these compounds when used at efficacious levels 
and the need to apply the drug so early during the ischemic 
cascade that it becomes infeasible to treat patients so rap-
idly after stroke onset. Although NMDA receptor- blocking 
agents have been shown to alleviate ischemic damage in 
neurons, this effect usually is significant only when the drug 
is given before or shortly after the ischemia ensues. Most 
patients with cerebral ischemia, however, do not present to 
the medical practitioner until hours after ischemia begins.

IV. Free Radicals

The term free radical refers to reduced forms of oxygen: 
superoxide, peroxyl radical, nitric oxide, hydroxyl (OH˙), 
and singlet oxygen. At low concentrations, free radicals 
(ROS) are produced during normal cell metabolism and are 
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Figure 12.1 Post ischemic changes over time. Early after the onset of the focal 
perfusion deficit, excitotoxic mechanisms can damage neurons and glia. Later changes 
include peri-infarct depolarizations, inflammation, and apoptosis (Dirnagl et al., 1999).
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a byproduct of the conversion of oxygen to water and ATP. 
When ROS interact with metals in the cytoplasm or mito-
chondria, hydroxyl (OH˙) is formed (Halliwell, 1992). ROS 
attack the unsaturated bonds in fatty acids and cholesterol 
and produce lipid peroxides, which act as radicals, as well 
(Ginsberg et al., 1988). In addition, proteins and DNA are 
subject to ROS damage. For example, one can measure the 
ROS-induced injury in neuronal cells through the activity of 
glutamate synthetase (Floyd & Carney, 1992). Under normal 
conditions, most cells are protected against damage from 
ROS by enzymatic and nonenzymatic antioxidant pathways. 
Enzymatic antioxidants include cytoplasmic superoxide dis-
mutase (CuZn-SOD) and mitochondrial Mn-SOD. Both con-
vert O

2
 to H

2
O

2
, which is subsequently cleared by catalase or 

glutathione peroxidase. Additional protection is provided by 
antioxidants such as vitamins C and E.

During ischemia, these clearing mechanisms are over-
whelmed and oxidative damage of cellular structures occurs 
(Beckman, 1991). This leads to secondary cellular injury 
after ischemia (Palmer, 1995). Compared to other organs, 
the brain has a high concentration of unsaturated fatty acids 
and is particularly vulnerable to oxidative damage because 
of its high rate of oxygen consumption and low concentra-
tion of antioxidants. During ischemia, intracellular Ca2+ 
increases. Ca2+ functions as a universal second messenger 
and activates phospholipase A2; cyclooxygenase generates 
free-radical species that overwhelm endogenous scavenging 
mechanisms, resulting in lipid peroxidation and membrane 
damage. This damage occurs as a delayed response to isch-
emia and is documented by the fact that delayed treatment 
with free-radical scavengers may be effective in models of 
focal brain ischemia (Zhao et al., 1994). Overproduction of 
radical-scavenging enzymes protects against stroke, however 
animals that are deficient in these are more susceptible to 
cerebral ischemic damage (Kawase et al., 1999; Murakami 
et al., 1997). Besides their direct damage to cellular struc-
tures, ROS also serve as important signaling molecules that 
trigger inflammation and apoptosis.

Although most of the free radical species have clearly 
defined cytotoxic roles in metabolism, the role of nitric 
oxid (NO) is more complex. NO is synthesized by neuronal 
nitric-oxide synthase (nNOS), which is Ca2+-dependent and 
leads to free radical production. NO reacts with a superoxide 
anion to form a highly reactive species called peroxynitrite 
that promotes tissue damage. In addition, NO can be formed 
by endothelial NOS (eNOS) and an inducible NOS (iNOS).

Endothelilial NO is vasodilatory and may play a role in 
protective vasodilation after ischemia; cellular NO reacts 
with superoxide to form peroxynitrate, which is a potent 
cytotoxic ROS. Animals with knockout nNOS have smaller 
ischemic strokes, suggesting a neuroprotective effect when 
intraneuronal NO is reduced (Huang et al., 1994).

Tirilazad mesylate is a 21-aminosteroid free radical scav-
enger and potent membrane lipid peroxidation inhibitor that 

showed neuroprotective promise in focal ischemia (Hal  et al., 
1988). It was effective mostly in primate models of transient 
but not permanent ischemia (Xue et al., 1992). Clinical trials 
in stroke have failed to demonstrate benefit from Tirilazad 
(RANTTAS, 1996).

The only positive clinical trial for a neuroprotective drug 
was the SAINT-I trial, which tested NXY-059 (Lees et al., 
2006). The second Phase III trial using NXY-059, however, 
did not demonstrate improved clinical outcome after stroke. 
This drug is a nitrone-based free radical trapping agent and 
has been effective in multiple models testing neuroprotec-
tion in transient and permanent cerebral ischemia. In rats, 
NXY-059 protects the brain even when given as late as five 
hours after onset of transient focal ischemia (Kuroda et al., 
1999). In a primate model of permanent ischemia, NXY-059 
was neuroprotective, given as late as four hours after onset of 
ischemia (Marshall et al., 2003). The generic molecule was 
also effective in an embolic rabbit stroke model (Lapchak 
 et al., 2002).

NXY-059, however, does not penetrate into brain tissue, 
so its effects are likely at the level of the microvasculature. 
Therefore, a combination of reperfusion strategies and NXY-
059 may enable better brain penetration. In animal models, a 
combination of tenecteplase and generic NXY-059 was more 
effective than each compound alone when administered six 
hours after ischemia (Lapchak et al., 2004).

V. Inflammation

Inflammation plays an important role in the develop-
ment of cerebrovascular disease (Gussekloo et al., 2000; 
 Hallenbeck, 1996). Markers of inflammation, such as C-
reactive protein (CRP), and pro-inflammatory cytokines 
such as Interleukin-6 (IL-6), are associated with poor out-
come after stroke (Vila et al., 2000). Patients with stroke 
have increased levels of pro-inflammatory cytokines in 
peripheral blood and cerebrospinal fluid (CSF). The highest 
levels are found two to three days after ischemia (Tarkowski 
et al., 1997). Inflammatory processes play a role in subacute 
ischemic vessel and brain injury (see Figure 12.1) (Fagan et 
al., 2004). Reducing inflammatory responses has long been 
under investigation to lessen the cytotoxic effects of isch-
emia (Zhang et al., 1995).

Most inflammatory reactions are mediated by cytokines, 
small glycoproteins expressed by many cell types in response 
to acute cerebral ischemia. In a first step, endothelial adhe-
sion molecules are upregulated by cytokine release, which 
leads to recruitment and activation of leukocytes, promo-
tion of leukocyte-endothelium interaction, and conversion of 
the local endothelium to a prothrombotic state (Clark et al., 
1995). In experimental models of transient Middle  Cerebral 
Artery occlusion (tMCAo), pro-inflammatory cytokines 
(interleukin [IL]-1, tumor necrosis factor [TNF]-α, and 
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IL-6) are increased within the ischemic cortex (Yamasaki 
 et  al., 1995). Histopathological studies have shown that 
neutrophils accumulate in the infarcted zone after cerebral 
ischemia (Barone & Feuerstein, 1999). Blocking endothe-
lial receptors, which mediate leukocyte adhesion such as 
intercellular adhesion molecule-1 (ICAM-1), reduced stroke 
lesion size in animals after tMCAo (Bowes et al., 1993). 
Intraventricular injection of pro-inflammatory cytokines 
such as IL-1 and TNF-α enlarges infarct volume and brain 
edema after MCA occlusion in rats, whereas the injection 
of antibodies against IL-1 and TNF-α reduces brain injury 
(Barone et al., 1997; Yamasaki et al., 1995).

Because of the delayed inflammatory response after isch-
emia, anti-inflammatory therapies were thought to block 
late ischemic and perfusion injury. Clinical trials of ICAM-
1-blocking antibodies (Enlimomab) and others, however, 
failed to show improved outcome after stroke (2001). ICAM 
blockade leads to an increase in infectious complications, 
and large molecules such as antibodies may not have suf-
ficient bioavailability at the infarct site to impact the disease 
process. Therapies that are applied systemically may reach 
infarcted tissue only after reperfusion is established. Mod-
els of combined thrombolysis and anti-inflammation dem-
onstrated the greatest efficacy (Bowes et al., 1993). Most 
animal models use transient vessel occlusion, and only a 
minority of patients after stroke experience spontaneous 
reperfusion (Pessin et al., 1995). Blocking one mechanism 
of inflammation, as in the trial of anti-ICAM-1, may lead 
to upregulation of other pathways (Vuorte et al., 1999). 
 Furthermore, the Enlimomab trial used a six-hour time-to-
treatment window, and the drug was never shown to be effec-
tive in animal models more than 90 minutes after vascular 
occlusion (Clark et al., 1991).

Other potential treatments against inflammation in stroke 
are anti-CD-18 antibodies (LeukArrest), which are shorter-
acting and potentially cause fewer systemic side effects than 
Enlimomab (Yenari et al., 1998). These newer antibodies are 
humanized, whereas Enlimomab is based on murine pro-
teins, which cause less predictable immune responses and 
auto-antibodies.

Minocycline, a semisynthetic second-generation drug 
of the tetracycline group, is neuroprotective in models of 
focal and global ischemia models (Yrjanheikki et al., 1999). 
Minocycline inhibits inflammatory response after ischemia, 
such as microglial activation and production of other inflam-
mation mediators (Tikka et al., 2001).

In animal models, immunosuppression with FK506 
(Tacrolimus) and corticosteroids was shown to reduce stroke 
volume. FK506 reduces T-cell dependent immune responses, 
but its effect after stroke mostly stems from anti-apoptosis 
(Macleod et al., 2005; Noto et al., 2004).

Steroids suppress inflammation in stroke and reduce 
stroke volume in animal models (Limbourg et al., 2002), 
though earlier studies in humans failed to show clinical 

benefits of steroid use after ischemic stroke (Mulley et al., 
1978; Norris and Hachinski, 1986). These studies, however, 
allowed treatment delay of 48 hours and used steroids with 
significant nuclear protein transcription effects. Transcrip-
tional effects of steroids are poorly understood, but may be 
responsible for steroid-induced side effects. Newer synthetic 
steroids may avoid these effects by selectively binding to 
nontranscriptional receptors (Vayssiere et al., 1997).

VI. Growth Factors

Growth factors (GFs) are polypeptides that have regen-
erative and proliferative capacities. The main focus of GFs 
in cerebral ischemia research has been on the exogenous 
administration of GFs, whereas the function of endogenous 
GFs expression has been less well-studied. The most widely 
studied growth factors in ischemic stroke are basic fibro-
blast growth factor (bFGF), brain-derived neurotrophic 
growth factor (BDNF), insulin-like growth factor (IGF), and 
osteogenic protein-1 (Fisher et al., 1995; Kawamata et al., 
1997). All these growth factors have neuroprotective effects 
when given after cerebral ischemia, attenuating the effects 
of excitotoxicity, improving CBF, and reducing apoptosis. 
GFs enhance synaptogenesis and dendritic sprouting after 
stroke (Kawamata et al., 1998). Receptors for GFs are found 
throughout the brain, and some neurons in culture were 
unable to survive without essential GFs. Sympathetic neu-
rons, for example, cannot survive without NGF (Riccio et al., 
1999). GFs play an important role in adaptive mechanisms 
and regulation of intracellular homeostasis after ischemia.

bFGF and osteogenic protein-1 have strong regenerative 
effects after ischemia, and in early studies, demonstrated 
improved behavioral outcome in animal models. Although 
these trials were promising, two smaller studies in humans 
failed. One was stopped because of safety concerns, and the 
other failed to show improved outcome in treated patients. 
These failures are at least in part due to a long treatment time 
window. A major obstacle to the treatment with GFs, how-
ever, is that the molecules are very large and have little or no 
blood–brain barrier penetration. Many early animal models, 
therefore, used intrathecal infusions, which are impractical 
in clinical applications for stroke.

Recent advances in bone marrow stromal cell (MSC) 
preparations may enable delivery of GFs into ischemic brain 
tissue. Using viral vectors, MSCs can be transfected with 
GFs. When intrathecally injected, MSCs survive within brain 
tissue and secrete GFs for a prolonged period (Azizi et al., 
1998; Ikeda et al., 2005). Neurological improvement after 
intravenous MSC infusion also has been shown, making this 
technique a promising strategy for clinical application in the 
future (Chen et al., 2001).

In addition to neuronal, microglial, and astrocytic GFs, 
vascular endothelial-derived GFs (VEGF) advance vascular 
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growth and capillary sprouting after stroke, which may aid 
in recovery after ischemia. Hypoxia is a major stimulant for 
the formation of VEGF, and animals with defective genes for 
VEGF have severely deficient angiogenesis and die during 
the neonatal phase. First attempts are being made to interfere 
with VEGF in cancer patients, hoping that tumor-induced 
vascular growth can be inhibited. Whether VEGF-mediated 
mechanisms may be used to advance stroke recovery is 
unknown.

Recent work has shown that regenerative processes 
through VEGF require matrix metalloproteinases 9 (MMP-9). 
In the early phase after stroke, MMP-9s are detrimental, 
playing a role in the disruption of cell matrix and homeosta-
sis. In the later stages during brain recovery, MMP triggers 
elevation of VEGF, aiding in brain recovery. Medications 
that block MMP could be beneficial in acute stroke, but may 
impair recovery after stroke (Zhao et al., 2006).

VII. Gene Expression in 
Cerebral Ischemia

One can detect changes in gene expression within minutes 
of focal and global cerebral ischemia. The ischemic core and 
its surrounding tissue, penumbra, have different and distinct 
patterns of gene expression. Recent advances in the technol-
ogy of genetic research, especially with the introduction of 
DNA micro-arrays that allow the detection of thousands of 
genes within one test, have advanced the research and under-
standing of gene expression after ischemia.

Gene expression after ischemia is time-dependent and 
occurs in five major waves (see Figure 12.2) (Barone and 
Feuerstein, 1999). Immediately after ischemia, a transient 
expression of transcription factors, such as c-foc and jun-B, 
is found. The second wave consists of heat-shock proteins 
(HSP). The third largely consists of increased cytokine gene 
expression for TNF-α and IL-1, which likely plays a role 
in inflammatory responses after ischemia, and increased 
expression of ICAM-1 and GFs (e.g., nerve growth factor, 
brain-derived nerve growth factor). The fourth wave includes 
proteolytic enzymes such as metalloproteinases (MMP), 
which are implicated in remodeling the extracellular matrix 
(Romanic et al., 1998). The fifth wave of genes is important 
in tissue remodeling and consists of transforming growth 
factor-β and osteopontin (Wang et al., 1995).

Gene expression plays a role in both cellular recovery, as 
well as apoptotic cell death triggered by ischemia. The first 
wave of gene expression commences with the early genes, 
which appear within minutes of cellular injury and transcribe 
mRNA for proteins that can be released even when protein 
synthesis inhibitors are administered (Morgan &  Curran, 
1991). The best studied early genes are c-fos and jun-B, 
which function as leucine zippers (Akins et al., 1996) to form 
dimerization products. In situ hybridization techniques that 

anatomically localize the expression of mRNA demonstrate 
increases in c-fos mRNA in dentate granule cells, CA1 and 
CA3 pyramidal neurons, neocortex, and Purkinje cells, which 
are known to be most susceptible to global ischemia (Wessel 
et al., 1991). In models of focal ischemia, gene expression 
is present within minutes in the immediate area of ischemia. 
In models of longer tMCAo or pMCAo, the upregulation of 
gene expression exceeds the ischemic territory (An et al., 
1993). Glutamate antagonists (MK801) can reduce the early 
gene expression after ischemia, indicating the importance of 
excitatory neurotransmitter and Ca2+ second-messaging in 
gene expression.

Heat shock proteins (HSP) are induced one to two hours 
after ischemia and down-regulated over one to two days 
(Nowak et al., 1990). HSP may be neuroprotective (Sharp 
and Sagar, 1994). Gene expression of trophic factors, such as 
basic fibroblast growth factor (bFGF) and their receptors, is 
regulated by ischemia (Finklestein et al., 1988). The imme-
diate early genes may be candidates for regulation of nerve 
growth factor expression. After focal cerebral ischemia, 
nerve growth factor and brain-derived neurotrophic factor 
mRNA can be detected within four hours of reperfusion 
(Lindvall et al., 1992). MMP and cellular-remodeling proteins 
are later genes that undergo increased levels of expression 
after stroke (Yong, 2005), playing a role in cellular recovery 
and remodeling of the infarcted tissue. Other genes,  however, 
are involved in apoptotic cell death and are discussed later. 
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Molecular Mechanisms of Ischemic Brain Disease 183

The precise interaction of genes and gene products and their 
regulation is poorly understood.

Using DNA microarrays, one can survey thousands of 
genes for their differential expression patterns after isch-
emia. Specific genes may aid in the understanding of 
pathophysiological processes after ischemia. Many genes 
and their functions, however, are not understood, but can 
be detected using the microarrays. Testing for thousands of 
genes, one can find a certain gene expression pattern. The 
identification of these patterns may help not only in iden-
tifying new genes, but may also be used as diagnostic and 
prognostic tools. If one is able to identify a certain gene 
expression pattern that is highly reflective of ischemia or 
indicates a severity and clinical prognosis after stroke, one 
could use this pattern as a surrogate marker for the disease 
(Du et al., 2006).

VIII. Apoptosis

Cerebral ischemia leads to cell death through two major 
pathways: necrosis and apoptosis (Johnson et al., 1995). 
Necrosis is a direct result of cellular damage secondary to 
a loss in structural integrity of cytoplasmic structures and 
metabolism. Necrosis often is seen in the core region of vas-
cular occlusion, lasting long enough to completely destroy 
the tissue. In contrast, apoptosis is an active pathway of pro-
grammed cell death and a physiological process in normal 
development. Apoptosis leads to cleavage of DNA through 
DNA endonucleases. The product of this cleavage is formed 
into DNA clumps and can be found in histological examina-
tion of tissue undergoing apoptosis (Chopp et al., 1996).

Many neurons undergo cell death even when CBF is 
restored, whereas surrounding, less vulnerable brain regions 
fail to show signs of cell death. The most prominent example 
is the CA1 region in the hippocampus. Cell death in pyrami-
dal cells in the CA1 region appears over several days after 
ischemia and shows typical features of apoptosis (Pulsinelli 
et al., 1982b). Experiments have demonstrated this active 
process using inhibitors of protein synthesis, such as cyclo-
heximide or anisomycin and have reduced neuronal cell 
death (Shigeno et al., 1990).

Transgenic mice that overexpress mitochondrial Bcl-2, 
which inhibits apoptotic cell death, have smaller infarcts than 
wild-type mice (Martinou et al., 1994). Du et al. (1996) showed 
that the duration of ischemia may determine whether a lesion 
will undergo necrosis or apoptosis. In the rat model, animals 
subject to 90 minutes tMCAo developed maximal infarct sizes 
at day one that consisted mainly of necrosis and only minimal 
areas of apoptosis. Animals that received 30 minutes tMCAo 
had no visible infarctions at day one, but developed TUNEL-
positive staining at day three post-ischemia, indicating prob-
able apoptosis. DNA prepared from the peri-infarct area of 
ischemic cortex showed internucleosomal  fragmentation, but 

when the animals were treated with  cycloheximide before 
ischemia, no delayed apoptosis was found. Apoptosis after 
ischemia, therefore, is process-dependent on active  protein 
synthesis.

Apoptosis in neurons, as in many other tissues, involves 
the induction of death-inducing ligands (DILs) and the acti-
vation of caspases (Barinaga, 1998). DILs, such as CD95-L 
(APO1-L/Fas-L), TRAIL (APO2-L), and TNF-α, are trans-
membrane molecules that belong to the TNF-superfamily. 
Binding of DILs to their respective receptors activates the 
apoptosis pathway.

Alternative apoptosis-signaling pathways are the acti-
vation of sphingomyelinases, leading to sphingomyelin 
hydrolysis to generate the lipid second-messenger ceramide. 
Ceramides induce apoptosis that involve activation of cas-
pases. Inhibition of ceramides through FK506 reduces 
infarct volume and apoptotic cell death in rats after tMCAo 
(Herr et al., 1999).

Caspase inhibition has been investigated and identified 
as a promising field of neuroprotection (Jörg B. Schulz, 
1999). Currently 14 caspase families are identified. Cas-
pase 3, in particular, plays a central role in the execution of 
apoptosis. During reperfusion, caspase 3 is activated both 
in the ischemic core and penumbra (Manabat et al., 2003). 
Delayed cell death is reduced in animals who received cas-
pase 3 inhibition (Han et al., 2002). Human trials investi-
gating the validity of this have not been performed because 
potent drugs of this class suitable for clinical use have not 
been identified.

IX. Summary

Cerebral ischemia can be separated into global and focal 
ischemia. The former is common after cardiac arrest, the lat-
ter results in ischemic stroke. Neuronal cells suffer ischemia 
after the cessation of blood flow below a critical thresh-
old. Cell death following ischemia results from secondary 
changes such as excitotoxicity, inflammation, and apopto-
sis. The understanding of these molecular mechanisms has 
led to an abundance of research in the field of neuropro-
tection (O’Collins et al., 2006). Despite promising experi-
mental data that has advanced our understanding of stroke 
pathophysiology, to date, no clinical trial has demonstrated 
improved clinical outcomes in the use of neuroprotective 
agents in stroke patients.
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 I. Introduction

Hemorrhagic brain disease or intracranial hemorrhage 
(ICH) accounts for up to 20 percent of all strokes, carries 
a 40 percent mortality rate at 30 days, and has an annual 
incidence of up to 20 per 100,000 (Broderick et al., 1992, 
1994). Currently, with the advent of imaging techniques 
such as digital subtraction angiography (DSA), computed 
tomography (CT), and MRI, treatment options involve sec-
ondary and tertiary prevention and surgery for mass lesions. 
As our knowledge of the pathophysiology of this disease has 
evolved, so too has our capacity to treat and prevent brain 
hemorrhage. Diagnostic imaging has dramatically improved 
over the past two decades, new medications have become 

available, and medical devices have evolved to enable mini-
mally invasive surgical interventions. As the paradigm has 
shifted from medical management, to surgical intervention, 
to endovascular surgery, we are now entering a third phase 
of treatment of hemorrhagic stroke: molecular therapy. As 
modern biological and genetic discovery continues to unravel 
the molecular and cellular underpinnings of hemorrhagic 
brain disease, we have not only improved our ability to treat 
ICH, but also have dramatically advanced our  ability to shift 
from secondary and tertiary prevention, to primary. Though 
the causes of common and sporadic forms of hemorrhagic 
brain disease are multifactorial, incorporating genetic, envi-
ronmental, and behavioral factors, Mendelian forms are 
monogenic and provide marked insight into the molecular 
pathophysiology of all hemorrhagic strokes.

As our knowledge of this devastating disease increases 
exponentially, our ability to alter the natural history of ICH 
will also dramatically improve. Hemorrhagic brain diseases 
can now be divided into two distinct categories: primary 
(lesions, vascular, or parenchymal abnormalities that are 
prone to hemorrhage) and secondary (metabolic syndromes, 
coagulation factor deficiencies, or hypertension that can 
lead to hemorrhage anywhere as well as systemic effects 
with the brain being one of many organ systems involved). 
The pathophysiology, diagnosis, presentation, and treatment 
options of both primary and secondary hemorrhagic brain 
diseases vary widely and are directly applicable to the more 
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common sporadic forms. This chapter outlines the molecular 
biology and disease course of both primary and secondary 
hemorrhagic brain diseases.

II. Angiogenesis and Vasculogenesis

The cerebral vessels, arteries, and veins, develop embry-
ologically through a complex interplay of angiogenesis 
around the neural tube and anastomotic connections with 
large vessels sprouting from the aortic arch. The fine details 
of this process are outside the scope of this chapter; however, 
understanding the basics of how the blood supply of the brain 
forms and how the location of “watershed” areas—areas 
most susceptible to damage from low or no flow—form is 
important to understanding how vascular anomalies and 
hemorrhagic stroke can occur. Furthermore, the processes of 
vessel formation, namely vasculogenesis and angiogenesis, 
are central figures to the pathology underlying hemorrhagic 
brain diseases.

A. Development of the Blood Supply 
to the Brain

The blood supply to the brain develops through direct 
angiogenesis of blood vessels sprouting from the pial plexus 
surrounding the neural tube. This process differs significantly 
from other organs where angioblasts invade the tissues. The 
nascent blood vessel sprouts penetrate the neuroepithelium 
and branch in all directions. Three divisions of meningeal 
vessels perforate the brain parenchyma: striate, cortical, and 
medullary. The cortical vessels supply the cortex, the medul-
lary vessels supply the white matter, and the striate branches 
travel through the anterior perforated substance and supply 
the basal nuclei.

As the cortex develops and acquires its complicated 
sulcal and gyral pattern, its vascular supply concomitantly 
becomes more complex. The cortical blood vessels become 
more complex in their branching and once the fetus reaches 
the third trimester, the circulation dynamics switch from 
a circulation based in the basal nuclei through anastomoses 
from the striate meningeal vessels, to a predominant supply 
from the cortical and medullary vessels. In the fetal brain, 
because of the orientation and location of anastomoses, the 
periventricular white matter is at greatest risk. In the term 
infant brain, the cortical “watershed” regions are similar to 
those in the adult brain. In the third trimester, many of the 
arteries of the brain begin to form smooth muscle in their 
walls as well as collagen and elastin. Prior to 30 weeks’ ges-
tation, the vessels in the germinal matrix and periventricu-
lar white matter do not have smooth muscle, collagen, or 
elastin, and open directly into veins. These areas are highly 
 sensitive to changes in flow and are at greatest risk postpar-

tum to hemorrhage. The common carotid artery forms from 
the aortic sac and the third arch artery forms the internal 
carotid. From here, anastomotic connections are made that 
will ultimately form the circle of Willis.

B. Vasculogenesis and Angiogenesis

Vasculogenesis and angiogenesis are two mechanisms of 
blood vessel formation that require distinct sets of regula-
tory elements. Vasculogenesis refers to the process by which 
randomly distributed cells such as angioblasts or stem cells, 
with the assistance of signals from various growth factors 
(Vascular Endothelial Growth Factor (VEGF), its splice 
variants and receptors, and angiopoietin (ANG)1-4 and their 
receptors Tie-1 and -2), form vascular structures (see Figure 
13.1). This de novo process, which generates the so-called 
primary capillary plexus, occurs primarily in the embryo. 
Stem cells from the mesenchyme expand, differentiate, and 
divide. Primitive tubes form at this stage as endothelial cells 
divide and mature. This process was originally thought to 
occur only in embryonic tissues such as the embryonic brain. 
It is now known that vasculogenesis is the process by which 
vessels form in tumors, or in scar after traumas including 
ischemia. This framework becomes the cornerstone for 
angiogenesis throughout an organism’s life.

Angiogenesis is a similar process to vasculogenesis except 
for the fact that the nascent vessels form preexisting vessels 
and branch (see Figure 13.1). Angiogenesis can occur, for 
example, to remodel and mature vessels formed from vascu-
logenesis. The establishment of mature and adequate blood 
supply for an organism is of utmost importance to ensure 
the growth, development, and function of organs. The major-
ity of angiogenesis is completed during embryologic stages; 
however, in the adult, it plays an important role in cell turn-
over, healing, and during menstruation.

Architectural elements such as smooth muscle cells and 
pericytes from the mesoderm and mesenchyme are recruited 
to give added support to the new vessels, a process that can 
occur at any time during either angiogenesis or vasculogen-
esis, thought to be triggered by the beginnings of circulation. 
Angiogenesis is an integral process to growth and develop-
ment of an organism, but is also the focus of much attention 
with respect to wound healing and tumor growth and trans-
formation to malignancy.

For the purposes of understanding the underlying molec-
ular pathophysiology behind hemorrhagic brain disease, 
the basic mechanisms underlying angiogenesis need to be 
understood. Angiogenesis activation occurs through a series 
of three stages described as initiation, proliferation and divi-
sion, and maturation (see Figure 13.1). The initiation phase, 
similar to the process of vasculogenesis, is defined by the 
process of stem cells within the extracellular matrix (EM), 
the circulation, and the vessel wall dividing into cells that 
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become the new vessel walls including the building materi-
als (endothelial cells, pericytes, and fibroblasts) important 
for vessel formation and support. Concomitantly, the extra-
cellular matrix is remodeled by numerous enzymes that fall 
into the category of membrane-associated matrix metallo-
proteinases (MMPs), which break down the thick cytoar-
chitecture of the EM to allow for invagination of the newly 
sprouting vessels (Moses, 1997).

During this remodeling, cells within the wall of the ves-
sels, specifically mural cells such as pericytes, must part to 
enable branching and sprouting. After invasion of the ves-
sels, they begin to divide and sprout, as the tissue demands, 
to form a network. Support cells and structural components 
are also growing and forming their cell–cell interactions at 
this point and new matrix is laid down. The combination of 
new EM and various growth factors and cytokines will fur-
ther stimulate the proliferation, migration, and organization 
of endothelial cells. Venous versus arterial circulation also 

appears to be decided at this stage as the proliferating and 
migrating endothelial cells express specific markers, spe-
cifically Ephrin-B2 and Eph-B4, each of which appears to 
direct the fate of the circulation (Wang et al., 1998). Four 
endogenous growth factor systems (VEGF, angiopoietins, 
ephrins, and Transforming Growth Factor-beta (TGF-ß)) are 
also integral to this stage of angiogenesis. Each plays a dis-
tinct role in inhibiting and stimulating angiogenesis, keeping 
the process under tight molecular control from gene tran-
scription to translation.

Angiogenesis initiation is at once a simple and complex 
process. Numerous extracellular signals including hypoxia, 
injury, inflammation, and increased metabolic demand 
(thusly, increased consumption of metabolites and produc-
tion of byproducts of metabolism) can initiate angiogenesis. 
Each of the aforementioned processes produces idiosyncratic 
signals, but they converge at paracrine signaling through the 
Receptor Tyrosine Kinase (RTK) pathway. Four key RTKs 
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Figure 13.1 Vasculogenesis and angiogenesis.
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have been researched exhaustively as potential anti-angiogen-
esis drug targets, and through this research, have been shown 
to play an integral role in angiogenesis initiation: VEGF-R1 
and VEGF-R2 (receptors for the ligand VEGF; also known 
as Flt1 and Flk1, respectively), Tie1and Tie2 (receptors for 
the proteins angiopoietin 1 and 2, respectively, though some 
crossover may exist) (Hanahan, 1997). An immature cell in 
the extracellular matrix (EM) or in a blood vessel will initiate 
angiogenesis (and differentiate) in response to VEGF-R1/2 
activation. VEGF-R1 has a very high affinity to VEGF and is 
highly expressed by endothelial cells, but it does not appear 
to play a role in the migration or proliferation of endothe-
lial cells (Waltenberger et al., 1994). VEGF-R2, on the con-
trary, is highly expressed by proliferating endothelial cells, 
but less so in mature vessels. Very primitive capillary tubes 
that immature endothelial cells form as a result of paracrine 
and autocrine signaling are Tie1, Tie2, and Flt1 (VEGF-R1) 
positive. VEGF is expressed by many different tissues at low 
basal levels, but when angiogenesis is being stimulated, for 
example in the embryo, placenta, scars, or tumors, expres-
sion is at markedly high levels. The endothelial cells form a 
monolayer then tertiary structures as immature tubes. These 
receptors then cooperate in a complex interplay of stimu-
lation, inhibition, and regulation of new vessel growth and 
branching, which is paramount to the second stage of angio-
genesis: proliferation and division. It is at this point that the 
specific demands of the tissue and/or microenvironment are 
identified and met by the newly forming blood vessels.

During the proliferation and division phase of angiogene-
sis, endothelial cells from the circulation or EM must prolif-
erate and migrate through the EM (basal lamina) to continue 
the proliferation of the primitive endothelial tubes that will 
become the new blood vessels. Current research has shown 
that matrix metalloproteinases (MMPs) play a large role in 
the process by which the EM is broken down by cells for 
cellular migration. Homologous situations occur in tumor 
metastasis and wound healing. Urokinase (u-PA), tissue-
type (t-PA) plasminogen activators, and MMPs are crucial 
to new vessel formation in any tissue type. The prolifera-
tion and division phase of angiogenesis has given scientists 
insight into not only how we pattern ourselves as organisms, 
but also into the processes of aging, tumor angiogenesis and 
metastatic behavior, organ regeneration, and apoptosis.

Though many specific cellular signaling pathways must 
act in concert for angiogenesis to occur properly, one spe-
cific cytokine merits mention in any description of angio-
genesis. Transforming Growth Factor (TGF)-ß belongs to 
a superfamily of complex, highly conserved 25 kDa disul-
fide-linked homodimeric cytokines, which include activins, 
BMPs, and the Mullerian-inhibiting substance. TGF-ßs act 
in a similar fashion on the newly developed vessel and the 
proliferating endothelial cells within the mesenchyme. They 
exert an effect on a wide variety of tissues and appear to 
stimulate or inhibit cell mitosis and control cell adhesion 

through the EM, MMPs, MMP inhibition, and integrins. 
The importance of this family of cytokines in the vascu-
lature has been established. Specifically, subtype TGF-ß1 
signals within the EM for immature cells to form pericytes 
and smooth muscle in order that the third phase of angio-
genesis, maturation, can begin (Folkman, 1996; Folkman & 
D’Amore, 1996). TGF-ß1 dimers in vitro and in vivo inhibit 
endothelial cell proliferation and the monomers may play 
a role in deciding the venous and arterial sides of circula-
tion. Depending upon the levels of expression, endothelial 
tube formation is either stimulated or inhibited by TGF-ß1 
(Merwin et al., 1991a, 1991b).

Three types of cell-surface receptors are acted upon by 
TGF-ß: RI, RII, and RIII. Type I (RI) receptors contain an 
intracellular serine/threonine kinase but require the RII 
receptor to bind ligands. The type II (RII) receptors are con-
stitutively active. Heteromeric binding of the RI and RII 
receptors is required for ligand binding (TGF-ß) and cel-
lular signaling. The type III (RIII) receptors, which include 
endoglin, have no known signaling capacity and likely act 
as modulators of the other isoforms. TGF-ß binds the RII 
receptor strongly, and binding will recruit the RI receptor to 
form a heteromeric dimmer. This process will be explored 
further as we discuss one form of hemorrhagic brain disease, 
Hereditary Hemorrhagic Telangiectasia or HHT.

Once the vessels are appropriately organized, supernu-
merary vessels sclerose and die and the maturation phase 
begins. Through this phase, the final organization of the 
blood vessels is completed and the arterial and venous sides 
of the circulation are clearly defined. Cytokines recruit and 
organize vessel wall components like pericytes and smooth 
muscle to fortify the vessel walls and enable essentially a 
tertiary structure of the new vessels.

The Tie1 and Tie 2 receptors are highly expressed by angio-
blasts and endothelium (Korhonen et al., 1994;  Yancopoulos 
et al., 1998). Based upon mouse knockout studies, Tie1 likely 
plays a role in the integrity and survival of the endothelium 
during angiogenesis, but not differentiation and proliferation as 
the –/– mice die from edema and hemorrhage in the presence 
of developed vessels (Dumont et al., 1995; Puri et al., 1995). 
Tie2 –/– mice also die early, however, the defect appears to be a 
lack of new vessels and branching of older vessels (Sato et al., 
1995). These studies point to the importance of these recep-
tors in the growth, maturation, and maintenance of newly 
forming blood vessels during angiogenesis. As expected, 
angiopoietin-1 (Ang1) deficient mice (the ligand for Tie2) 
show diminished sprouting and branching of vessels(Suri 
et al., 1996), whereas overexpression of Ang1 have stimu-
lated vessel formation and branching (Suri et al., 1998). 
Interestingly, angiopoietin-2 (Ang2) also binds Tie2 and 
reduces branching and induces vessel breakdown (Maison-
pierre et al., 1997). This is thought to be a crucial factor not 
only in new vessel formation, but in the process by which 
angiogenesis is kept under tight control.
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Angiogenesis is a far more complex process than what is 
outlined by the aforementioned paragraphs. The key point 
is that angiogenesis, under normal physiological conditions, 
is a tightly controlled, highly ordered process encompassing 
cell migration, proliferation, tube formation, and vessel mat-
uration/stabilization. There are numerous soluble proteins 
and membrane-bound receptors or proteins that play a large 
role in these processes, and any perturbation of said proteins 
results in vascular pathology (see Table 13.1). The under-
standing of the phases of angiogenesis and vasculogenesis 
and the genes (proteins) that contribute to these processes 
pertains directly to the understanding of the pathogenesis 
of vascular lesions that predispose patients to hemorrhagic 
brain diseases.

III. Mendelian Forms of Hemorrhagic 
Brain Disease

Twin studies (Alberts, 1990; Bak et al., 2002; Brass et al., 
1992, 1996; ter Berg et al., 1992) and family history studies 
(Pracyk & Massey, 1989; Ronkainen et al., 1999; Ruigrok 
et al., 2004; Sundquist et al., 2006; Yamauchi et al., 2000) 
show that stroke (hemorrhagic and ischemic) has a higher 
incidence in families. The definition of the molecular patho-
physiology of hemorrhagic stroke is still a work in progress. 
Some causes such as factor deficiencies and intracranial 
aneurysms have treatments. Others do not and the under-

standing of the molecular causes coupled with early diag-
nosis, screening, and family counseling can benefit patients 
greatly. The molecular and genetic causes of hemorrhagic 
brain diseases are complex and multifactorial. For the pur-
poses of this chapter, we will divide this disease into two 
distinct subcategories: primary (lesions, vascular, or paren-
chymal abnormalities that are prone to hemorrhage) and 
secondary (metabolic syndromes, coagulation factor defi-
ciencies, or hypertension that can lead to hemorrhage any-
where as well as systemic effects with the brain being one of 
many organ systems involved).

To shed light on common, sporadic diseases, science 
often looks toward the rarer, more severe Mendelian forms 
of the same disease for insight (see Table 13.2). For example, 
hypertension is quite common worldwide, however, severe 
hypertension from glucocorticoid-remediable aldosteron-
ism (GRA) is comparably uncommon. With the sequencing 
of the human genome and the emergence of new technolo-
gies like DNA chips and RNAi, not only are we identifying 
trait loci and genes contributing to these diseases, but also 
the cellular pathways that may be therapeutic targets for the 
treatment of these diseases.

In any patient presenting with brain hemorrhage, it is 
important, as a part of the interview, to take a detailed fam-
ily history. Whether you draw a pedigree diagram or simply 
write it out, this information is important to not only the 
physicians who care for the patient, but also will play a large 
role in counseling the family, if a genetic disorder is pres-
ent, for implementing a screening protocol. Many hospitals 
now have a genetic consultation service that can assist in 
this role and will contact family members for interviews 
and screening.

IV. Primary Hemorrhagic Brain Diseases 
(Vascular Lesions)

A. Intracranial Aneurysm

Intracranial aneurysms (IA) are the second most common 
cause of subarachnoid hemorrhage (SAH). SAH is a true 
neurosurgical emergency carrying a poor prognosis. Autopsy 
data on patients who don’t reach medical attention quote 
a mortality rate of approximately 12 percent (Schievink et 
al., 1995b, 1995c). Of those who do reach medical attention, 
40 percent will die in hospital care (Huang, 1985; Juvela, 
2000, 2002a, 2002b; Mayberg et al., 1994). Those who are 
treated successfully experience a very high mobility as many 
do not resume their baseline quality of life.

Intracranial aneurysms (IAs) carry a prevalence of 
approximately 1 to 6 percent (Inagawa & Hirano, 1990). 
Although quite common, the pathogenesis and molecular 
underpinnings of intracranial aneurysms are not completely 
understood. Epidemiological studies have examined the 

Table 13.1 Angiogenesis Proteins and Their 
Known Functions

Factor/Receptor Action

VEGF  Stimulates angiogenesis in vivo, endothelial cell 
 proliferation, migration, and permeability.

Ang1  Stimulates endothelial stability and sprout 
 formation.

Ang2 Destabilizes endothelium and opposes Ang1.
a/bFGF  Stimulates angiogenesis in vivo, endothelial cell 

 proliferation, migration, and permeability.
PDGF  Stimulates proliferation of smooth muscle and 

 pericytes. Stabilizes capillaries.
TGF-ß  Inhibits endothelial cell proliferation, migration, 

 and permeability. Stabilizes vessel walls.
Tie1  Receptor. Integrity and survival of the endothelium 

 during angiogenesis, but not differentiation and 
 proliferation.

Tie2  Receptor for Ang1. Branching and stability of new 
 vessels.

VEGF-RI Receptor for VEGF. Strong affinity.
VEGF-RII Receptor for VEGF. Weaker affinity.
VE-Cadherin Endothelial permeability and angiogenesis.
Eph-4B/Ephrin-B2  Directs venous/arterial interface development of 

 the embryo.
Blood flow  Promotes endothelial cell division and vessel 

 stability.



192 Hemorrhagic Brain Disease

 various environmental and patient-specific variables and 
identified specific modifiable and nonmodifiable risk fac-
tors for the development and rupture of IA. For example, 
IA is more common among females; patients with hyperten-
sion, atherosclerosis, or diabetes; and smokers (Connolly 
et al., 2001; Nahed et al., 2005a). It has long been noted 
that family history plays a large role in the development and 
rupture of these lesions (see Figure 13.2).

Though the true pathogenesis is likely to be multifacto-
rial, genetic factors play a role in 7 to 20 percent of cases 
reported (Schievink, 1997). Patients with a first-degree rela-
tive with aneurysmal subarachnoid hemorrhage have a four-
fold increase in their relative risk of having an aneurysmal 
SAH (Schievink et al., 1995a; Schievink & Spetzler, 1998). 
Additionally, in large population-based studies and case-
control studies, up to 12 percent of patients with aneurysmal 
SAH had a family history versus only 2 to 6 percent of con-
trols (De Braekeleer et al., 1996; Wang et al., 1995).

Multiple additional data have emerged, further supporting 
the notion that genes likely play a role in the development 
and rupture of these lesions. For example, in families with 
clear transmission of the IA phenotype, lesions rupture at a 
younger age, the locations of the aneurysms within the circle 
of Willis is different than in sporadic cases, and twins or sib-
pairs often have aneurysms at identical locations within the 
cerebrovasculature (Nahed et al., 2005b; Olson et al., 2002; 
Ozturk et al., 2006; Roos et al., 2004; Ruigrok et al., 2005; 
Schievink & Spetzler, 1998). There are many well-described, 
inherited disorders that predispose patients for the second-
ary development of IA. Among these syndromes are poly-
cystic kidney disease (PKD), Ehlers–Danlos syndrome type 
IV, Marfan’s syndrome, GRA, and dissection of the great 

arteries. For example, in PKD, the prevalence of intracranial 
aneurysms is as high as 25 percent, and there are specific 
mutations that predispose patients to develop IA (Rossetti 
et al., 2003; Schievink et al., 1992; Watnick et al., 1999). 
The identification and screening of patients for IA who have 
inherited disease alleles within families with these disorders 
is paramount.

Recently, families with isolated, inherited forms of intra-
cranial aneurysms have been analyzed. As the molecu-
lar technologies evolved, preliminary studies focused on 
associations between allele inheritance and a proclivity 
for the development of intracranial aneurysm (Keramatipour 
et al., 2000). Gene chip microarray studies then focused on 
resected or autopsy lesion samples. Increased gene expres-
sion was noted among proteolytic enzymes, specifically 
MMPs, which contribute to focal degradation of the vascu-
lar extracellular matrix (Bruno et al., 1998). Specifically, up 
to a three-fold increase in MMP-2 is seen in the walls of 
aneurysm tissue (Todor et al., 1998). MMPs are a target for 
therapies in tumor metastases and may indeed be a therapy 
target for IA.

Large families and populations with histories of IA and 
SAH have been genotyped to look for loci that contribute to 
the disease (see Figure 13.2) (Farnham et al., 2004; Kuiv-
aniemi et al., 1993; Olson et al., 2002; Onda et al., 2001, 
2003; Pope et al., 1991; Takenaka et al., 1998, 1999a, 1999b, 
2000; Yoneyama et al., 2003, 2004).The first studies, sib-
ling-pair analyses from Japanese and Finnish populations, 
preliminarily identified candidate intervals (Olson et al., 
2002; Onda et al., 2001). The Japanese sib-pair candidate 
intervals recently were confirmed with genome-wide link-
age analysis, which found linkage to chromosomes 11q24-25 

Table 13.2 Mendelian Forms of Hemorrhagic Brain Disease

Disease Gene Locus Function

CCM1 KRIT1 7q11-q21  Integrin binding and microtubule associated protein
CCM2 MGC4607 7p13 Unknown
CCM3 PDCD10 3q26.1 Unknown
HHT1 Endoglin 9q34.1 Type III TGF-β receptor
HHT2 Acvrl1/ALK1 12q11-q14 TGF-β receptor
HHT3 Unknown 5q31.3-5q32 Unknown
HSHWA-D Beta A4 amyloid 21q21 Unknown
HCHWA-I Cystatin C 20p11.2 Proteinase inhibitor
IA Unknown 11q24-25 Unknown
  14q23-31 
  19q13.3 
  2p13 
  1p34.3-p36.13 
PKD1 Polycystin 1 16p Cell–cell interactions
PKD2 Polycystin 2 4q Ion channel
Moyamoya Unknown 3p Unknown
  17q25 
  8q23 
Leptomeningeal Transthyretin 18q11.2-12.1 Thyroxine binding amyloidosis
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and 14q23-31 in two separate large families (Ozturk et al., 
2006). The only other intervals with evidence of significant 
linkage is 19q13.3 in the Finnish population (van der Voet 
et al., 2004), 2p13 in the Dutch family (Roos et al., 2004), 
and 1p34.3-p36.13 in a large family from West Virginia 
(Nahed et al., 2005b). The hope is that one of these loci will 
reveal a gene mutation that will help define the molecular 
biology of IA. Once the underlying genes contributing to IA 
are identified and cellular pathways are outlined, the con-
tribution of molecular factors to the pathophysiology of IA 
will be known. Combining this knowledge with the current 
understanding of the pathophysiology and natural history 
of aneurysm formation and rupture will improve diagnostic 
and therapeutic approaches to this disease.

B. Aneurysms in Polycystic Kidney Disease

Up to 12 percent of patients with Autosomal Dominant 
Polycystic Kidney Disease (ADPKD) have intracranial 
aneurysms, and 5.5 percent will have SAH compared to 
0 percent of nonaffected family members (Belz et al., 2001). 
Eighty-five percent of people with ADPKD have mutations 
in PKD1 on chromosome 16p, and the remaining 15 percent 
have mutations in PKD2 on chromosome 4q. PKD1, or poly-
cystin 1, encodes a protein involved in cell-cell interactions 
and PKD2, or polycystin 2, encodes an ion channel (1994; 
Harris et al., 1995; Mochizuki et al., 1996; Van Adelsberg & 
Frank, 1995). Both proteins are expressed in blood vessels, 
specifically in smooth muscle and endothelial cells. Mouse 
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Figure 13.2 A. Ideogram depicting a family with IA. B. Demonstration of linkage within this family to a locus with a significant LOD score of 4.2. 
C. CT angiogram of an affected individual with familial IA. Note the presence of bilateral aneurysms of the posterior communicating arteries (arrows).
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knockout models of Pkd1 and Pkd2 develop a phenotype of 
vascular leakage and blood-vessel rupture in homozygous 
fetuses from embryonic day 12·5, indicating that these pro-
teins likely play a role in the integrity of vessel walls (Kim 
et al., 2000; Wu et al., 2000). The majority of patients who 
present with SAH or who are found to have IA have muta-
tions in PKD1 (Rossetti et al., 2003).

Patients with ADPKD have different aneurysm and SAH 
characteristics than those with the sporadic form of IA. For 
example, patients tend to be younger at the time of onset 
of SAH, fewer females are affected proportionally, and 
the aneurysms are more commonly of the middle cerebral 
artery rather than the internal carotid in sporadic patients 
(see Figure 13.3) (Bromberg et al., 1995; Ruigrok et al., 
2004, 2005). Mutation analysis in patients with ADPKD 
and IA have shown that the development of aneurysms 
is associated with mutations in the 5' end of the protein, 
a region also shown to correlate with a more severe renal 
phenotype (Rossetti et al., 2003). Current guidelines recom-
mend screening patients over the age of 30 with ADPKD 
for aneurysms, especially if other affected family members 
have ADPKD and IA (Lieske and Toback, 1993; Loeys et 
al., 2006; Mariani et al., 1999; Schievink & Spetzler, 1998; 
ter Berg et al., 1992).

C. Moyamoya

Moyamoya (Japanese word meaning “puff of smoke”) 
describes the angiographic image of proximal intracranial, 
bilateral carotid artery occlusive disease of childhood asso-
ciated with telangiectatic vessels in the region of the basal 
ganglia. Children with this disease often present with neuro-
logical deficits, seizures, and ischemic lesions on MRI (see 
Figure 13.4A). With time, extensive collateral circulation 
develops (from the posterior and external carotid circula-
tions). In adults, these vessels are prone to rupture and older 
patients will present with subarachnoid and intraparenchy-
mal hemorrhage (see Figure 13.4B).

This disease has the highest prevalence in the Japanese 
population and appears to have familial phenotypes. Peak 
age at onset is 10 to 14 years, with a smaller peak of age at 
onset in the forties. The prevalence and incidence are 3.16 
and 0.35 per 100,000 Japanese persons, respectively. The 
estimated prevalence of moyamoya disease in the entire 
Japanese population is less than 0.01%. The prevalence 
of moyamoya disease in offspring and in sibs of patients 
with the disease has been estimated at 2.4 and 3 percent, 
respectively. The incidence in both monozygotic twins is 
80 percent (Goto & Yonekawa, 1992; Hung et al., 1997; 
Kitahara et al., 1979; Wakai et al., 1997; Yonekawa & Kahn, 
2003).

Three separate loci have been mapped using paramet-
ric genetic techniques: chromosome 3p (MYMY1), 17q25 

(MYMY2), and 8q23 (MYMY3). One group performed a 
total genome search to determine the location of a familial 
moyamoya disease gene, studying 16 families and assum-
ing an unknown mode of inheritance. Linkage was found 
between the disease and markers located at 3p26-p24.2 with 
a maximum nonparametric LOD score of 3.46 obtained with 
marker D3S3050 (Ikeda et al., 1999). None of the genes 
have been identified.

D. Cerebral Cavernous Malformation (CCM)

CCMs are sporadic or inherited vascular lesions of the 
brain characterized by closely packed cavernous chambers 
that are filled with blood or thrombus, lined by a single layer 
of endothelial cells separated by a dysmorphic connective 
 tissue matrix (collagen) (Clatterbuck et al., 2001; Wong et al., 
2000). These lesions do not contain any intervening neural 
parenchyma or identifiable mature vessel wall elements such 

Figure 13.3 A. CT scan showing subarachnoid hemorrhage in a patient 
with ADPKD. B. 3D CT angiogram demonstrates multiple irregular berry 
aneurysms of the left MCA (thin arrows) and a fusiform aneurysm of the 
left internal MCA (thick arrow).



Hemorrhagic Brain Disease 195

as smooth muscle or elastin (Clatterbuck et al., 2001; Wong 
et al., 2000). Furthermore, gaps exist between the endothe-
lial cells, devoid of tight junctions that normally would cre-
ate the blood-brain barrier, allowing for the leakage of red 
blood cells into the surrounding brain parenchyma, leading 
to heavy hemosiderin deposits (Clatterbuck et al., 2001). 
These lesions are found primarily in the CNS (brain and spi-
nal cord), but may also be seen in skin, retina, vertebra, and 
liver. The symptoms of these lesions are caused by either 
mass-effect on nearby brain structures or from hemorrhage. 
At baseline, these lesions are “leaky,” as is evidenced by the 
presence of hemosiderin on MRI and pathology. Occasion-
ally, they cause hemorrhage.

Originally considered angiographically occult, this dis-
ease was found to be a common clinical entity with the 
advent of magnetic resonance imaging (MRI). MRIs of 
affected patients reveal characteristic lesions described as 

“popcorn-appearing” of variable signal intensity surrounded 
by a dark ring attributable to hemosiderin on T2-weighted 
images (see Figure 13.5) (Perl, 1993). Both MRI and autopsy 
studies estimate a prevalence of cavernous malformation of 
0.5 percent, although the prevalence of symptomatic dis-
ease is much lower (Del Curling et al., 1991; Otten, 1989). 
Symptomatic patients typically present in the third decade 
of life with headache, seizures, and focal neurological defi-
cits (Robinson et al., 1991, 1993). Treatment ranges from 
therapy with anti-epileptic drugs in patients with seizures, to 
surgical excision of accessible lesions in patients who suffer 
from recurrent hemorrhage or intractable seizures (Barrow, 
1993a, 1993b; Robinson et al., 1991, 1993).

CCM has been widely recognized as a familial disease 
since its original description (Hayman et al., 1982; Kidd and 
Cumings, 1947; Michael and Levin, 1936). Several large 
kindreds affected with autosomal dominant CCM have been 

Figure 13.4 A. FLAIR sequence MRI and angiogram of a child with symptomatic moyamoya. Note the 
presence of multiple ischemic lesions. B. Angiogram of the left internal carotid artery demonstrates intracranial 
arterial occlusive disease and leptomeningeal collateral recruitment. Note the absence of filling of much of the 
ACA and distal MCA branches. C. Angiogram of the left vertebral artery demonstrates reconstitution of flow of 
the MCA and ACA circulation via the posterior circulation. D. CT of an adult with moyamoya who presented with 
intraventricular hemorrhage.



reported, with incomplete penetrance; the proportion of at-
risk offspring of affected subjects developing clinical disease 
is often less than 50 percent (Hayman et al., 1982). Similar 
to other genetic forms of sporadic disease, the inherited form 
of CCM is far more severe, with numerous lesions that have 
a younger age of presentation. Genome-wide linkage anal-
ysis of affected families and positional cloning eventually 
identified three loci with significant LOD scores, CCM1 on 
7q11.2-q21, CCM2 on 7p13 and CCM3 on 3q26.1, that seg-
regate with the disease phenotype (Craig et al., 1998; Gunel 
et al., 1995, 1996b).

Familial cases are particularly evident among Hispanic 
Americans of Mexican descent, with over 50 percent of cases 
having another relative affected with CCM (Rigamonti et al., 
1988). Analysis of these families revealed that Hispanic 
patients with familial CCM have inherited the same set of 
genetic markers, or haplotype, in the portion of 7q linked to 
CCM1, suggesting a “founder-effect” (Gunel et al., 1996a). 
Analysis of the gene mutated in CCM1, KRIT1 (stands for 
Krev1 interaction trapped protein-1) revealed a specific 
mutation (Q455X) inherited from a common ancestor that is 
responsible for the majority of cases in Hispanic Americans 
of Mexican descent. Indeed, all affected with CCM1 have 
mutations in KRIT1. It appears as though the disease phe-
notype is a result of a two-hit model of disease generation, 
where patients with the inherited form of CCM1 are born 
with one mutant KRIT1 allele and one wild-type allele, and 
lose the second allele through a somatic mutation, ultimately 
leading to complete loss of KRIT1 expression in those cells. 
In contrast, it is believed that patients with the sporadic form 

of CCM are born with two normal copies of the KRIT1 gene 
and have to acquire two independent somatic mutations 
within the CCM molecular pathway to form lesions.

KRIT1 was identified from a yeast two-hybrid screen 
using Krev1/Rap1A as bait (Serebriiskii et al., 1997). Krev1 
is a member of the Ras family of GTPases and inhibits GAP-
mediated Ras-GTPase activity (Serebriiskii et al., 1997). 
Thus, Krev1 likely acts as a tumor suppressor in Ras cel-
lular signaling. The role of KRIT1, Ras, and tumor suppres-
sor genes in angiogenesis and the development of the CNS 
vasculature is unknown. Some research has suggested that 
GAP proteins (like Ras) are phosphorylated in response to 
VEGF in cultured endothelial cells to stimulate proliferation 
and angiogenesis (Guo et al., 1995).

Analysis of the sequence and structure of the KRIT1 
protein revealed two functional domains, which pointed to 
a possible cellular role of the peptide. The first of these 
domains is a FERM (4.1 Ezrin Radixin Moesin) domain at 
the C-terminus of KRIT1. This domain previously has been 
demonstrated to play a role in between signal transduction 
and cytoskeletal elements such as microtubules or actin. 
The second domain within KRIT1 is a series of ankyrin 
repeats, which are key players in protein-protein interac-
tions. The combination of these two motifs is unique to 
KRIT1 and points to its role in the maintenance of cell sig-
naling and the cytoskeleton. Mutations leading to the loss 
of function of this protein may disrupt the regulation of 
cell-cell interactions, signaling, adhesion, and cyto-archi-
tecture, all of which are highly important and regulated in 
angiogenesis.
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Figure 13.5 A. Hispanic American family with CCM1. Ideogram depicting patient’s pedigree demonstrates autosomal dominant inheritance. B. Axial 
T2-weighted MRI reveals multiple CCM lesions (arrows) with characteristic hemosiderin signal surrounding the lesion. C. Histological specimen of a cav-
ernous hemangioma. Note the cavern lined by a single layer of endothelial cells (arrow) separated by a dysmorphic collagen matrix.
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Studies have also investigated the functional role of this 
protein in vitro. Using molecular genetic and yeast two-
hybrid technologies, KRIT1 was shown to encode a micro-
tubule-associated protein (Gunel et al., 2002), which also 
interacts with Integrin Cytoplasmic domain-Associated Pro-
tein-1α (ICAP-1α) (Zawistowski et al., 2002, 2005; Zhang 
et al., 2001). Specifically, there may be an additional func-
tional domain at the N-terminus of the protein that inter-
acts with integrins, an NPXY amino acid sequence, which 
in experiments is critical for ICAP-1 binding to β1-integrin 
(Zawistowski et al., 2002). Integrins are important pro-
teins that regulate endothelial cell adhesion and migration 
throughout angiogenesis. They help form the new vessels’ 
lumens and regulate the permeability of the vessel walls. 
Antibodies against the KRIT1 protein showed it colocalizes 
with beta-tubulin within the cytoplasm of endothelial cells 
(Gunel et al., 2002). Knockout studies in mice demonstrate 
that KRIT1 is ubiquitously expressed early in embryogen-
esis and is essential for vascular development.

Homozygous mutant embryos die in mid-gestation and 
the first detectable defects are exclusively vascular in nature, 
where the precursor vessels of the brain become dilated start-
ing at E8.5, reminiscent of the intracranial vascular defects 
observed in the human disease (Whitehead et al., 2004). All 
the studies thus far implicate KRIT1 in integrin-mediated 
cell–cell signaling, endothelial cell–brain or ECM adhesion, 
and cell migration and shape (via microtubules). Further-
more, because CCM lesions do not contain any normal brain 
parenchyma and the KRIT1 protein stains both neurons, 
astrocytes, and endothelial cells (Guzeloglu-Kayisli et al., 
2004), it is unclear if loss of this protein leads to a pertur-
bation of the brain tissue or endothelium or both. Further 
research is needed to shed light on this novel cellular path-
way of angiogenesis.

Using positional cloning an unknown gene, MGC4607 or 
malcavernin, was identified as the causative gene mutated 
in families with CCM2 (Liquori et al., 2003). This gene 
encodes a protein containing a putative phosphotyrosine-
binding (PTB) domain, which is also found in ICAP1-alpha, 
KRIT1’s binding partner. Little is known about the function 
of this gene. Histopathology analysis of CCM2 revealed 
similar patterns of expression in similar cell subtypes as seen 
with KRIT1, specifically within arterial endothelium, but 
not in vascular wall elements such as smooth muscle cells or 
the venous circulation (Seker et al., 2005). Mutations in the 
gene Programmed Cell Death-10, or PDCD10, were shown 
to be associated with the CCM3 phenotype (Guclu et al., 
2005; Liquori et al., 2006; Verlaan et al., 2005). PDCD10 is 
an unknown protein without any functional domain found 
through protein sequence analysis in silico. The function and 
role of this peptide in CCM disease or KRIT1/malcavernin 
signaling is yet to be determined. Because the disease phe-
notypes caused by CCM1-3 are clinically and pathologically 

indistinguishable, it is highly likely that the three proteins 
are involved in the same pathway important for central ner-
vous system vascular development and maintenance (see 
Figure 13.6).

E. Hereditary Hemorrhagic 
Telangiectasia (HHT)

Hereditary Hemorrhagic Telangiectasia (HHT) or Rendu-
Osler-Weber syndrome is an autosomal dominant disease 
that causes vascular malformations prone to hemorrhage in 
multiple systems. Much of what we know about how errors 
in angiogenesis genes can lead to vascular or hemorrhagic 
phenotypes is a result of research in patients with this syn-
drome. HHT lesions demonstrate vascular dysplasia leading 
to epistaxis and recurrent hemorrhage of the skin, mucosa, 
and viscera including the lung, liver, and brain with telan-
giectasias and arteriovenous malformations (AVMs). Cur-
rently, clinical criteria for a diagnosis of HHT is the presence 
of any two of the following: a pattern of autosomal domi-
nance inheritance, telangiectases in the nasal mucosa, recur-
rent epistaxis, or visceral telangiectases.

The incidence of intracranial hemorrhage in patients with 
HHT is believed to be low, and furthermore, patients have a 
good functional outcome after hemorrhage (Maher et al., 
2001). HHT lesions within the CNS are mostly low-grade 
AVMs (Spetzler-Martin Grade I or II) and are frequently 
multiple in number. Seven to 12 percent of patients with 
HHT will have CNS lesions, and female patients are more 
often affected than male patients (Roman et al., 1978; 
Swanson et al., 1999; Willemse et al., 2000). Much contro-
versy exists as to whether or not patients with HHT should 
undergo frequent screening for CNS lesions. By comparison, 
pulmonary arteriovenous fistulae are a much more frequent 
cause of neurological symptoms in this population through 
embolic stroke.

HHT were first noted by Osler in 1901, described as a 
“family form of recurring epistaxis, associated with mul-
tiple telangiectases of the skin and mucous membranes” 
(Osler, 1901). Histopathological and ultrastructural analy-
sis of telangiectasias from the skin and mucosa reveals 
focal dilations of post capillary venules composed of 
prominent stress fibers and pericytes along the adlumi-
nal border (Braverman et al., 1990). There is no reported 
difference between mucosal and cutaneous telangiectases 
and those found in the viscera (Winterbauer, 1964) or the 
neurovasculature (Rothbart et al., 1996). As the patho-
logic AVM grows and develops, the abnormal vessels have 
multiple layers of smooth muscle often without an elastin 
component, and connect through one or more capillaries 
to dilated arterioles (Braverman et al., 1990). The natu-
ral history of the development of these lesions is known 
and begins with the dilation of postcapillary venules in 
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the  dermis. The lumens of these vessels expand and peri-
cytes are recruited to support the walls. The arterioles 
dilate next, but are still connected to the venules through 
a capillary bed. Once the venules become tortuous and 
extensive, the capillary bed disappears and direct fistu-
lae between the arterial and venous side are seen (AVF) 
(Braverman et al., 1990).

Linkage studies have shown that there are two (possibly 
three) mutated genes that cause the disease phenotype. The 
first gene, HHT1, was mapped to 9q34.1 (McDonald et al., 
1994), and a second group of families showed linkage to a 
second locus, HHT2, on 12q11-q14 (Johnson et al., 1995). A 
third locus was later shown within a 5.4-cM disease interval 
at 5q31.3-5q32 (Cole et al., 2005). Positional cloning identi-
fied that a gene coding for endoglin, a transforming growth 
factor—beta (TGF-β) binding protein—was mutated in 
affected individuals with HHT1 (McAllister et al., 1994). 
In similar fashion, loss-of-function mutations were found 
in the activin receptor-like kinase 1 gene, Acvrl1 (or ALK1), 
a type I serine-threonine kinase receptor for the TGF-β 
superfamily of growth factors within the HHT2 locus on 
12q11-q14 (Berg et al., 1997). The gene mutated in HHT3 
is unknown. Both Acvrl1 and endoglin are expressed pri-
marily by endothelial cells and are required as receptor-
partners for TβRI and II to maintain the balance between 
the previously mentioned positive and negative biphasic 
effect TGF-β signaling has on angiogenesis (Shovlin et al., 
1997).

F. Endoglin and ALK1

The process of angiogenesis can be described by a hier-
archy of control, activation, and completion, also known as 
an angiogenic switch (Pepper, 1997). It is likely that ALK1, 
endoglin, and the TGF-ß RI and II proteins play a large role 
in the regulation and control of this switch. Endoglin, a Type 
III TGF-β receptor, is a member of a family of cell surface 
receptors that are among the most densely expressed recep-
tors across a given cell’s surface (Massague, 1992). Endo-
glin, specifically, is a membrane glycoprotein expressed in 
limited amounts in organ tissues, but is found in high levels 
predominately in vascular endothelial cells and in hematopoi-
etic cell types (Li et al., 1999). The endoglin gene codes for a 
561 amino acid protein, including the cell localization signal 
peptide, multiple extracellular N and O-linked glycosylation 
sites, and a 47 amino acid cytoplasmic domain that can vary 
in length due to alternative splicing events (Gougos, 1990). 
The native protein exists as a homodimer linked by multiple 
cystein–cystein bonds (Barbara et al., 1999). Endoglin nul 
mice (–/–) do not survive past E11.5 (11.5 days after fer-
tilization); these knockout mice are three times smaller and 
exhibited a profound absence of vascular organization (Li 
et al., 1999). Endothelial cells in the primary capillary plexus 
do not mature into structured vessels and cannot recruit ves-
sel wall elements such as smooth muscle cells. Therefore, 
endoglin is not necessary for vasculogenesis in the embryo; 
however, it is crucial to the later phases of angiogenesis.
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Interestingly, in the absence of endoglin expression, 
Flk-1, Flt-1, Tie1, and Tie2, in addition to TGF-β expres-
sion, are all unchanged. This implies that endothelial cell 
differentiation from precursor cells is not solely regulated by 
endoglin, but given the severity of the phenotype in the nul 
mice, each piece of the angiogenesis puzzle is vital to vascu-
lar organization in the developing embryo. As expected, the 
vascular structures seen in the knockout mice are deficient 
in the maturation stage of angiogenesis as vascular smooth 
muscle precursors were absent from supporting structures 
of the nascent capillary networks. Endoglin, though without 
any innate signaling ability, readily binds to RI/RII or ALK1/
RII dimers, likely regulating their activity.

ALK1, similar to endoglin, is an endothelial cell receptor 
for members of the TGF-β superfamily. ALK1, interestingly, 
shows little or no activity in response to all TGF-β protein 
subtypes. However, when bound as a chimeric heterodimer 
to the TGF-β Type I receptor, ALK1 signaling activity mark-
edly increases in response to TGF-ß1 and -ß3 but not -ß2 
(Lux et al., 1999). Cellular signaling dependent upon het-
erodimer binding specificity with TGF-β Type I receptors 
is a result seen with functional experiments using endoglin, 
lending further support to the notion that endoglin and ALK1 
are in the same molecular and developmental pathway—
each able to keep TGF-ß positive and negative angiogenic 
signaling in check (see Figure 13.7). ALK1, when activated, 
inhibits proliferation, migration, and adhesion of endothelial 
cells (Lamouille et al., 2002). The conclusion is that ALK1 is 

required to terminate angiogenesis. Alternatively, antisense 
directed against ALK1 enhances cell migration, whereas 
activated TGF-ß RI decreases migration, possibly arguing 
for a role in angiogenesis initiation (Goumans et al., 2002). 
It is postulated, though not yet confirmed, that mutations in 
endoglin or ALK1 result in unopposed or unregulated TGF-ß 
RI signaling and premature angiogenesis termination/resolu-
tion.

Acvrl1 (ALK1) nul (–/–) mice are also embryonic lethal 
(Srinivasan et al., 2003; Urness et al., 2000). At E9.5, the –/– 
animals failed to form distinct vitelline vessels in their yolk 
sacs and the vessels present were a meshwork of intercon-
nected and homogenous endothelial tubes. Furthermore, the 
mice showed primary arterial-venous shunting of the cen-
tral vascular tree with subsequent disruption of endothelial 
remodeling and vascular smooth muscle cell development 
(Srinivasan et al., 2003; Urness et al., 2000). Combined with 
the endoglin data, the process of angiogenesis and early 
vascular development can be broken down into a couple of 
distinct, but critical processes. First, proteins like VEGF, and 
other growth factors must differentiate the angioblasts and 
vascular stem cells into the endothelial tubes that form the 
vitelline capillary plexus of the yolk sac and the central vas-
cular tree (Pepper, 1997). Second, the assignment of arterial-
venous identity must occur to create the mature circulatory 
system, a process dependent on ALK1 and TGF superfamily 
cytokines (Urness et al., 2000). ALK1, similar to endoglin, 
plays a  crucial role in angiogenesis, vessel turnover, and 

Figure 13.7 HHT/endoglin/ALK1 pathway.
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venous- arterial designation through the maturation of new 
blood vessels, again supporting theories about the formation of 
AVMs.

Heterozygous mice (+/−) develop HHT lesions with age 
(Bourdeau et al., 1999; Srinivasan et al., 2003). These lesions 
are highly similar on pathology to those seen in humans, 
and frequently demonstrate hemorrhage. Only 40 percent 
of mice will develop these lesions and the development of 
these lesions is mouse-strain dependent. These results led 
investigators to speculate about the development of these 
lesions given an autosomal dominant inheritance pattern and 
tissue specific phenotypes. Although most favor a loss-of-
heterozygosity model, the presence of endoglin protein in 
HHT1 lesions argues to the contrary (Bourdeau et al., 2000). 
It appears as though the lesions develop as a result of defec-
tive endothelium remodeling rather than as a proliferative 
or lack of angiogenesis control phenotype. More favor the 
argument that these lesions are “triggered” in response to 
inflammation, injury, stress, or hypoxia, all factors that can 
initiate angiogenesis and vascular remodeling. Currently, 
research is examining whether or not polymorphic mutations 
in endoglin, ALK1, and the other receptors for TGF-ß play 
a role in disease phenotypes such as intracranial aneurysms, 
pulmonary hypertension, and other disorders of the adult 
vascular system.

V. Secondary Hemorrhagic 
Brain Diseases

A. Inherited Cerebral Amyloid Angiopathies

Cerebral amyloid angiopathies are defined by the pres-
ence of amyloid deposits in the walls of cerebral blood ves-
sels. Amyloid is the aggregation of protein in the form of 
ß pleated sheets that are frequently seen in aging and are 
insoluble, hence the deposition. In sporadic cases, adults in 
the sixth or seventh decades of life present with large, lobar 
brain hemorrhages. On MRI, prior brain hemorrhages are 
seen in the form of hemosiderin staining of the brain (see 
Figure 13.8).

Hereditary cerebral hemorrhage with cortical amy-
loid angiopathy (HCHWA) was one of the first Mendelian 
forms of stroke to be characterized on the molecular level. 
Hereditary cerebral hemorrhage with cortical amyloid angi-
opathy is subcategorized into two subsets: the Dutch type 
(HCHWA-D) and the Icelandic type (HCHWA-I). Serial 
studies of these populations showed sclerosis and amyloid-
like deposits in the small arteries and arterioles in the cortex 
and covering arachnoid, similar to, though far more severe 
than the sporadic form (Jensson et al., 1987; Luyendijk et al., 
1988). The pathological vessels in these two diseases often 
are distributed irregularly and clustered in the cortex. The 
Icelandic type of HSHWA is caused by the L68Q mutation 

(a  substitution at amino acid position 68 of a glutamine for 
a leucine) in the cystatin C gene, a proteinase inhibitor, on 
chromosome 20p11.2. Cystatin C is an abundant extracellu-
lar inhibitor of proteinases that incidentally also has reduced 
expression in atherosclerotic blood vessel walls and aneu-
rysm lesions (Shi et al., 1999). In HCHWA-I, the mutant 
form of this protein deposits within the walls of the affected 
vessels and leads to the hemorrhagic stroke phenotype (Jen-
sson et al., 1987). The glutamine substitution destabilizes 
alpha helical structures, exposing a tryptophan residue to 
a polar environment, unfolding the protein and leading to 
amyloid deposits. Nearly 20 percent of patients with the Ice-
landic type of HSHWA present with fatal hemorrhage by the 
age of 35, and most die by the age of 50.

The Dutch type of HSHWA is caused by the E693Q muta-
tion in the beta A4 amyloid precursor protein gene on 21q21 
(Levy et al., 1990). Two-thirds of patients with the Dutch 
type of HSHWA present with fatal cerebral hemorrhage, and 
the remaining one-third suffer from severe vascular demen-
tia. The mechanism by which these proteins form amyloid 
plaques is unknown. The hope is that through further insight 
into these severe, inherited forms of the disease, an under-
standing of the common, sporadic form will be gained.

Mutations in the transthyretin gene on 18q11.2-12.1 
cause familial amyloid polyneuropathy leading to amyloid 
deposit and destruction of small-fiber and autonomic nerves. 
Numerous amino acid polymorphic substitutions have been 
found within the transthyretin gene that cause leptomenin-
geal amyloidosis (Brett et al., 1999; Garzuly et al., 1996; 
Hirai et al., 2005; Jin et al., 2004; Uemichi et al., 1997). Sim-
ilar to the amyloid deposits seen in HSHWA, amyloid depos-
its are seen in the leptomeningeal vessels of these patients 

Figure 13.8 Patient with amyloid angiopathy. CT demonstrates large 
lobar hemorrhage in the left occipital lobe. A smaller, resolving prior 
 hemorrhage can be seen in the right occipital lobe.



leading to small vessel disease, thrombosis, and recurrent 
subarachnoid hemorrhage. Again, the pathogenesis of this 
disease is unknown.

B. Clotting Disorders

Deficiencies in numerous clotting disorders predis-
pose patients to various bleeding dyscrasias (see Fig-
ure 13.9A). Patients with mutations in genes that code 

for Factors V (parahemophilia), VII, VIII (hemophilia 
A), and XIII are all at risk of intracerebral hemorrhage. 
Often, patients with a deficiency in one of these factors 
will present early in childhood with bruising or uncon-
trollable bleeding. Occasionally, intraventricular bleeds 
will occur in infants at birth and spontaneous intracra-
nial  hemorrhages will occur throughout childhood. Minor 
traumas throughout life can result in catastrophic intra-
cranial hemorrhage.
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Figure 13.9 A. Clotting cascade. B. Table with genetic defects that lead to clotting disorders. C. CT scan demonstrating venous infarction and hemorrhage. 
D. MR venogram demonstrating thrombosis of transverse, sigmoid, jugular, and portions of the sagittal sinus in a patient with Factor V Leiden mutation.
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Cerebral Venous Thrombosis (CVT) is a relatively com-
mon cause of stroke and its risk factors include smoking, 
dehydration, use of oral contraceptive medications, and 
pregnancy, and family history of venous thrombosis (either 
of the brain or deep venous system of the extremities (DVT)) 
(Ciccone & Citterio, 2001). When a cortical vein thrombosis 
occurs within the brain, patients are at risk of venous infarc-
tion from capillary congestion and subsequent subarachnoid 
hemorrhage from vessel rupture (see Figure 13.9B). There 
are many mutations in various genes that play a role in the 
clotting cascade that predispose patients to clotting disorders 
and venous thrombosis. The most common of these muta-
tions is the Factor V Leiden mutation. A single base-pair 
mutation in the Factor V gene (G1691A) destroys the pro-
teins for an inactivating enzyme known as Protein C. Harbor-
ing this mutation puts patients at marked risk of developing 
not only DVT but CVT as well (Martinelli et al., 1998; Zuber 
et al., 1996). One study showed that the odds ratio (OR) of 
developing a CVT with the Factor V Leiden mutation is 7.8 
(Martinelli et al., 1998).

Another mutation that predisposes patients to DVT and 
CVT is the G20210A mutation of prothrombin. The pres-
ence of this mutation results in an OR of 10 for CVT and 
with concomitant oral contraceptive use, the OR increases 
to 150 (Martinelli et al., 1998). Conversely, in patients who 
take oral contraceptives, if they harbor a mutation such as 
Factor V Leiden, Protein C or S deficiency, or antithrombin 
deficiency, their risk of CVT is 30-fold higher than women 
on oral contraceptives without any prothrombotic disorder 
(de Bruijn et al., 1998a, 1998b).

VI. Future Research

Much remains unknown in our understanding of hemor-
rhagic diseases of the brain. The pathways by which angio-
genesis is altered or disrupted, predisposing someone to 
sporadic forms of vascular lesions or brain hemorrhage, is 
currently being uncovered. From what we know thus far, 
perturbations in angiogenesis, specifically endothelium 
structure, maintenance, and regulation can result in severe 
phenotypes. Given the information at hand, we can counsel 
our patients and their families harboring disease alleles or 
genes at a young age and potentially intervene early through 
the screening of potentially affected relatives. As we enter 
a new era where our ability to diagnose and treat these 
lesions, not only through surgical means, but also with mini-
mally invasive techniques like stereotactic radiosurgery and 
endovascular technologies, the molecular data will enhance 
our knowledge of how these lesions grow and change through 
the life of a patient. The next era of medicine will usher in 
a biological therapy phase where we will be able to alter the 
clinical progression of these diseases through drugs, gene 

delivery, or gene modification. The ultimate goal is to initi-
ate primary therapies soon after birth to dramatically change 
the natural history of hemorrhagic brain diseases and sub-
stantially reduce the morbidity and mortality associated with 
them.
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 IV. Molecular Adaptations after SCI

 V. Conclusions

There is perhaps no neurological event more sudden 
and devastating than traumatic spinal cord injury (SCI); 
one moment of misfortune becomes a lifetime of disabil-
ity. Many victims of SCI exhibit great courage and hope in 
the face of their limitations. Over the past decade, tremen-
dous strides have been made toward fulfilling that hope. 
 Continued progress in understanding the mechanisms that 
prevent regeneration or otherwise limit functional recov-
ery in the injured adult spinal cord has led to new therapies 
that may be applied not only to SCI, but to other previously 
untreatable neurological conditions as well. We will discuss 
approaches to overcoming inhibitors of axon regeneration, 
cellular transplantation to replace lost neurons and glia, and 
the molecular adaptations made by surviving neurons.

Prior to discussing these molecular advances, we will 
briefly review the clinical epidemiology, prognosis, pathology, 
and current treatment for SCI patients.

I. The Current Clinical Picture

A. Epidemiology

This year, there will be approximately 11,000 new cases 
of spinal cord injury in the United States alone. It is estimated 
that approximately 250,000 people are living with SCI in the 
United States today (National Spinal Cord Injury  Statistical 
Center (NSCISC), 2006). The annual cost of  spinal cord 
injuries in 1996 was estimated to be $9.73 billion, includ-
ing $2.6 billion in lost productivity; the emotional costs are 
 inestimable (Sekhon & Fehlings, 2001).

Motor vehicle accidents cause nearly 50 percent of 
spinal cord injuries, followed in frequency by falls, vio-
lence, and recreational injuries, of which diving is the 
most common cause (NSCISC, 2006). In some urban 
areas, violence is the leading cause of spinal cord injury, 
whereas in those 60 and older, falls account for more 
than 50 percent of spinal cord injuries. Since 2000, 79.6 
percent of spinal cord injuries have occurred in males, 
although there has been a slight trend away from males 
over the past two decades (NSCISC, 2006). The aver-
age age at injury has risen to 37.6 years as compared 
to 28.7 years during the 1970s; the mode is 19 years 
(NSCISC, 2006).

The most common type and severity of spinal cord injury 
upon discharge from the hospital is incomplete tetraplegia, 

▼ ▼
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representing 34.5 percent of cases, followed by complete (no 
sparing of sacral sensation) paraplegia (23.1%), complete 
tetraplegia (18.4%), and incomplete paraplegia (17.5%). The 
most common neurological levels of injury on admission are 
C4–C6, whereas the most common level for paraplegia is 
T12 (NSCISC, 2006).

B. Prognosis

Life expectancy for the victim of SCI depends on his or 
her age at time of injury and the severity of the injury. For 
one who suffers a T12 complete injury at age 20, he or she 
can expect to live until age 65, 13 years less than expected 
for his or her noninjured peer group. If any motor function is 
preserved, however, he or she has a nearly normal life expec-
tancy (NSCISC, 2006).

Several studies have shown that one can predict return 
to independence, mobility, and even employment with 
knowledge of the severity and type of SCI (Burns & 
Ditunno, 2001). Briefly, those with C1–C4 neurological 
levels of injury will need assistance with all activities of 
daily living (ADLs) including bed mobility and transfers. 
With lower neurological level comes more independence; 
beginning from C7 injury, those living with SCI can per-
form transfers independently and wheelchair propulsion 
becomes possible, making employment outside of the 
home much more likely. Even those with a complete SCI 
have a 70 percent likelihood of regaining one additional 
neurological level of function within the first year, and 
patients with initial grade 1 or 2 motor strength at a given 
neurological level have a nearly 100 percent chance of 
attaining strength of 3 or greater within one year (Burns 
& Ditunno, 2001).

Approximately 45 percent of those living with SCI 
become employed between one and 30 years post-injury 
(NSCISC, 2006). With regard to ambulation, although only 
5 percent of complete paraplegics regain the ability to walk, 
one study reported a 76 percent return to community ambu-
lation in incomplete paraplegics (Waters et al., 1994).

C. Pathology

The pathophysiological consequences of SCI continue 
to evolve after the moment of impact. These changes are 
 generally classified into acute, early, and late phases of 
 secondary injury.

1. Acute (seconds)

Direct trauma damages axon tracts and segmental gray 
matter, along with small blood vessels in the  vicinity (Amar 
& Levy, 1999; McDonald & Sadowsky, 2002). Hemorrhage 
increases local hydrostatic pressure, which contributes to 
ischemia at the injury site (Amar & Levy, 1999). The rapid 
onset of ischemia contributes to the phenomenon of spinal 

shock, a period of flaccid areflexic paralysis that can last 
from hours to weeks (McDonald & Sadowsky, 2002).

2. Early (minutes to weeks)

The events triggered by the initial impact progress dur-
ing the early phase. Previously sequestered electrolytes and 
neurotransmitters spill from dying cells, resulting in a vastly 
altered extracellular environment (McDonald & Sadowsky, 
1999). Increased extracellular neurotransmitter concentra-
tion elicits extraneous action potential firing from surviv-
ing neurons, exacerbating already altered ionic gradients. 
 Depolarization after injury activates a persistent sodium 
conductance along axons within white matter tracts which, in 
turn, triggers calcium-importing “reverse” sodium-calcium 
exchange (Imaizumi et al., 1997; Stys et al., 1992, 1993). 
To maintain physiologic intracellular ion concentrations 
and membrane potential, cells expend more energy on ion 
pumps and exchangers such as the Na+/Ca++ ATPase (Amar 
&Levy, 1999). Despite these homeostatic mechanisms, 
membrane potential remains partially depolarized. This 
triggers calcium entry through NMDA receptors found not 
only in neurons but on oligodendrocytes as well (Amar & 
Levy, 1999; Wong, 2006). Increased intracellular calcium 
stimulates further glutamate release and reactive oxygen 
species (ROS) production, feeding the cycle of spreading 
depolarization and cellular damage (Amar & Levy, 1999). 
Inevitably, the combined stress of decreased energy supply 
and vastly increased demand leads many initially  surviving 
neurons to suffer an excitotoxic demise (Amar & Levy, 
1999).

The more that is discovered about inflammation’s role in 
SCI, the more complex and even contradictory the interpre-
tations become. Multiple cell types release either beneficial 
or harmful modulators over distinct but overlapping time 
courses. Though inflammation is necessary to phagocytose 
and otherwise dispose of debris from the injury site, signifi-
cant  collateral damage occurs via ROS; other cytotoxins 
are released by astrocytes, neutrophils, and lymphocytes; 
and excessive phagocytosis by macrophages and microg-
lia (Schwab & Bartholdi, 1996). However, inflammatory 
responses mediate beneficial effects toward neuroregen-
eration as well. Preactivated macrophages foster improved 
recovery in animal models of SCI, and are currently in human 
clinical trial (Proneuron) (Knoller et al., 2005;  Rapalino 
et al., 1998).

3. Late (months)

Further cell death, demyelination, and macroscopic struc-
tural changes can exacerbate neurological dysfunction even 
years after injury. The glial scar poses both mechanical and 
molecular barriers to regeneration, as detailed later. Oligoden-
drocyte cell death results in spreading demyelination, lead-
ing to conduction block in otherwise intact axons  (Waxman, 
1992). Furthermore, the profile of sodium and other channels 
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normally clustered at nodes of Ranvier in uninjured axons 
redistributes, as described later in this chapter.

Ironically, some of the larger structural changes that 
occur during the late phase are less well understood 
than many molecular pathophysiological events. A large 
fluid-filled cavity, known as a syrinx, can form or enlarge 
months or years after injury, disfiguring portions of the 
cord that had previously been stable (Schurch et al., 
1996).

D. Current Modes of Treatment

Essentially all modes of treatment for SCI patients to 
date have attempted to stabilize the injury and limit the 
degree of secondary damage. Pharmacologically, high-dose 
methylprednisolone (MP) has been the only agent widely 
recommended for use in acute SCI patients (Bracken 
et al., 1990, 1992). MP has many proposed mechanisms of 
action, including inhibition of lipid  peroxidation, decreased 
ROS production, decreased production of harmful cyto-
kines such as TNFα, and antagonizing myelin breakdown 
(Banik et al., 1997; Hall, 1991; Liu & McAdoo, 1993; Xu, 
1998).

The landmark nature of the trials that popularized the 
MP protocol has steadily transformed into a land mine of 
controversy—debate continues over the significance of the 
clinical benefit derived, the risks of harmful side effects, and 
reproducibility of the data itself (Hurlbert, 2001). Despite 
the weakness of the evidence supporting the use of high-
dose MP in SCI, it remains the most rigorously tested SCI 
 treatment to date.

Aside from MP, only GM-1 ganglioside has shown 
promising results in multiple human clinical trials for SCI 
(Fehlings & Bracken, 2001; Geisler et al., 2001). GM-1 is a 
natural cell membrane constituent that, when provided exog-
enously, improves neuronal survival and outgrowth through 
a  multitude of proposed mechanisms (Geisler et al., 2001). 
Several other drugs attempting to convey some of MP’s 
more beneficial effects are being tested for SCI, including 
minocycline, riluzole, and polyethylene glycol (Fehlings & 
 Baptiste, 2005).

As previously stated, none of these drugs addresses the 
fundamental target for reversing the damage done by SCI: 
facilitating the regeneration of injured spinal cord fibers 
and connections, and the conduction of action potentials 
along ascending and descending axons that have main-
tained continuity through the level of the lesion but fail to 
conduct due to demyelination. This goal was considered 
unattainable for millennia, but our increased understanding 
of the mechanisms blocking regeneration and the devel-
opment of the CNS itself, and of mechanism underlying 
restoration of conduction along demyelinated axons, has 
allowed a new generation of regenerative drugs to appear 
on the horizon.

II. Surmounting Barriers to 
Axon Regeneration

A variety of barriers, both cell-autonomous and extrin-
sic to injured neurons, limit mammalian CNS regeneration 
and plasticity. The most exciting and best described recent 
advances are discussed here.

A. Myelin-Associated Inhibitors

Many of the most fruitful recent discoveries in SCI have 
dissected the differences between the central and peripheral 
nervous systems that underlie their contrasting abilities to 
regenerate. David and Aguayo resurrected a line of research 
originally initiated by Tello and Cajal by bridging the medulla 
with the thoracic spinal cord using sciatic nerve grafts (David 
& Aguayo, 1981). M. E. Schwab and colleagues went on 
to characterize the inhibitory nature of CNS myelin itself, 
develop a monoclonal antibody (IN-1) that blocked CNS 
myelin’s inhibitory activity in vitro, and eventually identified 
two myelin proteins with specific nerve inhibitory activity 
(Caroni & Schwab, 1988). Concurrently, myelin-associated 
glycoprotein (MAG), found in both peripheral and central 
myelin, was identified as a distinct myelin-associated inhibi-
tor (MAI) in 1994 (McKerracher et al., 1994). However, 
genetically MAG-deficient mice showed no improvement in 
SCI recovery, arguing against MAG’s relevance as an MAI 
in vivo (Bartsch, 1995).

In 2000, the gene encoding the major antigen for the 
IN-1 antibody was identified and termed Nogo (Chen 
et al., 2000; GrandPre et al., 2000; Prinja et al., 2000). 
Nogo-A, the longest of three isoforms, blocks neurite out-
growth in vitro through two separate domains, Amino-Nogo 
and Nogo-66 (Chen et al., 2000; Fournier et al., 2001) (see 
Figure 14.1). The Nogo-66 Receptor-1 (NgR1) mediates 
Nogo-66 inhibition, whereas the receptor mediating Amino-
Nogo’s inhibitory potential remains unidentified (Fournier 
et al., 2001). NgR1 is a glycophosphatidylinositide (GPI)-
linked molecule that lacks a transmembrane domain; as such, 
it requires a coreceptor to transduce its signal. Though many 
putative NgR1 coreceptors have been identified (including 
p75NTR, LINGO-1, and Taj/Troy), the overall picture remains 
unresolved (Mi et al., 2004; Shao, et al. 2005; Wang et al., 
2002).

In an unexpected development, MAG and Nogo were 
found in 2002 to interact with overlapping portions of NgR1 
(Domeniconi et al., 2002; Liu et al., 2002). Oligodendrocyte-
myelin glycoprotein (OMgp) was then identified as a third 
major MAI that signals via NgR1 (Wang et al., 2002). These 
findings were all the more surprising due to the fact that 
Nogo, MAG, and OMgp do not share structural similarity.

NgR1’s identification as a common mediator of CNS 
myelin’s inhibitory properties sparked tremendous optimism 
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in targeting NgR1 with antagonists to improve regeneration 
following SCI. Scientists have aimed at the Nogo/NgR1 
pathway with several types of weapons: genetic, immune 
(antibodies), and pharmacological (peptides). Most of these 
approaches have demonstrated substantial relief of neurite 
outgrowth inhibition in vitro; we will review in vivo experi-
ments in more detail.

Genetic deletion of Nogo-A does not appear to affect over-
all CNS development, but resulted in improved regeneration 
of the corticospinal tract (CST) in mice subjected to thoracic 
dorsal hemisection (Simonen et al., 2003).  Importantly, the 

Nogo-B isoform is upregulated in this line of mice  (Simonen 
et al., 2003). Further studies comparing the effects of Nogo-A 
deletion in different genetic strain backgrounds confirmed 
significantly improved CST regeneration in mice lacking 
Nogo-A (Dimou et al., 2006). A separate line of mice in 
which both Nogo-A and Nogo-B are deleted also showed 
normal development and improved CST regeneration fol-
lowing thoracic dorsal hemisection (Kim et al., 2003). 
However, another Nogo-A/B knockout line showed no his-
tological improvement following dorsal hemisection (Zheng 
et al., 2003). Multiple factors may underlie the discrepant 
results among different knockout lines created in different 
laboratories. Published data indicate that both strain back-
ground (Dimou et al., 2006) and age (Kim et al., 2003) 
influence the penetrance of the regenerative phenotype. It 
is also likely that specific Nogo-knockout alleles confer 
different phenotypes (our unpublished data). It should be 
noted that myelin derived from all three Nogo knockout 
lines shows reduced inhibitory action toward wild-type 
neurons in vitro (Kim et al., 2003; Simonen et al., 2003; 
Zheng et al., 2003).

Mice lacking NgR1 expression show different degrees of 
regeneration among different spinal cord tracts. They do not 
show improved CST regeneration following thoracic tran-
section (Kim et al., 2004; Zheng et al., 2005), but improved 
locomotor recovery does correlate with a significant degree 
of rubrospinal and raphespinal tract regeneration (Kim et al., 
2004). Mice lacking all three major MAIs currently are being 
characterized.

IN-1, the first anti-Nogo antibody, has reproducibly dem-
onstrated beneficial effects on nerve regeneration both in 
vitro and in vivo. Implantation of IN-1 secreting hybridoma 
cells improves anatomical regeneration, locomotor perfor-
mance, and electrophysiological function in multiple rat SCI 
models (Bregman et al., 1995; Merkler et al., 2001; Schnell 
& Schwab, 1990). A humanized anti-Nogo-A monoclo-
nal antibody is effective in nonhuman primate SCI, and is 
 entering clinical SCI trials (Freund et al., 2006).

Stimulating endogenous production of anti-Nogo anti-
bodies via vaccination with a Nogo-A derived peptide con-
ferred partial protection against spinal cord contusion in rats 
(Hauben et al., 2001). No evidence of unwanted autoim-
mune reactions has been observed to date using this vaccine 
approach (Hauben et al., 2001; Merkler et al., 2003).

In a different approach to antagonizing the Nogo-NgR1 
pathway, peptides binding to or mimicking NgR1 have 
been engineered to act as decoys for NgR ligands. A pep-
tide  composed of the first 40 residues of the Nogo-66 
domain (NEP1-40) competitively antagonizes NgR1-ligand 
 interactions, improving axon outgrowth on myelin in vitro 
and CST regeneration following dorsal hemisection in rats 
(GrandPre et al., 2002). Importantly, NEP1-40 improves 
recovery even when administered systemically one week 
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Figure 14.1 Inhibitors of Axonal Regeneration. A schematic illustrates 
the myelin and astroglial molecules limiting axonal regeneration after SCI. 
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expressing Nogo, MAG, and OMGP. An axonal membrane is illustrated 
below with receptors and signal transduction cascades leading to reduced 
axonal extension. The agents in the green boxes have shown efficacy to 
improve recovery from experimental SCI.
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following rodent SCI, better replicating actual clinical sce-
narios (Li &  Strittmatter, 2003).

Intrathecal administration of a soluble version of NgR1’s 
ectodomain (NgR(310)ecto-Fc) has led to improved CST 
and raphe pinal regeneration following dorsal hemisection in 
rats, correlating with improved motor recovery and electro-
physiological conduction (Li et al., 2004) (see  Figure 14.2). 
NgR(310)ecto-Fc also improves recovery in a rat middle 
cerebral artery occlusion model of stroke (Lee et al., 2004). 
In the most stringent test to date, NgR(310)ecto-Fc improves 
recovery of motor function after a clinically relevant contu-
sive injury even when therapy begins three days after injury 
(Wang et al., 2006).

Clearly, pharmacological Nogo or NgR1 blockade pro-
duces more dramatic and reproducible recovery than genetic 
deletion of either Nogo or NgR1. This suggests one or more 
nonmutually exclusive possibilities: that developmental 
absence of Nogo or NgR1 leads to altered expression of com-
pensatory Nogo homologs or alternative pathways; or that 
pharmacological agents may mediate “off-target”  inhibition 

of these compensating molecules (Teng & Tang, 2005). In 
addition, the lack of CST regeneration in NgR1 knockout 
mice may indicate that the Amino-Nogo receptor plays a 
crucial role in blocking CST regeneration; or that the major 
MAIs themselves may mediate “off-target” effects, either on 
other NgR isoforms or potentially non-NgR pathways (Kim 
et al., 2004; Venkatesh et al., 2005; Zheng et al., 2005).

More recently, several other proteins previously character-
ized as developmental axon guidance molecules have been 
shown to reside in adult myelin as well, contributing growth-
inhibiting signals in the context of injury. EphrinB3 is a 
member of the two-way Ephrin-Eph signaling family that has 
been previously implicated in retinotectal mapping and CST 
development (Kullander et al., 2001). EphrinB3 is expressed 
by adult spinal cord myelin and inhibits neurite outgrowth in 
vitro, but has not yet been confirmed to act as an MAI in vivo 
(Benson et al., 2005). Repulsive guidance molecule (RGM), 
also well-characterized for its role in retinotectal pathway 
development, recently has been demonstrated to act as an 
MAI as well (Hata et al., 2006;  Rajagopalan et al., 2004). 

Figure 14.2 Local administration of soluble NgR(310)ecto-Fc stimulates the regeneration of CST 
fibers into the caudal spinal cord after dorsal hemisection. (A) Schematic drawing of a transverse and 
sagittal spinal cord demonstrates the location of spinal cord dorsal hemisection showed in panel (B, C). (B, 
C) Parasagittal section near the transection (large arrow) from a NgR(310)ecto-Fc-treated rat illustrates an 
individual fluorescently labeled regenerating dCST axon (small arrows) extending into distal spinal cord 
and forming branched sprouts in gray matter (higher magnification in C). Fibers were anterogradely labeled 
from cerebral cortex biotin-dextran injection sites. Dorsal is up and caudal is right. (D-G) Parasagittal 
section containing the transection site (arrow) from a different NgR(310)ecto-Fc treated rat illustrates the 
transection of BDA-labeled dCST fibers (dark reaction product) and some branched, sprouting fibers cau-
dal to the hemisection site. Higher magnification of these areas in E, F, and G demonstrates the meandering 
course of the regenerating CST fibers. Dorsal is up and caudal is right. No caudal branching CST fibers 
similar to those in these micrographs are observed in control spinal injured rats. For details see publication 
by Li et al. (2003).
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Anti-RGM antibodies improved CST regeneration and SCI 
recovery in rats (Hata et al., 2006).

B. The Glial Scar and Chondroitin 
Sulfate Proteoglycans

The astroglial scar is the second major extrinsic inhibi-
tor of axon regeneration. It is a complex structure com-
posed of astrocytes, oligodendrocytes, microglia, precursor 
cells, and the secreted proteins of all these cell types (Faw-
cett & Asher, 1999). In the wake of the CNS inflamma-
tory response, these cells migrate into the injury site, and 
astrocytes weave a tight mesh of projections that mechani-
cally bars axons from penetrating the lesion. Astrocytes, 
in conjunction with oligodendrocytes and O2A precursors, 
secrete chondroitin sulfate proteoglycans (CSPGs) into the 
extracellular matrix; CSPGs currently are thought to be the 
most important glial scar mediator of axon inhibition (Silver 
& Miller, 2004; Yiu & He, 2006).

CSPGs are a constituent of extracellular matrix (ECM) in 
all tissues. Their large, sulfated glycosaminoglycan (GAG) 
side chains provide structural support to the ECM. Their 
highly regulated spatiotemporal patterns of expression dur-
ing CNS development demonstrate their crucial role in the 
CNS as mediators of cell migration, axon outgrowth, and 
limiting plasticity at the end of development (Bandtlow & 
Zimmermann, 2000; Pizzorusso et al., 2002).

Several groups have demonstrated the inhibitory char-
acter of CSPGs in vitro (Yiu & He, 2006). CSPG expres-
sion increases sharply after CNS injury (Asher et al., 2002). 
In assays of cultured chick dorsal root ganglion neurons 
on alternating stripes of CSPGs and laminin, DRG axons 
have a distinct preference for laminin, and turn or stop when 
they encounter CSPGs (Snow et al., 1990). Digesting the 
 chondroitin sulfate (CS) side chains with the enzyme chon-
droitinase ABC (ChABC) releases this inhibition (Snow et 
al., 1990). Dou and Levine (1994) showed that NG2 inhib-
its neurite outgrowth from rat cerebellar cultures even when 
mixed with laminin or Ng-CAM/L1, a permissive substrate, 
and this inhibitory effect cannot be overcome until laminin 
is 10 times in excess of NG2. Interestingly, they found that 
digestion with ChABC had no effect on NG2’s ability to 
inhibit outgrowth, and Fiedler and colleagues found that 
antibody inhibition of NG2 core protein increased neurite 
outgrowth (Fidler et al., 1999).

These findings make CSPG inactivation a target for 
opposing glial inhibition of axon regeneration after SCI; 
indeed, several recent studies have shown that ChABC 
administration decreases inhibition of outgrowth in vivo. 
Intrathecal ChABC administration after dorsal column 
crush injury in adult rats resulted in successful digestion 
of CS side chains, increased dorsal column and cortico-
spinal axon outgrowth, functional recovery, and improved 

 electrophysiological response to cortical stimulation caudal 
to the injury site (Bradbury et al., 2002). Caggiano and col-
leagues monitored locomotor function and residual bladder 
urine in adult rats with varying severities of contusion injury, 
and found improved locomotor function in the severely and 
moderately injured groups with ChABC administration as 
compared to penicillinase (Caggiano et al., 2005). ChABC 
administration directly to the site of injury in the nigrostria-
tal tract via cannula increased the number of dopaminergic 
axons both crossing the axotomy site and arriving at the 
 ipsilateral  striatum (Moon et al., 2001).

These successes have inspired recent experiments com-
bining chondroitinase ABC treatment with cellular therapy. 
When Chau and colleagues transplanted Schwann cell-
seeded Matrigel minichannels into the hemisected spinal 
cord of adult rat, they found increased numbers of axons 
growing from graft into host with ChABC delivery via 
osmotic pump as compared to vehicle delivery (Chau et al., 
2004). Fouad and colleagues further combined Schwann 
cell-seeded minichannels, olfactory ensheathing glia, and 
ChABC administration to drastically improve locomotor func-
tion and increase the number of myelinated fibers growing 
through the bridge (Fouad et al., 2005). Some evidence indi-
cates CSPGs can also have an outgrowth-promoting role 
in vivo (Jones et al., 2003), but these initial results should 
encourage further investigation of ChABC in conjunction 
with cellular  transplantation as treatment for SCI.

C. cAMP

Cyclic AMP (cAMP) is an intracellular second messen-
ger molecule involved in many signal transduction cascades. 
Extracellular ligands increase intracellular cAMP levels by 
stimulating adenylyl cyclase activity via interaction with 
G-protein coupled receptors; cAMP in turn activates pro-
tein kinase A.

For central nervous system cells, cAMP has been found 
to influence growth cone turning and neuronal response to 
chemoattractants (Ming et al., 1997; Nishiyama et al., 2003; 
Song et al., 1998). Dibutyryl cAMP, a membrane-permeant 
analog of cAMP, reverses inhibition of neurons grown on 
MAG-expressing CHO cells (Cai et al., 1999), and injec-
tion of cAMP into dorsal root ganglia of P18 rats prevents 
myelin-mediated inhibition of dorsal column axon regen-
eration in a manner similar to a conditioning peripheral 
nerve lesion (Neumann et al., 2002; Qui et al., 2002). Sub-
sequently, Cui and colleagues found that intraocular cAMP 
injection can potentiate neurotrophin-induced regeneration 
of axotomized retinal ganglion cell axons in an adult rat 
(Cui et al., 2003).

Several groups have demonstrated the benefits of in vivo 
manipulation of cAMP levels in combination with neuro-
trophic and cellular approaches. cAMP elevation promotes 
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axonal regeneration in tissue grafts after SCI. Lu and col-
leagues injected cAMP into lumbar DRGs, administered 
NT-3 at the site of dorsal column transection, and also 
administered NT-3 rostral to the lesion (Lu et al., 2004). 
They found significantly increased numbers of axons grow-
ing into the bone marrow stromal cell grafts compared to 
controls.

Interestingly, they found no significant functional recov-
ery in their treated animals, perhaps due to inadequate 
regeneration of sensory fibers to the gracile nucleus. Pearse 
and colleagues (2004) administered varying combinations 
of Schwann cell transplant, acute rolipram administration 
(a phosphodiesterase inhibitor that increases cAMP lev-
els), dibutyryl cAMP, and delayed rolipram. They found 
acute rolipram + Schwann cell therapy + dbcAMP increased 
 serotonergic fiber density at the injury site, increased spared 
central myelinated axons, and significantly increased num-
bers of axons caudal to the site of injury. In addition, they 
found significant functional recovery with multiple assays. 
Nikulina and colleagues (2004) administered rolipram two 
weeks after spinal cord hemisection in adult rats, and found 
increased serotonergic fibers in the embryonic spinal tis-
sue grafts and modest functional improvement compared to 
controls. Reactive gliosis was also decreased in this study. 
Benefit in this delayed protocol of rolipram administration 
is encouraging for clinical use of this compound in spinal 
cord injury.

D. RhoA

RhoA GTPase is one of several small GTPases involved 
in intracellular actin dynamics. RhoA activation (through 
phosphorylation by Rho kinase (ROCK)) leads to contractile 
actin-myosin activity (Etienne-Manneville & Hall, 2002). 
In the specialized neuronal cytoskeleton, this correlates 
with neurite retraction and growth cone collapse (Etienne-
 Manneville & Hall, 2002). Conforming to the theme of mul-
tiple inhibitory pathways converging on a single molecule, 
RhoA appears to play a key role in transducing the signal 
downstream not only of NgR1, but of CSPGs and other 
neurite outgrowth inhibitors as well (Fournier et al., 2003; 
Schweigreiter et al., 2004) (see Figure 14.1). Thus, RhoA 
antagonists (or ROCK inhibitors) hold promise as new thera-
peutic agents for SCI.

In vitro, the RhoA inhibitor C3 transferase and the ROCK 
inhibitor Y-27632 improve neurite outgrowth on a variety of 
myelin (Ahmed et al., 2005; Dergham et al., 2002; Fournier 
et al., 2003; Lehmann et al., 1999; Niederost et al., 2002) and 
CSPG (Borisoff et al., 2003; Dergham et al., 2002) substrates. 
In vivo, ROCK inhibition with Y-27632 leads to improved 
CST regeneration in rat cervical and thoracic SCI models 
(Chan et al., 2005; Fournier et al., 2003). A recombinant form 
of C3 transferase with improved CNS penetration currently is 

entering Phase I clinical trial for SCI (BioAxone). However, 
one report comparing delayed with immediate ROCK inhibi-
tor treatment did not observe significant benefit from admin-
istration four weeks following SCI (Nishio et al., 2006). 
Moreover, RhoA’s central role in transducing signals from 
multiple pathways represents both a strength and a potential 
weakness—systemic RhoA antagonism could interfere with 
many essential cytoskeletal  pathways in uninjured cells and 
tissues.

E. Other Steps to Surmounting CNS Barriers

Scientists are enthusiastically attacking the barriers to 
CNS regeneration on other fronts as well. A multitude of 
neurotrophic factors has been tested using varying routes of 
administration, with varying levels of improved regeneration 
rates (Bregman et al., 2002). Additionally, oncomodulin and 
inosine appear to enhance the intrinsic growth potential of 
CNS axons (Benowitz et al., 1999; Yin et al., 2006). Some 
of the more promising agents are likely to be used in com-
bination with other modes of treatment. Once CNS axons 
are successfully stimulated to regenerate, they will still need 
to find their way back to lost target areas. To successfully 
facilitate this next step in SCI recovery, the developmental 
pattern of guidance factor expression must be recapitulated 
(Harel & Strittmatter, 2006).

III. Cellular Therapies for SCI

Although regeneration of spinal cord axons remains a holy 
grail, the presence in many patients with nonpenetrating SCI 
of a population of surviving axons that do not conduct due to 
demyelination (Waxman, 1992) offers an alternative strategy 
for inducing recovery of function. One approach to this goal 
capitalizes on recent progress in the transplantation of cells 
into the injured CNS. Cellular transplantation of appropriate 
cells into experimental models of spinal cord injury can pro-
mote axonal regeneration, provide neuroprotective effects by 
secretion of neurotrophins, and remyelinate axons.

One cell of particular interest as a cell therapy candidate 
to both encourage axonal remyelination and regeneration is 
a specialized glial cell, the olfactory ensheathing cell (OEC). 
Adult olfactory receptor neurons continually undergo turn-
over from an endogenous progenitor pool, and their nascent 
axons grow through the olfactory nerves and cross the PNS-
CNS interface, where they form new synaptic connections 
in the olfactory bulb (Graziadei et al., 1978). A specialized 
glial cell, the olfactory ensheathing cell (OEC), grossly asso-
ciates with olfactory receptor neurons from their peripheral 
origin to their central projection in the outer nerve layer of 
the olfactory bulb (Doucette, 1991). This putative support 
role of OECs in axonal growth within the adult CNS has 
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spawned extensive research to study the potential of OEC 
transplants encouraging axonal regeneration and functional 
recovery in SCI models (Imaizumi et al., 2000a, 2000b; Li 
et al., 1997, 1998; Ramon-Cueto et al., 1998, 2000).

Transplantation of OECs after SCI is associated with 
functional improvement even when transplantation is delayed 
by weeks (Keyvan-Fouladi et al., 2003; Lu et al., 2002). 
Although the precise mechanisms of the functional recovery 
after OEC transplantation are not fully understood, several 
mechanisms including elongative axonal regeneration, axo-
nal sparing, sprouting, and plasticity associated with novel 
polysynaptic pathways, recruitment of endogenous SCs and 
remyelination have been proposed (Bareyre et al., 2004; 
Raisman, 2001; Sasaki et al., 2004). In animals with SCI 
and OEC transplants, myelinated axons spanning the lesion 
site display a characteristic peripheral pattern of myelination 
similar to that of Schwann cell (SC) myelination (Franklin 
et al., 1996, 2000a; Imaizumi et al. 1998; Li et al., 1997, 
1998; Sasaki et al. 2004).

Remyelination by transplantation may be of particular 
importance because contusive spinal cord injury often results 
in loss of function from demyelination induced by spinal 
cord trauma. OECs can form myelin when transplanted into 
demyelinated spinal cord (Franklin et al., 1996; Imaizumi 
et al., 1998; Sasaki et al., 2004). Moreover, human OECs 
can form myelin in the immunosuppressed rat (Barnett 
et al., 2000; Kato et al., 2000), and OECs transplanted into 
the nonhuman primate can remyelinate spinal cord axons 
(Radtke et al., 2003).

We recently transplanted OECs derived from an olfactory 
bulb of adult GFP expressing rats into a dorsal funiculus 
transection lesion of rat spinal cord (Sasaki et al. 2006a). 
We showed that the OECs survive, integrate at the injury 
site, and form myelin. Figure 14.3 shows the integration of 
GFP-expressing OECs into a dorsal transection of the spi-
nal cord. In plastic coronal sections through the transec-
tion site it can be seen that regenerated axons have grown 
through cellular bridges, and that the regenerated axons have 
remyelinated (see Figure 14.3B, C). Functional improve-
ment was observed with open field locomotor testing (see 
Figure 14.3D). When transplanted into a chemically demy-
elinated lesion of the dorsal funiculus of the spinal cord, 
the OECs again integrate into the lesion and form myelin 
(see Figure 14.4). The inset in Figure 14.4A shows the close 
association of the transplanted GFP-expressing OECs with 
peripheral (P0) myelin. The axons remyelinated by the trans-
planted OECs form new nodes of Ranvier, which are flanked 
by Caspr stained paranodal regions, and the appropriate 
sodium channel (Nav1.6) is present at these new nodes (see 
Figure 14.4B–E; Sasaki et al., 2006b). Proper ion channel 
organization on remyelinated axons is essential for appropri-
ate impulse conduction (Kocsis, 2001).

Neuroprotection is currently thought to play a role in func-
tional improvement by cellular transplantation approaches. 

Indeed, intravenous injection of bone marrow mesenchymal 
stem cells can be neuroprotective in spinal cord injury mod-
els (Chopp et al., 2000) and in cerebral ischemia (Lu et al., 
2006). When OECs are injected into a spinal cord injury site, 
the apoptotic cell death of M1 cortical neurons is reduced and 

Figure 14.3 Transplanted OECs integrate into the spinal cord tran-
section site and are associated with regenerated axons. A. Sagittal section 
through the dorsal transection site showing the transplanted OECs (green) 
survived and bridged the lesion zone. B. Plastic coronal sections through 
the lesion zone 4 weeks after OEC transplantation show groups of myelin-
ated axons. C. Higher power micrograph from boxed region in B. Note the 
clustering of myelinated axons surrounded by a cellular element. D. Open 
field locomotor scores for OEC transplant (n = 20) and sham injection 
(n = 6) groups tested one week before and for 5 weeks post-transplanta-
tion. Asterisks refer to comparison between intact control animals and the 
experimental groups, and the pound signs refer to the significance between 
DMEM and OEC groups. Significance levels: p < 0.05 (*), p < 0.01(**), 
p < 0.005 (***), p < 0.005 (###). All values are given as means ± SEM. Scale 
bars: A = 1 mm; B = 30 µm; C = 6 µm.
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cortical neuronal density is increased (Sasaki et al., 2006a; 
Figure 14.5). Enhanced levels of BDNF were observed in the 
OEC transplanted lesion site suggesting a BDNF-mediated 
neuroprotective effect on descending motor control systems. 
Taken together these results suggest that axonal regeneration, 
remyelination, and neuroprotection by trophic factor release 
of implanted cells may contribute to functional recovery. 
Enhanced neovascularization by release of vascular trophic 
factors could also contribute to improve functional outcome 
by transplantation of OECs or other cell types.

A. Ongoing Clinical Studies with OEC 
Transplantation into Spinal Cord 

Injury Patients

Several groups are conducting or planning clinical stud-
ies transplanting OECs into spinal cord injury patients (see 
discussion in Ibrahim et al., 2006; Senior 2002; Watts et al., 
2005). Feron and colleagues (2005) have conducted a phase I 
safety study using suspensions of OECs cultured from biop-
sied tissue from the patient’s own olfactory muscosa, thus 
reducing immune rejection. They report no adverse effects 
at 12 months post-transplantation, but no  neurological 

improvement. Carlos Lima and colleagues (Egaz Moniz 
Hospital, Lisbon, Portugal) have reported a procedure where 
the cavity of the spinal cord injury site is filled with acutely 
prepared minced olfactory mucosa tissue, which includes a 
number of cell types in addition to OECs (Lima et al., 2006). 
They report that the olfactory mucosa autograft transplanta-
tion was safe and potentially beneficial, but efficacy was not 
clearly established.

Hongyun Huang and colleagues (Chaoyang Hospital, 
Beijing, China) report that several hundred patients have 
received transplants of cultures from human embryonic 
olfactory bulbs obtained from 14 to 16 fetuses (Curt & 
Dietz, 2005; Dobkin et al., 2006; Huang et al., 2003). Some 
functional improvement was reported beginning as early 
as a day after transplantation. Surely such an early effect 
is not the result of axonal regeneration or remyelination. It 
is important to note that the Lima and Huang studies have 
not carried out control studies nor have these observations 
been independently confirmed (Dobkin et al., 2006; Ibrahim 
et al., 2006).

Assessment of efficacy of putative therapeutic inter-
ventions in SCI including cell therapy approaches is dif-
ficult given that some degree of “spontaneous” functional 

Figure 14.4 Nodes of Ranvier of axons remyelinated by transplanted OECs display 
appropriate sodium channel organization. A. Sagittal sections showing OECs distributed 
within a chemically demyelinated dorsal funiculus. Inset is a coronal section of an axon 
with peripheral-like myelin (P0) surrounded by an engrafted OEC (green). At 8 weeks 
post-transplantation Caspr-defined nodes flanked by GFP-OEC internodes exhibit Na

v
1.6 

immunostaining nodes. Scale bars: A= 1 mm; B–E = 10 µm. From Sasaki et al. (2006b).



216 The Dawn of Molecular and Cellular Therapies for Traumatic Spinal Cord Injury

 improvement occurs in most SCI patients. Moreover, sur-
gical intervention necessary to transplant cells in and of 
itself can lead to modest functional improvement. Issues 
related to methods of assessment of SCI patients in clini-
cal studies currently are being discussed with an emphasis 
on assessing the degree of functional recovery of an indi-
vidual patient (Curt et al., 2004). Clearly, the complexity 
of SCI and the difficulty of accurately assessing func-
tional recovery will be a challenge for all interventional 
clinical studies for SCI.

Although reconstruction of appropriate spinal circuits by 
cell-based therapies is the ultimate long-term goal of cell 
transplantation research, laboratory work to date suggests 
that more immediate therapeutic benefits will come from 
neuroprotective effects and remyelination. Moreover, the 
most extensive functional recovery in animal models of SCI 
with cell transplantation is for treatment of acute and sub-
acute SCI. Early intervention may reduce scar formation and 
secondary cell death by release of appropriate trophic factors 
by engrafted cells. Moreover, angiogenic factors released by 
transplanted cells could result in neovascularization, which 
would be critical for tissue preservation. However, if long-
term SCI patients have preservation of long tracts in the 
spinal cord that were demyelinated, remyelination of these 
tracts by cell transplantation could lead to some degree 
of functional improvement. An important challenge that 
remains for cell-based therapies in SCI is to determine the 
optimal cell type, method of delivery, and timing of cellular 
intervention. Moreover the prospect of using a combinatorial 
approach such as cell transplantation in combination with 
Nogo inhibitory molecules will be important to explore.

IV. Molecular Adaptations after SCI

Another approach to functional restoration after SCI 
derives from our increasing understanding of mechanisms 
underlying recovery of action potential conduction along 
chronically demyelinated axons within the spinal cord. 
Important lessons have been learned in this regard from 
studies on the molecular neurobiology of multiple sclero-
sis (MS), where recovery of conduction along chronically 
 demyelinated CNS axons can support clinical remissions 
(Waxman et al., 2004). An important first step in this direc-
tion was taken when it was recognized that in normal myelin-
ated fibers, the voltage-gated sodium channels that support 
action potential electrogenesis are clustered in high density at 
the nodes of Ranvier (see Waxman, Chapter 22, this volume), 
and are present in much lower densities, too low to support 
secure, high-frequency conduction, in the internodal axon 
membrane under the myelin sheath (Ritchie & Rogart, 1997; 
Waxman, 1997). This observation implied that, following 
damage to the myelin capacitative shield, several mechanisms 
contribute to conduction failure: First, decreased current 
density due to capacitative shunting reduces safety factor, 
thereby reducing the security of conduction. Waxman and 
Brill (1978) showed that the development of closely spaced 
nodes of Ranvier separated by short myelin segments, as is 
observed at the edges of some demyelinated lesions in MS, 
can facilitate this impedance matching and thus promote 
invasion of the action potential into the demyelinated part 
of the axon, and  Waxman and Wood (1984) subsequently 
showed that the development of transitional heminodes with 

Figure 14.5 OECs transplanted into a dorsal hemisected spinal cord 
reduce apoptosis of corticospinal tract neurons. A. Hoechst 33342, Fluo-
rogold, and TUNEL triple labeling of corticospinal neurons 1 week after 
injury. Hoechst staining of non-TUNEL-positive (arrows with tails) and 
TUNEL-positive (arrowheads) neurons with corresponding FG-backfilling 
are shown. B. In SCI+FG+OEC animals fewer TUNEL-positive FG-back-
filled neurons are observed compared to SCI+FG+DMEM (A). Insets in 
(A) show two TUNEL-positive neurons exhibiting nuclear compartmental-
ization and formation of nucleosomes, hallmarks of apoptosis. Quantitation 
of neurons that are both TUNEL- and FG-positive (C) reveals that OEC 
transplantation significantly (*p < 0.05) reduces apoptotic cell death at 1 
week. No evidence of death was observed at any other timepoint. Scale bar 
A, B = 125 µm, A inset 20 µm. From Sasaki et al. (2006a).
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high sodium channel densities, at the proximal end of the 
demyelinated region of the axon, could also facilitate action 
potential invasion. A second factor, however, can impede 
action potential conduction, even if there is successful inva-
sion of the demyelinated zone. This is low density of sodium 
channels in the acutely demyelinated axon membrane.

Clinicopathological observations in MS have indicated 
that, notwithstanding these challenges, clinical remission 
(i.e., recovery of clinical function) can occur in patients 
with MS in whom all axons in the tract in question are 
demyelinated (Ulrich & Groebke-Lorenz, 1983). This clini-
cal recovery has a basis in conduction along demyelinated 
axons, supported by increased expression of sodium chan-
nels within the demyelinated (previously sodium channel-
poor) axon membrane. Early electrophysiological studies 
(Bostock & Sears, 1987) showed, in fact, that several weeks 
following loss of the myelin, some axons regain the capabil-
ity to conduct in a continuous manner, suggesting the pres-
ence of sodium channels along demyelinated axon regions. 
Cytochemical (Foster et al., 1980) studies provided evidence 
for acquisition of relatively high densities of sodium chan-
nels along chronically demyelinated axons. Early immuno-
cytochemical studies using pan-specific sodium channel 
 antibodies (England et al., 1991; Novakovic et al., 1998) 
confirmed this finding, but could not provide informa-
tion about the specific sodium channel isoforms that were 
deployed along demyelinated axons.

Several recent studies using immunocytochemical analy-
sis with subtype-specific antibodies now have identified the 
sodium channel isoforms along demyelinated CNS axons. 
Craner et al. have demonstrated that Nav1.2 and Nav1.6 
sodium channels are present along extended regions of 
demyelinated axons, including spinal cord axons, in experi-
mental autoimmune encephalomyelitis (EAE; Craner et al., 
2003, 2004a) and in MS (Craner et al., 2004b). Interestingly, 
Nav1.6, which is known to produce a persistent current of 
the type that could trigger injurious reverse sodium-calcium 
exchange (Rush et al., 2005), is colocalized with the sodium-
calcium exchanger in axons that show signs of degeneration, 
whereas Nav1.2 is present in demyelinated axons that do 
not appear to be degenerating (Craner et al., 2004a, 2004b). 
The deployment of Nav1.2 channels appears to be the result 
of transcriptional up-regulation, since Nav1.2 mRNA levels 
increase in the neuronal cell bodies giving rise to axons that 
express it.

Studies are underway in an effort to more fully under-
stand the up-regulation of Nav1.2 channels along chroni-
cally demyelinated axons. Although details of the control 
of Nav1.2 expression are not yet known, a number of neu-
rotrophic factors have been shown to modulate sodium 
channel expression. By dissecting the control of Nav1.2 up-
regulation, it may be possible to develop approaches that will 
induce it, thus supporting restoration of conduction along 
chronically demyelinated axons in SCI.

V. Conclusions

The increasing optimism for successfully treating SCI 
has been based on fundamental progress in basic neurosci-
ence. We understand more today about the molecular nature 
of nervous system development, pathophysiological stages 
of SCI, neuronal-glial interactions, endogenous regeneration 
mechanisms, and recovery of conduction along demyelinated 
spinal cord axons. This fundamental knowledge serves as a 
fuel that will hopefully generate rational, safe, more effec-
tive treatments for SCI. One can envision a future in which 
previously disabled SCI patients no longer need to dwell in 
the past.
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I. Introduction

Parkinson disease (PD) is a progressive neurodegenera-
tive disorder that affects patients in later life. The disease 
occurs more frequently in men (67% vs. 33%) and has an 
average age of onset of 61 ± 10 years (Marras et al., 2005). 
PD incidence increases with age and estimates suggest that 
1 percent of people over the age of 60 will be affected (Nutt 
& Wooten, 2005). Though symptomatic treatments for PD 
are available, there  is no cure and thus the disease continues 
to progress and lead to increasing disability and suffering. In 
the nearly two centuries since the description of PD by James 
Parkinson, much has been learned about the  symptoms, 

 pathology, treatment options, and neurochemistry involved 
in the disease. Only recently, however, have insights into 
potential causes of PD been explored successfully.

II. History

James Parkinson first described this condition in detail 
in his 1817 monograph “An Essay on the Shaking Palsy” 
(Parkinson, 2002). Charcot expanded Parkinson’s original 
description and identified the cardinal clinical features of 
PD that include rest tremor, rigidity, balance impairment, 
and slowness of movement (Goetz, 2002). Pathologic exami-
nation of brains from PD patients led to the identification of 
cell loss in the midbrain nucleus of the substantia nigra (SN) 
and the presence of eosinophilic inclusions, termed Lewy 
bodies, as features of the disease (Greenfield & Bosanquet, 
1953; Lewy, 1912).

A pivotal discovery was made when Ehringer and 
Hornykiewicz determined that dopamine was deficient in 
the corpus striatum and SN of brains taken from those with 
PD (Ehringer & Hornykiewicz, 1960). A few years prior 
to this Carlsson had found that the drug levodopa, a pre-
cursor of dopamine, could rescue the motor symptoms of 
animals whose dopamine had been depleted experimentally 
(Carlsson et al., 1957). These studies led to initial trials of 
levodopa in PD patients and nothing less than a  revolution 
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in the care of those afflicted by this disease (Cotzias 
et al., 1969). Even today levodopa coupled with an inhibi-
tor of its peripheral conversion to dopamine (thus reducing 
peripheral side effects and increasing uptake into the brain) 
remains the gold standard of care in treating PD. More 
recently, several symptomatic treatments for PD have been 
developed and involve methods to increase dopaminergic 
tone in the brain through direct stimulation of dopamine 
receptors using oral or injected dopamine agonists, or by 
preventing the breakdown of dopamine or its precursors 
(see later).

Another advance in symptomatic PD therapy is the 
reemergence of surgical interventions in the form of deep 
brain stimulation (DBS) (Benabid et al., 2005). DBS 
has become increasingly common in advanced patients 
whose disease is difficult to manage with medical therapy 
alone.

The search for the cause of PD has an interesting history, 
with theories often favoring either genetic or environmen-
tal factors (see Figure 15.1). Parkinson speculated as to the 
location of pathology, but could not identify the cause of the 
disease. Theories involving environmental influences includ-
ing trauma, exposure to cold, emotional stress, and infection 
can be found in the early literature (Keppel Hesselink, 1989) 
but perhaps not until the occurrence of a post-encephalitic 
disease resembling PD did an environmental cause of the 
disease seem very likely. This syndrome struck patients who 
had previously suffered from von Economo’s encephalitis 
lethargica in the early twentieth century, and who subse-
quently developed Parkinson disease-like symptoms includ-
ing stooped posture, rigidity, and gait impairment (Reid et al., 
2001). Further study of this post-encephalitic Parkinsonism 
has shown it to be clinically and pathologically distinct from 
idiopathic PD.

The possibility of an environmental cause for PD also 
was bolstered by the small, early 1980s, outbreak of a 
 Parkinson disease-like condition that occurred secondary 
to accidental injection of the compound 1-methyl-4-phe-

nyl-1,2,3,6-tetrahydropyridine (MPTP) (Langston et al., 
1983). Though rarely seen clinically since the original clus-
ter, MPTP-induced Parkinsonism continues to be a useful 
model of PD in animal studies. Other toxins have been asso-
ciated with PD-like disease mainly in animal models and 
include the pesticides rotenone (Betarbet et al., 2000), para-
quat, and maneb (Thiruchelvam et al., 2000), as well as the 
naturally occurring chemical epoxomicin (McNaught et al., 
2004). The relationship between human PD and exposure 
to these specific chemicals is weak, though the actions of 
these toxins make an environmental etiology for PD seem 
more plausible.

On the other hand, there are studies and observations that 
have suggested the importance of a hereditary influence. 
Even as early as 1880, Leroux, a student of Charcot, believed 
that PD had a genetic component (Leroux, 1880). Over the 
past decade there has been an explosion in our understanding 
of the various monogenic forms of PD beginning with the 
identification of α-synuclein mutation in 1997 (Polymero-
poulos et al., 1997) and most recently with the identification 
of LRRK2-associated PD and its high prevalence in certain 
cohorts (Lesage et al., 2006; Ozelius et al., 2006; Paisan-
Ruiz et al., 2004; Zimprich et al., 2004). The variations of 
pathology and symptomatolgy of these forms of PD have lent 
insight into the mechanisms of disease but also have gener-
ated controversy regarding how we define PD. For example, 
is genetically determined Parkinsonian disease with atypical 
pathology really PD? The identification of these genes has 
forced us to reexamine what Parkinson’s disease actually is 
and to determine how best to understand the various forms 
of the disease.

III. Diagnosis

Despite a great deal of research into the pathology of 
PD since the times of Parkinson and Charcot, the diagno-
sis of the disease continues to be made based primarily on 
history and physical examination. PD should be consid-
ered in the differential diagnosis of a patient who presents 
with at least one of the cardinal features of the disease, 
including rest tremor, bradykinesia, cogwheel rigidity, and 
in more advanced cases, postural instability. Finding a rest 
tremor in a single upper extremity, perhaps more than any 
other single feature, predicts the presence of PD, though 
over 20 percent of PD patients will not develop a tremor 
(Hughes et al., 1993). In addition to these features, a vari-
ety of other motor and nonmotor signs and symptoms 
can support the diagnosis. A lasting and potent response 
to levodopa therapy also provides strong evidence of PD. 
Additional features that support the diagnosis are presented 
in Table 15.1.

ENVIRONMENTAL GENETIC

Trauma
Toxin
Infection

PINK-1 
LRRK2

PARKINSON’S DISEASE

α-synuclein
parkin
DJ-1

Figure 15.1 Environmental and genetic causes of PD. Parkinson’s 
 disease is largely sporadic (>90%), although there are rare familial (genetic) 
cases of Parkinson’s disease (<10%). With the exception of the familial cases 
the causes of Parkinson’s disease are not known. Environmental factors may 
be a single cause as in the case of MPTP contamination of synthetic heroin, 
but the common thought is that Parkinson’s disease is caused by a combina-
tion of environmental and genetic factors.
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IV. Pathology

The pathological hallmarks of PD include the loss of pig-
mented neurons in the SN and the presence of eosinophilic, 
intracellular inclusions called Lewy bodies in a subset of 
those midbrain neurons remaining. The loss of SN neurons 
leads to a striatal deficiency of dopamine that in turn gener-
ates the most recognizable motor symptoms of the disease. 
It long has been known, however, that neuronal pathology 
extends beyond the SN making the classification of PD as 
merely a disorder of striatal dopamine deficiency an over-
simplification. Indeed in 1912 Lewy reported the presence 
of inclusions (later termed Lewy bodies) in the nucleus 
basalis and dorsal motor nucleus of the vagus of PD brains 
(Lewy, 1912).

More recent studies have catalogued the presence of these 
structures in multiple brain regions and even in peripheral 
neurons, including those of the enteric and sympathetic sys-
tems (Braak et al., 2006; Iwanaga et al., 1999). Pathologic 
examinations by Braak have attempted to stage PD pathol-
ogy and determine a pattern of disease progression using 
α-synuclein immunostaining to identify Lewy bodies and 
related pathologic features called Lewy neurites as markers 
of disease (Braak et al., 2003). According to this study the 
central nervous system pathology of PD begins in the medulla, 

affecting the lipofuscin-rich dorsal motor nucleus of the 
vagus, and then progresses to the caudal raphe nucleus, 
the reticular formation, and the noradrenergic locus ceruleus 
and subceruleus. Only at the next stage (stage 3) does the 
pathology involve the dopamine-rich cells of the pars com-
pacta of the SN. Stage 4 includes a dramatic cell loss in the 
SN and this stage, along with the subsequent stages 5 and 6, 
mark the increasing involvement of the cerebral cortex.

In addition to their brain localization and progression in PD, 
the components of the pathologic markers of the disease, the 
Lewy body and neurite, are of interest. Over the past decade 
many of the molecular characteristics of these structures have 
come to light, (reviewed in Schulz and Falkenburger (2004) 
and Shults (2006)). The Lewy body is present in the cell 
soma and is composed of a variety of proteins and organ-
elles including α-synuclein, ubiquitin, UCH-L1, neurofila-
ments, and mitochondria, among others. Alpha-synuclein 
is the major component of Lewy bodies and, interestingly, 
mutation in the corresponding gene causes a rare form of 
PD (see later). Ultrastructurally, there is a granulovesicular 
core surrounded by a fibrillar component. Similar aggre-
gates occurring in neuronal processes and likely forming 
earlier than Lewy bodies have been termed Lewy neurites. 
The biologic significance of both Lewy bodies and neurites 
is unknown and there is speculation as to whether they are 
mere markers of disease or are involved in damaging or, 
perhaps more likely, protecting the cell.

V. Etiology: Genetics and Environment

As mentioned earlier, there is support for both genetic 
and environmental causes of PD. Epidemiologic studies 
looking at environmental exposures, family history, and life-
style choices have attempted to reveal factors that alter the 
risk of PD. Much attention has been focused on the role of 
potential risk factors such as pesticide exposure, smoking, 
and dietary choices. A recent review of 38 case control stud-
ies and three autopsy studies concluded that the consistent 
association between pesticide exposure and PD was unlikely 
spurious, though no clear effect of a particular agent or agent 
combination was apparent (Brown et al., 2006). There was 
no evidence to suggest that this association was necessar-
ily causative. Similarly, behaviors such as smoking, alcohol 
intake, and caffeine consumption have been associated with 
reduced risk of the disease, though there is speculation that 
this may be due in part to a preexisting personality trait rather 
than a true protective effect (Evans et al., 2006).

Studies looking at the risk of PD with occupation are 
another potential way of identifying environmental risk. 
Several occupations including teacher, healthcare provider, 
scientist, farmer, clergyperson, and lawyer have been asso-
ciated with increased risk of PD (Goldman et al., 2005). 

Table 15.1 Diagnosing Parkinson Disease

Very early staged PD may present with a single cardinal symptom; how-
ever, with time most of the cardinal symptoms emerge. Other symptoms 
are important to recognize as they may be amenable to other forms of 
therapy.

Cardinal features:
 •  Bradykinesia—slow movements and decrement of frequency and 

amplitude of repetitive movements
 • Rest tremor—most commonly beginning in the hand
 • Cogwheel rigidity
 • Postural instability—seen in later stage disease
Other symptoms:
 • Sustained and significant relief with levodopa
 • Unilateral symptoms at onset
 • Stiff gait with reduced arm swing
 • Effortful standing from a low chair
 • Impaired olfaction
 • Soft voice
 • Stooped posture
 • Depression and/or anxiety
 • Shuffling/festinating/freezing gait
 • Difficulty turning in bed, adjusting covers
 • Drooling
 • Constipation
 • Micrographia
 • Sleep disturbance/REM sleep behavior disorder
 • Seborrhea
 • Later staged cognitive decline
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Although some occupations may suggest a common etio-
logic feature (such as increased exposure to infectious agents 
in teachers and healthcare providers), a common mechanism 
to explain the increased risk associated with all these occu-
pations is more difficult to discern. Certainly the effect may 
be explained by a premorbid personality that is drawn to 
these professions or an ascertainment bias based on level of 
education or other factors.

Another method of determining relative environmental 
versus genetic influence on a disease is the study of twins. 
Monozygotic twins should be concordant for a disease if it 
is caused by a fully penetrant gene and both twins survive 
long enough to manifest symptoms. In addition, one would 
expect monozygotic twins to have a higher concordance rate 
than dizygotic twins if genetic factors played a large role in 
disease risk. For the most part these types of studies have 
not found strong evidence of genetic influence, with one of 
the largest such studies finding similar rates for monzygotic 
and dizygotic twins overall (.155 and .111, respectively), 
though complete concordance was seen in the four monozy-
gotic twin pairs where at least one of the pair was diagnosed 
prior to age 51 (Tanner et al., 1999). In addition, a small 
study using positron emission tomography (PET) to evaluate 
dopa uptake in twin pairs, found higher concordance rates 
(45% in monozygotic pairs and 29% in dizygotic pairs) than 
found on clinical exam alone, suggesting that despite clini-
cal discordance, twins of affected patients do appear to have 
a greater risk of alterations in their dopaminergic systems 
(Burn et al., 1992). The overall lack of concordance suggests 
that environmental factors are important in determining ulti-
mate disease expression, however the nature of PD as a late 
onset disease, the strong concordance seen in the small num-
ber of younger onset patients and higher concordance rates 
seen using functional imaging suggest that there may be a 
genetic influence.

The possibility of a genetic influence in PD further is 
suggested by the observation that PD is more common in 
relatives of patients than in the general population or in rel-
atives of control groups (Maher et al., 2002b). A segrega-
tion analysis done on the families of nearly 950 PD patients 
supported an inheritance pattern in two models involving 
a gene influencing age of onset and one or the same gene 
influencing disease susceptibility (Maher et al., 2002a). 
The contribution of genetics is illustrated best, however, 
by the discovery of several monogenetic causes of PD or 
PD-like disease described next.

VI. Genes Implicated in PD

The likelihood of a genetic influence as described above 
and the identification of well-described kindreds with high 
rates of PD have spurred on the search for genes involved 

in the disease. To date, five genes have been convincingly 
linked to the generally rare, familial forms of PD. Though 
mutation in these genes likely plays only a small role in the 
incidence of “sporadic” PD, a better understanding of the 
pathologic process in these forms of the disease will lead to 
a better understanding of the PD disease process in general. 
Monogenetic forms of PD are listed in Table 15.2.

A. Alpha-Synuclein

In 1997 the first genetic mutation causing PD was identi-
fied and found to encode an alanine to threonine substitution 
(A53T) in the protein α-synuclein (Polymeropoulos et al., 
1997). Subsequently two additional point mutations (A30P 
and E46K) in the coding region of this gene were found to 
cause familial PD, as were α-synuclein gene duplications 
and triplications (Kruger et al., 1998; Nishioka et al., 2006; 
Singleton et al., 2003; Zarranz et al., 2005). The severity 
and characteristics of the autosomal dominant PD syndrome 
caused by these various mutations demonstrate mutation-
specific features. For example gene triplication appears to 
generate a more severe, earlier-onset phenotype than do 
gene duplications, suggesting a gene dosage effect (Eriksen 
et al., 2005; Nishioka et al., 2006). This also implies that 
gain of function α-synuclein point mutation and overex-
pression of wild-type protein both are pathologic, which in 
turn has implications for disease mechanism. Given these 
findings and the fact that aggregated α-synuclein is a main 
 constituent of Lewy bodies, it is tempting to speculate that 
PD is a disease of α-synuclein accumulation or overexpres-
sion, and that pathology related to α-synuclein mutation is 
caused more by a quantitative rather than qualitative abnor-
mality (Singleton et al., 2003). This view is further supported 
by data suggesting that polymorphisms in the α-synuclein 
promoter alter PD risk (Hadjigeorgiou et al., 2005; Pals 
et al., 2004; Tan et al., 2004).

Exactly how overexpression or mutation in this protein 
leads to PD is unknown. Since α-synuclein also is asso-
ciated with sporadic disease through its presence in the 
Lewy body and Lewy neurites, understanding the role this 
protein plays in all forms of PD is important. Alpha-synu-
clein is a 140 amino acid, acidic and abundant phospho-
protein that is largely unstructured in solution (Weinreb 
et al., 1996). When present in the Lewy body, however, 
α-synuclein is aggregated into insoluble, hyperphosphory-
lated and ubiquitinated filamentous structures (Hasegawa 
et al., 2002; Spillantini et al., 1998). The amino terminal 
end of the protein contains conserved repeats thought to 
function in protein–protein interaction, and this region 
forms alpha-helices upon interaction with lipid. The car-
boxy-terminal end may have a chaperone-like function, 
whereas the hydrophobic central region likely increases 
the protein’s tendency to aggregate.
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Potential mechanisms of α-synuclein pathology focus 
largely on the abnormal aggregation of the protein, reviewed 
in Mizuno et al. (2005) and Mukaetova-Ladinska and 
 McKeith (2006). This is thought to be a step-wise process 
involving the initial formation of soluble oligomers or pro-
tofibrils and subsequent assembly into insoluble, fibrillar 
forms (see Figure 15.2). There is evidence that the protofibril 
may be the most toxic form (Rochet et al., 2004). Interest-
ingly the presence of a variety of factors has been associ-
ated with an increased propensity toward the formation of 
α-synuclein aggregates. These include metal ions, oxidative 
stress, fatty acids, septins, pesticides, and polyamines. Fur-
thermore, dopamine has been shown to stabilize the toxic 
synuclein protofibril, possibly explaining the relative sensi-
tivity of dopamine neurons to α-synuclein-mediated damage 
 (Conway et al., 2001). Similarly the presence of a variety of 
post-translational modifications appears to lead to accumu-
lation including phosphorylation (especially on serine 129), 
oxidation driven tyrosine cross linking, and nitration.

Alpha-synuclein is processed at its carboxy terminus by 
unidentified synucleinases (Li et al., 2005). This truncation of 
α-synuclein may correlate with its propensity to oligomerize 
and mice engineered to express such a truncated form of the 

protein in catecholaminergic areas show pathologic inclu-
sions and reduced levels of dopamine (Tofaris et al., 2006). 
Finally, increased protein aggregation has been suggested 
as the mechanism behind the pathogenic α-synuclein muta-
tions. Specifically, the A53T mutation tends to favor fibril-
lation, whereas the A30P does not. However, the decreased 
membrane binding seen with the A30P mutation may lead to 
an increased cytosolic α-synuclein concentration and more 
rapid protofibril formation. The E46K mutation has been 
shown to promote aggregation to an even greater extent than 
the A53T or A30P mutations (Pandey et al., 2006).

How then might α-synuclein oligomers and fibrils con-
tribute to cellular toxicity? Protofibrils may, through an abil-
ity to form pore-like structures, permeabilize membranes 
and allow the leakage of toxic material such as dopamine. In 
addition, there is speculation that α-synuclein may interfere 
with the function of mitochondria by disrupting respiratory 
chain function, or by liberating cytochrome C or BAD pro-
teins leading to cell death, as reviewed in Hashimoto et al. 
(2003). Finally, abnormal α-synuclein leads to other forms of 
cellular dysfunction including decreased proteasomal activity 
(Tanaka et al., 2001), accumulation of autophagocytic vesi-
cles, and impaired lysosomal function (Stefanis et al., 2001). 

Table 15.2 Monogenetic Parkinsonism

Genes identified whose mutation leads to a primarily Parkinsonian phenotype.

 Locus/MAP SITE Gene/Protein Pattern Prevalence Pathology Common Features Miscellaneous

PARK 1 and  α-synuclein AD Very rare Lewy bodies Early onset dementia. α-synuclein is found 
 PARK 4/4q21-23       Presentation   in Lewy bodies. 
       variable  Mutant and
       w/ mutation type.  abnormally high 
        protein levels are 
        toxic.
PARK 2/6q25-27 Parkin AR (mostly) 18% EOPD (50%  Rare Lewy  Early onset,  Parkin plays a role
      with a family  bodies if any  slow progression.  in the ubiquitin-
     history)    proteasomal system 
        that degrades 
        unwanted proteins.
PARK 6/1p35-36 PINK-1 AR (carriers  2–3% EOPD Unknown Early onset,  PINK1 is a protein
   may be at     slow progression.  kinase localized to
   increased risk)     mitochondria.
PARK 7/1p36-8 DJ-1 AR <1 % EOPD Unknown Early onset,  DJ-1 is involved
       slow progression.  in the cellular
        stress response.
PARK 8/12p LRRK-2 AD Highly variable  Lewy bodies,  Typical PD (mostly). LRRK2 is a protein
 11.2-q13.1     in populations  variable    kinase. Surprisingly
     (up to 40% of  pathology    high prevalence
     Parkinson cases)  including tau   is seen in some
      pathology   patient cohorts.

AR: autosomal recessive; AD: autosomal dominant; EOPD: early onset Parkinson disease (usually < 50 years of age).
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Moreover, both ER stress contributes to α-synuclein-induced 
cell death (Smith et al., 2005a). As abnormal α-synuclein aggre-
gation appears to be associated with the pathologic  process 
in both sporadic and α-synuclein-mutation related PD, the 
development of ways to reduce α-synuclein expression and 
to impair its aggregation, modification, and truncation are 
being explored as possible PD therapies (Mukaetova-Ladin-
ska & McKeith, 2006).

B. Parkin

Mutations in the protein parkin cause an autosomal reces-
sive, early-onset form of PD (Kitada et al., 1998). The result-
ing clinical syndrome resembles idiopathic PD but may show 
several atypical features including early onset, more prominent 
dystonia and motor fluctuations, and a more symmetric onset 
of symptoms (Bonifati et al., 2001; Lohmann et al., 2003). Par-
kin mutations (including exon deletions, duplications, inser-
tions, and a variety of missense and nonsense mutations) are 
the most common genetic cause for early-onset PD, accounting 

for nearly 50 percent of cases with autosomal recessive inheri-
tance and about 20 percent of those developing early onset dis-
ease without a family history (Kubo et al., 2006). Brains from 
patients with parkin-related PD demonstrate neuronal cell loss 
and gliosis in the SN and locus ceruleus but, for the most part 
no Lewy bodies (Farrer et al., 2001; Mori et al., 1998; Sasaki 
et al., 2004). Rare cases of compound heterozygotes do appear 
to have Lewy body-like inclusions; and studies showing unusual 
tau pathology and degeneration of the spinocerebellar system 
also have been reported, as reviewed in Kubo et al. (2006).

The parkin protein consists of 465 amino acids with an 
amino terminal ubiquitin-like domain and two RING finger 
sequence motifs near the carboxy terminus. Despite some 
reports of autosomal dominant inheritance, parkin muta-
tion most likely causes disease through a loss of function 
mechanism consistent with its mostly recessive mode of 
inheritance  (Sriram et al., 2005). The protein is an E3 ligase 
whose function is to assist in the addition of ubiquitin mol-
ecules to target proteins, thus marking them for degradation 
via the ubiquitin-proteasome system (Zhang et al., 2000). 
A loss of normal parkin function thus could cause disease 

Figure 15.2 Mechanisms of α-synuclein mediated neurodegeneration. α-synuclein 
(α-syn) also is associated with sporadic and familial PD through its presence in the Lewy 
body and Lewy neurites, but exactly how this protein contributes to PD is not fully understood. 
Mechanisms of α-synuclein pathology likely involve on the abnormal aggregation of the pro-
tein that is thought to occur in a step-wise process involving the initial formation of soluble 
oligomers or protofibrils and subsequent assembly into insoluble, fibrillar forms. Aggregation 
is promoted experimentally by metal ions, oxidative stress, fatty acids, septins, pesticides, 
and polyamines. Additionally post-translational modifications can lead to accumulation and 
to oligomerization including phosphorylation, oxidation, and nitration and proteolysis by an 
unidentified synucleinases. Ultimately in the Lewy body, α-synuclein is aggregated into insol-
uble, proteosome resistant hyperphosphorylated and ubiquitinated filamentous structures.
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through the accumulation of potentially toxic substrates (see 
Figure 15.3). Several putative parkin substrates have been 
found to accumulate in patients with parkin-associated PD 
including CDCrel-1, CDCrel-2, Pael-R, cyclin E, p38/JTV-1 
(also know as AIMP2), and far upstream element binding 
protein-1 (FBP-1), though only the latter two also have been 
found to accumulate in parkin knock-out mice and sporadic 
PD (Ko et al., 2005; Ko et al., 2006). Exactly how the accu-
mulation of these substrates may lead to PD pathology is 
largely unknown.

Alternatively, parkin has been found to catalyze another 
form of ubiquitination that may not directly involve the 
proteasomal system (see Figure 15.3) (Lim et al., 2006). 
A link between sporadic PD and parkin function is sup-
ported by studies showing that parkin is nitrosylated in 
sporadic PD patients and that this modification impairs 
parkin’s E3 ligase activity (Chung et al., 2004). Moreover, 
dopamine may directly inhibit parkin’s activity and reduce 
its solubility through covalent modification (LaVoie et al., 
2005).

Parkin function also may impact on the mitochondria. 
Mice deficient in parkin demonstrated mitochondrial dys-
function and an increase in markers of oxidative stress 
(Palacino et al., 2004), whereas Drosophila studies suggest 
that inactivation of a parkin orthologue results in mitochon-
drial pathology (Greene et al., 2003). Parkin thus serves as a 
link among the mitochondrion, the proteasome, and PD cell 
loss with the caveat that parkin-associated PD often lacks 
Lewy bodies. How to reconcile these aspects of parkin biol-
ogy is an active area of research.

C. DJ-1

Mutations in DJ-1, like those in parkin, lead to early-
onset, autosomal recessive PD (Bonifati et al., 2003). Patient 
symptoms are levodopa-responsive with asymmetric onset, 
slow progression, and medication-induced dyskinesias. 
Behavioral, psychiatric, and dystonic features can occur as 
well (Dekker et al., 2003). The prevalence of DJ-1 mutations 
is likely less than 1 percent in the early-onset patient sub-
group and cause disease through a putative loss of function 
mechanism (Lockhart et al., 2004). The main function of 
DJ-1 protein is not known; however, studies suggest it may 
act as an oxidation/reduction sensor, anti-oxidant,  molecular 
chaperone, and/or protease (Moore et al., 2005). It is widely 
expressed and appears to localize to the cytoplasm and 
mitochondria (Zhang et al., 2005b). DJ-1 is not found in 
Lewy bodies, though it has been localized to cellular inclu-
sions present in several neurodegenerative diseases such as 
multiple system atrophy and various tauopathies including 
Alzheimer’s disease, Pick’s disease, and progressive supra-
nuclear palsy (Kubo et al., 2006). When analyzed from the 
brains of PD patients and compared to controls, the protein 

appears to be more abundant, more oxidatively damaged, 
and less soluble in afflicted brains (Choi et al., 2006).

DJ-1 has been linked to other PD associated proteins 
including parkin and α-synuclein. Specifically, DJ-1 has 
been found to interact with parkin in an in vitro assay model-
ing oxidative stress (Moore et al., 2005) and, when oxidized 
to a limited degree, DJ-1 appears able to inhibit the formation 
of potentially toxic α-synuclein fibrils (Zhou et al., 2006). 
In support of its role as an anti-oxidant/neuroprotectant, 
studies on mice lacking DJ-1 show increased sensitivity to 
MPTP, and neuronal cultures derived from these mice show 
an increased susceptibility to oxidative stress (Kim et al., 
2005). Another potential function of DJ-1 involves control of 
apoptosis as the protein regulates PTEN and Akt function and 
associates with DAXX and p54NRB to promote cell  survival 
(reviewed in Abou-Sleiman et al. (2006)). In summary, exactly 
how loss of DJ-1 function leads to early onset PD is unclear, 
though a role for impairment of the oxidative stress response 
leading to reduced cell survival seems likely.

D. PINK-1

Mutations in PTEN-induced putative kinase 1 (PINK-1) 
lead to early-onset, autosomal recessive PD (Valente et al., 
2004). Patients with this form of Parkinsonism, much like 
the syndromes seen with parkin and DJ-1 mutation, show 
early disease onset, levodopa responsiveness, and slow pro-
gression (Klein et al., 2005). Some patients possessing a 
single PINK-1 mutation may be at increased risk of disease 
with imaging studies demonstrating altered dopaminergic 
function in these individuals (Ibanez et al., 2006). PINK-1 
mutation is found in perhaps 3 percent of patients with early-
onset disease (Tan et al., 2006). The protein is localized to 
mitochondria and functions as a protein kinase with as yet 
unidentified substrates (Silvestri et al., 2005). Mutations 
appear to cluster around the kinase domain and/or impair 
total kinase activity consistent with a loss of function  disease 
mechanism (Kubo et al., 2006). Interestingly PINK-1 is tran-
scriptionally induced by PTEN, the same protein that down-
regulates DJ-1. Mutations in PINK-1 appear to abolish the 
protein’s ability to block apoptotic cell death in a cell culture 
model (Petit et al., 2005).

In addition, Drosophila lacking PINK-1 demonstrate 
significant mitochondrial pathology, leading to apoptotic 
muscle degeneration and male sterility. This phenotype can 
be rescued by parkin overexpression, suggesting that par-
kin and PINK-1 may share a common biochemical pathway 
likely involving the mitochondrion (Clark et al., 2006; Park 
et al., 2006; Tan & Dawson, 2006). Interestingly the PINK-1 
and parkin Drosophila models share similar pathology; but 
unlike the converse, PINK-1 is unable to rescue the parkin 
phenotype. This suggests that PINK-1 functions upstream of 
parkin in a putative mitochondrial-based protection pathway.
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E. LRRK2

Mutation in leucine-rich repeat kinse-2 or LRRK2 (also 
called dardarin) causes an autosomal dominant, late-onset 
form of PD (Paisan-Ruiz et al., 2004; Zimprich et al., 2004). 
The majority of patients with LRRK2-related disease show 
the typical features of sporadic PD, though cases present-
ing with early onset, amyotrophy, gaze palsy, dementia, and 
psychiatric symptoms have been reported (Gaig et al., 2006; 
 Paisan-Ruiz et al., 2004; Zimprich et al., 2004). The prev-
alence of LRRK2 mutations varies widely based on the 
study population and the specific mutation. Surprisingly, 
the G2019S mutation was found in 18 percent of all PD 
cases in a group of Ashkenazi Jews and in 30 percent of 
those patients with an affected family member (Ozelius et 
al., 2006). This mutation appears to have an estimated pen-
etrance of 32 percent. Furthermore a G2019S mutation rate 
of 40 percent was seen in a North African PD cohort (Lesage 
et al., 2006). These remarkably high rates are likely due to a 
founder effect, with the frequency of LRRK-2 mutations in 
a more general European population estimated to be about 
5 to 10 percent in familial cases (Brice, 2005). The pathol-
ogy seen in LRRK2-related disease often mimics  typical PD 
pathology and includes cell loss in the SN and locus ceruleus 
as well as the presence of Lewy bodies and Lewy neurites. 
There have been reports of abnormal pathology as well that 
include an absence of Lewy bodies, the presence of atypi-
cal inclusions, LRRK2 filled neuronal processes, and tau 
pathology that resembles that seen in progressive supranu-
clear palsy (Giasson et al., 2006; Zimprich et al., 2004).

LRRK2 is a 2,527 amino acid, multidomain structured 
protein that contains ROC (Ras in complex protein), COR 
(C-terminal of Roc), leucine-rich repeat, mixed lineage kinase, 
WD40 (protein-protein interaction domain), and ankryin 
domains (Paisan-Ruiz et al., 2004, 2005; Zimprich et al., 
2004). At this time there are more than 15 possible patho-
genic missense mutations present in 11 out of the 51 exons 
(Brice, 2005). Cellular localization studies suggest that 
LRRK2 is cytoplasmic, with a fraction associated with mito-
chondria (Gloeckner et al., 2006; West et al., 2005).

The mRNA encoding LRRK-2 has been localized to brain 
tissue and appears to be preferentially expressed in dopa-
minergic receptive fields including the striatum and olfac-
tory tubercle rather than in the SN itself (Galter et al., 2006; 
Melrose et al., 2006). This suggests that LRKK2 related disease 
may be the result not of a cell-autonomous dysfunction in 
the dopaminergic neurons, but rather a primary dysfunction 
in the post-synaptic or target areas. It is possible this results 
from impaired trophic support leading to the loss of presyn-
aptic neurons. Consistent with this notion are localization 
studies that find LRRK2 associated with vesicular and mem-
branous structures implicating LRRK2 in vesicular traffick-
ing and membrane recycling (Biskup et al., 2006). Further 

studies are required to verify LRRK2 localization and to 
 better determine its overall mechanism of pathogenesis.

On a cellular level, certain pathogenic LRRK2 mutations 
cause an increase in its relative kinase activity (Gloeckner 
et al., 2006; West et al., 2005). Also, LRRK2 can bind par-
kin, leading to increased formation of ubiquitinated protein 
aggregates in a cell culture model, whereas expression of the 
mutated protein leads to toxicity in primary neuronal and 
SH-SY5Y cultures (Smith et al., 2005b). LRRK2 toxicity is 
directly related to it kinase activity as mutations in LRRK2 
that render its kinase function inactive attenuate LRRK2 tox-
icity (Smith et al., 2006). Furthermore, there is speculation 
based on the presence of a WD40 domain that LRRK2 may 
participate in signal transduction, RNA processing, and tran-
scription; cytoskeletal, and mitochondrial function; as well 
as vesicular formation and transport (Li and Beal, 2005; 
Mata et al., 2006). How perturbations in any of these func-
tions might lead to PD is as yet unknown. Our understanding 
of LRRK2 biology and its relationship to PD are still in the 
very early stages, but given the relative high prevalence of 
LRRK2-related PD, further investigation should prove to be 
of great importance.

F. Other Candidate Genes Involved in PD

In addition to the preceding monogenetic causes of PD, 
several other genes have been implicated in the disease; 
however, the importance of these findings is less clear. Inter-
estingly one gene that, like parkin, is involved with the ubiq-
uitin-proteosome system has been associated with PD. An 
Ile93Met mutation in the protein ubiquitin carboxy-terminal 
hydrolase L1 (UCH-L1) has been suggested to cause PD in 
a small German family (Leroy et al., 1998). Casting doubt 
on the significance of this finding, however, is the small size 
of the family (only the proband and her brother’s DNA were 
available for testing), the presence of an asymptomatic obli-
gate carrier, and the fact that no further PD families nor indi-
viduals have been found to harbor this mutation. The protein 
is highly abundant in brain, is present in Lewy bodies and 
has ubiquitin hydrolase activity. In addition, UCH-Ll may 
promote α-synuclein ubiquitination (ligase activity) using 
lysine 63 linkages perhaps playing a role in aggregate for-
mation or impairment of proteasomal function (Liu et al., 
2002). Other studies have suggested an association between 
UCH-L1 genetic variants and PD risk, though a recent study 
has cast some doubt on this as well (Healy et al., 2006).

Variation in the gene encoding tau has been associated 
with PD susceptibility (Zhang et al., 2005a), and mutation 
in this gene is responsible for hereditary frontotemporal 
dementia with Parkinsonism. Interestingly α-synuclein inter-
acts with tau and may alter its phosphorylation (Jensen et al., 
1999) as well as promoting synergistic interactions promot-
ing the aggregation of both tau and α-synuclein (Giasson 
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et al., 2003), thereby lending additional plausibility to a tau 
and PD association.

Several other genetic variations have been associated 
with PD. These include mutation or variation in the tyrosine 
hydroxylase enzyme (Leu205Pro is known to cause an auto-
somal recessive form of infantile PD (Ludecke et al., 1996)), 
the transcription factor ASCL1 (Ide et al., 2005), the trophic 
factor fibroblast growth factor 20 (van der Walt et al., 2004), 
the receptor semaphorin 5A (Maraganore et al., 2005), and 
the transcription factor Nurr1 (Grimes et al., 2006). The 
validity and relevance of these associations to PD are await-
ing further study.

Additional genetic causes of Parkinsonism include those 
designated Park 3 thought to reside on chromosome 2, Park 
10 on chromosome 1, Park 11 on chromosome 2, and Park 9, 
also a known as Kufor-Rakeb syndrome (reviewed in Morris 
(2005) ). Additionally, several other genetic syndromes have 
Parkinsonism as an associated feature and include diseases 
such as spinocerebellar ataxia type 2, 3, 6, 12, and 17, Wil-
son’s disease, X-linked dystonia and parkinsonism, and so 
on (see Farrer (2006) for a more complete review). In addi-
tion, genetic mutation in the mitochondria DNA polymerase 
G (POLG) can lead to progressive external ophthalmoplegia, 
that can also include Parkinsonian features as well as to early-
onset familial Parkinsonism and the presence of multiple 
mitochondrial DNA deletions (Davidzon et al., 2006).

VII. Models of Pathogenesis

Clues from our understanding of the cellular pathology 
of PD, as well as the recent identification of monogenetic 
causes of PD, have led to the development of models of PD 
pathogenesis. In addition, the use of various toxins to mimic 
the disease also provides insight into possible pathogenic 
mechanisms (see Figure 15.4).

A. Mitochondrial Dysfunction

Multiple studies have suggested a role for mitochondrial 
dysfunction in the pathogenesis of PD. Indeed examination 
of SN and blood platelets from PD patients shows deficien-
cies in complex I activity of the mitochondrial respiratory 
chain (Shults, 2004). Complex I is a grouping of more than 
40 polypeptides whose function in the inner mitochondrial 
membrane is to transfer electrons from NADH to ubiquinone 
(Abou-Sleiman et al., 2006). More than half of the protein 
genes expressed by mitochondrial DNA encode components 
of this complex. Malfunction of complex I leads to reduced 
activity of the respiratory chain and also to the production 
of reactive oxygen species that may lead to further mito-
chondrial and cellular dysfunction. Cultured cells in which 
mitochondria isolated from PD patients are used to replace 

endogenous mitochondria (producing cybrids) demon-
strate reduced complex I activity and increased free-radical 
 production. Interestingly, complex I of the electron transport 
chain also is affected by rotenone and MPTP, two toxins used 
to model PD (Bove et al., 2005). Specifically, rotenone pro-
duces SN cell loss, dopaminergic fiber loss, and the formation 
of Lewy body-like inclusions when administered to animals 
(Betarbet et al., 2006). MPTP exposure in patients and in 
animal models leads to Parkinsonian motor features and SN 
cell loss (see Figure 15.5) (Bove et al., 2005). Also, MPTP 
given chronically produces cellular inclusions containing α-
synuclein (Fornai et al., 2005). Finally, 6-hydroxydopamine 
and paraquat induce dopamine cell loss by causing oxidative 
stress that may induce mitochondrial toxicity similar to that 
seen with rotenone and MPTP (Shults, 2004).

Genetic studies also have implicated mitochondrial dys-
function in PD. The presence of the PD-related gene prod-
ucts PINK-1 and DJ-1 in mitochondria supports this view 
as do experiments demonstrating an increased rate of mito-
chondrial DNA mutations in the SN of PD patients (Bender 
et al., 2006; Kraytsberg et al., 2006). The mutation load in 
these latter studies is sufficient to lead to impaired cyto-
chrome c oxidase expression and suggests a possible chain 
of events leading to PD. In this scenario, oxidative stress 
present within the SN leads to mitochondrial DNA damage 
through the production of reactive molecules that, in turn, 
produce mitochondrial dysfunction then leading to increased 
reactive species. This vicious cycle continues until mitochon-
drial function is so impaired as to lead to cellular dysfunc-
tion and death. In addition, mutation in the mitochondrial 
DNA polymerase G has been found to cause SN pathology 
and early-onset PD in patients likely through a mechanism 
of increased accumulation of mitochondrial DNA deletions 
(Davidzon et al., 2006).

Links exist between mitochondrial pathology and other 
PD genes as well. For example animals lacking α-synuclein 
are resistant to MPTP, suggesting that this protein is involved 
in the pathogenic mechanism of MPTP, a known mitochon-
drial toxin (Dauer et al., 2002). The understanding that mito-
chondrial pathology and the generation of oxidative stress 
are important in the pathogenesis of PD, has led to trials of 
anti-oxidant and pro-mitochondrial substances including 
coenzyme Q10 (CoQ10), vitamin E, and creatine as possible 
neuroprotectants in PD.

B. Ubiquitin-Proteasome Dysfunction

The ubiquitin-proteasome system (UPS) plays an impor-
tant role in the elimination of misfolded, damaged, or other-
wise unwanted proteins. The process of protein degradation 
begins with the addition of ubiquitin molecules to the tar-
get protein through the action of several enzymes including 
an E3 ligase such as parkin (see earlier). The proteasome 
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itself is composed of multiple protein subunits that form a 
barrel-shaped structure termed the 26S proteasome. This 
structure is responsible for the cleavage of unwanted pro-
teins and is regulated by the presence of 20S and 19S com-
plexes. The presence of the 19S component facilitates the 
recognition and unfolding of ubiquitinated target proteins 
in an ATP-dependent manner, whereas binding of the 20S 
component may play a larger role in the ATP and ubiquitin-
independent functions of the proteasome. Impairment of 

proteasomal function, like all important cellular mecha-
nisms, has broad pathologic implications for a cell. These 
include the abnormal accumulation of proteins, mitochon-
drial dysfunction, oxidative stress, possible cell-signaling 
abnormalities, and cell death (reviewed in McNaught et al., 
(2006)).

As discussed earlier, mutations in the genes encoding 
parkin and UCH-L1 and the PD-related modification of 
the parkin protein implicate ubiquitin-proteasomal system 
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 malfunction in PD pathogenesis. In addition, direct exami-
nation of the brains of PD patients has found a reduction in 
both proteasomal activity and in the abundance of the alpha 
subunit of the 20S proteasome within the SNpc as compared 
to controls (McNaught et al., 2003).

Perhaps the most interesting but controversial data, how-
ever, come from studies suggesting that toxin-mediated 
inhibition of the proteasome can lead to dopaminergic cell 
death in culture and PD-like pathology in animal models that 
includes α-synuclein and ubiquitin accumulation (reviewed 
in McNaught et al. (2006)). Exactly how UPS dysfunction is 
involved in PD pathogenesis is unclear as is whether or not 
impairment of proteasomal function is a primary or second-
ary (or both) phenomenon. Specifically, it is not yet known 
whether UPS dysfunction brought about by genetic mutation 
or exposure to toxins leads to PD or whether it is a result of 
mitochondrial dysfunction, oxidative damage, protein mis-
folding, or other intracellular processes more upstream in a 
larger pathologic process. Whatever its role, UPS dysfunc-
tion does provide a target for future therapeutic interventions 
that stimulate or otherwise modulate the function of this vital 
cellular process.

C. Role of Phosphorylation

Protein phosphorylation is a vital cellular process that is 
particularly involved in the regulation of protein function. 
The discovery that mutation in two cellular kinases, namely 
LRRK2 and PINK-1, leads to inherited PD, suggests that 

abnormal phosphorylation may be involved in PD pathogen-
esis. Indeed, LRRK2 cellular pathogenicity has been shown 
to be dependent on the presence of kinase activity (Greggio 
et al., 2006). There is speculation that LRRK2 and PINK1 
both may be involved in the Ras/Mitogen-activated protein 
kinase (MAPK) signaling pathway providing evidence that 
this particular pathway may be involved in PD pathogenesis 
(Shen, 2004).

The mammalian MAPK family includes p38 MAPKs, c-jun 
N-terminal kinases (JNKs), and extracellular signal-related 
kinase (ERKs) that have been implicated in cell survival and 
cell death mechanisms and whose expression is altered in PD 
and in Lewy body dementia (Ferrer et al., 2001). Upstream of 
the MAPK are the MAPK kinases (MAPKKs) and upstream of 
those are the MAPKK kinases (MAPKKKs). One  important 
group of MAPKKKs is the mixed lineage kinases (MLKs) 
whose activities have been linked to cell death. In theory, cel-
lular stress including  oxidative stress may lead to a form of 
programmed cell death that relies on these kinase pathways. 
Data demonstrating the protection of dopaminergic neurons 
through the inhibition of the mixed lineage kinase-JNK path-
way led to a clinical trial, examining the inhibitor CEP 1347 
(reviewed in Silva et al. (2005)). Though this study was nega-
tive, work on the potential therapeutic value of modulators of 
kinase function will undoubtedly continue. More recently, the 
upstream kinase apoptosis signal-regulating kinase 1 (ASK1) 
has been implicated in dopaminergic toxin-mediated cell 
death (Ouyang & Shen, 2006).

Another kinase pathway implicated in PD is the phosphati-
dylinositol 3-kinase (PI3K)/Akt pathway. Specifically it was 
found that downregulation of the PD-related gene  products 
DJ-1 and parkin in the fly leads to impaired Akt  signaling 
and neuronal toxicity (Yang et al., 2005). In addition this 
pathway has been implicated in the mechanism behind the 
neuroprotective effects that GDNF has on  hydrogen- peroxide 
treated cybrids (Onyango et al., 2005).

The downstream targets of LRRK2 and PINK1 are 
 currently unknown. The downstream effects of MAPK 
signaling pathways include transcriptional regulation and 
the modification of survival factors. Interestingly, protein 
phosphorylation may also play a role in more direct patho-
genic mechanisms. For example, α-synuclein is abnormally 
 phosphorylated in PD and in various models of the disease. 
The presence of such modification can regulate the protein’s 
toxicity and tendency to aggregate (Chen & Feany, 2005).

Our understanding of the role that changes in protein 
phosphorylation plays in the pathogenic mechanism of PD 
is rapidly growing. The implication for therapeutic interven-
tion is great as we begin to more fully characterize these sig-
naling pathways. Targeting seemingly distal events such as 
the phosphorylation of α-synuclein or more proximal events 
such as the MLK or ASK1 pathways may  eventually lead to 
therapies to slow or halt progression of disease. Perhaps an 
even more promising area is the identification of PINK1 and 

Mitochondria

I

II III

Q IV

O2
H2O

ADP
ATP

e−

e−
e−e−

MPP+

MPTP

MAOB

MPP+

Increased superoxide anion 
production 
Oxidative stress 
Nitrosative stress 
PARP activation 
Cell Death

Figure 15.5 MPTP induced neurotoxicity. The toxin 1-methyl-4-
 phenyl-1,2,3,6-tetrahydropyridine (MPTP) induces Parkinsonism and is 
a useful experimental model of PD. MPTP is converted by monoamine 
 oxidase B (MAO

B
) to MPP+, which is then taken into dopamine neurons 

by the dopamine transporter. It acts in the mitochondria to block complex 1 
(I) of the respiratory transport chain, which is responsible for maintaining 
the membrane potential necessary to drive the generation of ATP. Blocking 
complex I results in leak of electrons (e–) and the generation of superoxide 
anion leading to increased oxidative and nitrosative stress that activates cell 
death pathways.
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LRRK2 substrates and an understanding of how alterations 
in their phosphorylation status lead to clinical disease.

VIII. Therapy

A. Symptomatic Treatment

The most recognizable PD treatments including dopa-
mine agonist therapy and L-dopa therapy address the disease 
primarily on the basis of the relative deficiency of dopa-
mine. These therapies are effective in ameliorating many of 
the early symptoms of PD but do little or nothing to slow 
the progression of the disease. As the disease evolves over 

time many levodopa-nonresponsive symptoms develop and 
motor and nonmotor complications from dopaminergic 
therapies can significantly impair a patient’s quality of life. 
Levodopa therapy provides dopamine precursor to the brain 
and the inclusion of decarboxylase, and catechol-O-methyl 
transferase inhibitors reduce the breakdown of levodopa thus 
increasing the effectiveness of a given dose of medication. 
Dopamine agonist therapy using agents such as pramipex-
ole, ropinerole, and apomorphine directly stimulate dopa-
mine receptors. In addition, the selective monoamine oxidase 
inhibitors selegiline and rasagiline provide symptomatic 
benefit likely through the inhibition of central dopamine 
breakdown. Common dopaminergic drugs and their sites of 
action are shown in Figure 15.6.
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inhibitor tolcapone. Dopamine agonists (green ball) bind directly to dopamine receptors.
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Data suggest that delaying levodopa therapy by initiat-
ing symptomatic treatment with dopamine agonists likely 
delays motor complications such as dyskinesias (Holloway 
et al., 2004; Rascol et al., 2000). These treatments are less 
effective than levodopa in ameliorating symptoms, and the 
vast majority of PD patients will eventually require levodopa 
therapy later in disease. The reduced dyskinesia risk using 
the dopamine agonists may stem from the increased half-
life of these compounds relative to levodopa, providing a 
more continuous stimulation of dopamine receptors. This 
theory is supported by studies demonstrating that continuous 
levodopa or agonist infusion therapy has benefits relative 
to standard interval dosing (Colzi et al., 1998; Mouradian, 
2005; Stocchi et al., 2002). When possible, patients able to 
tolerate dopamine agonists usually are begun on these ther-
apies, though individual cases need to be assessed by the 
treating physician.

Deep brain stimulation (DBS) has emerged as a potent 
symptomatic therapy for advanced PD. At present this 
therapy is reserved for those patients whose symptoms are 
not adequately controlled by medication alone either due to 
lack of efficacy for particular symptoms (such as tremor) 
or an inability to tolerate the necessary doses of medication 
 usually due to drug-related side effects such as dyskine-
sias. For a more detailed review see Benabid et al., 2005; 
Galvez-Jimenez, 2005.

B. Neuroprotection

Despite the advances in our understanding of PD, there 
are currently no robust agents to slow the progression of the 
disease. Several compounds have shown potential or have 
been deemed worthy of further experimentation. The mono-
amine oxidase inhibitors—type B including selegiline and 
rasagiline—have been shown in some studies to slow pro-
gression of PD, though the effect is moderate at best and the 
results are not universally accepted (Palhagen et al., 2006; 
Shults, 2005). Multiple mechanisms have been implicated in 
the protective effect of these compounds including inhibition 
of the GAPDH cell death pathway as well as other anti-apop-
totic mechanisms (Hara et al., 2006).

Other agents with possible neuroprotective functions in 
PD include the anti-caspase, anti-inflammatory drug mino-
cycline, and the pro-mitochondrial factors CoQ10, and creatine 
whose efficacy awaits further clinical studies (Shults et al., 
2002).

Clinical trials building on a wealth of preclinical data 
have yielded mixed results using infusion therapy of glial 
cell line derived neurotrophic factor (GDNF). Despite posi-
tive results in previous studies, most recently a double-blind, 
placebo-controlled trial was discontinued early due to lack 
of efficacy, the development of antibodies against the drug, 
and concerns stemming from cerebellar toxicity seen in 

 nonhuman primate studies (Lang et al., 2006). The mech-
anism of action of GDNF in preclinical models is largely 
unknown. Signaling through the Ret kinase pathway as well 
as perhaps other pathways have been implicated, but the 
downstream targets leading to the trophic effects of this pro-
tein on dopaminergic neurons is a field of active study.

C. Replacement Therapy

Viewing PD as a selective degeneration of dopaminer-
gic SN neurons has led to the theory that this disease is a 
logical target for therapies aimed at cellular replacement. 
Specifically, if the correct cells could be created or isolated 
and transplanted into brains of patients with PD, dopa-
mine could be specifically delivered to the deficient stria-
tal receptors. Clinical trials using fetal-derived midbrain 
 tissue transplanted into diseased striata have given mixed 
results. Two recent double-blind placebo-controlled trials 
did not meet their primary endpoints and were plagued by 
the unexpected development of dyskinesia (Freed et al., 
2001; Hagell et al., 2000; Olanow et al., 2003; Piccini 
et al., 2005). Exactly why these studies failed to demon-
strate the level of improvement seen in other open-labeled 
studies is unclear, though improvement in imaging charac-
teristics and autopsy studies do provide proof of concept 
in that the grafted tissues appeared to survive and function 
on some level. Until the discrepancies between the recent 
controlled studies and previous uncontrolled studies are 
better understood and beneficial effects obtained consis-
tently, this method of treatment cannot be recommended 
for routine clinical care.

Additional concerns regarding this therapy include the 
atopic location of the grafts. Since the tissue is not placed 
within the SN, it likely does not receive the normal input 
seen by native SN tissue. Also, transplantation of dopami-
nergic cells into the striata cannot be expected to treat those 
symptoms arising through loss of other cell types both within 
the central nervous system and peripherally.

One aspect of transplantation therapy that may be con-
tributing to the lack of consistent results is variability in the 
preparation of source material. One potential remedy for 
this is the development of standardized methods to produce 
transplantable cells from human embryonic or adult stem 
cells. Various laboratories are developing protocols to pro-
duce dopaminergic cells and assaying their ability to reverse 
dopaminergic deficits in various animal models. For the 
most part these studies have demonstrated poor graft viabil-
ity; however, it is likely only a matter of time until appropri-
ate cells are produced and methods to improve survival are 
found (Taylor & Minger, 2005). Whether or not such cells 
will be able to provide meaningful therapies without risk of 
tumor formation, motor complications, or other complica-
tions currently is unknown.
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IX. Summary

The history behind our current understanding of PD 
began nearly 200 years ago when the clinical syndrome was 
first described in detail. Since then understanding of PD 
pathology and the biochemical changes that led to the bulk 
of the motor symptoms has advanced greatly. Symptom-
atic treatment for the disease is a success story of modern 
molecular neurology and the current search for the etiology 
and involved pathologic processes will, in time, yield similar 
advances in the prevention and cure of the disease. We can 
hope that such advances will come soon and that methods to 
prevent the untimely loss of at risk neurons can be altered or 
reversed.
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I. Clinical Features of Alzheimer’s Disease

Alzheimer’s disease (AD) is the most common  progressive 
neurodegenerative disorder, affecting at least four million 
people in the United States alone. Memory impairment often 
is seen as the first symptom and typically is followed by tem-
poral and spatial disorientation together with various degrees 

of language impairment and personality change. Disease risk 
increases dramatically with age; 5 percent of the population 
above 65 years of age are affected whereas 20 to 25 percent 
of those over 80 years suffer from the disorder. The duration 
of disease typically varies between five and 20 years.

Today’s drugs for treatment of AD are based on the prin-
ciple of potentiating the brain’s cholinergic function, one of 
several transmitter systems affected in the disease, and is not 
directed against the pathogenic mechanisms. These drugs 
have a limited effect on cognition, behavior, and functions 
related to the activities of daily living. The currently most 
widely used substance is donepezil (Aricept), an acetylcho-
line esterase inhibitor that is indicated for mild-moderate 
disease stages. A more recent addition is memantine (Ebixa 
or Namenda), an NMDA receptor antagonist indicated also 
for more advanced stages of the disease.

The definitive diagnosis can only be obtained after 
autopsy, but a preliminary diagnosis based on clinical evalu-
ation by a skilled neurologist is accurate in up to 90 percent 
of all cases. Such an evaluation is supported by biochemi-
cal analyses of cerebrospinal fluid (CSF) and neuroimaging 
techniques, but depends mainly on a thorough medical his-
tory together with a basic neurological examination. The pre-
liminary clinical diagnostic criteria as well as the definite 
neuropathological criteria are listed in Table 16.1 (Hyman, 
1997; McKhann  et al., 1984; Mirra et al., 1991).

The subsequent sections will describe the underlying 
molecular disease mechanisms and how this knowledge 
eventually can influence the daily lives of patients and 

▼ ▼
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 caregivers. As of today, only symptomatic pharmacothera-
pies are available for the treatment of AD, but new insights 
into the underlying molecular mechanisms are providing 
strategies to prevent or even cure this devastating disorder.

II. Neuropathology of 
Alzheimer’s Disease

Today’s understanding of the molecular underpinnings in 
AD pathogenesis is based partly on descriptive neuropathol-
ogy from the early twentieth century. On affected brains, Dr. 
Alois Alzheimer was able to demonstrate extracellular senile 
plaques and intracellular neurofibrillary tangles, lesions that 
still are regarded as major disease hallmarks (see Figure 
16.1) (Alzheimer, 1907, 1911). Some hundred years later, 
many researchers in the field are still intense ly engaged in 
the study of these abnormal brain aggregates with the aim of 
understanding their exact nature and the molecular mecha-
nisms responsible for their formation.

Apart from plaques and tangles, the AD brain displays 
gross atrophy as well as neuronal loss, loss of synapses, and 
gliosis. Dystrophic neurites and neuropil threads are most 

commonly in the vicinity of plaques (see Figure 16.1B). In 
addition, in most AD brain amyloid angiopathy is seen in the 
walls of large and intermediate blood vessels.

Whereas the distribution of plaques is known to vary 
widely, both within architectonic units and between indi-
viduals, neurofibrillary pathology evolves in a hierarchical 
manner. Typically, the entorhinal region is the first affected 
area, followed by the appearance of pathology in hippocam-
pus before the subsequent involvement of widespread corti-
cal association areas (Arnold et al., 1991; Braak & Braak, 
1991).

Neurofibrillary tangles, rather than amyloid deposits, 
have been highlighted as a clinico-pathological disease cor-
relate of dementia (Arriagada et al., 1992a; Ingelsson et al., 
2004). Moreover, the extent and regional distribution of 
neuronal loss in AD parallels, but exceeds, tangle formation 
(Gomez-Isla et al., 1997). Finally, gliosis and synaptic loss, 
as measured by a decline of glial and synaptic protein levels, 
also have been shown to correlate with disease progression 
(Ingelsson et al., 2004).

By the mid-1980s, two research teams independently 
defined the biochemical composition of plaques and ves-
sel wall deposits as the amyloid-β (Aβ) peptide (Glenner 

Table 16.1 Clinical and Neuropathological Criteria for Alzheimer’s Disease, According to 
The National Institute of Neurological and Communicative Diseases and Stroke/Alzheimer’s Disease 
and Related Disorders Association (McKhann et al., 1984), The Consortium to Establish a Registry 
for Alzheimer’s Disease (Mirra et al., 1991), and The National Institute on Aging-Reagan Institute 

Working Group (Hyman & Trojanowski, 1997).

 Clinical Criteria Neuropathological Criteria

 NINCDS-ADRDA CERAD NIH/Reagan

The clinical diagnosis of probable AD is  Semiquantitative assessment of neuritic plaque All lesions (amyloid deposits, neuritic
 supported by a combination of the following  density from various cortical regions  plaques, neuropil threads, and NFTs)
 findings:   are considered
 • Dementia established by clinical examination  Plaque pathology rated as “sparse,” “moderate,” Combination of an “age-related plaque
  and documented by the Mini-Mental Test,   or “frequent.” The highest value of the evaluation  score” according to CERAD and a
 Blessed Dementia Scale, or some similar   is compared with the age of the patient to  topographic staging of NFT
 examination, and confirmed by   get an “age-related plaque score.”
 neuropsychological tests
 • Deficits in two or more areas of cognition 0  = no histologic evidence of AD • High likelihood of AD = CERAD plaque
 • Progressive worsening of memory and A = histologic findings that are uncertain evidence  score is “frequent” with Braak stage V/VI
 other cognitive functions    of AD • Intermediate likelihood of AD = moderate
 B = histologic findings suggesting AD  CERAD plaque score with Braak stage
 C = histologic findings indicating the diagnosis of AD  III/IV
 • No disturbance of consciousness  The age-related plaque score is integrated with the • Low likelihood of AD = infrequent CERAD
  clinical history to reach a final diagnosis of definite,   plaque score with Braak stage I/II
 • Onset between ages 40 and 90, most often   neuropathologically probable, or neuropathologically
  after the age of 65  possible AD as well as normal 
 • Absence of systemic disorders or other brain   
  diseases that in and of themselves could  
  account for the progressive deficits in  
  memory and cognition



The Molecular Basis of Alzheimer’s Disease 243

& Wong, 1984; Masters et al., 1985). A few years later, the 
tau protein was purified and characterized as the main con-
stituent of neurofibrillary tangles, dystrophic neurites, and 
 neuropil threads (Goedert et al., 1988).

III. Amyloid Biology and the Genetics 
of Early-Onset Alzheimer’s Disease

It had been known for a long time that AD can occur as 
a familial disease trait with a dominant pattern of inheri-
tance (Sjogren et al., 1952). The use of molecular genetic 
tools, such as linkage analysis and positional cloning, 
became instrumental in the hunt for the first Alzheimer 

gene. Researchers became especially interested in chro-
mosome 21, as linkage analyses revealed that this part of 
the genome harbors a robust disease locus (Tanzi et al., 
1987). In addition, individuals with Down’s syndrome (tri-
somy 21) were known to develop Alzheimer-like pathol-
ogy already in their 20s, suggesting chromosome 21 to be 
of particular relevance for brain function and pathology 
(Olson & Shaw, 1969).

In the late 1980s, the amyloid precursor protein (APP) 
gene, located on chromosome 21 and encoding a transmem-
brane protein with a largely unknown function, was success-
fully cloned and the first APP disease mutation could be 
identified in a Dutch family with hereditary cerebral angiop-
athy (Levy et al., 1990). Soon thereafter, the first AD  causing 

Figure 16.1 Photomicrographs of pathological changes in the Alzheimer brain by Aβ and tau immunostaining. Amyloid plaques occur frequently in 
the dentate gyrus molecular layer of the hippocampus A. A higher magnification reveals the dystrophic alterations that compose the neuritic abnormalities 
B. Laminar distribution of tau immunostaining in the cerebral cortex C. Which at higher power appears to be the cell bodies of pyramidal neurons and their 
dendritic and axonal projections D.
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APP mutation was described in a British family (Goate et 
al., 1991). This so-called London mutation (APPV717I) was 
 hypothesized to cause disease by altering the substrate 
 specificity for γ-secretase, one of the enzymes responsible 
for cleaving Aβ out of APP, resulting in increased levels of 
Aβ. In contrast, the Swedish double mutation (APPK670M/N671L) 
was identified near the 5′ end of the Aβ sequence (Mullan et 
al., 1992) and was shown to augment Aβ levels by making 
APP a more suitable substrate for β-secretase, the other Aβ 
cleaving enzyme in the amyloidogenic pathway (Haass et al., 
1995) (see Figure 16.2). In the nonamyloidogenic pathway 
APP instead is cleaved by α- and γ-secretases, resulting in 
the production of α-APP and p3 with no generation of the 
Aβ peptide (see Figure 16.2).

APP is one of the most abundantly expressed proteins 
in the central nervous system (CNS) and has been pro-
posed to have trophic properties on neurons (Boncristiano 
et al., 2005). The amyloidogenic and the nonamyloidogenic 
pathway of APP processing are constitutively active also 
in nondiseased brains. However, in AD (at least for cases 
with the London and Swedish APP mutations) the process-
ing has been shifted toward the amyloidogenic pathway. 
Interestingly, increased levels of Aβ could be demonstrated 
in peripheral cells from carriers with the Swedish mutation 
(Citron et al., 1994), illustrating that AD amyloidosis could 

be regarded as a systemic disorder. However, with cogni-
tive malfunction as the only disease manifestation, it can be 
assumed that CNS neurons have a particular vulnerability 
for toxicity exerted by Aβ.

To date, approximately 20 pathogenic APP mutations 
have been described (see Table 16.2), a majority of which 
led to a clinical, biochemical, and neuropathological picture 
similar to that seen for sporadic AD, i.e., in cases for which 
no apparent heredity can be seen. The finding of disease-
causing APP mutations, together with the observation of 
AD-like pathology in subjects with Down’s syndrome, are 
two major arguments for what has become known as the 
amyloid cascade hypothesis of Alzheimer’s disease (Selkoe, 
1993). According to this theory, Aβ mismetabolism is driv-
ing the disease pathogenesis either directly or by eliciting 
putative downstream processes, such as tangle formation 
and inflammatory changes.

Genetic linkage to regions on chromosome 14 and 1 
in families with dominantly inherited disease suggested 
additional Alzheimer genes. In 1995, the genes responsible 
were identified and named presenilin 1 (PS1) and preseni-
lin 2 (PS2), encoding large and previously unknown type I 
transmembrane proteins with a 67 percent sequence homol-
ogy between each other (Levy-Lahad et al., 1995; Rogaev 
et al., 1995). Experimental evidence also suggested that 

A b

b-secretase a-secretase

g-secretase (two cleavage sites, 
generating Ab40 or Ab42)

CN

Swedish mutation
(KM607/671NL)

Arctic mutation
(E693G)

Ab

Ab

Ab

London mutation
(V717I)

Amyloidogenic
pathway

Nonamyloidogenic 
pathway

g -secretase

p3

Figure 16.2 Enzymatic cleavage of the amyloid precursor protein. Cleavage by different secretases occurs via an amyloidogenic and a nonamyloidog-
enic pathway. In familial forms of Alzheimer’s disease the amyloidogenic cleavage is augmented, leading to increased production and aggregation of the Aβ 
peptide.
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the presenilin genes were involved in Aβ pathophysiology, 
as the mutations were shown to increase the formation of 
a longer form of Aβ, with 42 (Aβ42) instead of the more 
common form with 40 (Aβ40) amino acids (Citron et al., 
1997) (see Figure 16.2). Subsequently, it has become clear 
that PS1 and PS2 themselves are essential components in a 
γ-secretase enzyme complex and that presenilin mutations 
shift the cleavage from the more common site (producing 
Aβ40) to an alternative site (producing Aβ42) (see Fig-
ure 16.2). In addition, carriers of various PS1 mutations 
were found to have increased overall Aβ plasma levels 
(Scheuner et al., 1996), illustrating the systemic effects of 
these genetic factors.

Apart from the presenilins, the γ-secretase enzyme com-
plex consists of nicastrin, aph-1, and pen-2 (Kimberly et al., 
2003). Together, these interacting molecules form a series 
of high-molecular mass, membrane-bound protein com-
plexes that are necessary for cleavage of certain type I trans-
membrane proteins. In studies on knock-out mice lacking 
functional copies of any of the genes encoding γ-secretase 
components, it has become clear that no APP cleavage and 
Aβ production can occur. Hence, nicastrin, aph-1, and pen-

2 are other obvious candidates in AD genetics, but to date 
no disease-causing mutations have been identified in any of 
these genes.

Altogether, the known effects of the three major AD 
genes highlight the significance of Aβ production and mis-
metabolism as the central pathological event in the AD brain. 
However, one has to bear in mind that the verified hereditary 
forms of AD seem to explain less than 1 to 2 percent of all 
cases, suggesting other genetic and possibly environmental 
factors to be of importance in disease development. In terms 
of nongenetic risk factors, so far only the positive correla-
tion with previous episodes of head trauma has been con-
sistently reproduced in epidemiological studies (Mortimer 
et al., 1985).

IV. Alzheimer’s Disease—A Progressive 
Neuropathologic Syndrome

The clinical diagnosis of AD depends upon the develop-
ment of memory impairments along with changes in other 
cognitive functions that impair day-to-day activities, leading 

Table 16.2 Loci, Clinical Picture, and Biochemical/Neuropathological Features for Pathological 
 APP Mutations Published to Date (Ancolio et al., 1999; Chartier-Harlin et al., 1991; 

de Jonghe et al., 2001; Eckman et al., 1997; Goate et al., 1991; Grabowski et al., 2001; 
Janssen et al., 2003; Hendriks et al., 1992; Kumar-Singh et al., 2000; Kwok et al., 2000; Mullan 

et al., 1992; Murrell et al., 1991; Nilsberth et al., 2001; Pasalar et al., 2002; Tagliavini, 1999; van 
Broeckhoven et al., 1990; Wakutani et al., 2004).

Mutation Name Mutation Locus Mutational Effect Neuropathological Features

Swedish Lys670Met/Asn671Leu Increases Aβ40, Aβ42 AD pathology
 His677Arg Unknown AD pathology
 Asp678Asn Unknown N/A
Flemish Ala692Gly Increases Aβ40, Aβ42 Cerebral hemorrhage with amyloid 
    angiopathy
Arctic Glu693Gly Increases total Aβ, increases  AD pathology
   protofibril formation
Dutch Glu693Gln Decreases Aβ42, increases  Cerebral hemorrhage with amyloid
   protofibril formation  angiopathy
Italian Glu692Lys Altered fibrillization Cerebral hemorrhage with amyloid
    angiopathy
Iowa Asp694Asn Altered fibrillization Severe amyloid angiopathy
Iranian Thr714Ala Unknown AD pathology
Austrian Thr714Ile Increases Aβ42 AD pathology
French Val715Met Decreases Aβ40, increases Aβ42 AD pathology
German Val715Ala Unknown AD pathology
Florida Ile716Val Increases Aβ42 AD pathology
London Val717Ile Increases Aβ42 AD pathology
Indiana Val717Phe Increases Aβ42 AD pathology
 Val717Gly Unknown AD pathology
 Val717Leu Increases Aβ42 AD pathology
Australian Leu723Pro Increases Aβ42, induces apoptosis AD pathology
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to the clinical syndrome of dementia. However, it is clear that 
dementia does not begin at a single moment but instead has a 
rather long preclinical sequence, leading to the full syndrome. 
This idea, of a prodromal phase of the disease, began to take 
shape as it was realized that cognitively normal individuals 
develop the same pathological hallmarks of AD in the same 
regional distribution, but to a quantitatively far lesser extent 
(Arriagada et al., 1992b; Braak et al., 2000). Imaging-based 
assessment showed that atrophy of the hippocampus and 
entorhinal cortex precede clinical onset of memory impair-
ments by at least several years (Jack et al., 2005; Killiany 
et al., 2000), which was supported also by  quantitative 
 neuropathological studies (Gomez-Isla et al., 1996).

More recently, the prodromal stage of AD has been for-
mulated as a distinct entity called mild cognitive impair-
ment (MCI) (Petersen & Morris, 2005), which is viewed as 
a transition zone between normal cognition and dementia. 
In particular, one subvariant of MCI, called “amnestic mini-
mal cognitive impairment” where the predominant symp-
tom is a deficit in verbal memory on short-term memory 
tasks, appears to be commonly the clinical antecedent of 
AD (Markesbery et al., 2006). Thus, the definition of AD 
as a dementia appears to be changing and the disease is now 
instead beginning to be viewed as a progressive neuropatho-
logic syndrome, which ultimately leads to end organ failure, 
represented clinically as dementia. In accordance with this 
view, more recent neuropathological criteria for the diag-
nosis of AD explicitly dissociate the presence of dementia 
from the presence of a hierarchical pattern of brain changes 
(Hyman & Trojanowski, 1997).

V. Tau Biology in Alzheimer’s Disease

Accumulation of neurofibrillary tangles in cortical 
and limbic regions is the other pathological hallmark in 
the AD brain. Tangles are known to evolve in an anatomi-
cally stereotypical fashion with the CA1 subfield of hip-
pocampus, subiculum, layers II/IV of the entorhinal cortex, 
and the perirhinal region being the earliest affected brain 
areas (Hirano & Zimmerman, 1962; Braak & Braak, 1991; 
Hyman et al., 1984). As the disease progresses, increas-
ing numbers of NFTs occur both in these limbic areas as 
well as in high-order association cortices (Arriagada et al., 
1992a).

As the main component of neurofibrillary tangles, dys-
trophic neurites, and neuropil threads, dysfunctional tau 
proteins self-associate into paired helical filaments. The 
normal function of tau is to initiate and stabilize the micro-
tubule formation by binding to tubulin via its carboxy-
terminus. Specifically, the tau-tubulin interacting region 
consists of four imperfect repeat sequences, corresponding 
to exons 9–12 of the tau gene. Of these, tau exon 10 under-
goes alternative splicing and the ratio between tau iso-

forms with four (4R tau) and three (3R tau) tubulin-binding 
regions is approximately 1:1 in the healthy brain. Altogether 
six isoforms of tau are present in the human adult brain, as 
also tau exons 2 and 3 are regulated by splicing.

In neurofibrillary tangles and neuropil threads of the AD 
brain, tau is extensively phosphorylated, presumably due to 
an imbalance in the activity between various kinases and 
phosphatases. Altogether, more than 40 phosphorylatable 
epitopes are present throughout the tau molecule. In vitro, 
tau phosphorylation causes a weakened affinity between tau 
and tubulin, which impairs microtubule stability and ulti-
mately leads to neuronal death (Grundke-Iqbal et al., 1986). 
Among the various kinases, cyclin-dependent kinase 5 (cdk 
5), glycogen synthase kinase 3β (GSK3β), mitogen-acti-
vated protein kinase (MAPK), and MAP/microtubule affin-
ity- regulating kinase (MARK) have been given particular 
attention as they all phosphorylate epitopes that seem to 
be important for the formation of paired helical filaments 
(Drewes et al., 1997). Interestingly, levels of p35, a regula-
tory subunit of cdk5, were found to be upregulated in the 
AD brain (Patrick et al., 1999), which suggests that cdk5 
is constitutively activated in AD. Moreover, immunohisto-
chemical evidence suggest that tangles are associated with 
GSK3β (Wang et al., 1998) and MAPK (Knowles et al., 
1999). Finally, it is conceivable that also diminished activi-
ties of phosphatases such as phosphatase 2A (PP2A) and 
2B (PP2B/calcineurin) could contribute to a relative domi-
nance by kinases and, hence, to an increased degree of tau 
phosphorylation in the AD brain.

Surprisingly, in addition to being detrimental to tau func-
tion and stability, phosphorylation of certain epitopes seems 
to both cause tau dysfunction and protect paired helical for-
mation (Schneider et al., 1999). It could therefore be hypoth-
esized that the preservation of neuronal integrity requires a 
balance between tau proteins with different states of phos-
phorylation. Dysregulation of these processes, by elevated 
activation of specific kinases or downregulation of certain 
phosphatases, may result in loss of neuronal function and tau 
aggregation. Finally, recent data based on inducible expres-
sion of the human tau gene in a transgenic mouse model 
suggest that tau overexpression by itself can also be directly 
neurotoxic (SantaCruz et al., 2005).

Importantly, the tau gene does not seem to be associated 
with inherited AD, but tau mutations cause frontotempo-
ral dementia, a different neuropathological form of neuro-
degeneration. To date, almost 40 tau mutations have been 
described, a majority of which cause dominantly inherited 
variants of frontotemporal dementia with various degrees of 
tau pathology. The mutational effects fall into two catego-
ries, either shifting alternative splicing of tau exon 10 (caus-
ing an imbalance between 4R tau and 3R tau) or altering the 
tubulin-binding affinity of tau. It is not fully clear whether 
similar mechanisms are of relevance in AD; one recent study 
failed to detect marked dysregulation of tau exon 10 in the 
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AD brain (Ingelsson et al., 2006). However, more subtle 
effects on AD development by missplicing of this or other 
tau exons cannot be ruled out.

VI. Genetics of Late-Onset 
Alzheimer’s Disease

As dominantly inherited AD is relatively rare, researchers 
have been exploring the possibility of genetic factors con-
tributing also to the vast majority of late-onset, seemingly 
sporadic disease cases.

Intragenic variation is a common feature of all human 
genes and such polymorphic changes may sometimes have 
a functional impact, either by altering protein conforma-
tion or by affecting alternative mRNA splicing. Polymor-
phic changes may occur as deletions, inserts, or inversions, 
but more frequently as single nucleotide polymorphisms 
(SNPs). In SNPs, one nucleotide has been exchanged by 
another, which may be either silent or result in translation of 
an alternative amino acid. For several disorders, SNPs have 
been shown to modulate disease risk, and genes known to 
harbor such SNPs are defined as vulnerability genes.

The apolipoprotein E gene (APOE) has three common 
alleles, e2, e3, e4, and it was observed that carriers of the 
APOE e4 allele has a substantially increased risk to develop 
AD (Strittmatter et al., 1993). Heterozygotes (i.e., carriers of 
one e4 allele) have a three-fold increased risk whereas homo-
zygotes, carriers of two e4 alleles, have a ten-fold increase 
in risk (Saunders et al., 1993). On the contrary, the APOE e2 

allele conveys a protective effect against AD development 
(Corder et al., 1 994).

Numerous other genes have been implicated as disease 
modulators, but none of these have been consistently shown 
to confer a robust risk increase. An example of such a gene 
is tau, for which several SNPs are inherited together as two 
common haplotypes, H1 and H2. The H1 haplotype has in 
numerous studies been shown to confer an increased risk for 
progressive supranuclear palsy, another neurodegenerative 
disorder with tau pathology, and recently it has been pro-
posed that a H1 subhaplotype may increase the risk for AD 
(Myers et al., 2005).

However, sporadic disease may result as a consequence 
of a large number of genetic alterations that by themselves 
only exert small effects, but in combination may lead to a 
clinically relevant modulation of disease risk. Such genetic 
factors may not be detectable in association studies based 
on hundreds or thousands of cases and controls, but may 
require sample sizes of at least 10,000 individuals in each 
group. Alternatively, meta-analyses can be performed on the 
available data to evaluate the overall risk effects of certain 
genetic factors across different samples. In a recent initia-
tive, researchers initiated a project that aims to catalog, 
summarize, and meta-analyze all genetic association stud-
ies performed on AD phenotypes that are published in peer-
reviewed journals in English, and make these data publicly 
available in an online database (www.alzgene.org). This 
continuously updated resource currently includes details of 
nearly 1,000 studies investigating more than 400 genes (Bertram 
et al., 2007) (see Table 16.3).

Table 16.3 Examples of Genes Currently (March 2007) Showing Significant Signals in Systematic 
 Meta-Analyses Performed as Part of the “AlzGene” Database

   Proposed Functional Relevance of Protein / 
Gene Chromosome (Polymorphism [Alias]) Protein Name Polymorphism to AD Pathogenesis

APOE 19q13 (e2, e3, e4) Apolipoprotein E May influence Aβ metabolism. Risk allele (e4) 
    causes 3x increased disease risk
APOE (promoter) 19q13 (rs 449647 and others) Apolipoprotein E May influence Aβ metabolism
APOC1 19q13 (HpaI ins/del) Apolipoprotein C1 Unknown
ACE 17q23 (Intron 16 ins/del and others) Angiotensin converting enzyme Unknown
CST3 20p11 (rs1064039 [A25T] and others) Cystatin C Unknown
ESR1 6q25 (PvuII (rs2234693)) Estrogen receptor 1 May confer a disease protective effect (as 
    suggested by epidemiological studies)
IDE 10q23 (rs2251101 [IDE_7]) Insulin degrading enzyme Degrades Aβ; risk allele may render the enzyme 
    inefficient
PRNP 20p13 (rs1799990 [M129V]) Prion protein Unknown
PS1 14q24 (rs 165932 [intron 8]) Presenilin 1 A component of the γ-secretase complex in the 
    amyloidogenic pathway; risk allele may make the 
    enzyme more efficient
TF 3q22 (rs1049296 [P570S]) Transferrin Unknown

For up-to-date summaries and meta-analyses of these and over 400 additional putative AD genes, please visit the AlzGene web site at www.alzgene.org 
(Bertram et al., 2007).
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VII. Animal Models of Alzheimer’s Disease

A. APP-based Models

The use of transgenic mice has become instrumental in 
the pursuit to develop model systems to mimic the disease. 
However, in spite of plaque formation and behavioral dis-
turbances in transgenic APP mice, macroscopic atrophy 
and cell loss have not been typical brain features of these 
models (Irizarry et al., 1997). Nevertheless, the same genetic 
 alterations causing plaque deposition in humans led to Aβ 
aggregation also in transgenic mice.

Among the various APP models, transgenic mice using 
the London and the Swedish mutations have been the most 
frequently studied. PDAPP mice, based on the London muta-
tion, were found to have numerous Aβ brain deposits, as well 
as synaptic loss, astrocytosis, and microgliosis (Games et al., 
1995). Tg2576 mice, expressing human APP with the Swed-
ish mutation, also display Aβ plaque formation and several 
related neuropathological features as well as cognitive dis-
turbances from the age of nine months (Hsiao et al., 1996). 
Both of these animal models have been used for the purpose 
of studying related biochemical abnormalities, assessing 
associated alterations in gene expression as well as monitor-
ing effects of drug intervention (Lesne et al., 2006).

As expected, a more pronounced phenotype in parallel 
with a more severe neuropathological picture is observed in 
mice expressing mutated forms of both APP and presenilin 
1. The observations on such double transgenic mice indicate 
that mutant PS1 accelerates Aβ deposition in brain (Borchelt 
et al., 1997). Moreover, when mice were engineered to express 
mutant forms of AD-causing APP and PS1 in combination 
with a tau mutation (causing frontotemporal dementia), neu-
rofibrillary tangles were also generated (Oddo et al., 2003). 
Another interesting feature of this triple transgenic model 
is the appearance of intracellular Aβ concomitant with an 
impairment of long-term synaptic plasticity, suggesting the 
(still controversial) view that Aβ’s toxicity may stem from 
its intracellular influence rather than (or in addition to) the 
extracellular plaques. The importance of intracellular Aβ in 
the disease pathogenesis has been further corroborated in a 
recent double transgenic mouse model, in which the Arctic 
and the Swedish APP mutations were expressed together 
(Lord et al., 2005). The Arctic/Swedish APP mice deposit 
intraneuronal Aβ in neocortex and hippocampus at the age 
of two months, long before the appearance of extracellular 
Aβ deposits. With increasing age intraneuronal Aβ disap-
pears, whereas the plaque burden gets more pronounced.

Moreover, animal models have also been crucial to gain 
a better understanding of the mechanisms regulating levels 
of Aβ and tau in the brain. Aβ is produced continuously 
and experimental evidence suggest that its concentration 
is determined in part by the activities of several degrad-
ing enzymes, such as neprilysin (NEP), insulin-degrading 

enzyme (IDE), endothelin-converting enzyme-1 (ECE-1), 
ECE-2, and transthyretin (reviewed in Eckman & Eckman 
(2005)). Hence, decreased activity of any of these enzymes 
may cause an abnormal accumulation and aggregation of 
Aβ. Conversely, increased enzyme expression may confer 
a protective effect. Finally, transport mechanisms removing 
Aβ from the brain, including apolipoprotein E (Fryer et al., 
2005) and low-density lipoprotein receptor-related protein 
(LRP) mediated mechanisms, may also impact Aβ deposi-
tion (Shibata et al., 2000).

The relation between NEP and Aβ has been particularly 
well investigated. Originally, it was observed in mice that 
degradation of intracerebrally injected Aβ was inhibited by 
the selective NEP inhibitor thiorphan, but not by most other 
classes of protease inhibitors (Iwata et al., 2000). Next, mice 
lacking the NEP gene displayed the same feature, that is, a 
reduction in Aβ degradation with a concomitant accumula-
tion of both Aβ40 and Aβ42 in brain (Iwata et al., 2001). 
These findings led to the hypothesis that levels and/or activ-
ity of NEP are decreased in demented brains and several 
studies have indeed found age-related reductions in NEP 
expression in amyloid-vulnerable regions (Carpentier et al., 
2002; Wang et al., 2005).

IDE is another protease that seems to play an important 
role in regulating brain Aβ. Similar to NEP, IDE knock-out 
mice also demonstrated increased endogenous brain levels of 
both Aβ40 and Aβ42 (Farris et al., 2003). Moreover, in cul-
tured neurons from a rat model of type II diabetes mellitus, 
carrying two IDE missense mutations, both insulin and Aβ 
degradation were found to be impaired (Farris et al., 2004). 
Interestingly, Aβ brain levels in these rats were not altered, 
indicating that other mechanisms of Aβ clearance may com-
pensate for decreased IDE function. However, in the human 
brain one could envision that a partial loss of function of 
IDE (e.g., due to polymorphic influence) may affect long-
term Aβ accumulation and result in disease over a longer 
time span. In accordance with this view, albeit controversial, 
are epidemiological observations that individuals with dia-
betes may be at higher risk of developing AD (Arvanitakis 
et al., 2004).

B. Tau-based Models

Although not leading to AD, the tau mutations have been 
essential to generate animal models in which the dynamics 
of tangle formation can be studied. Several different models, 
based on both wild-type and mutant forms of tau, have been 
engineered. Mice carrying P301L, the most common tau 
mutation causing familial frontotemporal dementia, develop 
motor- and behavior-related symptoms and tangle formation 
in brain. However, in the initial models, utilizing the mouse 
prion promoter, mainly midbrain and brainstem pathology 
could be seen (Lewis et al., 2000). Also overexpression of 
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normal, wild-type human tau can cause neuropathology in 
transgenic mice.

One such model, expressing human tau on a mouse tau 
null background displayed substantial neuronal loss as well 
as abundant tangle-like inclusions with hyperphosphory-
lated tau protein (Andorfer et al., 2003). In a recent study, the 
dynamics of tau expression were analyzed in a mouse model 
expressing tau P301L with the forebrain-specific Ca(2+) 
calmodulin kinase II promoter system under the control of a 
tetracycline-operon responsive element. By feeding the mice 
doxycyclin, the expression of tau could be turned off. Neuro-
nal death was prevented and memory dysfunction reversed in 
these mice if the expression of mutant tau was switched off 
after the onset of pathology. Intriguingly, tangles seemed to 
continue regardless of whether tau expression continued or 
not (SantaCruz et al., 2005).

VIII. What Makes the Neurons Die?

Although Aβ clearly is playing a central role in AD 
pathogenesis, it is still unclear how the peptide causes neu-
rodegeneration and dementia. The lessons learned from 
clinicopathological studies rather point toward tau and tan-
gles as being the mediators of toxicity in affected brains. 
Possibly, Aβ might not be neurotoxic by itself, but instead 
initiate secondary processes of tau fibrillization and tangle 
formation, which may disrupt vital functions such as axonal 
transport, causing neuronal dysfunction and degeneration. 
However, even if certain species of Aβ were toxic and if tau 
pathology would not have a primary influence on the disease 
process, a mechanistic relation between the two molecules 
could be envisioned. Tangles should not simply be regarded 
as the inevitable end-stage of a neurodegenerative process, 
as several brain disorders genetically linked to tau (including 
numerous FTD phenotypes) display neuronal loss without 
tangle formation. The molecular link between Aβ and tau 
could thus be viewed as a very central and still unresolved 
question in AD research.

As tau is not known to exist outside of cells in the brain 
parenchyma, the identification of intracellular Aβ is an 
important step toward elucidating the Aβ-tau relationship. 
The first model-based evidence for a direct relationship 
came from the demonstration of aggravated tangle pathology 
in tau transgenic mice by intracerebral injections of Aβ42 
(Götz et al., 2001). More recently, tau and Aβ were found 
to form intermolecular complexes both in human brain tis-
sue and in vitro as synthetic peptide fragments (Guo et al., 
2006), implying that such an association may be of func-
tional relevance in the disease process.

As overall amyloid plaque load does not correlate well 
with the severity of AD (Ingelsson et al., 2004), it has been 
assumed that instead soluble prefibrillar species of Aβ may 
confer toxicity in the AD brain. Conflicting results exist as 

to whether levels of soluble Aβ are continuously elevated 
during disease progression (Ingelsson et al., 2004; Näslund 
et al., 2000). However, in cell-based models Aβ has been 
shown to depress synaptic function along with a reduction in 
dendritic density and decreased numbers of synaptic NMDA 
and AMPA receptors (Kamenetz et al., 2003), and loss of 
spines near plaques is evident in transgenic mice as well 
(Spires et al., 2005).

Increasing attention is now being paid to particular 
intermediates in the amyloid forming process. Initially, it 
was found that the Arctic APP mutation (APPE693G) causes 
increased levels of oligomeric Aβ forms (Nilsberth et al., 
2001). Subsequently, it has been shown that such Aβ proto-
fibrils, even consisting of wild type Aβ, can impair electro-
physiological properties in cell-based models (Walsh et al., 
2002) as well as lead to behavioral changes when injected 
intracerebrally in mice (Kayed et al., 2003).

An oligomeric Aβ species, with particularly toxic proper-
ties and consisting of twelve Aβ moieties, was recently char-
acterized and purified from the tg2576 transgenic mouse 
model (Lesne et al., 2006). This peptide variant, named 
Aβ*56, caused memory impairment when injected into the 
lateral ventricle of healthy rats. Although this Aβ dodecamer 
is not likely to be solely responsible for all the adverse 
effects of Aβ in brain, the findings reflect interesting differ-
ences in the degree of toxicity between various prefibrillar 
Aβ species and suggest an intriguing target for therapeutic 
intervention.

The growing awareness of the role of prefibrillar Aβ 
species in AD pathophysiology has led to an alternative 
view of plaques as pathological “tombstones” (or even as 
reservoirs for deleterious Aβ peptides/protofibrils). How-
ever, amyloid plaques appear in different variants and it 
is possible that a subset of them, determined by size or 
composition, exert toxicity whereas a majority may be less 
harmful. From this perspective, plaques might contribute 
to widespread lesions in the neuropil that, although incon-
sequential individually, might act in concert to disrupt dis-
tributed neural systems in critical cortical regions. Finally, 
it is conceivable that whereas oligomers and/or protofibrils 
induce synaptic dysfunction and membrane disruption, the 
mature fibrils may be responsible for associated inflamma-
tory reactions.

It is still unclear whether Aβ is degraded mainly by 
mechanisms intrinsic to the brain or whether the peptide 
first is transported out of the CNS and subsequently under-
goes degradation in peripheral tissues. Lessons learned from 
recent Aβ vaccination trials (see Section XI) indicate that 
surrounding glial cells may be able to clear Aβ deposits. 
In favor of the latter belief is the sink hypothesis, claiming 
that an excess of Aβ can be transported out of CNS com-
partments, such as cerebrospinal fluid (CSF) via the cho-
roid plexus, into the peripheral circulation (DeMattos et al., 
2002). Such a mechanism would offer an explanation for 
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the observation that levels of Aβ42 are diminished in CSF 
among AD patients (see Section X).

IX. Abnormal Protein Conformation—
A Unifying Factor in Neurodegeneration?

Conformational changes and aggregation of certain pro-
teins are central features in AD as well as in several other 
neurodegenerative diseases. Inherited forms of dementias 
(AD, frontotemporal dementia, and dementia with Lewy 
bodies) as well as movement disorders (Parkinson’s disease, 
amyotrophic lateral sclerosis, Huntington’s disease) and 
prion diseases (Creutzfeldt’s Jakob’s disease) have all been 
shown to be caused by mutations in specific genes. Even 
though the respective disease processes have been character-
ized for these rare disease forms, there is substantial support 
for the molecular mechanisms being similar also for the vast 
majority of sporadic disease cases. In AD, cases with iden-
tified APP- or PS-mutations have similar neuropathology 
and clinical manifestations as patients for which no genetic 
background is known (Gomez-Isla et al., 1999).

A unifying feature for several of the mutations causing 
neurodegenerative disease is that they lead to expression of 
protein variants with an increased aggregation propensity. 
By a gradual oligomerization of conformationally changed 
proteins fully developed fibrils are eventually formed. The 
extreme view is that the toxic, disease-causing effect may be 
the soluble oligomeric forms, whereas the extra- and intra-
cellular aggregates seen in light microscopy in fact may be 
relatively harmless or even protective remnants of the disease 
process. More likely, both forms are deleterious by various 
mechanisms.

X. Emerging Diagnostic Tools

With the introduction of computerized tomography, it 
became possible to visualize the neurodegenerative pro-
cess with respect to different brain regions. An even more 
detailed high-resolution picture was obtained with magnetic 
resonance imaging (MRI), but as these examinations reflect 
only loss of tissue, techniques that more closely mirror the 
ongoing disease process have been greatly needed.

Functional MRI (fMRI) is one of several promising tech-
niques that may identify persons at risk for AD before the 
onset of symptoms (Sperling et al., 2003). When challenged 
with a cognitive task, individuals at risk (i.e., those carrying 
the APOE e4 allele and/or having a positive family history) 
were found to have a more pronounced change in blood oxy-
genation in regions commonly associated with AD pathology 
(Bookheimer et al., 2000; Fleisher et al., 2005). In addition, 
follow-up analyses have revealed that these fMRI changes 
indeed correlated with subsequent deterioration in memory 

functions. These findings support a theory of altered neu-
ronal memory systems in people at risk for AD many years 
before the typical age at disease onset.

Also positron emission tomography (PET) has been 
demonstrated as a useful tool to visualize disease-related 
processes. With classical PET, using ligands such as 18-fluo-
rodeoxyglucose (FDG), decreased glucose metabolism can 
be measured in regions affected by the disease. By develop-
ing novel ligands with affinity to more disease-specific fea-
tures, other causes for impaired metabolism can hopefully be 
ruled out. A promising candidate is the so-called Pittsburgh 
compound (PIB), a derivative of Congo red and belonging 
to a class of compounds that bind amyloid plaques and other 
biological structures with a beta-sheet conformation. The use 
of PIB on transgenic animal models has confirmed that the 
substance readily crosses the blood–brain barrier and binds 
plaques in vivo (Bacskai et al., 2003).

The first trial with PIB-PET on humans was successful 
insofar that AD patients displayed a higher signal retention 
as compared to control subjects (Klunk et al., 2004). How-
ever, the signal intensity did not correlate very well to the 
severity of dementia and a follow-up study did not show 
any increase in signals after two years in spite of clear clini-
cal progression (Engler et al., 2006). These results are in 
accord with clinical-neuropathological studies, suggesting 
good correlation of amyloid deposition with diagnosis of 
AD, but poor correlation of amount of Aβ deposits with 
clinical symptoms (Ingelsson et al., 2004). Overall, these 
observations support the view of amyloid plaques as steady 
state structures.

Biochemical disease markers are greatly needed for 
early diagnosis and will become even more important once 
efficient preventive pharmaceuticals are available. Today, 
measurements on CSF of Aβ and tau levels are used rou-
tinely to support the clinical diagnosis. In approximately 20 
published studies, a 50 percent average decrease of Aβ42 
has been detected in AD patients, whereas in more than 50 
studies, there is an average 320 percent increase of CSF tau 
(Blennow and Hampel, 2003). Each of these measures has 
between 80 and 90 percent mean sensitivity and close to 90 
percent mean specificity. Combining the two measures was 
reported to improve sensitivity to 95 percent and had a high 
predictive value in a recent study on subjects with AD and 
MCI (Hansson et al., 2006).

Even though the combined CSF Aβ and tau measure 
is reasonably sensitive, improved biomarkers are greatly 
needed because of a certain overlap with other dementias, 
such as dementia with Lewy bodies and vascular dementia. 
Different enzyme-linked immunosorbent assays (ELISAs), 
utilizing antibodies against various tau phosphoepitopes 
(Thr181/Thr231, Thr181, Thr231, Thr199, Ser396/Ser404), 
have therefore been evaluated and assays based on Thr181 
and Thr231 were found to slightly improve on the specificity 
(Hampel et al., 2004; Hansson et al., 2006).
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Yet other approaches to improve on the quality of pre-
clinical biomarkers for AD are currently being evaluated. In 
particular, systems with antibodies specific against certain 
conformational epitopes of Aβ and tau may be promising as 
new diagnostic tools.

Finally, the ambition to develop a diagnostic test based 
on blood samples was strongly encouraged by the finding 
of increased Aβ42 plasma levels among carriers of PS1 and 
APP mutations (Scheuner et al., 1996). However, most AD 
cases do not display elevated Aβ plasma levels (Fukumoto 
et al., 2003) and ongoing studies are aimed at modifying the 
test design with the goal that also sporadic AD in the future 
can be predicted and monitored by a simple blood test.

XI. Disease-Modifying Strategies
of Tomorrow

A detailed understanding of the molecular pathogenesis 
is a prerequisite for the development of efficient treatment 
strategies in AD and several promising pharmacotherapeutic 
approaches, based on such insight, are now being pursued.

With the amyloid cascade hypothesis in mind, the most 
attractive approach would be to pharmacologically inhib-
it either β- or γ-secretase or, alternatively, to stimulate 
α-secretase (see Figure 16.2). However, the putative physi-
ological function of these enzymes (and of Aβ itself) has to 
be considered and such a drug should probably not inhibit 
the formation of Aβ completely, as the peptide may also have 
important physiological functions. In addition, it is impor-
tant to keep in mind that an altered enzymatical activity 
could have an adverse influence on other proteins, such as 
the signaling molecule Notch.

The perhaps most promising attempt to find an effi-
cacious therapy for AD is based on the idea of inducing 
an immunological response against the Aβ aggregates. 
Transgenic APP mice that were actively immunized with 
Aβ, before the expected onset of plaque formation, dis-
played virtually no plaques in brain (Schenk et al., 1999). 
Moreover, the plaque load was considerably reduced when 
treating mice that already had developed plague pathology 
(Bacskai et al., 2001). Finally, behavioral symptoms in the 
immunized mice were significantly ameliorated (Schenk 
et al., 1999).

In a clinical phase II multicenter trial, AD patients were 
actively immunized, but unfortunately the study had to be 
halted after 6 percent of the participating patients devel-
oped meningoencephalitis (Gilman et al., 2005; Orgogozo 
et al., 2003). However, brains from several immunized cases 
have now come to autopsy, all of which display a far less 
advanced amyloid pathology than expected (Ferrer et al., 
2004; Masliah et al., 2005; Nicoll et al., 2003). In addi-
tion, immunized subjects were found to have lower levels 
of tau in CSF, indicating that the treatment also may have 

reduced the extent of neuronal damage. As the study was 
discontinued, the clinical effects are hard to assess, but Gil-
man and colleagues reported a modest positive effect on a 
subset of cognitive tests (Gilman et al., 2005). Intense efforts 
are now underway to design an AD vaccine that does not 
elicit a damaging T-cell response. As an alternative, passive 
immunization with monoclonal Aβ antibodies could be a 
more successful strategy and such studies have recently been 
initiated.

Other amyloid-related therapeutic strategies, currently 
being evaluated on cell- and animal models, are transcriptional 
or pharmacological activation of Aβ-degrading enzymes, 
such as ECE, NEP, and IDE. Finally, a novel way of apply-
ing stem cells for therapeutic purposes has been described in 
a study, in which bone marrow cells were transplanted into 
the brains of transgenic mice before onset of pathology. In 
such mice, a local inflammatory response was seen in paral-
lel with a decrease in Aβ-burden (Malm et al., 2005).

Both genetic and epidemiological data support a role 
of cholesterol metabolism in AD pathogenesis (reviewed 
in Hartmann (2001)), and some clinical studies have sug-
gested that statins lower the risk of developing AD (Wolozin, 
2004). It is known that both statins and inhibitors of choles-
terol acyltransferase (ACAT), an acyl-coenzyme A regulat-
ing intracellular cholesterol homeostasis, inhibit cholesterol 
generation and lower intracellular cholesterol levels. Inter-
estingly, it could be demonstrated that an ACAT inhibitor 
reduced accumulation of amyloid plaques as well as levels 
of soluble Aβ by 83 to 99 percent in brains from transgenic 
mice carrying the Swedish or the London APP mutations 
(Hutter-Paier et al., 2004).

Yet other common drugs, used for different disorders, are 
currently being evaluated for the prevention and/or treatment 
of Alzheimer’s disease. Initially, indomethacin was found to 
protect from cognitive decline in a pilot six-month clini-
cal trial (Rogers et al., 1993). In the large epidemiological 
Rotterdam study, a substantial number of AD patients and 
nondemented control subjects were retrospectively assessed 
and long-term use of nonsteroidal inflammatory drugs 
(NSAIDs) appeared to reduce the risk of AD (In’t Veld et 
al., 1998). Experimental evidence for the putative effect of 
NSAIDs include the observation that certain NSAIDs (ibu-
profen, indomethacin, sulindac sulphide) affect γ-secretase 
cleavage leading to a decreased Aβ42/Aβ40 ratio (Weggen 
et al., 2001). Moreover, evidence suggests that this effect on 
the γ-secretase complex is due to a change in PS 1 conforma-
tion (Lleo et al., 2004).

Epidemiological evidence indicates also that dietary 
habits influence the risk for AD. In a prospective com-
munity-based study over seven years, 815 residents were 
followed and it was found that those who consumed fish 
once per week or more had 60 percent less risk of devel-
oping AD (Morris et al., 2003). In accordance with these 
findings is the observation that a diet enriched with the 
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omega-3 fatty acid docosahexaenoic acid (DHA) reduces 
levels of Aβ and amyloid plaque burden by more than 70 
percent and 40 percent, respectively, in brains of trans-
genic mice with the Swedish APP mutation (Lim et al., 
2005).

Also, tau is being considered as a pharmacological target 
and compounds supposed to stop tau aggregation by inhibit-
ing GSK3β are currently being evaluated in clinical trials 
(reviewed in Churcher (2006)). Such drugs, if efficacious, 
could be useful not only for AD but also for frontotemporal 
dementia, progressive supranuclear palsy, and other disor-
ders with tau brain pathology.

XII. Summary and Conclusions

In the last 15 years the genetic basis of rare cases of auto-
somal dominant AD has focused attention on the generation 
and deposition of Aβ as the major pathophysiological event 
in the brain. However, many uncertainties remain; how Aβ 
is related to neurofibrillary lesions and to neuronal death is 
unknown and the etiology of Aβ accumulation in sporadic 
AD is speculative. The emergence of animal models of both 
plaque and tangle pathology have allowed further dissec-
tion of genetic modifiers and of therapeutic approaches. 
Attempts to prevent or treat AD currently are focused on 
anti-Aβ synthesis therapies (directed toward either gamma- 
or beta secretase), improved clearance of Αβ by active or 
passive vaccination as well as general neuronal protection 
strategies.

Similarly, advances in the genetics of frontotemporal 
dementia have suggested that the microtubule associated 
molecule tau is a critical therapeutic target in neurodegen-
erative illnesses marked by massive neuronal loss. Exactly 
how tau malfunction in these disorders relates to the altera-
tions in tau that lead to neurofibrillary tangles in AD remains 
a central question in neurodegeneration. However, neuropro-
tective strategies, focusing especially on kinases that mod-
ify tau phosphorylation, are beginning to show promise in 
experimental systems.

As further advances are made in understanding the 
genetic risk factors—and protective factors—that define an 
individual’s risk for AD, and as better biomarkers become 
available, we shall hopefully be entering an era of preventive 
therapy where individuals at risk can be given therapeutics 
targeting their specific risk factors.
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I. Introduction

At least nine inherited neurodegenerative disorders are 
caused by expansion of a CAG repeat in the protein-cod-
ing region of the respective disease genes (see Table 17.1). 
Because the repeated CAG codon is in frame to encode the 
amino acid glutamine (Q), the disease protein in each case 
carries an expanded stretch of polyglutamine, hence the name 
polyglutamine (polyQ) diseases. To date, the list includes 
Huntington’s disease (HD), dentatorubral-pallidoluysian 
atrophy (DRPLA), spinobulbar muscular atrophy (SBMA, 

also known as Kennedy’s disease), and six spinocerebellar 
ataxias (SCAs 1, 2, 3, 6, 7, and 17). SCA8 is another domi-
nant ataxia that may be due to expression of an expanded 
polyQ tract, though this is less clearly established than for 
the other polyQ diseases (Moseley et al., 2006).

Evidence strongly suggests that polyQ diseases share 
a common pathogenic mechanism involving a toxic gain-of-
function acquired by the disease protein. Nevertheless the 
disorders are clinically distinct, indicating that the specific 
features of each disease are not determined exclusively by 
the polyQ tract but also by the protein context in which the 
expansion occurs (Michalik & Van Broeckhoven, 2003).

The polyQ diseases share common features that reflect 
the special nature of polyQ repeats (Everett & Wood, 2004). 
First, all are slowly progressive neurodegenerative diseases 
that tend to manifest in the adult years. Second, the length 
of a pathogenic expanded repeat varies among affected indi-
viduals in each polyQ disease, with longer expansions caus-
ing more severe disease with earlier onset, sometimes even 
in childhood if the repeat is very large. Third, the pheno-
type can vary greatly, even within a family; this variability 
largely reflects differences in repeat size. And fourth, eight 
of the nine known polyQ diseases are autosomal dominant; 
the outlier is the motor neuron disorder, SBMA, which is an 
X-linked condition that essentially affects only males.

PolyQ disease proteins are widely expressed throughout the 
body and brain, from early development to later stages of life. 
Despite this ubiquitous expression pattern, only  certain brain 
regions degenerate in each disease. Thus, though expanded 
polyQ is intrinsically neurotoxic, its protein  context helps 
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determine where in the brain its toxic property is most mani-
fest (La Spada & Taylor, 2003). Although the diseases share 
a common disease mechanism, the individual host proteins 
clearly have divergent functions. Here, we present a brief 
clinical overview of the nine (possibly 10) known polyQ dis-
eases, and discuss possible, shared pathogenic mechanisms 
supported by current research.

II. Clinical and Genetic Features

A. Spinobulbar Muscular Atrophy
(SBMA or Kennedy’s Disease)

This rare motor neuron disorder was the first identified 
polyQ disease (La Spada et al., 1991). It afflicts males nearly 
exclusively and often is accompanied by signs of feminiza-
tion, including gynecomastia and some degree of infertil-
ity. In SBMA the disease-causing CAG expansion occurs in 
the androgen receptor (AR) gene, which encodes the male 
steroid receptor, a hormone-activated transcription factor. 
Normal alleles range from approximately 9 to 36 repeats, 
whereas disease repeats range from about 40 to 62. Unlike 
many other dynamic repeat diseases, SBMA does not show 
much anticipation from one generation to the next. In genet-
ics, the term “anticipation” means the tendency of repeats to 
increase in size when transmitted from generation to genera-
tion, which causes an increase in disease severity.

AR is expressed in motor neurons of the spinal cord and 
brainstem, where it mediates neurotrophic responses to 
androgen. Female carriers do not develop the disease though 
some experience muscle cramps and subclinical electro-
physiological abnormalities; they may be protected from 
neurodegeneration by low circulating androgens. Findings in 
transgenic mice are consistent with this: castrated male mice 
do not develop disease (Chevalier-Larsen et al., 2004).

B. Huntington’s Disease (HD)

The most common polyQ disease in the western hemi-
sphere, HD is characterized by cognitive impairment, psy-
chiatric disturbance, and chorea. Although symptoms of HD 
typically appear in adulthood, people with the longest polyQ 
expansions can develop symptoms much earlier, sometimes 
even in the first decade of life. Such juvenile-onset cases 
have more stiffness and slowness with less chorea. More 
than 95 percent of persons who develop HD come from fam-
ilies with a family history of HD (i.e., previous generations 
affected). Occasionally, sporadic cases occur in the absence 
of family history. In these cases, nonpathogenic intermedi-
ate-size CAG repeats in an unaffected parent expand into a 
pathogenic repeat length in the affected offspring.

In 1993, the HD mutation was discovered in a novel gene 
encoding a large protein, huntingtin (Group, 1993). The 
length of the CAG repeat is 6 to 35 in normal individuals, 
and 36 to 121 CAGs in affected individuals. Intermediate 

Table 17.1 The Proteins Involved in the Known PolyQ Diseases

Each confirmed polyQ disease is listed with the protein in which the mutation occurs. A schematic shows the relative size of the disease proteins and the 
location of the polyQ domain within them. For each protein, a brief list of confirmed or suggested functions is provided.
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repeats of 36 to 39 are not fully penetrant, but repeat lengths 
greater than 40 are invariably associated with disease.

The neuronal functions of the huntingtin protein are still 
unclear. Huntingtin is essential for brain development and has 
been implicated in many cellular processes including vesicle 
trafficking, synaptic activity, mitochondrial function, and 
regulation of neuronal gene expression (Landles & Bates, 
2004). Research in animal models of HD has identified 
compounds and genes that can ameliorate the toxicity of the 
mutant protein. These modifiers include caspase inhibitors, 
minocycline, creatine, cystamine, histone deacetylase inhib-
itors, and genes encoding various molecular chaperones.

C. Dentatorubral-Pallidoluysian 
Atrophy (DRPLA)

Uncommon in the United States but relatively common in 
Japan, DRPLA is characterized by progressive ataxia, cogni-
tive changes, chorea, and seizure disorder. Compared clini-
cally to the other polyQ diseases, DRPLA is something of a 
hybrid between HD and the spinocerebellar ataxias discussed 
next. In DRPLA, the CAG repeat expansion occurs in the gene 
encoding atrophin-1, which is thought to be a transcriptional 
corepressor that regulates gene expression (Zhang et al., 2002).

Members of a large North Carolina family who initially 
were diagnosed with a unique disorder, Haw River syndrome, 
were later discovered to have the DRPLA mutation (Burke 
et al., 1994). Haw River syndrome typically presents with 
brain calcifications and generalized seizures, signs quite dis-
tinct from DRPLA. The marked clinical difference between 
families with the same mutation indicates the importance of 
other genetic and/or environmental factors in the manifesta-
tion of the DRPLA mutation.

D. Spinocerebellar Ataxia 1 (SCA1)

SCA1 was the first dominantly inherited ataxia for which 
the gene defect was identified. Neuropathological findings 
include neuronal loss in the cerebellum (principally Purkinje 
cells) and brainstem, and degeneration of spinocerebellar 
tracts. Like most SCAs, SCA1 begins as a gait ataxia, evolv-
ing to severe four-limb ataxia with dysarthria and leaving 
most patients wheelchair-bound within 15 years. There are 
no cognitive defects associated with SCA1.

SCA1 is caused by an expanded CAG repeat in the SCA1 
gene that encodes the protein ataxin-1 (Banfi et al., 1994). 
The SCA1 repeat is normally 6 to 39 repeats long and usually 
interrupted by one or a few non-CAG triplets; in diseased 
alleles, the repeat is expanded from 41 up to 82 uninter-
rupted glutamines. As with other polyQ disorders, repeat 
length is positively correlated with disease severity. Although 
the exact function of ataxin-1 remains unknown, it has been 
shown to regulate the activity of specific transcription  factors 
 (Mizutani et al., 2005).

E. Spinocerebellar Ataxia 2 (SCA2)

Initially described in a large Cuban family, SCA2 is one of 
the most common dominant ataxias. It is typically characterized 
by ataxia, dysarthria, slow saccades, and neuropathy. In most 
respects the clinical features are similar to those of SCA1 and 
SCA3 with extensive cerebellar and brainstem involvement.

The expanded polyQ repeat in SCA2 occurs in ataxin-2, 
a cytoplasmic protein that has been shown to bind mRNA 
and is thought to be a translational regulator (Satterfield & 
Pallanck, 2006). Ataxin-2 function has also been linked to 
secretion, cell specification, actin filament formation, and 
apoptotic and receptor-mediated signaling (Satterfield & 
 Pallanck, 2006). Normal alleles are between 15 to 32 repeats 
in length, and expanded alleles are 35 to 77 repeats in length. 
A “zone of reduced penetrance” exists for repeats of 32 to 34; 
not all persons with this repeat size will develop signs of dis-
ease. Rarely, expansions in ataxin-2 have presented as auto-
somal dominant Parkinsonism (Simon-Sanchez et al., 2005).

F. Spinocerebellar Ataxia 3/Machado 
Joseph Disease (SCA3/MJD)

Perhaps the most common dominant ataxia, SCA3/MJD 
was identified independently in two clinically and ethnically 
distinct populations (Kawaguchi et al., 1994; Stevanin et al., 
1995a, 1995b). Often, SCA3/MJD begins as a progressive 
ataxia accompanied by difficulties with eye movements, 
including bulging eyes and ophthalmoparesis, as well as dys-
arthria and dysphagia. Neuropathological findings include 
widespread degeneration of cerebellar pathways, pontine 
and dentate nuclei, substantia nigra, globus pallidus interna, 
cranial motor nerve nuclei, and anterior horn cells.

SCA3/MJD is caused by a CAG expansion in the MJD1 
gene that is normally 12 to 42 repeats in length and is 
expanded to approximately 52 to 84 repeats in disease. The 
common adult-onset ataxic presentation of disease is caused 
by mid-sized expansions, whereas longer repeats cause ear-
lier onset disease that is characterized by more rigidity and 
dystonia, and the shortest expanded repeats can manifest at 
older age as a motor neuronopathy with ataxia. Some patients 
develop parkinsonism responsive to dopamine. A few indi-
viduals have been described with intermediate alleles (~45-
55 repeats), which can cause restless legs syndrome.

The polyQ expansion occurs in the disease protein, ataxin-
3. Ataxin-3 is a ubiquitin-binding protein and de-ubiquitinating 
enzyme that may function in the ubiquitin-proteasome protein 
degradation pathway (Burnett et al., 2003). In Drosophila, 
wild-type ataxin-3 suppresses polyQ neurodegeneration 
caused by other polyQ disease proteins (Warrick et al., 2005). 
This suppression requires its enzymatic activity, suggesting 
that ataxin-3 normally participates in protein quality control 
in neurons. Interestingly, ataxin-3 is unique among polyQ pro-
teins in that the nonpathogenic form of the protein colocalizes 
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to inclusions formed in other polyQ diseases. Likely explana-
tions for this unique feature are (1) ataxin-3 binds ubiquitin 
chains, which are often found in polyQ inclusions, and (2) 
ataxin-3 regulates the production of protein accumulations 
known as aggresomes (Burnett & Pittman, 2005).

G. Spinocerebellar Ataxia 6 (SCA6)

In contrast to most SCAs, SCA6 usually manifests late in 
life as a “pure” cerebellar ataxia accompanied only by dysar-
thria and gaze-evoked nystagmus. Disease progresses more 
slowly than other SCAs, and is usually compatible with a 
normal lifespan. Uncommon noncerebellar symptoms may 
include impaired upward gaze, spasticity, and hyperreflexia. 
In some populations it is fairly common, accounting for 31 
percent and 22 percent of the ataxic families in Japan and 
Germany, respectively.

SCA6 is caused by a much smaller polyQ repeat expansion 
than are the other polyQ diseases. Normal SCA6 alleles range 
from three to 17 CAG repeats, and disease alleles contain 21 to 
30 repeats (Zhuchenko et al., 1997). Thus, pathogenic SCA6 
alleles lie in a range that, in other polyQ diseases, would be 
nonpathogenic. The expansion occurs in the gene for a P/Q-
type voltage-dependent calcium channel subunit (CACNA1A); 
other, nonrepeat mutations in this gene have been shown to 
cause two distinct neurological conditions, episodic ataxia 
type 2 and familial hemiplegic migraine (Ophoff et al., 1996). 
Because this polyQ disease protein is the only membrane pro-
tein among the polyQ disease proteins, and causes disease 
with much smaller repeat sizes, the pathogenic mechanism in 
SCA6 may differ from that in other polyQ diseases.

H. Spinocerebellar Ataxia 7 (SCA7)

SCA7 is unique among the SCAs. It is the only SCA 
characterized by retinal degeneration as well as ataxia. In 
other respects, SCA7 resembles the other common SCAs 
(SCA1, SCA2, SCA3) in being characterized by ataxia and 
brainstem findings. The defect is an expanded CAG repeat 
in the SCA7 gene encoding the protein ataxin-7 (David et 
al., 1997). Ataxin-7 is a nuclear protein that is thought to 
regulate gene transcription (Helmlinger et al., 2004). The 
SCA7 expansion is highly variable, ranging from 34 to 
greater than 200 repeats, whereas the normal allele repeat 
ranges from seven to 17. Although gonadal repeat instability 
is common in polyQ diseases, it is particularly impressive in 
SCA7 (David et al., 1997). Instability is especially striking 
with paternal transmission, leading in some cases to massive 
expansions that cause disease in infancy or in utero.

I. Spinocerebellar Ataxia 8 (SCA8)

Koob and colleagues (1999) identified the genetic defect 
in SCA8 as an unstable repeat expansion in the SCA8 gene. 
In one direction in the genome, this repeat is transcribed into 

RNA but not translated into protein. This led to the original 
hypothesis that SCA8 is due to a dominant toxic RNA effect 
as occurs in the myotonic dystrophies. Recently, however, it 
was discovered that this repeat can also be transcribed in the 
opposite direction (Moseley et al., 2006). The resultant CAG 
repeat expansion can be translated into an expanded polyQ 
protein without any adjacent protein sequence. Examination 
of a single SCA8 brain to date suggests that inclusions con-
taining polyQ are indeed a neuropathological feature of this 
disease.

The assignment of SCA8 to the polyQ camp, however, is 
still controversial. But this finding does raise the possibility 
that repeat expansions may, in some cases, be transcribed in 
both directions; thus, a single repeat expansion in the DNA 
could perhaps act through two mechanisms rather than just 
one. It is important to recognize that some individuals with 
very large SCA8 expansions do not develop disease, which 
suggests that SCA8 repeat expansions are incompletely pen-
etrant or—less likely—the actual mutation lies elsewhere but 
is closely linked to the expansion. Because of this uncertainty, 
SCA8 gene test results should be interpreted with caution.

SCA8 clinically resembles most other SCAs: adult onset 
ataxia with variable brainstem signs. In a study of a large 
family, the main clinical symptoms were prominent gait and 
limb ataxia accompanied by abnormalities of swallowing, 
speech, and eye movements. In contrast to many other SCAs 
in which paternal transmission is more prone to result in 
further repeat expansions, there is marked maternal bias in 
SCA8 disease transmission. This may reflect contractions of 
the expanded repeat during spermatogenesis.

J. Spinocerebellar Ataxia 17 (SCA17)

Originally described in Japan, SCA17 is quite rare in the 
United States. The ataxia of SCA17 is accompanied by more 
intellectual decline and extrapyramidal features (for exam-
ple, bradykinesia and dystonia) than in the other SCAs. It 
is also more likely to show widespread cerebral degenera-
tion. In some cases, SCA17 can even resemble HD in certain 
respects. SCA17 is caused by a CAG repeat expansion in the 
TATA binding protein gene (TBP or TFIID), which encodes 
a critical component of the basal transcription machinery 
(Koide et al., 1999). TBP has a rather large, normal-sized 
repeat of up to 44 repeats in length, which becomes expanded 
in disease to 48 or greater.

III. Protein Misfolding and Failures in 
Protein Quality Control

Protein quality control (QC) is tightly regulated in all 
cells. Its importance becomes especially clear in the polyQ 
diseases, where protein conformational defects result in the 
detrimental accumulation of aggregated protein. Long-lived, 
post-mitotic neurons are particularly vulnerable to the accu-
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mulation of abnormal proteins because they are unable to dis-
perse misfolded, aggregated protein through cell division.

The amino acid sequence of a protein contains the 
 necessary information for nascent proteins to assume their 
proper tertiary structure. However, the crowded intracellu-
lar environment presents significant obstacles to error-free 
protein folding (Muchowski & Wacker, 2005). Accordingly, 
cells have evolved highly conserved chaperone proteins 
that facilitate protein folding and promote degradation 
of  misfolded or incorrectly assembled proteins (see also 
Chapter 5).

One family of chaperone proteins, the heat shock proteins 
(HSPs), has been studied extensively in the context of polyQ 
disease. Most HSPs function as molecular chaperones. They 
are divided into six classes, denoted by the approximate size 
of the protein in kilodaltons: HSP100, 90, 70, 60, 40, and 
smaller HSPs of less than 40 kD (Macario, 1995).

If a protein does not fold properly despite the assistance of 
chaperones, it often is then degraded by the ubiquitin protea-
some system (UPS), the key protein degradation pathway in the 
cell. Certain proteins link UPS degradation to the protein fold-
ing chaperone system. Another major route for abnormal pro-
tein elimination is lysosome-mediated autophagy, which engulfs 
and destroys damaged cellular components ranging from indi-
vidual proteins to entire organelles. Although we will focus here 
on the UPS as a major clearance mechanism for polyQ disease 
proteins, we remind you that increasing evidence suggests that 
autophagy also plays a role in the destruction of polyQ proteins 
in at least some diseases (Ravikumar & Rubinsztein, 2004).

The following sections focus on abnormally expanded 
polyQ proteins, their propensity to aggregate, the efforts of 
the cellular QC system to handle these misfolded proteins, 
and on studies that have aimed to identify precisely what is 
toxic about expanded polyQ proteins (see Figure 17.1).

Figure 17.1 Potential mechanisms to explain polyglutamine toxicity. As shown in the center, a toxic conformation of expanded polyQ, either mono-
meric or oligomeric, is thought to underlie pathogenesis. As shown from the top, all polyQ diseases demonstrate accumulation of toxic protein and some 
degree of impairment in protein quality control, either in proteasomal degradation (as pictured) or in chaperone-mediated refolding (not shown). Moving 
clockwise, evidence suggests transcriptional dysregulation in many polyQ diseases, pictured here as polyQ disease proteins abnormally interacting with 
transcription factors. PolyQ-mediated mitochondrial dysfunction may occur through a variety of pathways, though these are currently less well defined than 
those for other potential mechanisms listed. Nuclear localization of full-length, mutant protein or cleavage fragments (as in HD) —a recurrent theme in 
polyQ diseases—may contribute to transcriptional dysregulation and/or interference with other normal nuclear functions. Altered calcium homeostasis may 
be an intrinsic feature of SCA6, as the mutation is in a calcium channel, although there is also evidence for its importance in HD. Lastly, axonal transport 
defects are an important cause of neurodegeneration beyond polyQ disorders; the extent to which they represent a pathogenic feature in polyQ diseases is 
under investigation.
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A. Aggregation and PolyQ Diseases

A pathological hallmark of all polyQ disorders is the 
presence of intraneuronal inclusions of the mutant protein. 
Expanded polyQ tracts tend to perturb the native folding 
of the protein in which they reside (Ignatova & Gierasch, 
2006) increasing the probability that the disease protein will 
misfold, oligomerize, and aggregate. The tendency of polyQ 
proteins to misfold correlates with the length of the repeat: 
longer repeats are more likely to misfold and form aggre-
gates. Post-translational modifications, such as phosphory-
lation, ubiquitination, and SUMOylation, also influence the 
propensity of the protein to aggregate (Humbert et al., 2002; 
Steffan et al., 2004). Protein aggregates are consolidated 
into inclusions by microtubule-based cellular processes. 
Such inclusion bodies formed by aggregated polyQ proteins 
can reside in the nucleus (SCA1, SCA7, SCA17), cytoplasm 
(SCA2 and SCA6), or both (HD, SCA3, DRPLA, SBMA).

The relationship of proteinaceous inclusions to disease 
pathogenesis is unclear. One possibility is that nuclear 
inclusions are responsible for cellular demise. However, the 
causal link between inclusions and neurodegeneration has 
been challenged by several reports. Some studies indicate 
that inclusions may actually play a protective role; cells 
that form inclusions tend to survive longer than ones that 
form inclusions slowly or not at all (Arrasate et al., 2004; 
Bowman et al., 2005; Saudou et al., 1998; Slow et al., 2005; 
Watase et al., 2002; Yoo et al., 2003). The current view is that 
oligomeric or protofibrillar intermediates are most likely the 
cytotoxic polyQ species rather than large mature inclusions 
(Muchowski & Wacker, 2005; Poirier et al., 2002; Sanchez 
et al., 2003). Indeed, evidence is accumulating that soluble 
polyQ oligomers may be most toxic to the cell (Arrasate 
et al., 2004; Bucciantini et al., 2002).

The apparent contradictions about whether inclusions are 
protective or harmful may be partially resolved by under-
standing that the biochemical process of “aggregation” is not 
identical to “inclusion formation.” In this chapter, we define 
aggregates as biochemically detectable protein complexes, 
which are detergent- and protease-resistant. Inclusions are 
visible protein structures generated by regulated cellular 
processes that sequester these proteins away from other cel-
lular components.

PolyQ protein aggregates are detergent-insoluble and pro-
tease-resistant. Mature aggregates have a fibrillar, β-sheet 
rich amyloid-like structure that can bind lipophilic dyes such 
as Congo Red and thioflavin. The aggregation pathway for 
expanded polyQ proteins is likely to be complex, with oligo-
meric, globular, and fibrillar intermediates appearing before 
mature amyloid fibers are present (Ross & Poirier, 2004). 
Several studies support a seeding model for aggregate for-
mation, whereby a misfolded monomer acts as a nidus for 
subsequent misfolded proteins to bind and form oligomers 
(Bhattacharyya et al., 2005; Chen et al., 2002).

Aggregated polyQ proteins in neuronal inclusions are 
ubiquitinated in most polyQ disorders, the sole exception 
being SCA6 (Ishikawa et al., 1999). Immunocytochemical 
analyses of inclusions in disease tissues and animal mod-
els indicate that mutant polyQ proteins are sequestered into 
inclusions along with components of the UPS, certain HSPs, 
and other proteins. The presence of UPS components and 
chaperones in inclusions suggests that the polyQ proteins are 
indeed misfolded, and that the neuronal QC machinery has 
been recruited in an effort to refold or degrade the expanded 
polyQ proteins. Although some studies suggest that polyQ 
proteins can impair UPS function (Bence et al., 2001; Diaz-
Hernandez et al., 2006; Khan et al., 2006), there are conflict-
ing data about whether the UPS in fact is impaired by polyQ 
proteins in vivo (Gatchel & Zoghbi, 2005).

In summary, neuronal inclusions are a hallmark of polyQ 
disease but their relation to pathology is still under debate. 
The involvement of the UPS in polyQ protein handling, how-
ever, has been clearly established and molecular chaperones 
may be a viable target for therapeutic considerations for per-
sons afflicted by polyQ disorders.

B. Toxic Species in 
PolyQ Neurodegeneration

During the past decade, as the genes responsible for 
polyQ disorders were being discovered, a central question 
arose: Does polyQ repeat expansion cause a dominant loss 
of protein function or a toxic gain of function? Studies in 
various models have established that polyQ disorders are due 
primarily to a toxic gain-of-function (Zoghbi & Orr, 2000). 
For example, knock-in mouse models recapitulate disease 
features (Watase et al., 2002; Yoo et al., 2003), whereas 
knock-out mouse models for the various disease genes do 
not (Matilla et al., 1998). Nevertheless, for some polyQ dis-
eases a partial loss of function may contribute to the disease 
phenotype. In SBMA, for example, partial loss-of-function 
of the androgen receptor (AR) explains some clinical fea-
tures of the disease including gynecomastia and testicular 
atrophy. Moreover, polyQ expansion in AR suppresses its 
normal transcriptional activity (Katsuno et al., 2006). Simi-
larly, in SCA6 the expansion in a subunit of the P/Q-type cal-
cium channel alters channel function, leading to a decrease 
in calcium influx into neurons (Matsuyama et al., 1999; Toru 
et al., 2000). Therefore, although polyQ expansion generally 
can be considered a toxic gain-of-function mutation, there 
are important exceptions to this generalization.

1. Nuclear Localization of Disease Protein

Attempts to identify toxic species in polyQ diseases have 
determined that nuclear localization of mutant polyQ protein 
is necessary for neurodegeneration in several polyQ diseases 
(Klement et al., 1998; Kordasiewicz et al., 2006; Saudou 
et al., 1998). For example, when the nuclear  localization 
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 signal in ataxin-1 is mutated, expanded ataxin-1 is no longer 
transported to the nucleus and no longer causes Purkinje cell 
degeneration and ataxia in transgenic mice (Cummings et al., 
1998; Klement et al., 1998). Furthermore, a cellular model of 
HD also indicated that nuclear localization is necessary for 
expanded huntingtin-dependent apoptotic cell death  (Saudou 
et al., 1998). Lastly, in cell models of SCA6, toxicity of the 
expanded protein is dependent upon its nuclear localiza-
tion (Kordasiewicz et al., 2006). Thus, as indicated by these 
examples, nuclear localization of mutant polyQ species may 
be necessary for pathogenesis in many polyQ diseases.

2. Toxic Protein Fragments

Another point of interest in polyQ disorders is whether 
full-length proteins or proteolytic polyQ-containing frag-
ments are the primary toxic species. The answer may vary 
depending upon the disease protein in question. In HD, for 
example, the generation of proteolytic fragments of hunting-
tin may be important for pathogenesis (Graham et al., 2006; 
Mangiarini et al., 1996). Several caspases and other prote-
ases can cleave expanded huntingtin, atrophin-1, ataxin-1, 
and ataxin-3 (Goldberg et al., 1996; Wellington & Hayden, 
2000; Wellington et al., 2000), and some evidence suggests 
that proteolytic cleavage is required for ataxin-3 aggregation 
(Haacke et al., 2006). Inhibition of caspase 1 activity delays 
pathogenesis in a mouse model of HD (Ona et al., 1999), and 
caspase activation has been observed in human HD brains 
(Ona et al., 1999; Sanchez et al., 1999). Evidence in SBMA 
suggests that cleavage products of expanded AR are toxic to 
cells (Cowan et al., 2003; Li et al., 1998; Merry et al., 1998). 
Likewise, cleavage of the P/Q-type calcium channel sub-
unit may be important in SCA6 pathogenesis (Kordasiewicz 
et al., 2006). In contrast, there is no evidence that proteolysis 
of ataxin-1 plays a role in SCA1 pathogenesis. Therefore, 
cleavage products may contribute to pathogenesis in only a 
subset of polyQ disorders.

 3.  Post-Translational Modifications and Importance 
of Protein Context

Many lines of evidence have shown that although pure, 
expanded polyQ domains without flanking amino acids 
are toxic, protein context also greatly influences pathogen-
esis. The fact that each disease manifests its own specific 
clinical and neuropathological features despite having the 
“same” mutation means that disease protein context must 
help to specify the range and degree of neurodegeneration. 
In keeping with the central role of protein context in patho-
genesis, the toxicity of several polyQ disease proteins has 
been shown to be regulated by phosphorylation at distant 
points in the protein, far removed from the polyQ domain. In 
the case of expanded huntingtin, phosphorylation of its ser-
ine 421 residue by Akt (a Ser/Thr kinase) abrogates its pro-
apoptotic activity in vivo and in vitro (Humbert et al., 2002). 
Akt-dependent phosphorylation of ataxin-1 also modulates 

neurodegeneration in SCA1 models. In a fruit fly model of 
SCA1, Akt-dependent ataxin-1 phosphorylation is required 
for the stabilization of polyQ-expanded ataxin-1, which 
enhances neurodegeneration (Chen et al., 2003). Consistent 
with this finding, phosphorylation of ataxin-1 at serine 776 
is critically important for pathogenesis in SCA1 transgenic 
mice (Emamian et al., 2003). Akt also acts on AR, though 
the effects of this modification on SBMA neurodegeneration 
are unclear (Lin et al., 2001).

Postranslational modifications with ubiquitin or the small 
ubiquitin-like modifier, SUMO, also can modulate toxicity 
in a protein-context dependent manner. For example, in cell 
and fruit fly models of HD, a toxic cleavage product of hun-
tingtin is readily SUMOylated (Steffan et al., 2004). This sta-
bilizes the fragment, increases its solubility, and enhances its 
ability to repress transcription and cause degeneration (Stef-
fan et al., 2004). In contrast, ubiquitination of this huntingtin 
fragment at the same lysine residues suppresses degenera-
tion (Steffan et al., 2004).

There is also evidence that nonpolyQ regions of polyQ 
disease proteins are important in pathogenesis independent 
of post-translational modifications. SCA1 models indicate 
that overexpression of the AXH domain of ataxin-1 contrib-
utes to neurodegeneration. When overexpressed, the AXH 
domain reduces the expression of proteins important for cel-
lular survival. The expansion of polyQ in ataxin-1 enhances 
the effect of the AXH domain by rendering ataxin-1 less 
degradable (Tsuda et al., 2005). And in SBMA, the AR ligand 
testosterone is necessary for pathogenesis since full-blown 
disease does not occur in women who are SBMA gene car-
riers or even homozygous for the mutation (Schmidt et al., 
2002), or in male transgenic mice that have been castrated 
surgically or pharmacologically (Katsuno et al., 2002, 2006). 
These findings support the view that protein regions outside 
of the polyQ domain contribute to pathogenesis.

In summary, it has become apparent that (1) nuclear local-
ization of some polyQ proteins is intimately linked to neu-
rodegeneration; (2) polyQ protein cleavage likely plays an 
important role in some disorders; and (3) post- translational 
modifications and disease protein context can modulate 
toxicity.

C. Evidence That Protein Quality Control 
Pathways Are Involved in Disease

Considerable evidence indicates that protein QC systems, 
particularly the UPS system and chaperones, are important 
in the cellular response to expanded polyQ protein. Although 
these systems function cooperatively, we will discuss the 
evidence for each separately.

Several lines of evidence suggest that the UPS is involved 
in polyQ disease. PolyQ inclusions often are ubiquitinated, 
suggesting that they have been targeted for degradation, and 
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proteasomal subunits often localize to polyQ protein inclu-
sions. Ubiquitination of expanded huntingtin fragments 
abrogates neurodegeneration presumably by facilitating 
proteasomal degradation (Steffan et al., 2004). Conversely, 
inhibition of proteasomal function exacerbates toxicity in 
polyQ disease models (Bailey et al., 2002; Chan et al., 2002; 
 Cummings et al., 1999). Deleting components of the UPS pro-
duces a similar exacerbation of polyQ toxicity. For example, 
a SCA1 mouse model engineered to lack the ubiquitin ligase 
E6-AP shows reduced inclusion formation but increased Pur-
kinje cell degeneration (Cummings et al., 1999). This suggests 
that ubiquitin dependent pathways—presumably including the 
UPS—are critical for handling expanded polyQ proteins.

As mentioned earlier, the HSP family of chaperones has 
been studied extensively in polyQ disease models. HSP levels 
in mouse models of HD and SBMA are decreased in affected 
brain areas (Hay et al., 2004; Katsuno et al., 2005), suggest-
ing that QC is impaired in these areas. Additionally, HSP70 
and HSP40 colocalize with ataxin-1, 2, 3, 7, and AR inclu-
sions (Bailey et al., 2002; Chai et al., 1999a, 1999b; Chen 
et al., 2003; Cummings et al., 1998; Katsuno et al., 2006; 
Muchowski & Wacker, 2005), implying that the  cellular pro-
tein refolding machinery has been recruited to inclusions to 
handle mutant polyQ protein.

Many studies show that overexpression of HSPs can ame-
liorate the cellular dysfunction caused by expanded polyQ 
proteins (Hsu et al., 2003; Meriin et al., 2002; Muchowski 
et al., 2000; Warrick et al., 1998, 1999). For example, expres-
sion of an expanded ataxin-3 fragment in the fruit fly eye 
leads to severe photoreceptor degeneration that can be res-
cued by overexpression of wild-type HSP70 and enhanced 
by overexpression of a dominant-negative form of HSP70 
(Warrick et al., 1998, 1999). Overexpression of HSP70 also 
improves behavioral and neuropathological phenotypes in 
a model of SCA1 (Cummings et al., 2001); similar results 
have been obtained in a study of SBMA mice overexpressing 
HSP70, wherein HSP70 ameliorates pathology, possibly by 
enhancing the degradation of the mutant AR (Adachi et al., 
2003; Bailey et al., 2002). On the other hand, overexpres-
sion of HSP70 in a mouse model of HD has no discernible 
effect (Hansson et al., 2003). Pharmacological induction 
of HSP70, HSP90, and HSP105 in the central nervous sys-
tem by the small compound geranylgeranylacetone inhibits 
nuclear accumulation of AR and ameliorates pathology in an 
SBMA mouse model (Katsuno et al., 2005).

Although chaperones can clearly affect polyQ toxicity, their 
role in modulating aggregation is less clear. Overexpression 
of HSP40 and HSP70 consistently reduces polyQ-induced 
toxicity, and HSP27 has similar effects (Wyttenbach et al., 
2002), but the extent to which these proteins affect polyQ 
protein inclusions varies. HSP40 has been shown to reduce 
inclusion formation, enhance proteasomal degradation, and 
reduce toxicity of expanded polyQ proteins in SCA1, 2, 3, 7, 
and SBMA models (Adachi et al., 2003; Bailey et al., 2002; 

Chai et al., 1999a, 1999b; Chan et al., 2002; Fu et al., 2005; 
Jana et al., 2000; Kobayashi et al., 2000; Kobayashi & Sobue, 
2001). The chaperones Hdj2 and Hsc70 colocalize with hun-
tingtin inclusions and, when overexpressed, reduce their for-
mation (Everett & Wood, 2004). In contrast, HSP70 reduces 
toxicity in various model systems but does not always reduce 
inclusion formation (Zhou et al., 2001). And studies in S. 
cerevisiae and C. elegans indicate that HSPs directly regu-
late steps in protein inclusion (Hsu et al., 2003; Meriin et al., 
2002), supporting an evolutionarily conserved role for HSPs 
in protein quality control and clearance.

In yeast models of polyQ disease, certain chaperones 
are required for inclusion formation. Hsp104 is required 
for aggregation of polyQ protein in a yeast model of HD 
(Krobitsch & Lindquist, 2000), and is also critically impor-
tant for the handling of aggregated prion proteins (Chernoff 
et al., 1995). Overexpression of yeast Hsp104 in a mouse 
model of HD results in amelioration of the phenotype and a 
decrease in inclusions of expanded huntingtin (Vacher et al., 
2005). Since a definite mammalian homolog of Hsp104 has 
not been found, however, the full implications of the yeast 
data are unclear.

Researchers have long wondered whether polyQ protein 
misfolding affects only proteins that interact with polyQ or 
more globally affects cellular protein QC. Recent experi-
ments in temperature-sensitive mutant strains of C. elegans 
revealed that expression of expanded polyQ proteins pro-
motes misfolding of unrelated temperature-sensitive proteins 
even at the normally permissive temperature (Gidalevitz 
et al., 2006). Thus, not only do polyQ proteins misfold but 
their presence in the cell also leads to the misfolding of other 
proteins, presumably due to a global perturbation in QC. It is 
possible that localization of proteasomal subunits and chap-
erones to polyQ aggregates has similar detrimental effects 
on QC in neurons.

In conclusion, evidence from a wide range of studies 
indicates that components of QC are intimately involved in 
processing expanded polyQ proteins. HSPs, in particular, can 
help ameliorate pathology stemming from polyQ proteins in 
many, but not necessarily all, disease models. QC itself may 
also be impeded by the presence of polyQ proteins, amplify-
ing the detrimental effects of misfolded polyQ proteins on 
the cell.

IV. Transcriptional Dysregulation

Many recent reports support the view that expanded 
polyQ proteins perturb gene expression in the brain. At least 
four lines of data implicate transcriptional dysregulation in 
polyQ neurodegeneration:

▲ Several polyQ disease proteins normally function in 
transcription pathways
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▲ Nuclear localization is tightly linked to pathogenesis 
in many polyQ disorders

▲ Transcription factors can be sequestered by polyQ 
inclusions or by soluble complexes of polyQ disease pro-
teins

▲ Transcriptional changes seem to be an early event 
in disease pathogenesis, often preceding the onset of 
 neurodegeneration

Several models have been proposed to explain how 
expanded polyQ proteins affect transcription. It is important, 
first, to recognize that several polyQ disease proteins are 
 themselves transcription factors or cofactors including AR, 
ataxin-7, atrophin-1, and TBP. To the extent that polyQ expan-
sion alters the conformation of these transcriptional compo-
nents, it could directly affect expression of target genes. Other 
polyQ proteins also are known to interact with gene regulatory 
complexes, including ataxin-1, ataxin-3, and huntingtin. A sec-
ond important point is that a polyQ domain can directly regu-
late transcription: polyQ repeats activate transcription when 
fused to a simple DNA binding domain, and the repeat length 
determines the degree of transcriptional activation (Gerber et 
al., 1994). Another possibility is that when polyQ is expanded, 
polyQ proteins engage in novel interactions with components 
of the transcriptional machinery (Schaffar et al., 2004). Such 
an interaction need not be at the level of insoluble inclusion 
formation. In a SCA7 mouse model, for example, transcrip-
tional changes occur before inclusions are observed (Yoo et 
al., 2003). Finally, transcriptional dysregulation could result 
from recruitment of other transcription factors and cofactors 
that themselves contain polyQ stretches (e.g., CBP, TAF4, 
TP53, and Sp1) through a homotypic polyQ-polyQ domain 
interaction. One or more of these mechanisms may contribute 
to transcriptional dysregulation in various polyQ diseases.

What is the evidence for altered transcription in cells 
expressing expanded polyQ proteins? Expanded polyQ proteins 
have been shown to increase or decrease transcription levels of 
various genes (Luthi-Carter et al., 2002a, 2002b; McCampbell 
et al., 2000, 2001; Nucifora et al., 2001; Steffan et al., 2000; 
Sugars et al., 2004). For example, genes for certain neuropep-
tides such as enkephalin and trophic factors are decreased, but 
some stress-related proteins are increased in HD and DRPLA 
mouse models (Luthi-Carter et al., 2002a, 2002b). Mutant 
huntingtin can affect transcription by interacting with nuclear 
response elements that regulate the expression of genes encod-
ing BDNF, NMDA receptor subunits, PSD-95, and α-actinin 
(  Luthi-Carter et al., 2002a, 2002b, 2003;  Zuccato et al., 2001, 
2003). Moreover, CBP and CREB-dependent transcription is 
decreased in cells expressing polyQ expanded huntingtin, and 
overexpression of CBP or CREB restores levels of transcrip-
tion (Nucifora et al., 2001; Sugars et al., 2004).

Importantly, recent investigations reveal significant gene 
expression changes in brain areas with extensive neurodegen-
eration such as the caudate nucleus in HD (Hodges et al., 

2006). One study showed that expression levels of 81 percent 
of genes normally enriched in the striatum were decreased 
in HD mice (Desplats et al., 2006). These mRNA changes 
occurred before signs of degeneration or gliosis, and in many 
instances before mice showed any symptoms. For some 
genes, transcription levels were also reduced in caudate tis-
sue from postmortem HD brain (Desplats et al., 2006). These 
data suggest that normal neuronal function in HD is affected 
by polyQ-dependent changes in gene expression and that 
transcriptional dysregulation contributes to pathogenesis.

Transcriptional dysregulation also has been observed in 
other polyQ diseases. Tsuda and colleagues (2005) recently 
provided evidence that the AXH domain of ataxin-1 interacts 
with the Drosophila protein Senseless and its mammalian 
growth factor ortholog, Gfi-1. Senseless is required for the 
peripheral nervous system development in Drosophila and 
Gfi-1 is necessary for survival of Purkinje cells in mice (Tsuda 
et al., 2005). Overexpression of wild-type and expanded 
ataxin-1 reduces the levels of Senseless in flies and Gfi-1 
in mouse Purkinje cells in a proteasome-dependent manner 
(Tsuda et al., 2005). Importantly, loss of Gfi-1 reproduces 
aspects of the SCA1 phenotype (Tsuda et al., 2005), arguing 
that loss of Gfi-1 plays an important role in SCA1 pathogen-
esis. Expansion of the polyQ domain renders ataxin-1 more 
resistant to degradation, increasing its cellular levels and possi-
bly its effects on Gfi-1, leading to neuropathological changes.

Ataxin-1 may also affect transcription by binding the 
cerebellum-enriched transcription regulator PQBP-1 in a 
polyQ-dependent fashion (Okazawa et al., 2002; Waragai 
et al., 1999). A mechanism has been proposed by which the 
ataxin-1/PQBP-1 interaction impedes RNA polymerase II 
function, especially in the cerebellum (severely affected in 
SCA1). Since PQBP-1 can interact with other polyQ pro-
teins, a similar repression of RNA polymerase II could con-
tribute to neurodegeneration in other polyQ diseases.

Evidence for transcriptional dysregulation also has come 
from SCA7 models. Recently, Helminger and collaborators 
reported that ataxin-7 is a subunit of the GCN5 histone ace-
tyl-transferase complex TFTC/STAGA. However, though 
ataxin-7 recruitment into the TFTC/STAGA complex appears 
unaffected by polyQ expansion (Helmlinger et al., 2004), 
investigations in a SCA7 model provided evidence of chro-
matin decondensation, H3 histone hyperacetylation, and sur-
prisingly, rather global transcriptional downregulation in rod 
photoreceptors (Helmlinger et al., 2006). On a similar note, 
in a SCA7 mouse model, retinal degeneration could be linked 
to altered function of a specific transcription factor, CRX, in 
the presence of expanded ataxin-7 (La Spada et al., 2001).

The transcriptional changes observed in SCA17 come as 
no real surprise given that the polyQ expansion resides in 
the TATA binding protein (TBP), a basal transcription factor 
that binds the TATA box, a core promoter element present in 
most genes. In SCA17 models, expanded TBP was shown 
to interfere with CREB-dependent transcription (Reid et al., 
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2003). TBP is also recruited to NI in other polyQ disorders 
including SCA1, 2, 3, HD, and DRPLA (Huang et al., 1998; 
Perez et al., 1998; Uchihara et al., 2001).

Lastly, in SBMA polyQ expansion resulted in weaker 
transactivation of AR target genes both through changes in AR 
activity and through decreased ability of AR to interact with 
its coactivator, ARA (Hsiao et al., 1999; Kazemi- Esfarjani 
et al., 1995; Mhatre et al., 1993). This may ultimately lead to 
reduced androgen sensitivity and neurodegeneration.

In summary, selective yet significant alterations in gene 
expression are observed in several polyQ diseases and in ani-
mal models. Such changes may directly contribute to early 
events in the pathogenic cascade.

V. Mitochondrial Dysfunction

As metabolically active cells with high energy demands, 
neurons are particularly sensitive to mitochondrial dysfunction. 
Evidence that mitochondrial dysfunction contributes to polyQ 
neurodegeneration comes primarily from studies of HD. One 
model of HD pathogenesis posits that mitochondrial dysfunc-
tion renders striatal neurons especially sensitive to excitotox-
icity from glutamatergic cortical inputs. In addition, because 
protein QC pathways are ATP-dependent, impaired mitochon-
drial function could exacerbate problems in protein folding or 
decrease the degradation of expanded polyQ proteins.

In HD patients, metabolic anomalies have been detected 
before obvious striatal atrophy (Grafton et al., 1990; Hayden 
et al., 1986; Mazziotta et al., 1987). More recent studies 
have revealed decreased glucose metabolism in HD brain, 
altered skeletal muscle metabolism, increased lactate/pyru-
vate ratio in CSF, and increased lactate levels in some brain 
areas (Antonini et al., 1996; Brouillet et al., 2005; Cooper & 
Schapira, 1997; Jenkins et al., 1993; Koroshetz et al., 1997; 
Leegwater-Kim & Cha, 2004). Not all studies, however, are 
in agreement (Hoang et al., 1998).

Additional support for mitochondrial dysfunction in HD 
comes from studies showing reduced levels of enzymes 
important in oxidative phosphorylation, including mitochon-
drial complexes II, III, and IV, but not complex I (Browne 
et al., 1997; Butterworth et al., 1985; Gu et al., 1996; Tabrizi 
et al., 2000). HD mitochondria are less capable of handling 
calcium (Panov et al., 2002), supporting the hypothesis that 
excitotoxicity and mitochondrial dysfunction are linked. In 
fact, administration of mitochondrial inhibitors (e.g., 3-NP 
or malonate) in mammals leads to HD-like neurodegenera-
tion (Brouillet et al., 1995; Henshaw et al., 1994) that can be 
prevented by NMDA receptor antagonists (Henshaw et al., 
1994). There is evidence for mitochondrial depolarization 
associated with decreased ATP production in HD specimens, 
and a knock-in mouse model of HD shows increased levels 
of AMP (Gines et al., 2003), implying deficits in energy pro-
duction. Finally, some wild-type huntingtin in cells localizes 

to the outer mitochondrial membrane and expanded hunting-
tin alters membrane permeability (Choo et al., 2004). Based 
on this collective evidence, mitochondrial dysfunction is 
likely an important element in HD pathogenesis.

Mitochondrial dysfunction also has been observed in 
SBMA models, where mitochondria are recruited into AR 
inclusions, leading in some cases to sequestration of the 
entire mitochondrial pool (Simeoni et al., 2000; Stenoien 
et al., 1999). In addition, wild-type and expanded AR inter-
act differentially with the mitochondrial electron transport 
chain complex, cytochrome c oxidase (Beauchemin et al., 
2001). AR inclusions sequester subunits of cytochrome c oxi-
dase, which may disrupt mitochondrial function and activate 
apoptotic pathways (Beauchemin et al., 2001).

Mitochondrial dysfunction may also contribute to SCA1 
pathogenesis: mitochondrial dysfunction occurs in cells 
expressing mutant ataxin-1 (Kim et al., 2003) and in patients 
suffering from SCA1 (Kish et al., 1999). In one SCA1 mouse 
study, supplemental creatine extended the life of Purkinje 
cells (Kaemmerer et al., 2001), consistent with the view that 
low ATP levels may be involved in SCA1 neurodegenera-
tion. Similarly, defective mitochondrial oxidative phosphor-
ylation in muscles was reported in human cases of DRPLA 
(Lodi et al., 2000).

There are relatively few reports regarding mitochondrial 
dysfunction in the other polyQ diseases. In two cell models 
of SCA3, expanded ataxin-3 expression led to apoptosis by 
activating pro-apoptotic mitochondrial pathways, including 
cytochrome c release and changes in levels of pro-apoptotic 
and anti-apoptotic proteins of the Bcl-2 family (Chou et al., 
2006; Tsai et al., 2004; Wang et al., 2006). A study assessing 
mitochondrial dysfunction in SCA3/MJD patients, however, 
did not yield conclusive evidence for mitochondrial abnor-
malities (Matsuishi et al., 1996).

In summary, mitochondrial defects likely contribute to 
the disease process in at least some polyQ disorders, most 
notably in HD. However, mitochondrial defects may not 
occur in all polyQ disorders, and a direct causal relationship 
between mitochondrial defects and polyQ toxicity has not 
been firmly established.

VI. Excitotoxicity and 
Calcium Homeostasis

Excitotoxicity and abnormal calcium homeostasis also 
have been proposed as a mechanism of polyQ neurodegen-
eration, largely based on studies of HD models (DiFiglia, 
1990). There is increased sensitivity to NMDA receptor acti-
vation in HD brains of transgenic mice (Levine et al., 1999; 
Zeron et al., 2002), leading to increased calcium currents and 
mitochondrial membrane depolarization (Zeron et al., 2004). 
This could reflect, in part, reduced mitochondrial function 
in neurons. Glutamate recycling may also be affected since 
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levels of glial glutamate transporters are reduced in HD mice 
(Behrens et al., 2002) and expanded huntingtin inhibits gluta-
mate reuptake (Li et al., 2000). In support, Desplats and col-
leagues (2006) recently described striatal-specific reduction 
in the expression of genes involved in calcium homeostasis in 
HD models. Together with a report showing striatal apoptosis 
due to huntingtin-induced calcium disturbances (Tang et al., 
2005), these data indicate that dysregulation of calcium levels 
may be an important component in HD pathogenesis.

Data from SCA1 also implicate perturbations in calcium 
homeostasis in polyQ pathogenesis. Several genes central 
to calcium homeostasis are reduced in SCA1 mice (Lin 
et al., 2000) and, in SCA1 brains, IP3-mediated calcium 

release and metabolism are significantly lower than in con-
trol brains (Desaiah et al., 1991; Vig et al., 1992, 2001). In 
SCA6, decreased calcium influx through the P/Q-type cal-
cium channel (Matsuyama et al., 1999; Toru et al., 2000) 
may underlie neurodegeneration. Thus, calcium imbalance 
may also contribute to neurotoxicity in SCA1, SCA6, and 
possibly other polyQ disorders.

VII. Axonal Transport Defects

Neuronal function is heavily dependent on the transport 
of organelles and signaling molecules between cell bodies 

Figure 17.2 Potential mechanisms to explain polyglutamine-induced axonal transport 
defects. Three potential mechanisms are illustrated here that are not necessarily mutually exclusive. 
A. PolyQ proteins attached to vesicles or motor proteins are “sticky,” binding to various proteins 
in the axon to create protein clumps that physically block the axon. If the blockage is severe, this 
leads to degeneration of the axon. B. PolyQ proteins bind to motor proteins, sequestering them 
away from microtubules and thereby impairing cargo movement along the axon. C. Certain wild-
type polyQ proteins, including huntingtin, may normally participate in axonal transport. When 
polyQ is expanded, the protein can no longer function properly, and axonal transport of specific 
cargo or interacting proteins is impaired.
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and distal processes. Expanded polyQ proteins can perturb 
this efficient, orderly process. Disruption of axonal transport 
causes neuronal degeneration in various mouse models and in 
human disease (Gauthier et al., 2004). Figure 17.2 illustrates 
three ways that polyQ disease proteins could promote axonal 
transport deficits. PolyQ proteins might:

1. Self-assemble or assemble with other axonal 
proteins, resulting in physical blockage of narrow axons.

2. Directly bind motor proteins and effectively titrate 
them out of the soluble protein pool, leaving the axon 
functionally depleted of motor proteins.

3. For some polyQ proteins that might normally 
participate in axonal transport, polyQ expansion could 
directly interfere with this normal axonal function 
(Gunawardena & Goldstein, 2005).

Findings exist to support all three hypotheses in various 
models. It is unclear, however, which of these best explains 
polyQ-mediated deficits in axonal transport, and whether 
these deficits are broadly relevant to the pathogenesis of 
polyQ diseases.

Supporting the first hypothesis, mutant AR forms neuritic 
inclusions in motor neuron cell lines, leading to abnormal accu-
mulations of mitochondria and the motor protein kinesin in axo-
nal swellings (Piccioni et al., 2002). Similarly, in Drosophila 
an expanded huntingtin fragment forms neuritic inclusions that 
sequester other polyQ proteins and cause abnormal accumula-
tions of the synaptic protein synaptotagmin and axonal widen-
ing near the inclusions (Lee et al., 2004). Furthermore, HD 
brains develop neuropil inclusions (Jackson et al., 1995) and 
SCA6 brains have axonal accumulations that contain neurofil-
aments and other proteins (Gunawardena & Goldstein, 2005) 
that may block axonal transport of other cargoes.

Supporting the second hypothesis, aggregated hunting-
tin can titrate motor proteins away from their normal cel-
lular localization (Gunawardena & Goldstein, 2005). In 
addition, several expanded polyQ proteins cause decreased 
movement of vesicles in isolated axoplasm preparations, 
suggesting a deficit in fast axonal transport independent 
of physical blockage of a narrow axonal lumen (Szebenyi 
et al., 2003).

Evidence supporting the third hypothesis comes from 
studies of BDNF trafficking in neurons. Wild-type hunting-
tin increases the efficiency of BDNF vesicular transport 
along microtubules, whereas mutant huntingtin reduces 
BDNF transport efficiency in neurons; this effect is hun-
tingtin-specific, as neither ataxin-3 nor ataxin-7 has simi-
lar effects (Gauthier et al., 2004). These data also indirectly 
support the second hypothesis, as expanded huntingtin 
was found to bind certain motor proteins more efficiently 
than wild-type huntingtin, preventing those motor proteins 
from binding to microtubules. Interestingly, an N-terminal 
fragment of huntingtin generated in HD patient brains can-
not stimulate BDNF transport, suggesting that cleavage of 

expanded  huntingtin is another route by which the expan-
sion may cause axonal transport problems (Gauthier et al., 
2004).

In summary, the question of whether axonal transport defects 
play a more general role in polyQ disease remains unanswered. 
However, current data indicate that axonal transport may be 
perturbed in various polyQ diseases by several mechanisms 
that are not mutually exclusive (see Figure 17.2).

VIII. Neuronal Dysfunctions versus 
Neuronal Cell Death

The striking degree of brain atrophy in polyQ diseases indi-
cates that neuronal cell death is a major feature of the patho-
genic process. Consistent with this, many cell-based studies 
have confirmed that expression of expanded polyQ disease 
proteins leads to caspase activation and apoptosis (Chou et 
al., 2006; Gafni et al., 2004; Gervais et al., 2002; Kouroku et 
al., 2002; Sanchez et al., 1999; Wellington & Hayden, 2000). 
It is unlikely, however, that neuronal cell death is exclusively 
responsible for symptoms early in the course of disease. 
Increasing evidence suggests that neuronal cell death is pre-
ceded by a long period of neuronal  dysfunction.

As with much of our knowledge about polyQ diseases, 
considerable data on this issue have been collected from HD 
patients and animal models. Rather early in disease, neuronal 
function at the synaptic level appears to be perturbed in HD 
patients. Decreased dopamine D1 and D2 receptor mRNA 
levels have been reported in human HD brains and similar 
observations have been made in animal models (Leegwater-
Kim & Cha, 2004).

Evidence from several HD mouse models suggests that 
neuronal dysfunction can lead to symptoms of HD in the 
absence of neuronal cell death. There are indications of 
transcriptional dysregulation, activation of cellular stress 
responses, reduction of mitochondrial function, reduction 
in levels of synaptic proteins, and alterations of synaptic 
proteins that affect endocytosis and exocytosis in neurons 
in these mice (Bogdanov et al., 2001; Desplats et al., 2006; 
Luthi-Carter et al., 2000; Mangiarini et al., 1996; Smith 
et al., 2005; Tabrizi et al., 2000). Neuronal circuitry is com-
promised in HD mice (Li et al., 2003; Smith et al., 2005), 
as is neuronal activity (Rebec et al., 2006), again support-
ing the theory that major pathophysiological changes occur 
well before cell death. At least in HD, neuronal dysfunction 
appears to be intimately linked to pathology. Neuronal cell 
death—whether apoptotic or nonapoptotic—occurs when 
neurons can no longer tolerate irreversible and widespread 
dysfunction of multiple cellular pathways.

Neuronal dysfunction likely underlies early features 
of disease in other polyQ disorders as well. In SCA1, for 
example, there is evidence that neuronal transmission may 
be affected; there is downregulation of mRNAs enriched in 
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Purkinje cell dendritic arbors, including genes involved with 
glutamate signaling and calcium release from the smooth 
endoplasmic reticulum (Serra et al., 2004). Expression of 
some of these genes also is decreased before symptom onset 
in a mouse model of SCA1 (Lin et al., 2000).

Studies from SBMA models also indicate that neuronal 
dysfunction can precede neuronal degeneration. An SBMA 
mouse model with manifest symptoms and nuclear inclusions 
does not show signs of neuronal loss, suggesting that symp-
toms displayed by the mice reflect motor neuron dysfunction 
rather than cell death (Adachi et al., 2001). Finally, in SCA6 
alterations in calcium channel function may  compromise 
calcium influx into neurons, resulting in dysfunction of 
 Purkinje cells followed by cell death  (Matsuyama et al., 
1999; Toru et al., 2000).

IX. Cell Autonomous versus Non-cell 
Autonomous Effects

An unsettled question in polyglutamine disorders is 
whether neurotoxicity occurs in a cell autonomous manner. 
All but one of the nine polyQ disease proteins are expressed 
in the cytoplasm or the cell nucleus, the exception being the 
P/Q-type calcium channel in SCA6, an integral membrane 
protein. This fact leads one to assume that polyQ toxicity 
is primarily cell autonomous—that is, a neuron gets sick 
and dies due to the toxic polyQ protein expressed within 
it,  independent of the health of surrounding neurons. This 
assumption, however, may not be correct.

A recent report provides clear evidence of mutant  huntingtin 
causing progressive motor deficits and cortical neuropathol-
ogy in a noncell autonomous manner (Gu et al., 2005). Gu and 
colleagues generated mouse models of HD expressing mutant 
huntingtin in specific brain cell populations. When mutant 
huntingtin was expressed only in cortical pyramidal neurons 
and glia, neuropathology was very mild. However, when 
mutant huntingtin was expressed in all neurons of the cortex 
and striatum, including cortical interneurons, neuropathology 
and reactive gliosis were observed (Gu et al., 2005). Whereas 
aggregation proved to be cell autonomous as one would expect, 
the development of disease required interneuronal effects. 
Reduced inhibitory input to pyramidal neurons from interneu-
rons may explain this observed noncell autonomous toxicity.

Whatever the mechanism proves to be, noncell autono-
mous toxicity in polyQ disorders likely reflects perturbations 
in normal neuronal connectivity. In light of this, Huntingtin’s 
putative roles in transcriptional regulation, synaptic activity, 
and vesicular transport in neurons seem particularly rel-
evant. Studies focusing on the effects of mutant huntingtin 
on transcription indicate that levels of brain derived neuro-
trophic factor (BDNF) are decreased in HD models of dis-
ease (Luthi-Carter et al., 2002a, 2002b; Zuccato et al., 2001). 
BDNF is required for the survival of striatal medium spiny 

neurons, which preferentially die in HD. HD mouse mod-
els show signs of global intracellular transport alterations, 
and dysregulated transport of BDNF vesicles; in contrast, 
mutant ataxin-3 and ataxin-7 do not affect BDNF transport 
(Gauthier et al., 2004; Gunawardena et al., 2003; Lee et al., 
2004). BDNF supplementation ameliorates pathology in HD 
models (Bemelmans et al., 1999; Zala et al., 2005), support-
ing the view that huntingtin regulates BDNF transport and/
or release. Huntingtin also is enriched at synaptic terminals 
where it may function in synaptic membrane regulation, and 
there is evidence that synaptic transmission is functionally 
impaired in HD models.

In a very different way, mutant ataxin-1 may indirectly 
modulate synaptic plasticity (Zoghbi & Orr, 2000). The 
function of ataxin-1 remains unknown though it is thought 
to  participate in transcriptional regulation of specific genes 
(Lin et al., 2000; Okazawa et al., 2002; Serra et al., 2004; 
Waragai et al., 1999). Genes that are highly expressed in 
Purkinje cell dendritic arbors appear to be downregulated 
in SCA1; therefore, abnormal synaptic communication 
between cells could contribute to SCA1 pathogenesis.

Compelling findings consistent with noncell autono-
mous actions of polyQ proteins also have been observed in 
a mouse model of SCA7. In this model, expanded ataxin-7 
is expressed in many brain regions but not in Purkinje cells, 
which are known to be a major target in SCA7. Despite this 
lack of ataxin-7 expression in Purkinje cells of SCA7 mice, 
Purkinje cells still degenerate in these mice over a time course 
that closely mirrors the onset of the behavioral phenotype 
(Garden et al., 2002). Thus, in SCA7, the effects of expanded 
ataxin-7 are not limited to cells in which it is expressed.

In some polyQ disorders, therefore, neurons that are not 
directly compromised by expanded polyQ proteins can become 
involved due to improper communication from, or interaction 
with, surrounding cells. These surrounding cells may be other 
neurons in a network or neighboring glial support cells.

X. Conclusion

This chapter has addressed several possible pathogenic 
mechanisms for polyQ diseases, as illustrated in Figure 17.1. 
Evidence discussed here strongly suggests that polyQ-related 
pathogenesis involves a “toxic gain-of-function” acquired by 
the disease protein. But since the disorders are distinct from 
each other, specific features of each disease must be partly 
determined by the protein context in which the polyQ expan-
sion occurs.

Several mechanisms have been proposed for polyQ-
dependent neurodegeneration. Each mechanism is supported 
by findings in various model systems. These potential mech-
anisms are not mutually exclusive nor do they necessarily 
apply to all polyQ diseases. All of them, however, can plau-
sibly be linked to a fundamental problem of polyQ-induced 
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protein misfolding and to the direct or indirect effects that this 
has on essential biological pathways in neurons. It remains 
to be seen whether any one, potential pathogenic mechanism 
will prove to be more crucial than the others to the develop-
ment of therapy for these incurable and fatal disorders.
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I. Summary

First described in 1863 by Nicholaus Friedreich, 
 Professor of Medicine in Heidelberg, Friedreich ataxia (FA) 
is an autosomal recessive disease characterized, in its typical 
form, by onset around puberty, progressive limb and trunk 
ataxia, pyramidal weakness, loss of deep tendon reflexes, 
hypertrophic cardiomyopathy, and increased risk of diabetes 
 mellitus. The identification of the FA gene (FRDA), encod-
ing the mitochondrial protein frataxin (FXN), and of its most 
common mutation, the unstable hyperexpansion of a GAA 

triplet repeat sequence (TRS) allowed researchers to better 
define the clinical and pathological spectrum of the disease, 
to investigate pathogenesis, and eventually to propose novel 
treatments for this so far incurable disease.

Other recessive, loss-of-function disorders may cause 
early onset ataxia, which in some cases may clinically resem-
ble FA. Ataxia with oculomotor apraxia (AOA) types 1 and 2,  
ataxia with vitamin E deficiency (AVED), and the autosomal 
recessive ataxia of Charlevoix and Saguenay (ARSACS) are 
the best characterized disorders in this group.

II. Epidemiology

FA is the most common recessive ataxia in Caucasians 
and in people from the Middle East and the Indian subconti-
nent, with an estimated birth incidence of up to 1: 25,000 and 
a carrier frequency of up to 1:90 in Western Europe (Romeo 
et al., 1983). The disease is absent in other populations, 
 suggesting that a single mutation event originated the patho-
genic GAA repeat expansion, a hypothesis also supported 
by haplotype analysis (Labuda et al., 2000). Other reces-
sive ataxias are very rare disorders, except in areas where 
a founder effect exists. AVED is probably more common 
around the Mediterranean, and in Tunisia it may represent 
a significant proportion of cases with an FA-like pheno-
type. AOA1 and AOA2 first were described in Japan, where 
AOA1 may be the most common recessive ataxia, as well as 
in  Portugal other cases have been found elsewhere. ARSACS 
is common in the region of Quebec (after which the disease 
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is named), where carrier frequency is around 1:20, but cases 
have been identified around the world, including the rest of 
North America, Europe, North Africa, and Japan.

III. Pathology of Friedreich Ataxia

A. Nervous System

The degeneration of the posterior columns of the spinal 
cord is the hallmark of the disease (Koeppen, 1998). The lon-
gest fibers are most affected. Atrophy also involves Clarke’s 
column and the spinocerebellar tracts. In the brainstem, 
affected structures include the gracilis and cuneate nuclei; 
the medial lemnisci; the sensory nuclei and entering roots of 
the V, IX, and X nerves; the descending trigeminal tracts; the 
solitary tracts; and the accessory cuneate nuclei, correspond-
ing to Clarke’s column in the spinal cord. Overall, Friedreich 
ataxia severely affects the sensory systems’ ability to provide 
information to the brain and cerebellum about the position 
and speed of body segments. The motor system is directly 
affected as well: the long crossed and uncrossed corticospi-
nal motor tracts are atrophic, more so distally, suggesting 
a “dying back” process (Said et al., 1986). There is a vari-
able loss of pyramidal neurons in the motor cortex, whereas 
motor neurons in the brainstem and in the ventral horns of 
the spinal cord are less affected.

In the cerebellum, cortical atrophy occurs only late and is 
mild, whereas atrophy of the dentate nuclei and of superior 
cerebellar pedunculi is prominent. Quantitative analysis of 
synaptic terminals indicates a loss of contacts over Purkinje 
cell bodies and proximal dendrites (Koeppen, 1998).

The auditory system and the optic nerves and tracts are 
variably affected. The external pallidus and subthalamic 
nuclei may show a moderate cell loss. Finally, since many 
patients with Friedreich ataxia die as a consequence of heart 
disease, widespread hypoxic changes and focal infarcts are 
often found in the CNS.

In the peripheral nervous system, the major abnormailities 
occur in the dorsal root ganglia (DRG), where a loss of large pri-
mary sensory neurons is observed, accompanied by prolifera-
tion of capsule cells that form clumps called Residualknötchen 
of Nageotte (Hughes et al., 1968). Loss of large myelinated 
sensory fibers is prominent in peripheral nerves, whereas the 
fine, unmyelinated fibers are less involved  (Pasternac et al., 
1980). Interstitial connective tissue is increased.

B. Heart

A hypertrophic cardiomyopathy is typical of FA. Ven-
tricular walls and interventricular septum are  thickened. 
 Hypertrophic cardiomyocytes are found early in the  disease 
and are intermingled with normal appearing ones. Then, atro-

phic, degenerating, even necrotic fibers progressively appear, 
there is diffuse and focal inflammatory cell  infiltration, and 
connective tissue increases. In the late stage of the disease, 
with extensive fibrosis, the cardiomyopathy becomes dila-
tative (Casazza & Morpurgo, 1996). A variable number of 
cardiomyocytes, from less than 1 percent to more than 10 
percent, show intracellular iron deposits (Lamarche et al., 
1993). This is a specific finding in Friedreich ataxia and a 
direct consequence of the basic biochemical defect.

C. Other Organs

More than three-quarters of the patients have kyphosco-
liosis, mostly as a double thoracolumbar curve resembling 
the idiopathic form (Aronsson et al., 1994). Pes cavus, pes 
equinovarus, and clawing of the toes are found in about half 
the cases. Patients with diabetes (about 10%) often show a 
loss of islet cells in the pancreas, which is not accompanied 
by the autoimmune inflammatory reaction found in type 
 I diabetes (Schoenle et al., 1989).

IV. Clinical Phenotype of 
Friedreich Ataxia

A. Neurological Symptoms

The phenotype has been redefined and extended after the 
discovery in 1996 of the disease gene (Campuzano et al., 
1996). The typical age of onset is around puberty, but it may 
vary substantially even within a sibship. Late-onset cases 
exist (late-onset FA or LOFA), even in the sixth decade and 
later, a phenomenon now in part explained by the dynamic 
nature of the underlying mutation. Gait instability or gen-
eralized clumsiness are typical presenting symptoms (Filla 
et al., 1990; Harding, 1981). Scoliosis may already be present 
when neurological symptoms appear. In rare cases, hypertro-
phic cardiomyopathy is diagnosed before the onset of ataxia. 
Ataxia is of mixed cerebellar and sensory type, affecting the 
trunk, with swaying, imbalance and falls, and the limbs, with 
increasing difficulty in activities such as writing, dressing, 
and handling utensils. Ataxia is progressive and unremit-
ting, though periods of stability are frequent at the beginning 
of the illness. With progression, gait becomes broad-based, 
with frequent losses of balance requiring intermittent, then 
constant support.

Fine motor skills deteriorate, dysmetria and intention 
tremor become evident. Mild to moderate limb weakness of 
central origin is a constant feature of advanced FA. Some 
amyotrophy, particularly in the hands, is also very  common. 
On average 10 to 15 years after onset, patients lose the ability 
to walk, stand, and sit without support. Evolution is variable, 
however, with mild cases who are still ambulatory decades 
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after onset and severe cases that are wheelchair-bound in a 
few years. Dysarthria consisting of slow, jerky speech with 
sudden utterances is a relatively early feature and progresses 
until speech becomes almost unintelligible. Dysphagia, 
 particularly for liquids, appears with advancing disease, 
requiring modified foods and eventually a nasogastric tube 
or gastrostomy feedings. Cognitive functions are generally 
well preserved. However, because of substantial physical 
disability, FA may have a substantial impact on academic, 
professional, and personal development.

B. Neurological Examination

The neurological examination of a typical case of 
 Friedreich ataxia is very characteristic and reflects the 
under lying pathology. A sensory neuropathy in dorsal root 
ganglia, accompanied by loss of sensory fibers in periph-
eral nerves and degeneration of the posterior columns in the 
spinal cord, is a hallmark of the disease. The larger neurons 
carrying proprioceptive information are mostly affected, 
resulting in loss of position and vibration sense and abol-
ished reflexes.  Perception of light touch, pain, and tempera-
ture only decreases with advancing disease. A progressive 
degeneration of pyramidal tracts usually determines exten-
sor plantar responses and progressive muscular weakness. 
Some patients with more limited sensory neuronopathy have 
retained reflexes (FA with retained reflexes or FARR). In 
these cases pyramidal involvement may lead to hyperreflexia 
and spasticity, to the point of mimicking a spastic paraplegia 
(Badhwar  et al., 2004).

The relative impact of sensory neuropathy and of pyrami-
dal tract degeneration clearly varies from patient to patient, 
resulting most often in the typical picture of areflexia 
associated with extensor plantar responses, but sometimes 
one component prevails. Such partial pictures usually are 
observed in milder cases of the disease. Fixation instability 
with square-wave jerks is the typical oculomotor abnormal-
ity in FA, whereas gaze-evoked nystagmus is uncommon 
and ophthalmoparesis does not occur. About 30 percent of 
the patients develop optic atrophy, with or without visual 
impairment, and about 20 percent develop sensorineural 
hearing loss.

C. Heart Disease

Heart disease is most commonly asymptomatic, but it 
may contribute to disability and cause premature death in a 
significant minority of patients, particularly those with ear-
lier age of onset. Shortness of breath and palpitations are 
the usual initial symptoms. The electrocardiogram shows 
inverted T-waves in essentially all patients, ventricular 
hypertrophy in most, conduction disturbances in about 10 
percent, occasionally supraventricular ectopic beats, and 

atrial  fibrillation. Echocardiography demonstrates con-
centric hypertrophy of the ventricles or asymmetric septal 
hypertrophy (Morvan et al., 1992).

D. Diabetes Mellitus and Other 
Signs and Symptoms

About 10 percent of Friedreich ataxia patients develop 
diabetes mellitus, and 20 percent have carbohydrate intol-
erance. The mechanisms are complex, with beta-cell dys-
function (Schoenle et al., 1989) as well as peripheral insulin 
resistance (Fantus et al., 1993), resembling other mitochon-
drial disorders.

Kyphoscoliosis may cause pain and cardiorespiratory 
problems. Pes cavus and pes equinovarus may further affect 
ambulation. Autonomic disturbances, most commonly cold 
and cyanotic legs and feet, become increasingly frequent as 
the disease advances. Sphincteric problems are rare.

E. Variant Phenotypes

A positive molecular test for Friedreich ataxia is found 
in up to 10 percent of patients with recessive or sporadic 
ataxia who do not fulfill the classical clinical diagnostic 
criteria for the disease. A reanalysis of these cases revealed 
that no clinical finding or combination of findings char-
acterizes exclusively or is necessarily present in positive 
cases. Even neurophysiological evidence of axonal sensory 
neuropathy is very rarely absent in patients with a proven 
molecular diagnosis. Overall, however, the classic features 
of Friedreich  ataxia, including cardiomyopathy, are highly 
predictive of a positive test. Absence of cardiomyopathy and 
moderate to severe cerebellar cortical atrophy, demonstrated 
by MRI, appear to be the best predictors of a negative test. In 
the author’s opinion, a molecular test for Friedreich ataxia, 
along with MRI and neurophysiological investigations, is 
indicated in the initial workup of all cases of sporadic or 
recessive degenerative ataxia, regardless of whether or not 
they fulfill the diagnostic criteria.

F. Quantifying Friedreich Ataxia for 
Clinical Studies

A measure of the severity of neurological dysfunction is 
necessary to study the natural history of the FA and to per-
form clinical treatment trials. However, because of the com-
plex clinical presentation of the disease, its variable age of 
onset and rate of progression, the variety of possibly affected 
neural systems, the development of reliable rating scales has 
been difficult. Some items of the general ataxia scale ICARS 
(Trouillas et al., 1997) have been useful for the long-term 
follow up of patients. However, ICARS was not tailored on 
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the clinical spectrum of FA and has not been validated in 
this disease. FARS, a neurologic rating scale specifically 
developed for FA, was validated in 2005  (Subramony et al., 
2005). FARS includes assessments of stance, gait, upper 
and lower limb coordination, speech, proprioception, and 
strength.  A unctional composite scale that includes several 
performance measures such as the nine-hole peg test, a 
timed 25-foot walk, and low-contrast letter acuity has also 
been proposed (Lynch et al., 2005).

G. Prognosis

Friedreich ataxia patients become wheelchair-bound on 
average 15 years after onset, but variability is very large. Early 
onset and left ventricular hypertrophy predict a faster rate of 
progression. The burden of neurological impairment, cardio-
myopathy, occasionally diabetes, shortens life expectancy. 
Older studies found that most patients died in their thirties, 
but survival may be significantly prolonged with treatment of 
cardiac symptoms, particularly arrhythmias, by antidiabetic 
treatment, and by preventing and controlling complications 
resulting from prolonged neurological disability. Carefully 
assisted patients may live several more decades.

V. Ancillary Tests

A. Neuroimaging

Structural neuroimaging, by computed tomography (CT) 
or magnetic resonance imaging (MRI), typically shows an 
atrophic cervical spinal cord; cerebellar atrophy is mild 
and commonly seen only in advanced cases (Wullner et al., 
1993). Newer MRI approaches, including tractography, may 
have the potential to reveal degeneration of specific fiber 
systems, but they have not yet been systematically evaluated 
in this disease. Preliminary studies with magnetic resonance 
spectroscopy (MRS) are compatible with mitochondrial dys-
function, as were older metabolic imaging studies with fluo-
rodeoxyglucose (FDG) positron emission tomography (PET) 
that showed a diffusely increased FDG uptake in the brain in 
early FA, suggesting inadequate utilization of energy sources 
(Gilman et al., 1990).

B. Clinical Neurophysiology

Neurophysiological studies of the peripheral nervous 
system (PNS) reveal a severe reduction or complete loss of 
sensory nerve action potentials (SNAPs), with motor and 
sensory (when measurable) nerve conduction velocities 
(NCVs) within or just below the normal range  (Peyronnard 
et al., 1976). These neurophysiological abnormalities do 
not appear to progress with time (Santoro et al., 1999). In 
the central nervous system (CNS), degeneration of both 

 peripheral and central sensory fibers also results in disper-
sion and delay of somatosensory evoked potentials (SEPs) 
and brainstem auditory evoked potentials (BAEPs)  (Vanasse 
et al., 1988). Visual evoked potentials (VEPs) commonly 
are reduced in amplitude, but not delayed. Central motor 
conduction velocity, reflecting pyramidal tract function and 
determined by cortical magnetic stimulation, is slower than 
normal and, contrary to the sensory involvement, this slow-
ing becomes more severe with increasing disease duration 
(Santoro et al., 2000).

C. Biochemical Investigations

A number of biochemical tests usually are performed to 
exclude the diagnoses of abeta- or hypobetalipoproteinemia, 
isolated vitamin E deficiency, mitochondrial disorders, 
adrenoleukodystrophy or adrenomyeloneuropathy, Refsum 
disease, and a number of lysosomal storage diseases, all of 
which can be differential diagnoses, particularly at the early 
stage of the disease. These tests include lipoproteins, vita-
min E, lactate, pyruvate, urinary organic acids, serum very 
long chain fatty acids (VLCFA), serum phytanic acid, and 
leukocyte and/or fibroblast lysosomal enzymes, which are 
all normal in Friedreich ataxia.

Attention currently is focused on iron metabolism and 
oxidative stress. Blood iron, iron binding capacity, and fer-
ritin are normal, but there is an increase in circulating trans-
ferrin receptors. In addition, several markers of oxidative 
stress are increased, including urinary 8-hydroxy-2′-deoxy-
guanosine (8OH2′dG), a marker of oxidative DNA damage 
(Schulz et al., 2000), and plasma malondialdheyde, a marker 
of lipid peroxidation (Emond et al., 2000).

VI. Frataxin Gene Structure 
and Expression

The Friedreich ataxia gene (FRDA) is localized in the 
proximal long arm of chromosome 9 (Chamberlain et al., 
1988). The main mRNA has a size of 1.3 Kb and corre-
sponds to five exons, numbered 1 to 5a (Campuzano et al., 
1996). The encoded protein, predicted to contain 210 amino 
acids, was called frataxin (FXN) and was shown to localize 
in mitochondria (Babcock et al., 1997).

The gene is expressed in all cells, but at variable lev-
els in different tissues and during development that can 
be accounted for only in part by differences in mito-
chondrial content. In adult humans, FXN mRNA is most 
abundant in the heart and spinal cord, followed by liver, 
skeletal muscle, and pancreas (Campuzano et al., 1996). 
In mouse embryos, expression starts in the neuroepithe-
lium at embryonic day 10.5 (E10.5); it reaches its highest 
level at E14.5 and into the postnatal period. In developing 
mice, the highest levels of FXN mRNA are found in the 
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spinal cord, particularly at the thoracolumbar level, and in 
the dorsal root ganglia. The developing brain is also very 
rich in FXN mRNA, which is abundant in the proliferat-
ing neural cells in the periventricular zone, in the cortical 
plates, and in the ganglionic eminence. Expression is also 
high in the heart, liver, and brown fat (Jiralerspong et al., 
1997; Koutnikova et al., 1997).

VII. DNA Mutations

A. The Intronic GAA Triplet Repeat 
Expansion in Friedreich Ataxia

FA is the consequence of FXN deficiency. Most patient 
are homozygous for the expansion of a GAA triplet repeat 
sequence (TRS) in the first intron (see Figure 18.1), and 5 
percent are heterozygous for a GAA expansion and a point 
mutation in the FXN gene. Repeats in normal chromosomes 
contain up to approximately 40 triplets, 90 to >1,000 triplets 
in Friedreich ataxia chromosomes. As in other TRS expan-
sion diseases, pathological alleles show meiotic and mitotic 
instability.

Two major hypotheses have been proposed to explain the 
reduced FXN expression in the presence of lengths of the 
GAA TRS that correspond to pathological FRDA alleles. 
The first hypothesis is based on the observation that such 
repeats can adopt a triple helical structure in physiologi-
cal conditions. Two triplexes may associate to form a novel 
DNA structure called “sticky DNA” (Sakamoto et al., 1999), 
a phenomenon that may occur intramolecularly when the 
TRS is sufficiently long (Vetcher et al., 2002). This structure 
has been shown to inhibit transcription in vitro (Koutnikova 
et al., 1997) and in in vivo models (Ohshima et al., 1998), 
providing a mechanism to explain FXN deficiency in FA.

The second hypothesis proposes that the GAA repeat, 
possibly by recruiting specific binding proteins, triggers 
modifications in DNA packaging proteins that eventually 
result in chromatin condensation and gene silencing  (Saveliev 
et al., 2003). Chromatin condensation is a well-known 
mechanism to regulate gene expression. It is largely deter-
mined by post-translational modification of histones, includ-
ing acetylation, methylation, and ubiquitination. The GAA 
TRS resembles known heterochromatin-associated DNA 
sequences like satellite III in Drosophila, whose repeating 
sequence is GAGAA, and it may trigger such modifications 
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by  recruiting specific DNA binding proteins. Experimental 
evidence supporting this hypothesis mostly comes from stud-
ies with transgenic mice. When a reporter gene is associated 
with GAA TRS in a construct used to create transgenic mice 
it will be silenced in a proportion of cells, a phenomenon 
called position effect variegation that is observed in genes 
localized close to heterochomatic regions (Saveliev et al., 
2003). Recent data show that changes in histone acetylation 
and methylation indeed occur in the vicinity of the expanded 
GAA TRS in lymphocyte DNA from FA patients (Herman 
et al., 2006).

B. Frataxin Point Mutations

About 2 percent of Friedreich ataxia chromosomes carry 
GAA repeat of normal length, but have missense, nonsense, or 
splice site mutations ultimately affecting the frataxin  coding 
sequence. Friedreich ataxia patients carrying a frataxin point 
mutation are in all cases compound heterozygotes for a GAA 
repeat expansion. Therefore, as GAA expansion homo-
zygotes, they express a small amount of normal frataxin, 
which is thought to be essential for survival (see later, mouse 
models). Mutations have been found to  frequently affect the 
 initiation ATG codon in exon 1, where changes involving 
each of the nucleotides were identified. A stretch of four C’s 
near the end of exon 1 is another hot spot for mutations, with 
insertions or deletions detected in several unrelated  families. 
Missense mutations so far have been identified only in the 
 C- terminal portion of the protein corresponding to the mature 
 intramitochondrial form of frataxin (Cossée et al., 1999).

C. DNA Tests

DNA testing may be requested to confirm a clinical 
 diagnosis, for carrier detection and for prenatal diagnosis.  
Polymerase chain reaction (PCR) (see Figure 18.1) or 
Southern blot can be used to directly detect the intronic 
GAA expansion present on 98 percent of Friedreich ataxia 
 chromosomes.

The smallest pathological expansion reported so far con-
tained 66 triplets. Interrupted or variant repeats occasionally 
are found and may be nonpathological up to the equivalent 
of 130 triplets.

A search for a point mutation in the FXN gene is per-
formed when a clinically affected subject is heterozygous for 
the GAA repeat expansion. Sometimes, however, no muta-
tion is found after sequencing the exons and flanking intronic 
sequences of the gene. Heterozygous deletions involving one 
or more exons have been found in some such cases, others 
may be associated with deep intronic or promoter mutations, 
a few may be affected with a different disease and be FA 
carriers by chance.

Carrier detection can be requested by relatives of affected 
individuals and their spouses. A test for an expanded GAA repeat 

can readily be performed in such cases; FXN point mutations 
usually are screened only in family members of a known carrier.

Presymptomatic diagnosis in a sibling of an affected indi-
vidual is not currently performed, and is clearly excluded 
for minors. However, the situation may soon change with 
the identification of effective treatments that may delay or 
prevent certain disease manifestations.

D. Genotype-Phenotype Correlation and 
Modifying Alleles

As expected by the experimental finding that smaller 
expansions allow a higher residual gene expression, expan-
sion sizes have an influence on the severity of the phenotype 
(see Figure 18.2). A direct correlation has been firmly estab-
lished between the size of GAA repeats and earlier age of 
onset, earlier age when confined in wheelchair, more rapid 
rate of disease progression, and presence of nonobligatory 
disease manifestations indicative of more widespread degen-
eration (Dürr et al., 1996; Filla  et al., 1996;  Montermini 
et al., 1997; ). However, differences in GAA expansions 
account for only about 50 percent of the variability in age of 
onset, indicating that other factors influence the phenotype. 
These may include somatic mosaicism for expansion sizes, 
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possibly variation in the TRS sequence, modifier genes, and 
environmental factors. Variations in mitochondrial DNA, 
revealed by haplogroup analysis, have been shown to affect 
the FA phenotype. In particular, haplogroup U carrying 
patients seem to have a delay in the disease onset and a lower 
rate of cardiomyopathy (Giacchetti et al., 2004).

Nonsense and most missense FXN mutations result in a 
typical Friedreich’s ataxia phenotype, and a few missense 
mutations are associated with milder atypical phenotypes 
with slow progression, suggesting that the mutated proteins 
preserve some residual function. The G130V mutation in 
particular is associated with early onset but slow progres-
sion, no dysarthria, mild limb ataxia, and retained reflexes. 
For unclear reasons, optic atrophy is more frequent in 
patients with point mutations of any kind (50%) (Cossée 
et al., 1999).

VIII. Frataxin Function

FXN does not resemble any protein of known function. 
Its amino acid sequence predicts a small soluble protein with 
no transmembrane domain. It is highly conserved during 
evolution, with homologs in mammals, invertebrates, yeast, 
and plants. FXN is imported into the mitochondria, where 
an N-terminal peptide of about 40 amino acids is removed, 
generating the mature, functional protein.

Much information on FXN function comes from yeast 
studies. The yeast frataxin homolog (yfh1) is thought to 
share function with human FXN, not only because of high 
sequence similarity and corresponding mitochondrial local-
ization, but also because the latter can fully complement 
a yfh1 deletion. Most yfh1 knock-out yeast strains, called 
∆yfh1, lose the ability to carry out oxidative phosphorylation 
and form petite colonies with defects or loss of mitochon-
drial DNA that cannot grow on nonfermentable substrates. 
Most remarkably, iron accumulates in ∆yfh1 mitochondria, 
averaging a more than 10-fold excess compared to the cor-
responding wild-type yeast (Babcock et al., 1997). Loss of 
respiratory competence requires the presence of iron in the 
culture medium, and occurs more rapidly as iron concentra-
tion in the medium is increased, suggesting that permanent 
mitochondrial damage is the consequence of iron toxicity 
(Radisky et al., 1999). Ferrous iron reacts with reactive oxy-
gen species (ROS) and can form the highly toxic hydroxyl 
radical (OH˙) through the Fenton reaction with H

2
O

2
, a 

process likely to occur in ∆yfh1 yeast, as suggested by its 
enhanced sensitivity of to H

2
O

2
. In mitochondria, H

2
O

2
 is 

produced by the mitochondrial form of the enzyme superox-
ide dismutase (SOD) from superoxide (O

2
−), in turn gener-

ated by the reaction of oxygen with electrons prematurely 
leaking from the respiratory chain. FXN deficiency likely 
establishes a vicious cycle involving damage to the respi-
ratory chain, increased ROS production, and iron toxicity. 

Accordingly, a role of oxidative stress in the pathogenesis of 
FA has been proposed.

Excess iron in ∆yfh1 yeast has been related to a marked 
induction (10- to 50-fold) of the high-affinity iron trans-
port system on the cell membrane, normally not expressed 
in yeast cells that are iron replete. This induction has been 
recently identified as a response to a deficient mitochondrial 
synthesis of iron-sulfur clusters (ISCs) (Chen et al., 2004). 
ISCs are complexes of iron and sulfur atoms that act as pros-
thetic groups in several enzymes of different function and 
cellular localization. They are synthesized in mitochondria; 
cytosolic synthesis has been proposed but is somewhat con-
troversial (Rouault & Tong, 2005). ISC-containing enzymes, 
as respiratory chain complexes I, II, and III and aconitase, 
are impaired in ∆yfh1 yeast.

FXN is thought to be involved in an early step of ISC syn-
thesis, through its interaction with the scaffold protein IscU, 
where the first ISC assembly takes place, probably facili-
tating iron incorporation (Muhlenhoff et al., 2003; Yoon & 
Cowan, 2003). Iron enters mitochondria through specific 
transporters, called Mrs3 and 4 in yeast. In this process, sul-
fur is provided by the cysteine desulfurase Nsf1, which also 
appears to interact with FXN. FXN may be a mitochondrial 
iron chaperone with a more general function to protect this 
metal from ROS and making it bioavailable. In vitro, FXN 
binds Fe2+ with low affinity, as it would be expected for a 
chaperone, and has the capacity to oxidize it to the much less 
reactive Fe3+ form when its concentration increases (Park et 
al., 2003). A mitochondrial form of ferritin (m. ferr) may also 
be involved in this detoxification process. Some data suggest 
that FXN also acts as an iron chaperone in heme synthe-
sis, providing iron to ferrochelatase (FCH), the enzyme that 
inserts iron into  protoporphyrin IX to form heme (Yoon & 
Cowan, 2004) (see Figure 18.3). A higher affinity of FXN 
for the heme synthesis enzyme ferrochelatase than for IscU 
may explain why heme synthesis is resistant to low FXN 
level and essentially unaffected in FA patients. FXN has also 
been implicated in the modulation of aconitase (AC) activity 
through assembly and disassembly of its ISC (Bulteau et al., 
2004).

IX. Animal Models

A mouse model of FA has been difficult to generate 
because complete loss of FXN, as in FXN knock-out (KO) 
mice, causes early embryonic lethality (Cossée et al., 2000). 
Viable mouse models were first obtained through a condi-
tional gene targeting approach, by crossing animals with 
a LoxP-flanked frataxin exon 2 with transgenic animals 
expressing Cre recombinase under the control of different 
promoters (Puccio et al., 2001). Striated muscle-, neuron-, 
pancreas- and liver-restricted exon 2 deletions have been 
obtained this way. Mutants with neuron-specific enolase 
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(NSE) promoter-directed Cre expression have a low birth 
weight and develop a progressive neurological pheno-
type with the average onset of ataxia at 12 days, hunched 
stance, and loss of proprioception. Mutants with muscle 
creatin kinase (MCK) promoter-directed Cre expression 
show  cardiac hypertrophy with thickening of the walls of 
the left ventricle, and show myocardial degeneration with 
 cytoplasmic vacuolization in the myocytes, and evidence of 
necrosis and post-necrotic fibrosis.

Loss of activity of ISC-containing enzymes is an early 
finding in these models. The MCK mutants accumulate 
iron in heart mitochondria at later stages. Using a similar 
conditional knock-out approach, but with a tamoxifen-
inducible Cre recombinase under the control of a neuron-
specific prion protein promoter, two different lines that 
exhibit a progressive neurological phenotype with slow 
evolution that recreates the neurological features of the 
human disease were developed (Simon et al., 2004). An 
autophagic process was detected in the DRG, leading to 
removal of mitochondrial debris and apparition of lipofus-
cin deposits.

To have a more faithful model of the human disease, 
knock-in mice that carry a (GAA)

230
 repeat in the endog-

enous frataxin gene (frda) were generated. This repeat, when 
in homozygosity, leads to a decrease in frataxin expression 
to only 75 percent of wild-type levels. To further decrease 
frataxin expression, frataxin knock-in–knock-out mice 
(frda−/230GAA) were generated, expressing approximately 25 to 
30 percent of wild-type frataxin levels, a reduction associ-
ated with mild, but clinically evident FA in humans (Miranda 
et al., 2002). These mice have no frank pathology, only minor 
motor abnormalities, but they show clear changes in gene 
expression in the CNS, heart, and muscle (Coppola et al., 
2006). Such modifications may represent a basic response to 
frataxin deficiency not yet blurred by secondary changes due 
to degeneration and cell loss. Genes identified are involved 
in nucleic acid and protein metabolism, signal transduc-
tion, stress response, and nucleic acid binding, with an 
over-representation of mitochondria-related transcripts.

Recently, two lines of human FXN YAC transgenic mice 
were obtained and crossbred with heterozygous frataxin 
knock-out mice. The resultant mice express only low lev-
els of human frataxin mRNA and protein, show decreased 
aconitase activity and oxidative stress, and develop progres-
sive neurodegenerative and cardiac pathological phenotypes 
(Al-Mahdawi et al., 2006). Coordination deficits are present, 
as measured by accelerating rotarod analysis, together with 
a progressive decrease in locomotor activity and increase in 
weight. Large vacuoles are detected within neurons of the 
dorsal root ganglia (DRG), predominantly within the lumbar 
regions in six-month-old mice, but spreading to the cervi-
cal regions after 1 year of age. Secondary demyelination 
of large axons is also detected within the lumbar roots of 
older mice. Lipofuscin deposition is increased in both DRG 

 neurons and cardiomyocytes, and iron deposition is detected 
in  cardiomyocytes after one year of age.

X. Pathogenesis

Altered iron metabolism, free radical damage, and mito-
chondrial dysfunction all occur in FA patients, suggesting 
that the information derived from the investigations on FXN 
function and from the yeast and animal models is relevant 
for the pathogenesis of the human disease. Oxidative stress 
is revealed by increased plasma levels of malondialdehyde 
(Emond et al., 2000), a lipid peroxidation product, increased 
urinary 8-hydroxy-2´-deoxyguanosine, a marker of oxidative 
DNA damage (Schulz et al., 2000), decreased plasma-free 
glutathione, and increased plasma glutathione-S-transferase 
activity (Tozzi et al., 2002). Increased free radical production 
could be demonstrated directly in cultured cells engineered 
to produce reduced levels of FXN (Santos et al., 2001). In 
addition, patients’ fibroblasts are sensitive to low doses of 
H

2
O

2
, which induce apoptosis at lower doses than in control 

fibroblasts, suggesting that even nonaffected cells are at an 
“at risk” status for oxidative stress as a consequence of the 
primary genetic defect (Wong et al., 1999).

FA fibroblasts also show abnormal antioxidant responses—
in particular, a blunted increase in mitochondrial SOD 
triggered by iron and by oxidants in control cells (Chantrel-
Groussard et al., 2001; Jiralerspong et al., 2001). Intriguingly, 
no evidence of oxidative stress was obtained in studies on 
conditional knock-out mouse models (Seznec et al., 2005). 
However, interfering factors may have affected these results, 
including the admixture of cells with normal FXN with pro-
gressively disappearing cells with no FXN, and the almost 
complete shut down of the respiratory chain in the latter.

Mitochondrial dysfunction has been proven to occur in 
vivo in FA patients. Phosphorus-MRS analysis of skeletal 
muscle and heart shows a reduced rate of ATP synthesis 
(Lodi et al., 1999). Finally and most importantly, the same 
multiple ISC-containing enzyme dysfunctions found in 
∆yfh1 yeast and in mouse models also are found in affected 
tissues from FA patients (Rotig et al., 1997).

Activation of stress pathways, triggered by mitochon-
drial dysfunction causing energy deficit and oxidative stress, 
occurs in FA and likely plays an important role in cell atro-
phy and death. Studies on cultured PC12 cells, rat pheochro-
mocytoma cells that can be differentiated into neurons by 
adding nerve growth factor (NGF), showed in particular an 
increased expression and activity of the MKK4-JNK kinase 
pathway, which may be at first a protective response, but also 
eventually may trigger apoptosis (Pianese et al., 2002). Dif-
ferent vulnerable cell types may activate different pathways, 
as suggested by the observation of the specific occurrence of 
autophagic vacuoles only in primary sensory neurons in the 
inducible conditional knock-out mouse model.
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XI. Treatment: Directions 
and Perspectives

All FA patients carry at least one expanded GAA repeat 
and therefore make an insufficient amount of otherwise 
normal FXN. If it were possible to increase their FXN pro-
duction even to levels that are similar to those of healthy car-
riers, one could possibly stop the course of the disease and 
maybe even induce some improvement. An increased FXN 
production could be obtained:

▲ Through gene replacement therapy; that is, by intro-
ducing a FXN gene without the GAA expansion into the 
patient cells

▲ By giving FXN directly; the protein should, however, 
be modified in such a way as to be able to reach the nerve 
cells affected by the disease and the mitochondria inside 
these cells

▲ By intervening on the GAA expansion with molecules 
that can destabilize the triple helical structure and shift 
the equilibrium toward the physiological double helix that 
allows FXN expression

Though still in their infancy, all these approaches are 
under study. Recently, encouraging results have been obtained 
for gene replacement therapy, with partial correction of the 
oxidative stress hypersensitivity of FA fibroblasts by FXN-
encoding adeno-associated virus and lentivirus vectors 
(Fleming et al., 2005), and for some approaches aimed to 
reactivate FXN transcription by using histode deacetylase 
inhibitors (Herman et al., 2006).

Further possibilities to treat FA may come from the studies 
on the function of FXN. Based on these findings, therapeu-
tic approaches aimed to free radical control and respiratory 
chain activation may be proposed. Concerning anti-oxidant 
molecules and respiratory chain stimulants, some coenzyme 
Q derivatives (idebenone, CoQ-10) already have produced 
promising results, not only in experimental models (Seznec 
et al., 2004), but also in clinical trials, at least on the FA car-
diomyopathy (Buyse et al., 2003; Mariotti et al, 2003). An 
intriguing possibility would be the identification of small 
molecules capable of effectively replacing FXN by binding 
mitochondrial iron and increasing its bio-availability.

Cellular therapies, in particular the use of stem cells, may 
be explored to promote regeneration and function recovery. 
The widespread nature of neurodegeneration in FA would 
require to diffusely deliver cells in the central nervous sys-
tem of the patients, a major difficulty at present, but the 
object of intense research.

In conclusion, thanks to the remarkable progress in under-
standing the pathogenesis of FA since the responsible gene 
was discovered in 1996, the perspective of a treatment for 
this so-far incurable neurodegenerative disease now appears 
a realistic goal.

XII. Related Loss-of-Function Disorders

Recessive ataxias comprise a very heterogeneous group 
of disorders. Only those diseases with symptoms that show a 
resemblance to FA are discussed here (Table 18.1) 

A. Ataxia with Vitamin E Deficiency (AVED)

1. Clinical and Pathological Features

Ataxia with vitamin E deficiency (AVED) is a rare dis-
order with a symptomatology that closely resembles that 
of Friedreich’s ataxia. The condition is more common in 
patients of Mediterranean and North African origin.

Age at onset ranges from two to 52 years, but usually is 
less than 20 years old (Cavalier et al., 1998). Typical symp-
toms include progressive gait and limb ataxia, dysarthria, 
loss of deep tendon reflexes, extensor plantar reflexes, mus-
cle weakness, and decreased proprioception. Symptoms may 
also include scoliosis and pes cavus (Mariotti et al., 2004). 
Cardiomyopathy is encountered but is less frequent than in 
FRDA. On the other hand, head titubation, dystonia, and 
retinopathy are more common. The disease is not known to 
be associated with diabetes. The biochemical hallmark of the 
disease is a very low vitamin E plasma level (usually below 
3 mg/l) with normal lipid and lipoprotein profiles (Mariotti 
et al., 2004). Brain imaging shows mild cerebellar atrophy in 
about half of cases (Mariotti et al., 2004). Peripheral nerve con-
duction studies show slight to moderate axonal sensory neu-
ropathy and somatosensory evoked potentials show increased 
central conduction times and increased latencies of cortical 
responses (Zouari et al., 1998).

The importance of this condition lies in the fact that admin-
istration of vitamin E supplements results in arrest of progres-
sion of neurological symptoms and signs, and in amelioration 
of established neurological abnormalities in a number of 
patients (Kohlschutter et al., 1988; Mariotti et al., 2004; Yokota 
et al., 1997). Response is best when therapy is started early in 
the course of the disease (Gabsi et al., 2001). The usual dosage 
needed in adults to restore normal vitamin E plasma levels is 
between 1,000 and 2,400 mg of the RRR  stereo-isomer of α-
tocopherol in two daily doses, with fat-containing meals (Cav-
alier et al., 1998; Mariotti et al., 2004). In children, the usual 
dosage is 40 mg/kg body weight. Plasma vitamin E concentra-
tion should be measured regularly during therapy, especially 
in children. Ideally the plasma concentration should be in the 
high-normal range. If therapy is initiated in presymptomatic 
individuals, neurological signs do not develop (Mariotti et al., 
2004). Hence all relatives, especially younger siblings of a pro-
band, should be evaluated for vitamin E deficiency.

2. Gene Structure and Expression

The TTPA gene, encoding α-tocopherol transfer protein, 
localized on chromosome 8q13, is the only gene associated 
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Table 18.1 Summary of the Main Clinical and Genetic Features of Friedreich Ataxia and Related Loss-of-Function Disorders

 Usual Age  Cerebellar Pyramidal Peripheral Other Signs and  Gene (Protein)  Postulated Pathogenic
Disease of Onset Atrophy Signs Neuropathy Symptoms Cardiomyopathy and Mutations Mechanism

Friedreich ataxia <20 (2−>50) +/− +/− + (sensory axonal) kyphoscoliosis; + FRDA (frataxin). GAA Mitochondrial
      pes cavus; optic    repeat expansion, rare  dysfunction
      atrophy; deafness;    point mutations (always
      diabetes   in heterozygosity with 
        GAA repeat expansion) 
Ataxia with  <20 (2–52) +/− – + (sensory axonal) head titubation;  – TTPA (alpha-tocopherol Vitamin E deficiency
 vitamin E deficiency       dystonia;    transfer protein). Missense,   (oxidative stress?)
 (AVED)      retinopathy   nonsense, frameshift, and
        splice-site mutations, inser-
        tions and deletions. 
Ataxia with  <7 (2−young + – + (motor axonal) oculomotor apraxia;  – APTX (aprataxin).  Defective single-strand
 oculomotor   adult)     chorea; dystonia;    Missense, nonsense,   DNA break repair
 apraxia Type 1       low albumin,    frameshift, and splice-site
 (AOA1)      high cholesterol   mutations. 
Ataxia with  10–22 + + + (sensorimotor oculomotor apraxia;  –  
 oculomotor      axonal)  dystonia; chorea;  SETX (senataxin), loss-of- Defective double-strand
 apraxia Type 2       tremor; cognitive   function missense, nonsense,   DNA break repair
 (AOA2)      impairment; high    truncating mutations, and
      alpha-fetoprotein,    large-scale rearrangements
      CK, IgG, IgA, 
      cholesterol  
Autosomal  12–18 months + + + myelinated optic  
 recessive spastic   (may be later     nerve fibers in the – (but mitral SACS (sacsin), missense,  Impaired response to
 ataxia of charlevoix-  outside Québec)     retina; scoliosis;    valve prolapse  deletions or insertion  misfolded proteins
 saguenay (ARSACS)      pes cavus common)
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with AVED (Ouahchi et al., 1995). The 25.1 kb gene is com-
posed of five uniformly spliced exons with an open reading 
frame of 834 bp. The 278 amino acid, 31.7 kD protein prod-
uct is expressed mainly in hepatocytes (Sato et al., 1993), but 
also in kidney, cerebellar pyramidal cells (Copp et al., 1999; 
Hosomi et al., 1998) and in placenta (Kaempf-Rotzoll et al., 
2003; Muller-Schmehl et al., 2004).

3.  Mutations, DNA Tests, Genotype–Phenotype 
Correlations

At least 20 different mutations in the TTPA gene have 
been reported. Missense and splice-site mutations, as well 
as deletions, insertions, and indeletions have been reported 
(Cavalier et al., 1998). Most mutations are private, except for 
the 744delA and the 513insTT mutations, which are more 
common in individuals of North African and Mediterranean 
ancestry, respectively.

Sequencing of the five exons and flanking intron 
sequences detects mutations in more than 90 percent of indi-
viduals with AVED (Cavalier et al., 1998; Ouahchi et al., 
1995). Most patients are homozygous or compound het-
erozygotes for one of the known mutations. Penetrance is 
almost complete.

There is a clinico-molecular correlation, with patients 
with truncating or nonconservative missense mutations 
showing earlier age at onset and more severe phenotype 
as compared to patients with semiconservative missense 
mutations. Similarly, it has been shown that TTPA missense 
mutations that result in a clear impairment in binding and 
transfer activity of TTPA are associated with severe, early 
onset disease; mutations with biochemical properties simi-
lar to wild-type protein are associated with milder, late-
onset forms (Morley et al., 2004). The H101Q mutation, 
which appears to be restricted to Japan, is associated with 
a late-onset, mild phenotype and is more commonly associ-
ated with retinopathy.

4. Animal Model

Terasawa et al. (2000) generated a Ttpa knock-out mouse 
model. Ttpa–/– mice were generally healthy and showed no 
obvious signs of neurological disease at 18 months. They 
showed that in atherosclerosis-susceptible apolipoprotein 
E (ApoE) knock-out mice, vitamin E deficiency caused by 
disruption of Ttpa increased the severity of atherosclerotic 
lesions in the proximal aorta. Thus, vitamin E deficiency 
appears to modulate rather than cause atherosclerosis, which 
may explain why AVED patients do not exhibit an increased 
incidence of atherosclerosis.

5. Pathogenesis

AVED is caused by defective incorporation of vitamin E 
into very low density lipoproteins (VLDL) by the α-tocoph-
erol transfer protein, leading to vitamin E deficiency (Traber 
et al., 1990). There is no malabsorption.

The α-tocopherol transfer protein is a cytosolic 
liver  protein, which maintains normal vitamin E plasma 
 concentrations through preferential binding of the RRR-α-
 tocopherol isomer to VLDL proteins.

B. Ataxia with Oculomotor Apraxia 
Type 1 (AOA1)

1. Clinical and Pathological Features

Ataxia with oculomotor apraxia type 1 (AOA1) is an 
early-onset, autosomal recessive ataxia resembling ataxia 
telangiectasia but lacking the extraneurological features. It 
is encountered worldwide, although the prevalence varies 
according to ethnic origin. AOA1 seems to be the most fre-
quent cause of autosomal recessive ataxia in Japan. Onset 
of disease symptoms is between ages two and 16 years, 
with 50 percent of individuals presenting before the age of 
seven years, although disease onset in young adults has been 
reported (Criscuolo et al., 2004).

AOA1 is characterized by progressive cerebellar ataxia 
followed by oculomotor apraxia and severe motor neuropa-
thy, and hypoalbuminemia. The first manifestation is  usually 
slowly progressive gait ataxia, followed by dysarthria, then 
upper-limb dysmetria with mild intention tremor. Oculomo-
tor apraxia is the most striking feature in the disorder. It is 
characterized by an inability to visually track objects without 
turning the head. It is present in 80 percent of individuals 
with AOA1 and is followed by progressive external ophthal-
moplegia. All affected individuals develop peripheral axo-
nal motor neuropathy with severe weakness and wasting. 
Neuropathy represents the main cause of motor disability in 
advanced stages of the disease, with most individuals becom-
ing wheelchair bound by adolescence. Pes cavus is present 
in 30 percent of patient and scoliosis in a few. The Babinski 
sign is absent. Other symptoms include chorea, present in 
the majority of patients at onset, but disappearing in almost 
 50 percent over the course of the disease (Le Ber et al., 2003), 
upper limb dystonia, present in about 50 percent of patients, 
and variable degrees of cognitive impairment. Although the 
disease leads to severe motor disability, it is compatible with 
long survival (Barbot et al., 2001; Le Ber et al., 2003).

Typical laboratory findings include hypoalbuminemia 
(<3.8 g/l) and hypercholesterolemia (>5.6 mmol) in indi-
viduals with disease duration of more than 10 to 15 years. 
Brain MRI shows cerebellar atrophy in all affected individu-
als and rarely brainstem atrophy. EMG shows signs of axo-
nal motor neuropathy in 100 percent of affected individuals 
with advanced disease. Treatment of the disease is purely 
 symptomatic. A high-protein, low-cholesterol diet is advised.

2. Gene Structure and Expression

The APTX gene, encoding aprataxin, localized on chro-
mosome 9p13.3, is the only gene associated with AOA1 
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(Date et al., 2001; Moreira et al., 2001). The 17.47 kb gene 
consists of seven exons. The gene encodes 2 major mRNA 
transcripts resulting from alternative splicing of exon 3: a 
short form of 168 amino acids and the first ATG codon in 
exon 3, and a long form of 342 amino acids and the first 
ATG codon in exon 1. The long transcript is the major form 
and is ubiquitously expressed in human cell lines, whereas 
the shorter form is present in lower amounts. Aprataxin is 
expressed mainly in the nucleus (Gueven et al., 2004; Sano 
et al., 2004).

3.  Mutations, DNA Tests, Genotype–Phenotype 
Correlations

At least 16 different mutations have been identified. 
 Missense, nonsense, frameshift, and splice-site mutations, as 
well as complete gene deletion, have been reported. Mutation 
detection rates have not yet been reported for sequence anal-
ysis; however, mutation scanning has revealed mutations in 
about 41 percent of Portuguese individuals and in 100 percent 
of Japanese individuals with AOA1 (Moreira et al., 2001). 
Patients can be homozygotes or compound heterozygotes. 
There is no clear correlation between specific genotypes and 
age of onset of the disease, nor with survival. Similarly, cog-
nitive impairment has been reported with a range of different 
mutations, but there seems to be no clear correlation between 
specific genotypes and degree of cognitive impairment. Two 
compound heterozygotes for the R199H missense mutation 
and an unidentified second mutation had an atypical presen-
tation with marked dystonia and mask-like faces in addition 
to the AOA1 clinical picture (Moreira et al., 2001). The muta-
tion A198V is associated with predominant, more severe, and 
persistent chorea (Le Ber et al., 2003).

4. Animal Model

No AOA1 animal model has been reported to date.

5. Pathogenesis

The aprataxin protein is a member of the histidine-triad 
(HIT) (His-X-His-X-His-X-X, where X is a hydrophobic 
amino acid) superfamily of nucleotide hydrolases and trans-
ferases. The long form of aprataxin is composed of three 
domains:

1. The N-terminal PANT (PNKP-AOA1 N-terminal) 
domain, which shares distant homology with the N-terminal 
domain of polynucleotide kinase 3´-phosphatase (PNKP) 
and interacts with DNA polymerase b, DNA ligase III and 
XRCC1 (x-ray repair cross-complementing group 1) protein, 
forming the single-strand break repair (SSBR) complex, 
following exposure to ionizing radiation and reactive oxygen 
species (Sano et al., 2004; Whitehouse et al., 2001).

2. The HIT domain (middle domain), defined by the 
HIT motif, for nucleotide binding and hydrolysis. Fragile-
HIT proteins (FHIT), which have the highest homology 
to aprataxin, cleave diadenosine tetraphosphate (Ap4A), 

which potentially is produced during activation of the DNA 
SSBR complex (Moreira et al., 2001).

3. The C-terminal domain, containing a divergent zinc-
finger motif (Moreira et al., 2001), which could allow binding 
to DNA and or RNA (Kijas et al., 2006). These findings 
suggest that aprataxin is part of a multiprotein complex 
involved in single-strand DNA break repair, reminiscent of 
other DNA repair diseases presenting with cerebellar ataxia. 
Inactivating mutations are thought to result in impairment of 
DNA and RNA integrity, leading to accumulation of damaged 
DNA, resulting in selective neuronal loss.

C. Ataxia with Oculomotor Apraxia 
Type 2 (AOA2)

1. Clinical and Pathological Features

Ataxia with oculomotor apraxia Type 2 (AOA2) is an 
adolescent-onset, autosomal recessive ataxia syndrome 
characterized by progressive cerebellar ataxia followed by 
oculomotor apraxia and sensorimotor neuropathy, and ele-
vated serum levels of alpha-fetoprotein. It is encountered 
worldwide. One study suggested that AOA2 accounts for 
 8 percent of all non-Friedreich autosomal recessive ataxias, 
making it the most frequent cause of autosomal recessive 
ataxia after Friedreich’s ataxia in adults (Le Ber et al., 2004). 
Onset is usually between 10 and 22 years of age.

The first symptom consists of slowly progressive gait 
ataxia (Moreira et al., 2004). About 90 percent of individu-
als develop an axonal, sensorimotor neuropathy.  Oculomotor 
apraxia develops in up to 50 percent of patients. Up to 44 
percent develop movement disorders, including dystonic 
posturing of the hands, chorea, and head or postural tremor, 
which may persist or not with disease progression (Cris-
cuolo et al., 2006; Le Ber et al., 2004; Nemeth et al., 2000). 
Other symptoms include mild cognitive impairment, exten-
sor plantar reflexes, sphincter disturbances, and skeletal and 
foot deformities (Criscuolo et al., 2006; Le Ber et al., 2004). 
There are no extraneurological features. AOA2 is a slowly 
progressive disorder with reported disease duration of up to 
51 years (Moreira et al., 2004).

Serum levels of alpha-fetoprotein typically are 
increased (>20 ng/ml) (Moreira et al., 2004). Additional 
laboratory findings may include hypercholesterolemia 
(>5.6 mmol/l), increased levels of serum creatine kinase, 
and elevated IgG and IgA immunoglobulins (Le Ber et al., 
2004; Watanabe  et al., 1998). Brain MRI shows cerebellar 
atrophy with normal brain stem in all affected individuals 
(Moreira et al., 2004).

Treatment of the disease is purely symptomatic.

2. Gene Structure and Expression

The SETX gene, encoding senataxin, localized on 
 chromosome 9q34, is the only gene associated with AOA1 
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(Moreira et al., 2004). The 91 kb gene consists of 24 exons 
with an open reading frame of 8,031 bp. The gene gives rise 
to two transcripts of 11.5 and 9 kb length, respectively. The 
303 kD, 2677 amino acid protein is ubiquitously expressed.

3.  Mutations, DNA Tests, Genotype–Phenotype 
Correlations

At least 20 different mutations have been identified. Mis-
sense, nonsense, and frameshift mutations, as well as large-
scale rearrangements have been reported (Criscuolo et al., 
2006; Duquette et al., 2005; Moreira et al., 2004). Mutation 
detection is through gene sequencing. Mutation detection 
rates have not yet been reported.

No obvious genotype–phenotype correlations have been 
identified. Truncations and missense mutations may result 
in a similar phenotype (Criscuolo et al., 2006). Interestingly, 
specific missense mutations in the SETX gene also have been 
identified in ALS4, an autosomal dominant form of juvenile 
amyotrophic sclerosis (Chen et al., 2004).

4. Animal Model

No AOA2 animal model has been reported to date.

5. Pathogenesis

The senataxin protein contains at its C-terminus a classical 
seven-motif domain found in the superfamily 1 of helicases 
(Moreira et al., 2004). Senataxin was named for its homology  
to the fungal Sen1p protein, which has RNA helicase activity 
encoded by its C-terminal domain. Senataxin shares signifi-
cant similarity with two other members of the superfamily 
of helicases: RENT1/Upf1, involved in nonsense-mediated 
RNA decay, and IGHMBP2, which is mutant in spinal mus-
cular atrophy with respiratory distress-1, a motor neuron 
disease, and in mouse neuromuscular degeneration. Upf1 
proteins have RNA helicase activity, but IGHMBP2 initially 
was identified as a DNA binding protein with transcriptional 
transactivating properties. It is therefore thought that sena-
taxin has both RNA and DNA helicase activity and that it acts 
in a DNA repair pathway. Alternatively, senataxin might be a 
nuclear RNA helicase with a role in the splicing machinery.

D. ARSACS

1. Clinical and Pathological Features

Autosomal recessive spastic ataxia of Charlevoix-Saguenay 
(ARSACS) is an ataxia syndrome described originally in 
the Saguenay-Lac-St-Jean area of North eastern Quebec in 
French Canada (Bouchard et al., 1978). Subsequently, the 
disease was also reported in individuals of  Italian, Japanese, 
Tunisian, and Turkish ancestry (El Euch-Fayache et al., 2003; 
Grieco et al., 2004; Mrissa et al., 2000; Ogawa et al., 2004; 
Shimazaki et al., 2005; Richter et al., 2004). The estimated 
carrier frequency of ARSACS in the Saguenay-Lac-St-Jean 
region of Quebec is 1/21 and the birth incidence is 1/1,932 

(De Braekeleer et al., 1993). A founder effect, which could 
date back to 1650, is largely suspected as the root cause of 
the high regional prevalence of ARSACS in northeastern 
Quebec. The true worldwide incidence of ARSACS remains 
unknown as underdiagnosis is still likely. Onset is between 
12 and 18 months in individuals born in Quebec province, 
but often is delayed until the juvenile or even adult age in 
individuals born outside Quebec.

Typical symptoms include progressive gait ataxia, dys-
arthria, spasticity, extensor plantar reflexes, distal muscle 
wasting, distal sensorimotor neuropathy, and horizontal 
gaze nystagmus. Ankle reflexes are gradually lost, but other 
reflexes remain brisk. Individuals originating from Quebec 
also show yellow streaks of hypermyelinated fibers radiating 
from the optic fundi in the retina. These changes may appear 
late in the course of the disease. They are usually absent in 
individuals not born in Quebec. Other features include pes 
cavus, hammertoes, scoliosis, and mitral valve prolapse, but 
cardiomyopathy does not occur. Although IQ levels tend 
to be in the lower range of normal, cognitive skills tend to 
be preserved into late adult life. ARSACS is a slowly pro-
gressive disorder with death usually occurring in the sixth 
decade. Neuroimaging typically reveals atrophy of the supe-
rior vermis with sparing of other cerebellar structures. Nerve 
conduction studies typically show absent sensory nerve con-
duction potentials and moderately decreased motor nerve 
velocities. Treatment of the disease is purely symptomatic.

2. Gene Structure and Expression

The SACS gene, encoding sacsin, localized on chromo-
some 13q12, is the only gene associated with ARSACS 
(Engert et al., 2000). The 39.7 kb gene contains one gigan-
tic exon spanning 12.8 kb, encoding an open reading frame 
of 11,487 bp, and eight recently identified exons located 
upstream of the gigantic one (Ouyang et al., 2006). The open 
reading frame is conserved in both the human and mouse. 
The gene gives rise to at least three different transcripts. The 
437 kD, 3829 amino acid protein is expressed in the central 
nervous system and various other tissues.

3.  Mutations, DNA Tests, Genotype–Phenotype 
Correlations

Two founder mutations account for about 96 percent of muta-
tions in individuals with ARSACS from northeastern Quebec: 
92.6 percent are homozygous for the g.6594delT mutation and 
3.7 percent are compound heterozygotes for the g.6594delT 
deletion and the g.5254C→T nonsense mutation (Richter et 
al., 1999). The g.6594delT mutation results in a frameshift and 
the introduction of a stop codon. The g.5254C→T results in 
substitution of a stop codon for an arginine. Both mutations 
predict truncation of the sacsin protein. Targeted mutation 
analysis for these mutations is available on a clinical basis.

At least 20 other mutations have been reported in indi-
viduals with ARSACS from Italy, Japan, Tunisia, Turkey, 
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and Spain (El Euch-Fayache et al., 2003; Grieco et al., 2004; 
Mrissa et al., 2000; Ogawa et al., 2004; Shimazaki et al., 
2005; Richter et al., 2004; Okawa et al., 2006; Yamamoto et 
al., 2005; Yamamoto et al., 2006; Criscuolo et al., 2005; Hera 
et al., 2005). These include missense mutations, deletions, and 
insertions. Except for two  (Ouyang et al., 2006), all identi-
fied mutations are located in the gigantic downstream exon 
of SACS. Molecular genetic testing for mutations observed in 
other populations is through direct DNA analysis and is avail-
able on a research basis only. Little intra- and extrafamilial 
phenotypic variability has been observed among individuals 
born in Quebec. In patients from other populations the clinical 
features are more heterogeneous and there is no clear geno-
type- phenotype correlation.

4. Animal Model

The recessive mutation tumbler (tb), causing ataxia in 
mice, previously was mapped to chromosome 1, which con-
tains the mouse sacs gene (Dickie, 1965). The tb mouse 
line died out, but Engert et al. (2000) speculated that it har-
bored a mutation in sacs (Engert et al., 2000). No knock-out 
 transgenic models of ARSACS are yet available.

5. Pathogenesis

Structure prediction programs suggest the presence of 
two leucine zippers, three coiled-coils, and one hydrophilic 
domain within the carboxy-terminal half of the protein 
(Engert et al., 2000). Sacsin was found to have no extensive 
similarity to any known protein by sequence comparison 
analyses. The C-terminal portion of the predicted protein, 
contains a DnaJ motif, which has the potential to interact 
with members of the HSP70 family of heat shock proteins 
and stimulate its ATPase activity. The N-terminus has exten-
sive homology for HSP90, a subtype of heat shock protein 
that can act as a chaperone molecule important in the regula-
tion of protein folding. These data suggest that sacsin may 
function in chaperone-mediated protein folding.

Individuals homozygous for the g.6594dlT deletion have 
complete loss of sacsin immunocytochemical and western blot 
expression in skin fibroblasts. It is likely that major deletions 
result in complete suppression of sacsin expression, including 
the CNS. It is postulated that SACS mutations may interfere 
with protein folding and lead to significant loss of function 
in key signaling pathways even at an embryonic stage. Com-
pound heterozygotes for less extensive deletions or point muta-
tions will result in the synthesis of a truncated sacsin molecule 
that may not be able to interact normally with other proteins.

E. Other Recessive Ataxias

 One report described two sib pairs from two families with 
typical symptoms of Friedreich’s ataxia but no mutations in 
the FRDA gene (Kostrzewa et al., 1997). The FRDA2 locus 
was subsequently mapped to chromosome 9p23-p11 in a 

large consanguineous family, but the responsible gene has 
not been identified yet (Christodoulou et al., 2001).

Spinocerebellar ataxia with axonal neuropathy (SCAN1) 
is characterized by mild ataxia, axonal sensorimotor neu-
ropathy, distal muscle atrophy, pes cavus, and steppage gait 
as seen in Charcot-Marie-Tooth neuropathy (Takashima et 
al., 2002). Other features include mild hypercholesterolemia 
and borderline hypoalbuminemia. A homozygous 1478A→
G transition mutation in the tyrosyl-DNA phosphodiesterase 
1 (TDP1) gene on chromosome 14q31-q32 was identified.

TDP1 is required for repair of chromosomal single-strand 
breaks arising independently of DNA replication from abor-
tive topoisomerase-1 (TOP1) activity or oxidative stress  
(El-Khamisy et al., 2005).

Infantile-onset spinocerebellar ataxia (IOSCA) is a disor-
der described exclusively in a small founder group of Finn-
ish patients (Koskinen et al., 1994). Onset is between one 
and two years of age. Features include progressive ataxia, 
athetosis, hypotonia, areflexia, ophthalmoplegia, optic atro-
phy, hearing loss, and sensory neuropathy. Female hypogo-
nadism and epilepsy are late manifestations. The IOSCA 
locus was mapped to 10q24, but the responsible gene has not 
been identified so far (Nikali et al., 1995).

An infantile-onset, nonprogressive ataxia with hypoto-
nia, slow speech development, hyperreflexia, occasional 
mild spasticity, pes planus, and short stature was linked to 
 chromosome 20q11-q13 (Tranebjaerg et al., 2003).

An early-onset cerebellar ataxia with pyramidal signs, 
deep sensory loss, and postural tremor was described in a 
nonconsanguineous family from the Netherlands  (Breedveld 
et al., 2004). Severity of symptoms and progression were very 
variable. The disorder was linked to chromosome 11p15.

A spastic ataxia with variable age of onset recently was 
described in several families from the same region in Quebec 
(Thiffault et al., 2006). Other features may include scoliosis, 
dystonia, and cognitive impairment. One in two individuals 
showed white matter changes on brain MRI. Linkage analy-
sis showed that all families were linked to the same region on 
chromosome 2q33-34.

Behr syndrome is a childhood spastic ataxia with optic 
atrophy, mental retardation, and deep sensory loss (Thomas 
et al., 1984). No genetic linkage has been reported so far.
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Dystonia or torsion dystonia refers to repetitive, often 
sustained muscle contractions that cause directional or twist-
ing movements and postures (Fahn, 1988). There are many 
causes for dystonia and various classification schemes have 
been employed to help organize the diverse etiologies (see 
Table 19.1a). One classification (see Table 19.1b) proposes 
two main etiologic categories (Bressman, 2003): primary 
dystonia and secondary dystonia. Primary dystonia is defined 
as a syndrome in which dystonia is the only or predominant 
clinical manifestation, and there is no evidence of neuronal 
degeneration or an acquired cause. Secondary  dystonia con-
sists of inherited disorders that typically produce clinical 
signs in addition to dystonia, degenerative disorders with 
complex or unknown etiologies, and acquired causes.

The clinical spectrum of primary dystonia is remarkably 
broad. Symptoms may begin at any age from early-childhood 
to senescence and severity ranges from involvement of a sin-
gle muscle to generalized contractions of the limb, axial, and 
cranial muscles. Age at onset distribution for primary dys-
tonia is bimodal, with modes at age 9 (early-onset) and 45 
(late-onset), divided by a nadir at age 27 (Bressman, 1989). 
Further, there is a relationship between the age at onset of 
symptoms, body region first affected, and clinical progres-
sion of signs (Fahn, 1987; Marsden, 1974; O’Dwyer, 2005). 
When primary dystonia begins in childhood or adolescence, 
it often starts in a leg or arm, and then progresses over five 
to 10 years to involve multiple body regions. When it begins 
in adult years, symptoms first involve the neck (cervical dys-
tonia or torticollis), arm (writer’s cramp), or cranial muscles 
(e.g., blepharospasm). Unlike early-onset, adult or late-onset 
dystonia tends to remain localized with a focal or segmental 
anatomic distribution.

Primary dystonia is considered the third most common 
movement disorder after Parkinson disease and essential 
tremor. In Rochester, Minnesota, prevalence was 330 per 
million, with late-onset focal disease being nine times more 
common than early-onset generalized (Nutt, 1988). A more 
recent analysis of European cases found a lower frequency 
of about 152 per million, and again focal cases constituted 
the majority (117 per million) (ESDE Collaborative Group, 
2000). Both of these clinically based studies are likely 
underestimates of the true frequency, because a significant 
proportion of disease is not diagnosed (Muller, 2002; Risch, 
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1995). Ethnic differences in disease frequency for the vari-
ous primary phenotypic subtypes have been reported and 
are known or suspected to be due to founder effects. Several 
large studies, including the earliest epidemiological studies, 
reported that early-onset primary dystonia is five to 10 times 
more common in Ashkenazi Jews than in non-Jews or non-
Ashkenazi Jews (Zeman, 1967; Zilber, 1984). Prevalence 
estimates of focal dystonia also describe ethnic differences, 
ranging from 6.1/100,000 in Yonago, Japan (Nakashima, 
1995) to 225 per 100,000 in Bruneck, Italy (Muller, 2002).

Although pathology involving the basal ganglia and 
defective dopaminergic transmission is present in many sec-
ondary dystonias, consistent diagnostic morphological or 
biochemical brain changes have not been found in primary 
dystonia (Zeman, 1967, 1970; Zweig, 1988). Several recent 
studies utilizing a variety of techniques, including imag-
ing and novel antibodies, have demonstrated abnormalities 
in primary dystonia subtypes. These include MRI voxel-
based morphometric increases in gray matter of primary 
somatosensory and motor cortices in the patients with focal 
hand dystonia (Garraux, 2004), an increase in striatal 3-, 

 4-dihydroxyphenylacetic acid/dopamine ratio of early-onset 
brains with mutations in DYT1 (see later) (Augood, 2002), 
increased copper and deficient Menkes protein in the lenti-
form nucleus of three patients with adult onset focal dystonia 
(Becker, 1999; Berg, 2001), and perinuclear inclusion bod-
ies in the midbrain reticular formation and periaqueductal in 
four DYT1 brains (McNaught, 2004). The latter studies did 
not find evidence for neuronal loss, but the number of brains 
studied is small. Thus, primary dystonia usually is classified 
as a nondegenerative disorder, although current studies sug-
gest anatomic changes that are associated with neuronal dys-
function. As this field evolves, changes that are specific to 
primary dystonia clinical or genetic subtypes may emerge.

There is more known about the neurophysiological cor-
relates of dystonia. A growing body of evidence suggests 
loss of normal inhibitory mechanisms resulting in excessive 
movement. Beginning with early studies showing deficient 
reciprocal inhibition at the spinal level (Rothwell, 1983), a 
host of spinal and brainstem reflexes have been studied and 
a common finding is that inhibitory processes are reduced 
(Hallett, 2004). Other studies show hyperexcitability of the 

Table 19.1a. Classification of Dystonia

By Age Onset
 Early (< 26)
 Late
By Distribution
 Focal (single body region)
 Segmental (contiguous regions)
 Multifocal (non-contiguous regions)
  Hemi (a type of multifocal=ipsilateral arm and leg)
 Generalized (leg+trunk+one other region or both legs +/− trunk+one other region)
By Cause
 Primary - dystonia is only sign, except tremor, and no acquired/exogenous cause or degenerative disorder
 Secondary
  - due to inherited and/or degenerative disorders – signs other than dystonia and/or brain degeneration distinguish from primary dystonia
  - due to acquired or exogenous causes

Table 19.1b. Causes of Dystonia

• Primary
 • Early limb onset (DYT1, other genes to be determined)
 • Mixed phenotype (DYT6, DYT13, other genes to be determined)
 • Late Focal (DYT7, other genes to be determined)
• Secondary Dystonia
 • Dystonia Plus
 • Dopa-Responsive Dystonia (DYT5, DYT14, other biopterin deficiencies)
 • Myoclonus – Dystonia (DYT11, DYT15)
 • Rapid-Onset Dystonia Parkinsonism (DYT12)
 • Heredodegenerative
 • Autosomal Dominant (eg, Huntington’s disease, SCAs especially SCA3)
 • Autosomal Recessive (eg, Wilson’s, NBIA1, GM1 and GM2, Parkin)
 • X-linked (eg, X-linked Dystonia-Parkinsonism/Lubag, DDP)
 • Mitochondrial
 • Complex/unknown
 • Parkinson’s disease, multisystem atrophy, progressive supranuclear palsy
 • Acquired
 • drug-induced, perinatal injury, head trauma, cervical trauma, peripheral trauma, infectious and post infectious, tumor, stroke, multiple sclerosis
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motor cortex and loss of inhibition in cortical processing. 
One hypothesis to help explain these findings is impairment 
of the normal surround inhibition that is mediated by the 
basal ganglia (Mink, 1996). This could occur secondary to 
many different perturbations, including dopaminergic dys-
function, especially involving the D2 receptor and indirect 
pathway (Perlmutter, 2004). Supporting this explanation 
are positron emission tomography (PET) studies showing 
decreased D2 binding (Asanuma, 2005; Perlmutter, 1997). 
Sensory abnormalities also are found in primary dystoniam 
including disorganized cortical representation in patients 
with focal hand dystonia (Bara-Jimenez, 1998), abnormal 
kinesthesia (Grunewald, 1997), and abnormal spatial or 
temporospatial sensory discrimination (Sanger, 2001). The 
import of these sensory abnormalities in pathogenesis is 
unclear but may also be related to basal ganglia dysfunction 
in integrating sensory input and motor output for learned 
motor acts (Kaji, 2001, 2004).

There are few effective treatments for primary dystonia 
and therapeutic response is seldom complete  (Bressman, 
1990, 2000b; Greene, 1988). Current treatments for dys-
tonia include anticholinergic medications, botulinum toxin 
injections, and surgical interventions such as pallidal (deep 
brain) stimulation. Botulinum toxin is particularly effec-
tive for focal dystonias but injections need to be regularly 
repeated. Deep brain stimulation of the globus pallidus 
appears to control dystonia effectively in many disabled 
patients with primary generalized dystonia. This form 
of treatment is relatively new and efficacy over time is 
still being studied, but brings great hope to this group of 
patients. Future treatments under study include approaches 
based on evolving insight into genetic subtypes and mecha-
nisms (see later).

I. Early-Onset Primary Dystonia and 
Identifying DYT1

Childhood and adolescent-onset PTD (also known as 
dystonia musculorum deformans or Oppenheim’s disease) is 
transmitted in an autosomal dominant fashion with reduced 
penetrance of 30 to 40 percent and as stated earlier, is more 
common in Ashkenazi Jews. Because of this reduced pen-
etrance, large multiplex families with this phenotype are 
uncommon. One such large North American non-Jewish 
family with 13 affected members was ascertained, and this 
allowed for mapping of the first primary dystonia locus 
(DYT1) to chromosome 9q32-34 (Ozelius, 1989). Subse-
quently linkage to the same 9q region in clinically similar 
Ashkenazi and non-Jewish families was found (Kramer, 
1990, 1994). Linkage disequilibrium was then noted among 
Ashkenazim, with sharing of a common haplotype of 9q 
alleles at marker loci spanning about 2 cM (Bressman, 1994a; 
Ozelius, 1992; Risch, 1995).

The finding of linkage disequilibrium supports the idea 
that a single mutational event is responsible for most cases 
of early onset PTD in the Ashkenazi population. The pres-
ence of very strong linkage disequilibrium at a relatively 
large genetic distance of about 2 cM also suggests that the 
mutation is recent. From this haplotype data, Risch and col-
leagues calculated that the mutation was introduced into the 
Ashkenazi population about 350 years ago and probably 
originated in Lithuania or Byelorussia (Risch, 1995). They 
also argued that the current high prevalence of the disease in 
Ashkenazim (estimated to be about 1:3,000–1:9,000 with a 
gene frequency of about 1:2,000–1:6,000) is due to the tre-
mendous growth of that population in the eighteenth century 
from a small reproducing founder population (Risch, 1995). 
A founder mutation and genetic drift (changes in gene fre-
quency due to chance events such as migrations, population 
expansions), rather than a heterozygote advantage (i.e., non-
penetrant DYT1 carriers have some advantage that leads to 
carriers being more prevalent), is probably responsible for 
the high frequency of DYT1 dystonia in Ashkenazim.

Using linkage disequilibrium and recombinations among 
Ashkenazi families to limit the candidate region, Ozelius 
identified the DYT1 gene in 1997 (Ozelius, 1997). An in-
frame GAG deletion was identified in the coding sequence 
of one of four genes within the region (see Figure 19.1). This 
deletion originally was found in both Ashkenazi and North 
American non-Jewish PTD families (Ozelius, 1997) and sub-
sequently identified in families of diverse ethnic background 
(Ikeuchi, 1999; Lebre, 1999; Major, 2001; Slominsky, 1999; 
Valente, 1998). Analyses of haplotypes indicate that current 
deletions in the non-Ashkenazi population originated from 
multiple independent mutation events, including de novo 
mutations (Klein, 1998). In contrast, among the great major-
ity of Ashkenazim, the GAG deletion derives from the same 
founder mutation. The reason for the GAG deletion’s singu-
lar disease-causing status is not known but it is hypothesized 
that genetic instability due to an imperfect tandem 24 bp 
repeat in the region of the deletion may lead to an increased 
frequency of the mutation (Klein, 1998).

Despite extensive screening (Leung, 2001; Ozelius, 1999; 
Tuffery-Giraud, 2001), the GAG deletion is the only defini-
tive DYT1 disease mutation identified to date. Three other 
variations in torsinA have been found that change the amino 
acid sequence and none have been unequivocally associated 
with disease. An 18 bp deletion causes loss of residues 323–
328 (Leung, 2001). This deletion was found in a family that 
included affected individuals with both myoclonus and dys-
tonia who subsequently were found to have a mutation in the 
epsilon-sarcoglycan gene (Klein, 2002), thus casting doubt 
on whether it contributed to disease. A 4 bp deletion causes 
a frameshift and truncation starting at residue 312 and was 
found in a single control blood donor who was not examined 
neurologically (Kabakci, 2004). Finally, a polymorphism in 
the coding sequence for residue 216 encodes aspartic acid 
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in 88 percent and histidine in 12 percent of alleles in control 
populations (Ozelius, 1997). Its potential disease modifying 
effects are discussed later.

II. Gene and Protein Properties

The DYT1 (also known as TOR1A) cDNA is 998 bp long 
with two poly-A addition sites in the 3′ untranslated region. 
As a consequence of the two poly-A sites, two ubiquitously 
expressed messages of size 1.8 kb and 2.2 kb are seen by 
Northern analysis (Ozelius, 1997). Sequence analysis of 
the human genome reveals three other genes that are highly 
homologous to DYT1: TOR1B, TOR2A, and TOR3A. At both 
the DNA and protein level, TOR1B is 70 percent identical to 
DYT1. They each have five exons and their splice sites are 
conserved. The genes are located adjacent to each other in a 
tail-to-tail orientation on chromosome 9q34 and presumably 
arose from a tandem duplication of an evolutionary precur-
sor gene (Ozelius, 1999). TOR2A and TOR3A share about 50 
percent homology with DYT1 at the amino acid level (Dron, 
2002; Ozelius, 1999; unpublished results). TOR2A is located 
on chromosome 9q34 about 10 cM centromeric to DYT1 and 
TOR1B, has five exons, and encodes a protein of 321 amino 
acids. TOR3A was independently cloned by virtue of tran-
scriptional regulation in response to alpha-interferon and 
given the alternative name ADIR1 (ATP-dependent inter-
feron responsive gene) (Dron, 2002). It is located on chro-

mosome 1q24 and has alternative splicing of exon 6 resulting 
in two protein products of 397 amino acids or 336 amino 
acids (ADIR2) (Dron, 2002). By Northern analysis TOR1B, 
TOR2A, and TOR3A are all ubiquitously expressed (Dron, 
2002; Ozelius, 1997; unpublished data). Genomic database 
searches have revealed torsin-like genes, in mouse, rat, nem-
atode, fruit fly, pig, cow, zebrafish, chicken,  hamster, and 
Xenopus (Ozelius, 1999).

The protein encoded by the DYT1 gene is called torsinA. 
It is 332 amino acids long (~37kD), with a signal sequence 
and membrane-spanning region in the N-terminus as well 
as a glycosylation site and putative phosphorylation sites 
 (Ozelius, 1997). The GAG deletion in the DYT1 gene results 
in the loss of one of a pair of glutamic acid residues in the 
 C-terminal region of the protein (Ozelius, 1997). TorsinA 
is a member of a superfamily of ATPases associated with a 
variety of cellular activities (AAA+) (Lupas, 1997; Neuwald, 
1999; Ozelius, 1997). These proteins typically form six-mem-
bered homomeric ring structures, possess Mg++-dependent 
ATPase activity, and share a secondary structure (Neuwald, 
1999). This superfamily of chaperone proteins mediate con-
formational changes in target proteins and perform a variety 
of functions, including correct folding of nascent proteins, 
degradation of denatured proteins, cytoskeletal dynamics, 
membrane trafficking, vesicle fusion, and organelle move-
ment (Hanson, 2005; Vale, 2000). Studies carried out both 
in vivo and in vitro and documented later suggest several of 
these are plausible functions for torsinA.

Figure 19.1 Deletion mutation and other single nucleotide polymorphisms (SNPs) in DYT1/torsinA. A. DNA sequence from 
exon 5 of the DYT1 gene showing the GAG deleted and the normal sequence. B. The carboxy terminal 40 amino acid sequence of the 
GAG deleted torsinA and the normal torsinA. The * represents the deleted glutamic acid (E) amino acid. C. A schematic (not drawn 
to scale) of the exon:intron structure of DYT1 showing the position of the GAG deletion in exon 5 as well as several SNPs used in 
association and functional studies described in the text. Figure is adapted from Leung (2001).
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TorsinA is widely expressed in most cells in the body. 
Examination of torsinA in the normal adult brain reveals 
that it is widely distributed throughout the brain with intense 
expression in substantia nigra dopamine neurons, cerebellar 
Purkinje cells, the thalamus, globus pallidus, hippocampal 
formation, and cerebral cortex (Augood, 1998, 1999, 2003; 
Konakova, 2001a; Shashidharan, 2000a). Both the mRNA 
and protein are localized to neurons and not to glia, whereas 
the protein studies also showed torsinA in neuronal processes. 
Labeling was predominantly present in cytoplasm with 
some perinuclear staining (Konakova, 2001a; Shashidharan, 
2000a). A similar widespread pattern of expression was seen 
in both rat (Shashidharan, 2000a; Walker, 2001) and mouse 
(Konakova, 2001b) brains. Ultrastructural studies in human 
adult and macaque striatum revealed torsinA immunostaining 
of small vesicles in the presynaptic terminals consistent with 
a role in modulating striatal signaling (Augood, 2003).

Developmental expression of torsinA also has been 
explored in human, mouse, and rat brains. In humans, torsinA 
immunoreactivity is first seen between four and eight weeks 
postnatal in the four regions tested—cerebellum, substantia 
nigra, hippocampus, and basal ganglia (Siegert, 2005). In 
both mice and rats, torsinA is most highly expressed during 
prenatal and early postnatal development (Vasudevan, 2006; 
Xiao, 2004). Significant regional differences were noted 
with the highest level of expression in the cerebral cortex 
from embryonic day 15 (E-15)-E17, in the striatum from 
E17-P7, from P0-P7 in the thalamus and from P7-P14 in the 
cerebellum (Vasudevan, 2006; Xiao, 2004).

Finally, two studies have further implicated torsinA in 
dopamine transmission with the finding of torsinA and 
alpha-synuclein immunoreactivity colocalized in Lewy 
 bodies (Sharma, 2001; Shashidharan, 2000b).

III. Neuropathology

Early studies on brains from patients with dystonia 
report no consistent neuropathological changes (Hedreen, 
1988; Zeman, 1970). However, with the identification of the 
DYT1 gene, researchers have now been able to test dysto-
nia brains for the 3 bp deletion and identify DYT1 specific 
brains. Studying a single DYT1 brain, nigral cellularity was 
normal as was the striatal dopamine and homovanillic acid 
levels except in the rostal portions of the putamen and cau-
date nucleus where they were slightly decreased compared 
to controls (Furukawa, 2000). Although this suggests that 
the DYT1 mutation is not associated with significant dam-
age to the nigrostriatal dopaminergic system, a second study 
involving four DYT1 brains noted an increase in the ratio of 
dopamine metabolites to dopamine when compared to con-
trols (Augood, 2002), and studies in various DYT1 mouse 
models implicate the dopaminergic system (see later) (Dang, 
2005, 2006; Shashidharan, 2005). At the  protein level, sev-

eral studies have found no differences in the immunostaining 
pattern of torsinA between DYT1- positive, DYT1-negative, 
and control brains (Rostasy, 2003; Walker, 2002). However, 
comparing DYT1-positive and DYT1-negative brains to 
controls, enlarged and closely spaced nigral dopaminergic 
neurons were identified in DYT1-positive dystonia brains 
as compared to controls. No evidence was found for neu-
ronal loss, suggesting a functional rather than degenerative 
etiology (Rostasy, 2003). A further study examining four 
DYT1- positive brains found ubiquitin positive perinuclear 
inclusions in the midbrain reticular formation and the 
periaqueductal gray but not in the substantia nigra, stria-
tum, hippocampus, or select regions of the cerebral cortex 
(McNaught, 2004). Similar inclusions have been reported 
in several DYT1 mouse models (Dang, 2005; Shashidharan, 
2005).

IV. Cellular and Animal Models of Disease

In Vitro

Cellular studies on torsinA indicate that the majority of 
this protein is localized in the lumen of the endoplasmic 
reticulum (ER) consistent with the deduced signal sequence 
and the observed high mannose content (Hewett, 2000; 
Kustedjo, 2000). These and other studies suggest torsinA is 
associated with the ER membrane through its hydrophobic 
N-terminal region (Hewett, 2000; Kustedjo, 2000, 2003; 
Liu, 2003). However, a recent report determined that torsinA 
is associated peripherally with the ER membrane possibly 
through an interaction with an integral membrane protein 
(Callan, 2006). Both the 3 bp deletion in torsinA found 
in DYT1 patients and the introduction of an E171Q muta-
tion in the ATP binding domain, which does not allow ATP 
hydrolysis, lead to a striking redistribution of torsinA to the 
nuclear envelope (NE). This enrichment presumably is due 
to prolonged interaction of torsinA with substrate(s) at the 
NE (Goodchild, 2004; Naismith, 2004). Possible substrates 
include LAP1, a NE localized protein that interacts to a 
greater extent with mutant torsinA than wild-type protein; 
and LULL1, a novel lumenal ER membrane protein that is 
related to LAP1 (Goodchild, 2005). Expression of mutant 
torsinA is associated with apparent thickening and abnor-
mal morphology of the NE including altered connections 
between the inner and outer membranes, as well as genera-
tion of whorled membrane inclusions that appear to “spin 
off ” the ER/NE (Bragg, 2004; Gonzalez-Alegre, 2004; 
Goodchild, 2004; Naismith, 2004). Immunoreactive for 
VMAT2, a protein important for bioactive monoamines in 
neurons, is associated with the membrane inclusions again 
relating torsinA to dopamine (Misbahuddin, 2005).

Expression studies using an ADIR-EGFP (TOR3A) fusion 
protein expressed in HeLa cells also showed an association 
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with the ER suggesting that other torsin-family members 
may share similar functions (Dron, 2002).

TorsinA also is found associated with neurite varicosi-
ties and vesicles, and extends to the ends of processes (Ferrari-
Toninelli, 2004; Hewett, 2000). This is supported by the 
localization of torsin in neuronal processes and at synaptic 
endings in association with vesicles in human and nonhu-
man primate brain (Augood, 2003). Consistent with a role 
for torsinA in intracellular trafficking and association with 
the cytoskeleton, torsinA has been shown to interact with 
the kinesin light chain 1 (KLC1) (Kamm, 2004) as well as 
vimentin (VIM) (Hewett, 2006) and to regulate the cellular 
trafficking of the dopamine transporter and other polytopic 
membrane bound proteins (Torres, 2004).

Several different groups have looked at the role of torsinA 
in cellular stress. These include studies showing that over-
expression of wild-type but not mutant torsinA suppresses 
alpha-synuclein aggregation in cells (McLean, 2002); in 
PC12 cells levels of endogenous torsinA increase and the 
protein redistributes in response to oxidative stress (Hewett, 
2003); overexpression of torsinA in both COS-1 and PC12 
cells protects against cell death when cells are exposed to a 
variety of toxic insults (Kuner, 2003; Shashidharan, 2004). 
Taken together with the in vivo experiments described later 
(Caldwell, 2003; Cao, 2005), these studies point to a chaper-
one function for torsinA.

V. Invertebrates

In addition to the mammalian torsin family members, 
there are three torsin-related genes in nematodes and a 
 single torsin-like gene in Drosophila and zebra fish (Oze-
lius, 1999). One of the nematode genes, OOC-5, is criti-
cal for rotation of the nuclear-centrosome complex during 
embryogenesis and when defective leads to misorientation 
of the mitotic spindle and disruption of asymmetric cell divi-
sion and cell fate determination (Basham & Rose, 2001). 
Taken together with the information that torsinA interacts 
with KLC1 (Kamm, 2004) and VIM (Hewett, 2006), these 
suggest an interaction of torsinA with the cytoskeleton and 
a role in membrane movement. The OOC-5 protein also is 
found in the ER, suggesting that some essential ER-related 
function has been conserved throughout evolution in the 
torsin proteins.

Studies involving a second Caenorhabditis elegans 
torsin -like gene, TOR-2, show that wild-type torsin has the 
ability to suppress polyglutamine-induced protein aggre-
gation (Caldwell, 2003) as well as protect dopaminergic 
neurons from cellular stress after treatment with the neuro-
toxin 6-hydroxydopamine (6-OHDA) (Cao, 2005). In both 
cases, expression of mutant torsin does not show these 
effects. A similar study in mice found that torsinA expres-

sion was increased significantly in the brains of mice 
several hours after treatment with another  dopaminergic 
toxin, MPTP (Kuner, 2004). These results are similar to 
what has been described in cell culture studies earlier 
(Kuner, 2003; McLean, 2002; Shashidharan, 2004), and 
provide evidence that torsinA has a role in protein folding 
and degradation.

Two Drosophila models of torsin have been described. 
Koh et al. (2004) found that overexpression of mutant 
human torsinA but not wild-type elicited locomotor defects 
in the flies. In neurons they identified enlarged synaptic 
boutons of irregular shape with reduced vesicle content 
and also found dense torsinA-immunoreactive bodies asso-
ciated with synaptic densities and the nuclear envelope 
consistent with the increased perinuclear staining seen 
in cultured cells overexpressing this protein (see earlier) 
(Goodchild, 2004; Naismith, 2004). Overexpression of 
human or fly Smad2, a downstream effector of the TGF-
beta signaling pathway, suppressed both the locomotor and 
cellular defects, suggesting that TGF-beta signaling might 
be involved in early-onset dystonia (Koh, 2004). The sec-
ond Drosophila model used RNA interference (RNAi) and 
overexpression to analyze the function of the endogenous 
fly torsin, torp4a. Using the eye as a model, down regula-
tion of torp4a caused degeneration of the retina, whereas 
overexpression protected the retina from age-related neural 
degeneration (Muraro, 2006). Torp4a was expressed largely 
in the ER but also found at the NE consistent with cellular 
and mouse studies. A genetic screen to identify enhanc-
ers of torp4a demonstrated an association with components 
of the AP-3 adaptor complex, a protein related to myosin 
II function, and the superoxide dismutase 1 (SOD1) gene 
(Muraro, 2006).

VI. Mouse

A number of genetic models are available for DYT1 dys-
tonia in mice including both overexpressing transgenic mod-
els, where the human gene has been randomly inserted into 
the mouse genome, and several engineered lines where the 
endogenous mouse locus (Tor1a) has been modified (for 
review see Jinnah, 2005).

In a transgenic model, where the human mutant tor-
sinA is overexpressed using the neuron-specific enolase 
(NSE) promoter, about 40 percent of the mice show hyper-
activity, circling, and abnormal movement (Shashidharan, 
2005). These mice also demonstrate abnormal levels of 
dopamine metabolites as well as aggregates in the brain-
stem similar to what was reported in DYT1 human brains 
(Shashidharan, 2005). A second transgenic model express-
ing human mutant torsinA under the control of the CMV 
promoter does not show an overt movement disorder but 
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exhibits impaired motor sequence learning on the rotorod 
(Sharma, 2005) reminiscent of the motor learning difficul-
ties reported in human DYT1 nonmanifesting mutation car-
riers (Ghilardi, 2003). Recently, recording the activity of 
striatal cholinergic interneurons in slice preparations from 
these animals in the presence of quinpirole, an increase in 
firing rate was observed in the mutant animals that was 
mediated by a greater inhibition of N-type calcium cur-
rents (Pisani, 2006). An imbalance between striatal dopa-
minergic and cholinergic signaling in DYT1 dystonia is 
suggested by this study.

Three different types of engineered mice have been pub-
lished to date. Knock-in (KI) mice bearing the 3 bp deletion 
in the heterozygous state, analogous to the human DYT1 dys-
tonia, manifest hyperactivity in the open field, difficulty in 
beam walking, possess abnormal levels of dopamine metabo-
lites, but no overt dystonic posturing (Dang, 2005). These 
mice also have neuronal aggregates in neurons in the brain-
stem consistent with human pathologic data (McNaught, 
2004). In contrast, mice that are either homozygous KI or 
knock-out (KO) for the deletion die at birth with apparently 
normal morphology, but with postmigratory neurons show-
ing abnormalities of the nuclear membranes (Goodchild, 
2005) comparable to what is seen in cell culture experiments 
(Goodchild, 2004; Naismith, 2004). The fact that both the 
homozygous KO and KI animals display the same lethal 
phenotype suggests that DYT1 dystonia results from a loss 
of function of the torsinA protein. The knock-down (KD) 
mouse model in which a reduced level of torsinA protein is 
expressed, displays a phenotype very similar to the heterozy-
gous KI mice showing both deficits in motor control as well 
as dopamine metabolite levels (Dang, 2006). This mouse also 
supports a loss of function model because no deleted torsinA 
is necessary to produce the phenotype; however it is also con-
sistent with a dominant negative model, whereby the mutant 
protein interferes with the wild-type protein to cause the loss 
of function.

Although the exact function of torsinA remains elusive, 
evidence presented earlier suggests a role in protein fold-
ing and degradation (Caldwell, 2003; Cao, 2005; Hewett, 
2003; Kuner, 2003; McLean, 2002; Shashidharan, 2004; 
 Torres, 2004) and/or membrane movement within cells 
(Basham & Rose, 2001; Hewett, 2006; Kamm, 2004). 
From both the animal and cellular models, it seems 
clear that DYT1 dystonia results from a loss of function 
(Dang, 2006; Goodchild, 2005; Torres, 2004). The fact 
that AAA+ proteins usually form oligomeric complexes 
may explain how a loss of function can be associated 
with the dominant inheritance of DYT1 dystonia through 
a dominant negative mechanism. The carboxy terminus 
of AAA+ proteins are important for the oligomerization 
(Whiteheart, 1994) as well as for the binding of interact-
ing proteins (Akiyama, 1994; Missiakas, 1996). If mutant 

torsinA interact with wild-type torsinA forming inactive 
multimers (Breakefield, 2001), then suboptimal levels of 
functional torsinA might result. Alternately, mutant tor-
sinA could block binding to interacting partners or bind 
to and sequester partner proteins, either way, interfering 
with their functions.

VII. DYT1 Role in Focal Dystonia

Recent studies implicate involvement of other variations 
in the DYT1/TORB genomic region in late onset, mainly 
focal dystonias (see Figure 19.1). In dystonia patients from 
Iceland, a significant association was observed with a hap-
lotype spanning the DYT1 gene (Clarimon, 2005). Two 
studies from Germany failed to replicate this association 
(Hague, 2006; Sibbing, 2003). However, a study involving 
Italian and North American cohorts revealed an association 
in the Italian group with the same risk allele as was seen in 
 Iceland, but no association in the American group (Clarimon, 
2006). Finally, a group of Austrian and German patients 
with predominantly focal dystonia showed a strong asso-
ciation with two single nucleotide polymorphisms (SNPs) 
in the 3′, untranslated region of the gene; however, rather 
than being a risk haplotype as shown in the previous popula-
tions, the SNPs showed a strong protective effect (Kamm, 
2006). Whether these opposing results reflect population 
difference or instead indicate that the tested SNPs are in 
strong linkage disequilibrium with a real causal variant(s) 
is unknown. Nevertheless, the combined results strongly 
support a role for genetic variability in the DYT1 genomic 
region as a contributing factor in the risk of developing late 
onset, focal dystonia.

As discussed, when mutant torsinA is overexpressed 
in cells, it forms membrane inclusions that are thought to 
derive from the ER/NE (Bragg, 2004; Gonzalez-Alegre, 
2004; Goodchild, 2004; Naismith, 2004). The only non-
synonymous coding variant in the DYT1 gene is located 
in exon 4 and replaces an aspartic acid (D) at position 
216 with a histidine (H) in about 12 percent of nor-
mal alleles (Ozelius, 1997). It has been shown recently 
that when the H allele is overexpressed in cells, simi-
lar membrane inclusions result (Kock, 2006a). However, 
when the H allele is co-overexpressed with a construct 
carrying the GAG deleted torsinA, fewer inclusions are 
formed suggesting that the two alleles have a compensa-
tory effect (Kock, 2006a). A possible role for this variant 
in the reduced penetrance associated with DYT1 dystonia 
or in causing other forms of dystonia should be exam-
ined. In two of the studies examining the role of DYT1 
in focal dystonia, this D216H SNP was examined but in 
both cases no associations were identified (Kamm, 2006; 
Sibbing, 2003).
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VIII. DYT1 Phenotype and 
Endophenotype

With the identification of DYT1, it has become possible 
to return to the clinical domain to determine the phenotypic 
spectrum and role of DYT1 in the dystonia population. Clini-
cal expression is extraordinarily broad, even within families; 
70 percent of gene carriers have no definite signs of dysto-
nia, and among the remaining 30 percent, dystonia ranges 
from focal to severe generalized (Gasser, 1998; Opal, 2002). 
There are, however, common DYT1 clinical characteristics 
that have been described across ethnic groups (Bressman, 
2000; Gambarin, 2006; Im, 2004; Lin, 2006; Valente, 1998; 
Yeung, 2005). The great majority of people with dystonia due 
to DYT1 have early onset (before 26 years) that first affects 
an arm or leg. About 65 percent progress to a generalized 
or multifocal distribution, the rest having segmental (10%) 
or only focal (25%) involvement. When viewed in terms of 
body regions ultimately involved, one or more limbs almost 
always are affected (over 95% have an affected arm). The 
trunk and neck may also be affected (about 25–35%) and 
they may be the regions producing the greatest disability 
(Chinnery 2002); the cranial muscles are less likely to be 
involved (<15–20%). Rarely, affected family members have 
late-onset (up to age 64 years) (Opal, 2002). Also, although 
the arm is the body region most commonly affected in those 
with focal disease, the neck or cranial muscles have been 
reported as isolated affected sites (Bressman, 2000; Leube, 
1999; Tuffery-Giraud, 2001).

Because of the founder effect, the DYT1 GAG deletion 
is more important in the Ashkenazi population, where it 
accounts for about 80 percent of early (less than 26 years) 
onset cases (Bressman, 1994, 2000); this compares with 16 
to 53 percent in early-onset non-Jewish populations (Brassat, 
2000; Bressman, 2000; Lebre, 1999; Slominsky, 1999; Valente, 
1998; Zorzi, 2002). Thus, a significant proportion of early-
onset cases, especially among non-Ashkenazim, is not due 
to DYT1; other causes, including proposed autosomal domi-
nant and recessive genes, are implicated (Gambarin, 2006; 
Moretti, 2005).

Another avenue opened by DYT1 identification is a 
further exploration of the range of clinical expression in 
addition to dystonia and also the exploration of DYT1 
endophenotypes that use imaging, electrophysiological, 
and other techniques to measure subclinical traits. Non-
manifesting family members (i.e., those without overt dys-
tonia), a group constituting 70 percent of mutation  carriers, 
can be studied; they can be compared to their noncarrier 
family members as well as those manifesting dystonia. 
Using this strategy, psychiatric expression of DYT1 was 
investigated. The same increased risk for early-onset recur-
rent major depression was found in both manifesting and 
nonmanifesting gene carriers compared to their noncar-
rier-related family members (Heiman, 2004); differences in 

OCD frequency, a psychiatric feature associated with other 
movement disorders including tics and myoclonus dystonia 
were not observed (Heiman, 2006). Other subtle clinical 
abnormalities noted in nonmanifesting carriers are defi-
ciencies in sequence learning (Ghilardi, 2003) and “prob-
able” dystonia. The latter, although increased in carriers 
compared to noncarriers, is not 100 percent specific, raising 
concerns about using family members with only probable 
dystonia in genetic linkage studies (Bressman, 2002).

DYT1 endophenotypes have been investigated using vari-
ous imaging and neurophysiological approaches.  Eidelberg 
and colleagues demonstrated a characteristic pattern of 
glucose utilization with 18F-fluorodeoxyglucose positron 
emission tomography (PET) and network analysis. There 
are covarying metabolic increases in the basal ganglia, cer-
ebellum, and supplementary motor cortex (SMA) in both 
manifesting and nonmanifesting gene carriers (Carbon, 
2004; Eidelberg, 1998). Other imaging studies of DYT1 
gene carriers, including nonmanifesting carriers, have found 
decreased striatal D2 receptor binding (Asanuma, 2005), 
and microstructural changes involving the subgyral white 
matter of the sensorimotor cortex (Carbon, 2004). Electro-
physiological analyses also have identified genotype associ-
ated abnormalities, namely reduced intracortical inhibition 
and a shortened cortical silent period (Edwards, 2003) as 
well as higher tactile and visuotactile temporal discrimina-
tion thresholds and temporal order judgments (Fiorio, 2006). 
These studies strongly support the presence of wider clinical 
gene expression, abnormal brain processing, and associated 
structural brain changes in gene carriers regardless of overt 
motor signs of dystonia, expanding the notion of penetrance 
and phenotype.

IX. Future Directions

There has been a veritable explosion in understanding of 
the genetic underpinnings of primary dystonia over the last 
20 years; yet much remains unknown. Only one gene for pri-
mary dystonia has been identified, DYT1. Further, although 
a mutation in DYT1 is responsible for a significant propor-
tion of early-onset generalized dystonia, DYT1 is a very rare 
cause of adult onset dystonia, which constitutes the great 
majority of primary cases. So the hunt for dystonia genes 
continues.

Our understanding of DYT1 normal and mutated protein, 
torsinA, is widening and no doubt will continue to progress 
along current paths, as cellular and animals models are fur-
ther explored. Especially important will be investigations not 
only focusing on the striatum, but also assessing anatomic 
and functional changes elsewhere in the brain. Various lines 
of study suggest that the thalamus, brainstem, and cerebellum 
(Jinnah, 2006; McNaught, 2004) need closer scrutiny. Also, 
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there are only a handful of human DYT1 neuropathological 
studies and confirmation and elaboration of the crucial find-
ings of McNaught et al. (2004) are needed. Other lines of 
investigation that hold great promise include the search for 
DYT1 modifiers, genetic and environmental. Only 30 per-
cent of GAG deletion carriers ever manifest dystonia and 
clinical expression ranges from severe generalized dystonia 
to barely discernable action dystonias. Understanding the 
natural occurring modulators of disease expression will shed 
light on the pathogenic steps that take human motor control 
across a threshold into clinical dysfunction.

Finally new avenues of research that hold the promise for 
targeted treatments of DYT1 dystonia are just being initi-
ated. These derive from several different approaches includ-
ing the search for DYT1 modifiers, better understanding 
of the neuro-physiological correlates of DYT1, and cellu-
lar and animal models that not only shed light on disease 
mechanism, but also allow for drug or other interventional 
screening. One such novel approach uses RNA interference 
(RNAi) in cell culture systems overexpressing the mutant 
torsin protein to block aggregate formation and restore 
normal distribution of wild-type torsinA (Gonzalez, 2005; 
Kock, 2006b). These results support the dominant negative 
model for torsinA function but also suggest RNAi could be 
used therapeutically.
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I. ALS Background

Amyotrophic lateral sclerosis (ALS) is the most common 
form of adult motor neuron disease. ALS differs from other 
motor neuron disorders such as spinal muscular atrophy and 
poliomyelitis in that motor neurons of the motor cortex also 
are affected. This results in unique clinical and biological 

implications distinct from spinal muscular atrophy and polio. 
ALS is the focus of this chapter given its higher incidence 
and prevalence than these other two disorders.

ALS is an uncommon, but not rare disease with an 
incidence of 1–3/100,000 (Yoshida et al., 1986) individ-
uals and has a greater incidence in males than females 
with a male:female ratio of 1.4–2.5 (Mitsumoto et al., 
1998). The mean duration of disease from onset to death 
or ventilator dependence is two to five years, although a 
significant percentage (19–39%) survives five years and 
a smaller percentage (8–22%) survives 10 years without 
ventilator use. Factors suggested as predictors of survival 
include age at onset, gender, clinical presentation (bulbar 
vs. spinal), and rate of disease progression. Age at onset 
appears to be a powerful predictor of disease  duration with 
younger patients surviving longer (Eisen et al., 1993a; 
Haverkamp et al., 1995).

The majority (~95%) of patients have sporadic disease. 
The remainder of the ALS population has inherited the 
disease, and a number of genetic forms of ALS have been 
identified. The first gene abnormalities associated with ALS 
were mutations in superoxide dismutase (SOD1) (Rosen 
 et al., 1993). This autosomally dominant form of ALS has 
led to an increased understanding of the disease particularly 
through the development of mouse models of ALS harboring 
this same mutation. More recently, other causal mutations 
have been found in subunits of dynactin, also successfully 
recreated in mouse models.

▼ ▼
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II. Clinical Manifestations of ALS

ALS is characterized by upper and lower motor neuron 
dysfunction accompanied by progression (worsening) of dis-
ability. The hallmark of the disease is weakness and a rela-
tive sparing of sensation and autonomic function. ALS may 
present with prominent bulbar dysfunction (bulbar ALS) 
including slurring of speech, shortness of breath, or swallow-
ing abnormalities with subsequent progression of weakness 
to the limbs. Spinal ALS is characterized by initial weakness 
and muscle atrophy in the limbs, often asymmetric, which 
progresses from limb to limb prior to involvement of bulbar 
muscles. Most patients die from respiratory dysfunction as a 
result of diaphragmatic weakness. Despite these two catego-
rizations, the clinical presentation of ALS is often heteroge-
neous with an initial predominance of lower motor neuron 
signs and symptoms (muscle weakness, atrophy, fascicula-
tions) or, conversely, upper motor neuron signs or symptoms 
(spasticity and hyperreflexia) with a paucity of lower motor 
neuron features. This heterogeneity often results in a delay 
in diagnosis. Although most associate ALS with neuromus-
cular weakness, it has become apparent that ALS is a neu-
rodegenerative disease. This designation is more appropriate 
and places ALS in the category of other neurodegenerative 
diseases including Parkinson’s disease, Alzheimer’s disease, 
and Huntington’s disease, among others. There are numerous 
molecular and pathophysiological features shared by each of 
these diseases, and although each has a prominent clinical 
feature associated with it, there is significant overlap between 
these features as diseases progress. For example, cognitive 
function traditionally has been “spared” in ALS but investi-
gators now believe that there is a significant association of 
mild cognitive abnormalities with ALS (Lomen-Hoerth et al., 
2002, 2003).

The diagnosis of ALS is made on the basis of upper and 
lower motor neuron signs and symptoms accompanied by 
progression over a 12-month period. Additional studies that 
may be helpful in excluding other diseases include electro-
physiological studies (electromyography and nerve conduc-
tion studies), imaging studies (MRI) of the brain and spinal 
cord, cerebrospinal fluid, and blood analyses for disorders 
such as Lyme disease, West Nile encephalitis, B

12
 deficiency, 

and neurosyphilis. Other potential exclusionary diagnoses 
are dependent upon the clinical presentation and are beyond 
the scope of this chapter (Mitsumoto et al., 1998).

III. Animal Models of Motor 
Neuron Diseases

Mouse models of motor neuron diseases have provided 
insights into the pathophysiology of motor neuron diseases 
and highlighted the observations that a variety of mutations 
in different genes produce a clinical phenotype of motor neu-

ron disease (see Table 20.1). Among the lessons from these 
models is the heterogeneity in the pathology, site and speed 
of disease onset, and other behavioral phenotypes. Further-
more, these models have been used as preclinical tools for 
studying potential therapeutic interventions in motor neuron 
diseases.

A. Transgenic Mice with Mutations in 
Superoxide Dismutase (SOD1)

SOD1 is a free radical scavenging enzyme that forms 
 a major component in guarding against oxygen radical spe-
cies produced during cellular metabolism. SOD1 is an ubiq-
uitously expressed 153 amino acid protein that functions as 
a homodimer that binds copper and zinc. SOD1 catalyzes the 
conversion of superoxide to hydrogen peroxide and oxygen 
in two asymmetrical steps utilizing an essential copper atom 
in the active site of the enzyme.

What is the mechanism behind mutant SOD1 (mSOD1) 
toxicity? More than 100 mutations in the SOD1 gene have 
been reported and this figure grows as more patients are ana-
lyzed. These mutations, at last count, involve 54 of the 153 
amino acid residues that comprise the protein.

Shortly following the identification of SOD1 mutations 
in familial ALS in humans, a number of different transgenic 
mouse models were described. The most widely used are 
the SOD1G93A, SOD1G85R, SOD1G37R mutations (Bruijn et al., 
1997b; Gurney  et al., 1994b;  Wong et al., 1995). Each of 
these three transgenic mouse models is characterized by pro-
gressive hindlimb weakness and ultimately, progression of 
weakness to the forelimbs and death, presumably from respi-
ratory compromise. Phenotypically, these animals differ in 
the ages at which hindlimb weakness occurs and their over-
all time of survival. Pathologically all three of these mod-
els show dramatic loss of ventral horn motor neurons with 
SOD1 and neurofilament inclusions. This is accompanied by 
extensive astrogliosis as the disease progresses. The cortices 
do not appear to be affected despite ubiquitous expression 
of the mSOD1 protein. Some, but not all, of these models 
also develop varying degrees of vacuole formation thought 
to represent swollen mitochondria. A loss of enzymatic anti-
oxidant function from mSOD1 was initially thought to lead 
to an increase in free radical-mediated injury by superoxide. 
However, studies in these mice show elevated or unchanged 
wild-type SOD1 (Bruijn et al., 1998; Gurney et al., 1994a; 
Wong et al., 1995; ). Furthermore, SOD1-deficient mice live 
to adulthood without spontaneously developing symptoms 
of motor neuron disease (Reaume et al., 1996).

B. PMN Mouse

The progressive motor neuronopathy (pmn) mouse is an 
autosomal recessive model of motor neuron disease in which 
homozygous mice develop paralysis of the hindlimbs during 
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the third week of life. This is followed by forelimb weak-
ness and death within six to seven weeks after birth. Axonal 
degeneration apparently starts at the endplates and is promi-
nent in the sciatic and phrenic nerves. Interestingly the brain 
does not show any histological abnormalities (Schmalbruch 
et al., 1991). The pmn mutation appears to result from a Trp-
524Gly substitution at the last residue of the tubulin-specific 
chaperone (Tbce), a protein that leads to decreased protein 
(microtubule) stability. Pathological analyses also show 
reductions in microtubules (Martin et al., 2002).

C. Wobbler Mouse

One of the oldest and most well-characterized models of 
motor neuron disease is the wobbler mouse (Boillee et al., 
2003). This autosomal recessive mouse model is character-
ized by neurodegeneration and male sterility. The first motor 
symptoms occur at three to four weeks of age and, unlike 
the mSOD1 mice, first develop in the forelimbs rather than 
the hindlimbs. This forelimb weakness is accompanied by 
weakness in neck muscles and atrophy of facial muscles. 
The hindlimbs are not significantly affected until 12 weeks 
of age. There is a significant variation in lifespan from four 

months to one year in most models. Pathologically, motor 
neuron loss in the cervical spinal cord and brainstem is most 
dramatic. This unique anatomical and phenotypic pattern of 
motor neuron degeneration recently was linked to a mutation 
in Vps54 (Vacuolar-vesicular protein sorting) factor involved 
in vesicular trafficking in eukaryotic cells (Schmitt-John 
 et  al., 2005). In exon 23 of Vps54, wr/wr genomic DNA 
contains an A-T transversion in the second position of codon 
967 that results in the amino acid substitution L967Q.

D. Dynein/Dynactin Mutant Mice

Mutations in the dynein protein were found to cause a 
progressive motor neuron disorder in mice (Hafezparast 
 et al., 2003) and overexpression of the protein dynamitin 
(part of the dynein-dynactin complex of microtubule trans-
port) resulted in the development of late-onset motor neu-
ron disease in a transgenic mouse model (LaMonte et al., 
2002). Subsequent studies of the dynein-dynactin complex 
with mutant SOD1 demonstrated that an inhibition of micro-
tubule transport from muscle to cell body occurred (Ligon 
et al., 2005). Taken together, these data potentially are rede-
fining definitions of motor neuron disease and suggest an 

Table 20.1

Mouse Model Pathology Site of Disease Onset Disease Onset Survival

SOD1G93A Motor neuron degeneration,  Hindlimb weakness >100 days of age 129 days
  astrogliosis, vacuole formation, 
  Microglial activation, 
  intracellular protein aggregates
SOD1G85R Motor neuron degeneration,  Hindlimb weakness ~2 weeks prior to endstage ~345 days
  astrogliosis, Microglial activation, 
  intracellular protein aggregates
SOD1G37R Motor neuron degeneration,  Hindlimb weakness, axial  4–6 months ~365 days
  astrogliosis, vacuole formation,   tremors
  Microglial activation, intracellular 
  protein aggregates
Als 2 knockout Purkinje cell degeneration, Axon  N/A N/A Normal
  loss in corticospinal tracts
Wobbler Motor neuron loss, astrogliosis,  Forelimb weakness and 3–4 weeks 4 months–1year
  microglial activation,  facial muscle atrophy 
  neurofilament accumulation,   
  vacuole formation
pmn Early-onset motor neuron  Hindlimb weakness 3 weeks 7 weeks
  degeneration, Axonal swellings   
Dynein/Dynactin 
 Mutations    
Transgenic Motor neuron loss, Neurofilament Hindlimb weakness,  5–9 months of age Normal 
 overexpression  accumulation   spastic tremors
 of dynamitin
Loa mice  Motor neuron loss, Abnormalities Motor abnormalities 1 month of age Normal
 (dynein missense   of facial motor neuron migration,  notable in hindlimbs
 mutations)  Protein aggregates
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expansion of the biology related to motor neuron degenera-
tion outside the cell body.

E. ALS2 Knockout

The Als2 gene is ubiquitously expressed and encodes the 
protein alsin, a guanine nucleotide exchange factor (GEF) 
known to activate small guanosine triphosphatase (GTPase) 
belonging to the Ras superfamily. Deletion mutations in this 
gene have been associated with ALS2—a juvenile onset 
form of ALS primarily associated with upper motor neuron 
findings. Als2 knockout mice do not produce an obvious 
clinical phenotype comparable to the human disease (Cai 
et al., 2005; Hadano et al., 2006). Pathologically, Purkinje 
cell loss and axon degeneration in the corticospinal tracts 
have been observed (Hadano et al., 2006). This model is 
of interest because unlike other mouse models of motor 
neuron disease where alpha motor neurons degenerate, this 
model provides a molecular link between a primarily upper 
motor neuron form of ALS in humans, and a mouse model 
showing subtle but potentially correlative pathology and 
phenotypes.

IV. Molecular Hypotheses in ALS

A. Oxidative Stress

The toxic gain of function observed in mSOD1 mice 
has raised the possibility that the mutant SOD1 enzyme 
may produce aberrant substrates including peroxynitrite 
and hydrogen peroxide. The spontaneous reaction of super-
oxide with nitric oxide yields peroxynitrite, which SOD1 
can utilize for tyrosine nitration of proteins. Studies have 
reported increased levels of free nitrotyrosine in the spinal 
cords of both familial and sporadic ALS patients, but as 
of yet no specific nitration targets have yet been identi-
fied (Beal et al., 1997). However, oxidative damage within 
 a closed cellular compartment, such as mitochondria, could 
result in downstream damage to the cell by interfering with 
organelle function, and might escape traditional antioxi-
dant therapies.

In the case of hydrogen peroxide there is the potential 
to produce the highly reactive hydroxyl radical. A normal 
reaction cycle releases hydrogen peroxide and an oxidized 
form of the enzyme. The use of peroxide as a substrate by 
the enzyme in a reduced form generates the hydroxyl radi-
cal, which can initiate a cascade of peroxidation. In vivo it 
is unclear whether higher peroxidation will occur by such 
a mechanism as elevated products were only found in 
SOD1G93A (Andrus et al., 1998; Hall et al., 1998) mice and 
in no other transgenic mouse models at any stage of disease 
(Bruijn et al., 1997a).

B. Glutamate Excitotoxicity

Neuronal degeneration has been linked to glutamate 
excitotoxicity in a variety of models both in vitro and in 
vivo. Elevations in synaptic glutamate or abnormalities in 
glutamate receptors are two mechanisms by which gluta-
mate can cause motor neuron cell death. In large studies of 
human ALS patients, elevated levels of glutamate have been 
observed in the cerebrospinal fluid of up to 40 percent of 
all patients. This observation has suggested that increases 
in synaptic glutamate may be the result of glutamate trans-
porter dysfunction—a central function of astrocytes. The 
astrocyte glutamate transporter EAAT2 (GLT1 in rodents) is 
responsible for more than 90 percent of glutamate transport 
in the brain. Studies of the EAAT2 transporter in sporadic 
ALS tissue showed that in some ALS patients, a marked loss 
of up to 95 percent of astroglial EAAT2 protein and activity 
in affected areas was observed (Bristol & Rothstein, 1996). 
One mechanism for glutamate transporter (EAAT2) reduc-
tion or dysfunction was the finding of aberrant EAAT2 RNA 
species. The production of truncated EAAT2 protein by 
aberrant RNA splicing shows that truncated mutants have 
less ability to transport glutamate and may lead to the reten-
tion of normal EAAT2 protein within the cytoplasm. This 
may be due to disrupted trafficking of normal EAAT2 to the 
cell membrane and the formation of protein aggregates com-
prised of a mixture of truncated and normal EAAT2 proteins 
(Lin et al., 1998).

A consistent observation observed in all mutant SOD1 
mice is the reduction in GLT1 (EAAT2). The mechanism 
of this reduction is not yet known. One mechanism behind 
glutamate transporter dysfunction may be related to inacti-
vation of the EAAT2 protein by mutant SOD1 (Trotti et al., 
1999). Such an inactivation could lead to a rise in synap-
tic glutamate and contribute to glutamate neurotoxicity. In 
support for a contributing role of EAAT2 in mutant SOD1 
biology was the finding that overexpression of EAAT2 by 
either transgenic means or by pharmaceuticals in these mice 
resulted in a delay in grip strength decline and motor neuron 
loss and, in some cases, survival (Guo et al., 2003; Rothstein 
et al., 2005).

Glutamate neurotoxicity also is mediated through gluta-
mate receptors. AMPA receptors are the primary glutamate 
receptors on motor neurons. Investigators overexpressed the 
AMPA subunit GluB-(N) (a subunit with a particularly high 
permeability to calcium) in a transgenic mouse model. When 
crossed with the SOD1G93A mouse, the resultant offspring had 
a more rapid decline in motor performance and a shortened 
lifespan (Kuner et al., 2005). Interestingly, the AMPA antago-
nist NBQX was neuroprotective in this model (Van Damme 
et al., 2003). The calcium impermeable GluR2 subunit was 
found to be reduced on motor neurons in mutant SOD1 mice 
with a concomitant increase in the more calcium-permeable 
GluR3 subunit (Tortarolo et al., 2006). Similar findings with 
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reduced GluR2 expression also have been observed in human 
ALS spinal cord (Kawahara et al., 2003). These data suggest 
that abnormalities in glutamate neurotransmission may not 
play the central role in the initiation of the disease, but may 
play a contributory role in disease propagation.

C. Mitochondrial Dysfunction

Mitochondrial dysfunction could contribute to ALS patho-
genesis through a variety of pathways including calcium 
homeostasis, a factor in apoptotic cascades, and through the 
generation of ROS.

Ultrastructural changes in mitochondria including vacuo-
lization have been observed in the axons, dendrites, and soma 
of motor neurons in SOD1 mouse models. The significance 
of these mitochondrial structural abnormalities is not clear 
since mitochondrial vacuolization is not a prominent part of 
ALS pathology. Abnormalities in oxidative phosphorylation 
have been observed in mitochondrial preparations from both 
ALS mouse models as well as human ALS patients although 
the data in the latter have not always been reproducible 
 (Bacman et al., 2006).

In the SOD1G93A mutant, cytochrome c is released from 
mitochondria followed by the activation of caspase 9, which is 
believed to be an effector for the subsequent activation of cas-
pases 3 and 7 (Guegan et al., 2001). Interestingly, some data 
suggest that mitochondrial-specific changes may account for 
the specific spinal cord pathology in mutant SOD1 mice. A 
selective recruitment of mutant SOD1 to spinal cord mito-
chondria, but not to mitochondria in unaffected tissue has 
been observed (Liu et al., 2004a). Whether these changes in 
fact contribute to disease pathogenesis, or reflect alterations 
that occur after the disease damages cells is not known.

D. Apoptotic Cascades

Apoptosis involves a variety of regulated pathways 
through the actions of various factors (genetic regulation, 
death receptors and pro/anti-apoptotic proteins), which 
eventually lead to programmed cell death.

Bcl-2 family members have been examined in the trans-
genic SOD1G93A mouse model of ALS. Expression of the 
anti-apoptotic proteins, Bcl-2 and Bcl-xL, and pro-apoptotic 
proteins, Bad and Bax, were found to be similar in both asymp-
tomatic SOD1G93A and normal mice. However with the onset 
of the disease in the SOD1G93A mice, a decrease in the expres-
sion of Bcl-2 and Bcl-xL was noted with an increase in the 
expression levels of Bad and Bax (Vukosavic et al., 1999). In 
conjunction with these findings, the overexpression of Bcl-2 
in SOD1G93A mice resulted in a slowing of disease onset, and 
increased survival somewhat. However, to date, no manipula-
tion (drug or genetic) of apoptotic cascades have halted disease 
(Kostic  et al., 1997).

Caspase activity is also a group of proteases activated in 
apoptotic cascades. In both motor neurons and astrocytes, 
activation of caspase 3 plays a central role in the cell death 
mediated by mutant SOD1 at the time of earliest onset in 
three mouse models, the SOD1G93A, SOD1G37R, and SOD1G85R 
mice (Li et al., 2000; Pasinelli et al., 2000 Vukosavic et al., 
2000). Cytochrome c release from mitochondria followed by 
the activation of caspase 9, which is believed to be an effec-
tor for the subsequent activation of caspases 3 and 7, has also 
been implicated (Guegan et al., 2001).

V. Axonal Pathology

ALS has been labeled both a “neurodegenerative disease” 
and a “motor neuron disease,” suggesting that the primary 
pathophysiological features are related to motor neuron cell 
death. These features distinguish ALS from other disorders 
where degeneration is a more distal phenomenon; that is, 
common polyneuropathies or “dying back” neuropathies 
where clinical symptoms such as numbness and weakness 
occur in the most distal aspects of the limbs. However, it is 
becoming increasingly recognized that distal changes either 
at the synapse or axon are part of the spectrum of cellular 
abnormalities in the disease.

Abnormal accumulations of neurofilaments (NF) are a 
pathological hallmark in both mutant SOD1 mouse mod-
els and in ALS. Neurofilaments provide structural support 
for neurons. Three distinct neurofilament protein sub-
units exist differing in molecular weight: NF-heavy, NF-
medium, and NF-light. Neurofilament accumulations are 
noted pathologically in ALS cases with some speculation 
that abnormal phosphorylation of these proteins potentially 
playing a role in disease pathogenesis (Manetto et al., 1988; 
Munoz  et al., 1988; Sobue et al., 1990). However, it does 
not appear that mutations in neurofilament genes them-
selves are initiators of sporadic ALS (Garcia et al., 2006). 
Whether these accumulations affect neurons through loss 
of structural integrity or result in other physiological abnor-
malities such as abnormal axon transport is not yet known. 
However, in mouse models of ALS, similar accumulations 
of neurofilaments are also observed suggesting a possible 
molecular link between mSOD1 biology and neurofilament 
abnormalities (Gurney et al., 1994b; Morrison et al., 1996 
Tu et al., 1996).

More direct molecular evidence for the importance of 
neurofilaments in modifying ALS pathobiology has come 
from important manipulations of the different neurofilament 
subunits in mutant SOD1 mouse models. Disruption of the 
NF-L gene in SOD1 mice removed all axonal neurofila-
ments leading to the accumulation of NF-M and NF-H sub-
units within neurons. Although a reduction in motor neurons 
was observed postnatally, these mice had a delay in the onset 
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of disease as well as a prolonged survival (Williamson  et al., 
1998). Manipulation of the NF-H subunit through over-
expression also resulted in reduced axonal neurofilament 
organization and extended survival in mutant SOD1 mice 
as well (CouillardDespres et al., 1998; Nguyen et al., 2001). 
More recently, targeting the removal of the phosphorylated 
tail domains of NF-M and NF-H was shown to delay dis-
ease onset and prolong survival. This results in a reduction 
in axon caliber and may increase the movement of molecules 
involved in slow axonal transport and reduce the amount of 
cross-linking between NF and microtubules thus altering 
axonal structure (Lobsiger et al., 2005).

The concept of ALS as a “distal axonopathy” as an early 
event is difficult to assess in humans since those who die of 
ALS have significant motor neuron loss in the motor cortex 
as well as the spinal cord. In a single ALS case, pathologi-
cally examined early in disease, suggested that distal axonal 
changes may proceed frank lower motor neuron degenera-
tion (Fischer et al., 2004). However, mutant SOD1 mice may 
offer a clue as to the abundance of axonal pathology in early 
stages of the disease. Both immunohistochemical measures 
showing the loss of fast-firing neuromuscular synapses as 
early as 50 days (before disease onset in mutant SOD1 mice) 
of age (Frey et al., 2000) as well as electrophysiological mea-
sures of progressive loss of motor unit numbers preceding 
motor neuron cell death are intriguing (Kennel et al., 1996). 
This is mirrored pathologically that the number of ventral 
roots axon loss clearly predates motor neuron loss in these 
same mouse models (Fischer et al., 2004).

In another model, the WldS mouse is a spontaneous mutant 
with the remarkable phenotype of prolonged survival of 
injured axons (Lunn et al., 1989). The gene for WldS is cre-
ated by the splicing of fragments of two genes, Ube4b and 
Nmnat1, within an 85 kb triplication on chromosome 4 that 
creates a new open reading frame coding for a novel 42-kDa 
protein (Coleman et al., 1998; Conforti et al., 2000). How-
ever, the mechanism for axonal protection by WldS remains 
unknown. This model has been shown to be neuroprotective 
in a number of other axonopathy models. In the PMN model 
of motor neuron disease, the WldS gene product attenuates 
symptoms, extends lifespan, prevents axon degeneration, 
rescues motor neuron number and size, and delays retro-
grade transport deficits in these mice (Ferri et al., 2003). 
This same gene product in mSOD1 mice either produced a 
minimal effect on disease progression (Fischer et al., 2005) 
or none at all (Vande et al., 2004).

Impaired axonal transport may play a role in motor neu-
ron disease. Support for these hypotheses was in the trans-
genic mutant SOD1 mouse where deficits in slow axonal 
transport occurred early in the disease course (Williamson 
&  Cleveland, 1999). A link to human motor neuron disease 
was then made following the identification of a point muta-
tion in the p150 subunit of dynactin. This protein complex is 

required for dynein-mediated retrograde transport of vesicles 
and  organelles along microtubules. Clinically this was mani-
fest in adult patients with vocal fold paralysis, progressive 
facial weakness, and weakness in the hands. Distal lower limb 
weakness occurred later in the course of disease (Puls et al., 
2003). A potential relationship between dynactin mutations 
was later made in ALS patients suggesting that allelic variants 
in the dynactin gene may confer a genomic risk factor for the 
development of ALS (Munch et al., 2004).

Mutations in the dynein protein were found to cause a pro-
gressive motor neuron disorder in mice (Hafezparast  et al., 
2003) and overexpression of the protein dynamitin (part of the 
dynein-dynactin complex of microtubule transport) resulted 
in the development of late-onset motor neuron disease in a 
transgenic mouse model (LaMonte et al., 2002). Subsequent 
studies of the dynein-dynactin complex with mutant SOD1 
demonstrated that an inhibition of microtubule transport 
from muscle to cell body occurred (Ligon  et al., 2005). Simi-
lar defects in retrograde transport have also been described 
in the PMN mouse model of motor neuron disease with a 
more severe phenotype of clinical weakness when compared 
with other mutations affecting retrograde transport (Jablonka 
et al., 2004). Taken together, these data are potentially rede-
fining definitions of “motor neuron disease” and suggest that 
mutations in neurofilaments and microtubules may influence 
the onset and severity of weakness previously attributed only 
to motor neuron loss.

A. Growth Factor Dysregulation

Vascular endothelial cell growth factor (VEGF) is a criti-
cal factor that controls the growth and permeability of blood 
vessels. Under conditions of hypoxia, VEGF can maintain 
and restore vascular perfusion of normal tissues as well as 
stimulate the growth of new blood vessels. The induction 
of VEGF in such situations is governed through transcrip-
tion factors that react to low oxygen tension. The discovery 
of a possible role in ALS for VEGF stems from the genetic 
manipulation of the control mechanism responsible for the 
expression of inducible VEGF gene in mice. Studies in a 
transgenic mouse model in which the VEGF gene had the 
specific hypoxia-response element deleted reported that 
although mice maintained normal baseline levels of VEGF 
expression, there was a severe reduction in the ability to 
induce VEGF during bouts of hypoxia.

In a subset of these altered mice surviving through early 
development, profound and gradually increasing motor defi-
cits were observed. They progressed to display all the hall-
mark features of ALS (i.e., accumulation of neurofilaments 
in motor neurons, degeneration of motor axons and muscle 
denervation). When a VEGF mutant mouse was crossed with 
the SOD1G93A mouse, the course of the disease was accel-
erated, thus suggesting a potential  neuroprotective role for 
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VEGF. The effects of VEGF on motor neurons could be 
in part through a direct action on these cells, serving as a 
neurotrophic or neuroprotective factor. In vitro studies have 
demonstrated that VEGF can support the survival of primary 
motor neurons and protect against cell death induced by 
hypoxia or serum deprivation (Oosthuyse et al., 2001). Alter-
natively it may act indirectly by regulating the blood supply 
to motor neurons, which consume high levels of energy to 
sustain a high rate of electrical firing. In ALS, VEGF was 
found to potentially be a modifier of the disease with patients 
who were homozygous for some VEGF haplotypes showing 
an increased risk of developing the disease (Lambrechts et 
al., 2003) although these findings do not appear to be consis-
tent among all groups (Van Vught et al., 2005). VEGF levels 
were also found to be decreased in the CSF of ALS patients 
(Devos et al., 2004) and lack of VEGF upregulation in hypox-
emic ALS patients suggesting VEGF dysregulation (Moreau 
 et al., 2006).

VI. Neuroinflammation

Traditionally, a strong inflammatory response that is seen 
with infectious encephalitides has not been ascribed to ALS. 
Autoimmune mechanisms and modulators have found more 
reliable success in disorders such as multiple sclerosis and 
myasthenia gravis among others. However, it is now more 
evident that neuroinflammation, primarily in the form of 
microglial and astroglial activation, likely plays at least some 
role in ALS pathobiology. Although unlikely to be an initiat-
ing factor in the development of this disease, neuroinflam-
mation may result in the propagation of disease following 
an initial insult. Evidence for the role of microglia comes 
both from human ALS tissues as well as mouse models of 
ALS. Activated microglia produce numerous inflammatory, 
proliferative, oxidative, and excitatory compounds with 
potential neuroprotective as well as neurotoxic effects. These 
compounds can initiate or become part of a cascade with 
interactions not only on neurons but other cell types as well. 
Comparison of postmortem spinal cord tissue from ALS 
patients shows that activated microglia are more abundant 
in ALS tissues (Henkel  et al., 2004; Kawamata et al., 1992). 
The presence of activated microglia in the motor cortex, dor-
solateral prefrontal cortex, thalamus, and pons of living ALS 
patients, and their absence in healthy controls, was shown 
by positron emission tomography (PET), using PK11195; 
ligand for the “peripheral benzodiazepine binding site” 
expressed by activated microglia (Turner et al., 2004). It is 
not only the presence of activated microglia present in ALS 
tissue but also the finding that a number of genes or gene-
products associated with microglia are also increased in a 
variety of ALS tissues that implicates these cells and their 
cellular pathways in motor neuron degeneration  (Sargsyan 

et al., 2005). How important are microglia to motor neuron 
pathology? A number of studies have documented elevated 
levels of microglial factors including interleukins, TNF, TGF, 
COX2, and interferons in mouse models of ALS. These fac-
tors seem to be increased in abundance and variety as dis-
ease progresses (Sargsyan et al., 2005); consistent with the 
hypothesis that these cells and their factors are part of a cas-
cade following initial injury.

VII. Cell Autonomy in ALS—Contributions 
from Nonneuronal Cells

Although ALS is classified as a motor neuron disease it is 
more accurately a neurodegenerative disease. Is the progres-
sive nature of this disorder purely a result of inherent motor 
neuron abnormalities or do other cell types play a role in the 
initiation or propagation of the disease? Studies of astrocytes 
proteins (e.g., EAAT2) and microglial protein have suggested 
that pathogenic cascades are not restricted to motor neurons. 
Furthermore, pathological studies in postmortem tissue have 
provided evidence for substantial loss of small interneurons 
in the cortex and spinal cord.

To determine whether neuron-specific expression of 
mutant SOD1 is sufficient to produce such an ALS pheno-
type, transgenic animals carrying the SOD1G37R mutation 
under the neurofilament light chain promoter were created. 
Although the transgenic animals expressed high levels of the 
human SOD1 protein in neuronal tissues, including the large 
motor neurons of the spinal cord, no apparent motor deficit 
was observed, suggesting that neuron-specific expression of 
ALS-associated mutant human SOD1 may not be sufficient 
for the development of the disease in mice (Pramatarova et 
al., 2001). Using a different neuron-specific promoter (Thy1), 
the hSOD1 (G93A) and hSOD1 (G85R) mutations were 
expressed in neurons. Neither of these mutations expressed 
solely in neurons resulted in signs of spinal cord pathology 
or disease in these transgenic mice (Lino et al., 2002). Con-
versely, the expression of mSOD1 in astrocytes under the 
GFAP promoter did not lead to motor neuron death but astro-
gliosis was noted around regions of intact motor neurons sug-
gesting some abnormal pathology (Gong et al., 2000).

Chimeric mice (WT/mSOD1) reveal that simple expres-
sion of the mutant SOD1 in neurons/motor neurons was not 
sufficient to lead to neuronal death—a concomitant expres-
sion in glia was necessary. Furthermore, the chimeric animals 
WT/mSOD1 lived longer than nonchimeric mSOD1 mice 
to a degree proportional to their chimerism (Clement  et al., 
2003). Another powerful observation from this study was 
that wild-type motor neurons appeared to undergo degenera-
tion, and the development of ubiquitinated inclusions (not 
typically seen in wild-type neurons) when  surrounded by 
mSOD1 astroglia.
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More specifically, the selective reduction in mSOD1 in 
motor neurons and microglia was carried out using Cre-
Lox technology. To examine the role of mSOD1 expressed 
only in motor neurons to disease, LoxSOD1G37R mice were 
mated to mice carrying a Cre-encoding sequence under 
control of the promoter from the Islet-1 transcription fac-
tor. This recombination was sufficient to substantially 
reduce mSOD1 accumulation in most motor axons of L5 
motor roots and lumbar motor neurons of presymptomatic 
 Isl1-Cre+/LoxSOD1G37R animals. This resulted in a modest 
delay in onset and progression of disease in these animals. 
To test the role of mSOD1 in microglia, mice express-
ing Cre selectively in these cells was carried out using 
the CD11b promoter. The resulting mice had little delay 
in the onset or early stages of disease progression but a 
more dramatic slowing of the later course of the disease—
 suggesting that microglial pathways are clearly contribu-
tors after disease onset, at least in the mouse model of the 
familial disease (Boillee et al., 2006).

VIII. Regional Differences in ALS and 
SOD1 Pathophysiology

Why does ALS present either with prominent upper motor 
neuron findings or predominantly lower motor neuron find-
ings prior to progression to other regions?

An intriguing observation in mSOD1 biology is the dichot-
omy between the robust pathology consistently observed in 
mSOD1 G93A lumbar spinal cord when compared to very 
little pathology noted in the brain. This is particularly nota-
ble since mSOD1 is a ubiquitously expressed protein in the 
CNS. Examples of mSOD1 astrocyte-specific properties are 
notable for the lack of significant changes in the glutamate 
transporter subtype GLT1 levels previously described in 
SOD1G93A cortex (Alexander et al., 2000), whereas a reduc-
tion in GLT1 is noted in the spinal cord of mSOD1 mice. 
Other investigators have ascribed selective damage in this 
model from the action of spinal cord-specific factors that 
recruit mutant SOD1 to spinal mitochondria. Thus, it appears 
that not only is there selectivity for certain cell subtypes but 
also highlights regional influences/differences between cells 
(astrocytes, motor neurons, and potentially other cell types) 
(Liu et al., 2004b).

Interestingly, the delivery of siRNA (targeting human 
SOD1) to motor neurons by injecting into muscles of 
mSOD1 mice and allowing for retrograde transport resulted 
in an improvement (but not complete sparing) in disease 
onset and prolongation of survival (Miller et al., 2005; Ralph 
et al., 2005). These findings, though noted to have the poten-
tial for therapeutic interventions, also highlight that mSOD1 
mice continue to develop disease and again emphasize a role 
for other cell types besides motor neurons.

IX. Targeting Therapies to 
Molecular Pathways

This chapter has highlighted the heterogeneity of ALS 
in its clinical presentation and pathophysiology (see Table 
20.2). A number of animal models of ALS have been devel-
oped, but it is becoming increasingly evident that many cell 
types are involved in either the initiation and/or propaga-
tion of the disease course. Nevertheless, our appreciation of 
the multiple molecular pathways in ALS using both animal 
models and human tissues is significantly greater than even 
a decade ago. It has also become clear that a single cure for 
the disease is unlikely to present itself, much like there is no 
single cure for most cancers. Rather, molecular targets for a 
variety of pathways have been developed and are being stud-
ied in both animal models and ALS patients. Some of these 
potential targets are reviewed next.

A. Modulating Glutamatergic Pathways 
in Neurotoxicity

To date, only one drug modulating a single pathway has 
been shown to be efficacious in ALS treatment—riluzole. 
Riluzole is currently the only FDA approved drug for treat-
ing ALS and appears to have several mechanisms of action 
including the inhibition of glutamic acid release, blockade 
of amino acid receptors, and inhibition of voltage- dependent 
sodium channels on dendrites and cell bodies (Doble, 
1996).

Riluzole’s efficacy was established in two important ALS 
clinical trials. In the first trial, a more robust effect in sur-
vival was seen in patients with bulbar-onset disease. The 
significance of this finding is not well-understood but the 
effect was clear. In the riluzole-treated group, 74 percent of 
patients were alive at 12 months compared with 58 percent 
in the placebo treated group (Bensimon et al., 1994). The 
second human clinical trial was much larger with 959 ALS 
patients treated for 18 months. The most efficacious dose of 
riluzole also was determined in this study. This study showed 
that at 18 months, survival rates were 50.4 percent for pla-
cebo and 56.8 percent for 100 mg/day riluzole. Adjustment 
for baseline prognostic factors showed a 35 percent decreased 
risk of death with the 100 mg dose compared with placebo 
(Lacomblez et al., 1996). The consistent results in these 
human clinical trials have led to the use of riluzole as a stan-
dard-of-care in the pharmacological treatment of ALS. The 
relative efficacy of riluzole spawned the study of other drugs 
with some degree of antiglutamate actions including topira-
mate, lamotrigine (Eisen et al., 1993b), dextromethorphan 
(Gredal et al., 1997), and gabapentin (Miller et al., 2001), 
none of which has proven beneficial in human clinical trials. 
A major problem with some of the failed trials was the use of 
 inappropriate drug doses or poor trial design.
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B. Growth Factors

Neurotrophic factors have been studied extensively in 
mouse models of ALS and led to some of the first trials in 
ALS therapeutics. Trials of the neurotrophic factors brain-
derived neurotrophic factor (BDNF), glial-derived neu-
rotrophic factor (GDNF), and ciliary neurotrophic factor 
(CNTF) did not show an improvement in survival and had 
a significant number of side effects most notably debilitat-
ing anorexia, nausea, and vomiting (1999; Miller et al., 
1996).

Insulin-like growth factor (IGF-1) is notable because 
its investigation in ALS is still ongoing. An initial study 
of (IGF-1) in ALS patients showed a beneficial effect (Lai 
 et al., 1997) but a subsequent follow-up study failed to sup-
port a significant impact on survival (Borasio et al., 1998). 
One of the major concerns with delivery of any compound, 
particularly growth factors, is the delivery of these large 
molecular weight agents to the target cells. For ALS, this 
means crossing the blood–brain barrier or circumventing it. 
Some have speculated that the lack of effect in some studies 
highlight this point. In light of this, innovative investigations 
for the delivery of IGF-1 using adeno-associated viral vec-
tor injection into hindlimb and respiratory muscles with the 
subsequent retrograde transport into motor neurons showed 
both a delay in onset and prolonged survival in mutant SOD1 
mice (Kaspar et al., 2003).

In vitro studies have demonstrated that VEGF can support 
the survival of primary motor neurons and protect against 
cell death induced by hypoxia or serum deprivation (Oost-
huyse et al., 2001). Investigators also have shown that the 
delivery of VEGF to muscles with a lentiviral vector with 
subsequent retrograde transport to the spinal cord resulted in 
a significant prolongation in survival of the SOD1G93A mouse 
(Azzouz et al., 2004). Intracerebroventricular delivery of 
VEGF into an SOD1G93A rat model also resulted in a delay 
in hindlimb paralysis and prolonged survival—offering yet 

another method for more directed delivery of therapeutics of 
interest (Storkebaum et al., 2005).

C. Antioxidants

The antioxidant vitamin E delayed disease onset and 
slowed progression in mutant SOD1 mice but did not pro-
duce changes in survival (Gurney et al., 1996). In a human 
clinical trial, vitamin E delayed the progression of ALS 
from a mild to a more severe state but failed to increase sur-
vival (Desnuelle et al., 2001). N-acetyl-L-cysteine (NAC), 
an over-the-counter agent that reduces free radical damage, 
significantly prolonged survival and delayed onset of motor 
impairment in G93A mice treated with NAC compared to 
control mice (Andreassen et al., 2000). Its use in a human 
clinical trial, however, did not demonstrate an effect on sur-
vival or progression of the disease (Louwerse et al., 1995).

D. Neuroinflammation Modulators

Evidence for modulation of these neuroinflammatory 
properties was supported by three trials of minocycline in 
mouse models of motor neuron disease. Minocycline is 
known to block microglial activation. Administration of 
minocycline to transgenic mutant SOD1 mice resulted in 
a reduction in microglial activation and prolonged survival 
(Kriz et al., 2002; Van Den et al., 2002; Zhu et al., 2002). 
Clinical trials to study minocycline are underway.

Celecoxib, a COX2 inhibitor, was also effective in pro-
longing survival in the SOD1G93A mouse (Drachman et al., 
2002). Studies showing increased levels of prostaglandin 
E2 (PGE2) in a small number of ALS cerebrospinal fluid 
(Almer et al., 2002; Ilzecka, 2003) specimens resulted in a 
large trial of celecoxib in ALS patients, which did not show 
any benefit in slowing ALS disease progression or survival 
although CSF prostaglandin levels were not found to be ele-
vated in this study.

Table 20.2

Pathways Molecular Mechanisms Targeted Molecular Therapeutics

Free radical formation (oxidative stress) Peroxynitrite and hydrogen peroxide with 
  hydroxyl radicals 
Glutamate excitotoxicity Reduced Glutamate transporter  Riluzole, Ceftriaxone
  expression/dysfunction
 Glutamate receptor abnormalities 
Apoptosis Increases in caspase activation Sodium phenylbutyrate
Axonal pathology Neurofilament accumulation 
Growth factor dysregulation Abnormalities in VEGF regulation VEGF, IGF-1,
Mitochondrial dysfunction Mitochondrial swelling, apoptotic cascades,  Creatine
  energy failure
Neuroinflammation Elevated cytokines, interleukins, TNF-alpha Minocycline, Thalidomide
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The neuroinflammatory mediators TNF-alpha and FasL 
have been shown to be elevated in mutant SOD1 mice pre-
symptomatically. Thalidomide and lenalidomide inhibit 
the production of both TNF-alpha and FasL. Treatment of 
mSOD1 mice was beneficial in not only reducing the lev-
els of these molecules but also resulted in an improvement 
of motor performance and survival. Thalidomide currently 
has approval for the treatment of severe erythema nodosum 
leprosum but has a history of causing severe birth defects, 
which had limited its use.

X. Targeting ALS Subgroups Using RNAi 
and Antisense Technologies

The ability to silence specific genes has been used in ani-
mal models to study the role of gene products in the devel-
opment of disease. However, if the disease-causing gene 
is known (as with mutant SOD1 in some forms of familial 
ALS), then the selective reduction of these proteins may have 
therapeutic benefit as well. Because the use of RNAi and 
antisense is a relatively new technology, investigators have 
turned to animal models first to demonstrate the potential 
therapeutic benefits of such a strategy. Investigators using 
a lentiviral vector to deliver interfering RNA (RNAi) to spi-
nal motor neurons of the SOD1G93A mouse by injection into 
the muscle showed that the RNAi was retrogradely trans-
ported into the spinal cord, resulting in a downregulation of 
SOD1 and an impressive prolongation of motor strength and 
survival (Ralph et al., 2005). Similar results were obtained 
using adeno-associated virus delivery of siRNA to muscle 
(Miller et al., 2005).

The direct intraspinal injection of RNAi using a lentivi-
rus also demonstrated an improvement in survival in mutant 
SOD1 mice (Raoul et al., 2005). Experiments to date, how-
ever, were conducted well before animals developed disease 
symptoms; it is not yet known if disease can be substantially 
circumvented with delivery of drugs after disease onset—com-
parable to human treatment. Although this selective method 
does not have a broad therapeutic potential for sporadic ALS, 
it may serve those patients with SOD1 mutations and as a 
result, provide an important understanding about the potential 
for reversing clinical symptoms resulting from motor neurons 
that carry mutations, are dysfunctional, but not dead.

Antisense nucleotides are also capable of targeting spe-
cific RNA sequences of interest. Investigators targeted the 
GluR3 subunit of the AMPA receptor in the SOD1 mouse 
(Rembach et al., 2004) using antisense technology. The 
calcium-permeable GluR3 subunit appears to be upregu-
lated in SOD1 tissues when compared with the less perme-
able GluR2 subunit. Following targeted antisense delivery 
against GluR3, a modest 10 person increase in survival for 
these mice was observed although the reduction in GluR3 
protein could only be demonstrated in vitro.

XI. Predictive Value of Preclinical Models

The mouse models just described present great prog-
ress in translating genetic discoveries from ALS patients 
into research tools. Although the exact mechanism for each 
gene mutation has yet to be identified, the animal represents 
a powerful tool to discover the disease-causing events that 
result from the mutant proteins. Similarly, the animals allow 
us to test new therapeutic avenues, in hopes of more quickly 
discovering effective therapeutics. To date, all preclinical 
rodent therapeutic studies have been carried out in mutant 
SOD1 mice (or rats). The very first therapeutic study, of 
riluzole, demonstrated that the modest effect of the drug in 
humans could also be observed in rodents. Unfortunately, 
many subsequent studies, revealing far more potent thera-
pies in mice, have not yielded clinically effective drugs in 
humans. There are many variables that may account for this 
disappointing discrepancy (e.g., lack of appropriate drug 
dosing in humans) and the possibility that drug potency in 
familial ALS models does not translate to the more com-
mon sporadic disease. The use of other mouse models (e.g., 
dynactin mutations) along with novel in vitro drug screen-
ing strategies to mimic molecular and biochemical pathways 
implicated in ALS are underway.
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I. Introduction

The autonomic nervous system (ANS) regulates physi-
ological actions and functions that are not under conscious 
control. It consists of two major subdivisions, the efferent and 
afferent systems. The efferent portion of the ANS is further 
subdivided to the sympathetic, parasympathetic, and enteric 
nervous systems. Each of these four major components of 
the ANS plays a specific role in autonomic function.

Recent genetic findings have advanced the molecular 
understanding of the ANS. Two major types of advances 
have occurred within the last decade. In the first case, rare 
genetic variants have been identified that led to develop-
mental abnormalities of the ANS. These disorders affect 
very few people but define the role of the specific genes 
in development of the ANS. In the second case, more com-
mon genetic variants have been identified that explain some 
of the variation in autonomic function within the general 
population.

This chapter therefore is divided into two major sections. 
The first and largest section reviews the rare genetic muta-
tions that give rise to developmental abnormalities of the ANS 
that are usually identified at, or shortly after, birth. The second 
section reviews human genetic variants, some of which are 
fairly common, that alter the function of the ANS in both chil-
dren as well as adults. In general, common polymorphisms 
(i.e., those occurring in >1% of the general population) cause 
variations in autonomic function that are relatively mild. Since 
molecular genetic advances in elucidating ANS development 
and function continue to occur rapidly, this chapter should be 
considered a brief overview of a dynamic subject. A much 
more thorough and continually updated listing of molecular 
genetic data can be obtained via a search of Online Mendelian 
Inheritance in Man at the following Internet address: www.
ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM&cmd=Limits.

II. Developmental Abnormalities of the 
Autonomic Nervous System

A. Developmental Disorders that 
Include the ANS

Multiple specific genetic mutations have been identified 
that impair the normal development of the ANS (see Table 
21.1) in addition to a wide variety of other organ defects. 
For example, Hirschsprung Disease (also known as agangli-
onic megacolon) is a congenital disorder characterized by 
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Table 21.1 Human Molecular Genetic Variations Affecting Autonomic Nervous System Function

    Estimated 
Gene Symbol Gene Name CHR Polymorphism Frequency Autonomic Clinical Features

ECE1 Endothelin converting enzyme 1p36.1 ARG742CYS < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease, 
      cardiac defects, essential hypertension)
EDN3 Endothelin 3 20q13.2–13.3 multiple < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease, 
      Waardenburg-Shah syndrome, central hypoventilation syndrome)
EDNRB Endothelin receptor B 13q22 multiple < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease, 
      Waardenburg-Shah syndrome, ABCD syndrome)
SOX10 SRY-BOX 10 22q13 multiple < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease, 
      Waardenburg-Shah syndrome, peripheral demyleinating neuropathy)
PHOX2B Paired-like Homeobox 2B 4p12 multiple < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease, 
      neuroblastoma, central hypoventilation syndrome)
RET Rearranged transfection proto-oncogene 10q11.2 multiple < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease, 
  (tyrosine kinase receptor for GDNF)     central hypoventilation syndrome, multiple endocrine neoplasia syndrome,
      thyroid carcinoma)
GDNF Glial derived neurotrophic factor 5p13.1–p12 multiple < 0.0002% Neural Crest Developmental Abnormalities (e.g., Hirschsprung disease)
SPTLC1 Serine palmitoyltransferase, long chain 9q22.1–q22.3 multiple < 0.0002% Hereditary Sensory Neuropathy, Type I, HSN1; HSAN1 (sensorimotor 
  base subunit 1     axonal neuropathy)
HSN2 HSN2 12p13.33 multiple < 0.0002% HSN2 (large and small axon loss)
IKBKAP Inhibitor of kappa light polypeptide gene 9q31 multiple < 0.0002% Hereditary Sensory and Autonomic Neuropathy, Type III, HSAN3; Familial
  enhancer in B cells, kinase     dysautonomia; Riley-Day syndrome (large and small axon loss)
  complex-associated  protein  
NTRK1 Neurotrophic tyrosine 1q21–q22 multiple < 0.0002% Congenital Insensitivity to Pain with Anhidrosis (CIPA); also called
  kinase receptor, type 1     Hereditary Sensory and Autonomic Neuropathy, Type IV, HSAN4,
       familial dysautonomia, type II, congenital sensory neuropathy with
       anhidrosis (C-fiber loss)
NGFB Nerve Growth Factor, Beta subunit 1p13.1 ARG211TRP < 0.0002% Hereditary Sensory and Autonomic Neuropathy, Type V, HSAN5 (C-fiber 
      and A-delta fiber loss)
SCN9A Sodium Channel Voltage-gated 2q24 I848Tand L858H < 0.0002% Hereditary Erythermalgia (erythromelagia)
  Type IX, Alpha Subunit  
ADRA2B Alpha-2B-adrenergic receptor 2 3 glutamic acid 13% Increased SNS activity
   deletion homozygotes
ADRB2 Beta-2-adrenergic receptor 5q32–q34 THR164ILE 4% Reduced response to beta-2-adrenoreceptor agonist; increased mortality 
      from congestive heart failure
DBH Dopamine beta-hydroxylase 9q34 multiple < 0.0002% Norepinephrine deficiency secondary to inability to convert endogenous 
      dopamine to norpepinephrine
DRD4 Dopamine receptor D4 11p15.5 13-bp deletion 2% Autonomic hyperactivity
TTR Transthyretin 18q11.2–q12.1 VAL30MET and
   multiple others 1.5% Amyloid polyneuropathy
SLC6A2 Solute carrier family 6 16q12.2 ALA457PRO < 0.0002% Orthostatic intolerance
  (neurotransmitter transporter,
  noradrenaline), member 2
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the absence of the enteric ganglia along a variable length 
of the intestine, leading to functional bowel obstruction and 
distension shortly after birth. Hirschsprung disease (which 
occurs in ~1 in 5,000 births) is the most common hereditary 
cause of intestinal obstruction. However, it shows consider-
able variation and a complex inheritance pattern.

The inheritance pattern of Hirschsprung disease is multi-
factorial since the condition can result from a mutation in any 
one or more of several genes that play key roles in the devel-
opment of the ANS from the embryonic neural crest. Specifi-
cally, coding sequence mutations in a variety of genes (e.g., 
ECE1, EDN3, EDNRB, PHOX2B, and SOX10) are involved 
in the pathogenesis of Hirschsprung Disease as well as a vari-
ety of other developmental abnormalities. Mutations in these 
genes can result in dominant, recessive, or polygenic pat-
terns of inheritance (Carrasquillo et al., 2002; Hofstra et al., 
1997; McCallion et al., 2003). Aganglionic megacolon also is 
observed in some cases of trisomy 21 (Down syndrome).

1.  Hirschsprung Disease, Cardiac Defects, 
Essential Hypertension, and Endothelin 
Converting Enzyme 1 (ECE1)

The endothelins are a family of potent vasoactive peptides 
whose effects are mediated via G protein-coupled receptors. 
Endothelin-converting enzyme-1 is involved in the physi-
ological processing of endothelin-1 (Valdenaire et al., 1995). A 
sequence variant was observed in a patient with Hirschsprung 
Disease, cardiac defects (i.e., ductus arteriosus, small subaortic 
ventricular septal defect, and small atrial septal defect), cra-
niofacial abnormalities (i.e., cupped ears that were immature 
and posteriorly rotated and small nose with a high bridge and 
bulbous tip), other dysmorphic features (tapered fingers with 
hyperconvex nails, a single left palmar crease, contractures at 
the interphalangeal joint of the thumbs, proximal interphalan-
geal joints of the fingers bilaterally, and micropenis), and auto-
nomic dysfunction (episodes of severe agitation in association 
with significant tachycardia, hypertension, and core tempera-
tures as high as 40.5°C, and status epilepticus) (Hofstra et al., 
1999). It has been suggested that the ARG742CYS mutation 
is responsible for, or at least contributed to, the phenotype of 
this patient because of an overlap in phenotypic features of 
between mouse models of this variant and those of the patient 
(Hofstra et al., 1999). Moreover, the mutation was thought to 
lead to the phenotype by resulting in reduced levels of EDN1 
and EDN3 (Hofstra et al., 1999). Other mutations of ECE1 
have been associated with essential hypertension.

2.  Hirschsprung Disease, Waardenburg-Shah 
Syndrome, Central Hypoventilation Syndrome, 
and Endothelin 3 (EDN3; EDNRB)

The endothelins are a family of potent vasoactive peptides 
consisting of three isopeptides: EDN1, EDN2, and EDN3. 
EDN3 exerts a dose-dependent stimulation of proliferation and 
melanogenesis in neural crest cells (Nagy & Goldstein, 2006). 
Mice lacking the EDN3 gene display a phenotype  similar to 

that seen in humans with Waardenburg-Hirschsprung syn-
drome. In humans, at least seven different EDN3 mutations 
have been found in patients with Hirschsprung disease (Chen 
et al., 2006; McCallion & Chakravarti, 2001; Puri & Shinkai, 
2004). Genetic mutations in the EDN3 gene also have been 
associated with the Waardenburg-Shah syndrome (i.e., hear-
ing loss, dystopia canthorum, and pigmentary abnormalities 
of the hair, skin, and eyes with Hirschsprung Disease) and the 
central hypoventilation syndrome (i.e., Ondine’s curse).

3.  Hirschsprung Disease, Type 2, Waardenburg-Shah 
Syndrome, ABCD Syndrome, and Endothelin 
Receptor, Type B (EDNRB)

The endothelins mediate their effects via G protein- coupled 
receptors. Mutations within the EDNRB gene are the molecu-
lar basis of Hirschsprung Disease, Type 2 (Amiel et al., 1996; 
Auricchio et al., 1999; Kusafuka et al., 1996; Puffenberger 
et al., 1994; Svensson et al., 1998). It has been estimated that 
EDNRB mutations account for approximately 5 percent of 
cases of Hirschsprung Disease (Chakravarti, 1996). However, 
penetrance is not 100 percent for some of the mutations, even 
in homozygotes with the mutation (Duan et al., 2003; Puffen-
berger et al., 1994a). These data indicate that the EDNRB 
gene is an important modifier gene for the development of 
Hirschsprung Disease, Type 2. Genetic mutations in the EDN3 
gene also have been associated with the Waardenburg-Shah 
syndrome and the ABCD syndrome.

4.  Hirschsprung Disease, Waardenburg-Shaw 
Syndrome, and SRY-Box 10 (SOX10)

The SRY-Box 10 gene (SOX10) plays a key role in neural 
crest development. In Waardenburg-Shah syndrome, patients 
have deafness, pigmentary abnormalities, and Hirschsprung 
disease, all caused by the failure of embryonic neural crest 
development. In patients with Waardenburg-Shah syndrome, 
mutations in the SOX10 gene have been identified (Pingault 
et al., 1998; Southard-Smith et al., 1999; Verheij et al., 2006).

5.  Hirschsprung Disease (short segment), 
Neuroblastoma, Central Hypoventilation 
Syndrome, and Paired-like Homeobox 2B 
(PHOX2B)

The paired-like homeobox 2B gene (PHOX2B) is involved in 
the early development of the ANS from the neural crest  (Pattyn 
et al., 1999). PHOX2B is one of multiple genes needed for the 
differentiation and survival of subsets of autonomic  neurons. In 
mice with a targeted deletion of the PHOX2B gene, all autonomic 
ganglia and the three cranial sensory ganglia (that are part of the 
autonomic reflex circuits) fail to develop properly and eventu-
ally degenerate (Pattyn et al., 1999). In humans, mutations in the 
PHOX2B gene have been associated with Hirschsprung Disease 
(short segment) (Benailly et al., 2003), both with and without 
associated and neuroblastoma (Mosse et al., 2004;  Trochet et al., 
2004), as well as with  central hypoventilation  syndrome  (Trochet 
et al., 2005).
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B. Developmental Disorders of the Efferent 
Portion of the ANS

1.  The Role of the GRFA-RET Receptor System 
in Autonomic Nervous System Development

A multicomponent receptor system consisting of the RET 
tyrosine kinase and a group of associated glycosyl-phospha-
tidylinositol-anchored coreceptors (designated GFRA1–4) 
constitute the GFRA/RET signaling pathway (see Figure 21.1) 
(Baloh et al., 1998). The GFRA-RET receptor complexes are 
activated selectively by a number of growth factors that are 
related structurally to transforming growth factor beta (TGF-
beta). Thus, glial cell line-derived neurotrophic factor (GDNF) 
neurturin (NTN), artemin (ARTN), and persephin (PSPN) 
activate GFRA1–4, respectively (Baloh et al., 1998). This 
system plays a crucial role in the development of the periph-
eral ANS, central motor and dopamine neurons, the renal 
system, and the regulation of spermatogonia  differentiation 
 (Takahashi, 2001).

2.  Hirschsprung Disease, Multiple Endocrine 
Neoplasia, Medullary Thyroid Carcinoma, 
and Rearranged During Transfection 
Protooncogene (RET)

The RET gene was identified first in 1985 as an  oncogene 
activated by DNA rearrangement (Takahashi et al., 1985). 
Mutations in the RET gene are associated with a num-
ber of neural crest derived organ  dysfunctions including 
Hirschsprung Disease, multiple endocrine  neoplasia, type 
IIA, multiple endocrine neoplasia, type IIB, and medullary 
thyroid carcinoma. High levels of RET expression also are 
detected in human tumors of neural crest origin such as 
neuroblastoma, pheochromocytoma, and medullary thyroid 
carcinoma (Kapur, 2005; Lantieri et al., 2006).

In both embryonic and adult tissues, RET is highly 
expressed in peripheral enteric, sympathetic, and  sensory 
neurons as well as central motor, dopamine, and  adrenergic 
neurons. In mice, Ret gene knockouts result in animals that 
lack enteric neurons and superior cervical ganglia and also 
have renal agenesis or dysgenesis. Thus, RET activation 
is involved in the migration and differentiation of enteric 
ganglion cells, sympathetic neurons, and melanocytes 
from the neural crest during embryogenesis. RET is there-
fore critical for normal ANS formation and development.

Frameshift and missense mutations that disrupt or change 
the structure of the RET protein have been identified in 
Hirschsprung Disease (Chakravarti, 1996).  Initially, it was 
believed that approximately 50 percent of familial HSCR 
and 30 percent of isolated Hirschsprung Disease resulted 
from mutations in the RET gene (Attie et al., 1994; Edery et 
al., 1994; Gabriel et al., 2002;  Pasini et al., 1996).  However, 
more recent data indicate that only about 3  percent of isolated 
HSCR cases have RET mutations (Borrego,  Fernandez et al., 
2003). In addition, certain genotypes  comprising  specific 
combinations of RET polymorphisms are highly associated 
with isolated Hirschsprung Disease (Borrego, Wright et al., 
2003). Penetrance is greater in males than in females, in 
 keeping with the higher frequency of the disorder in males.

RET mutations that cause a gain in function also cause 
several human diseases. Examples of such genetic variants 
include papillary thyroid carcinoma and multiple endocrine 
neoplasia types 2A and 2B (Takahashi, 2001).

3.  Hirschsprung Disease, Renal Agenesis, and the 
Glial Cell Line-derived Neurotrophic Factor 
(GDNF)/GFRA1 System

Glial cell line-derived neurotrophic factor (GDNF) was 
first discovered as a potent survival factor for midbrain 
dopaminergic neurons in the CNS (Saarma & Sariola, 
1999). During the development of the enteric nervous sys-
tem, GDNF plays a key role in inducing vagal neural crest 
cells to enter the gut, in retaining neural crest cells within 
the gut, and in promoting the migration of neural crest cells 
along the gut. GDNF also plays a major role in kidney devel-
opment (Tomac et al., 2000). A link between Hirschsprung 
Disease and the GDNF gene was first established when 
Gdnf–/– mice were found to have congenital intestinal 
aganglionosis and renal agenesis (Moore et al., 1996). Het-
erozygous Gdnf+/− mice also develop Hirschsprung-type 
intestinal obstruction (Shen et al., 2002). Of note is the fact 
that Gdnf–/– or Gfra1–/– mice have normal superior cervi-
cal ganglia (unlike Ret–/– mice and humans with certain 
RET mutations) (Tomac et al., 2000).

In humans, a direct screen of 106 unrelated Hirschsprung 
Disease patients for mutations in GDNF identified one 
familial GDNF missense mutation (ARG93TRP) in a 
Hirschsprung Disease patient with a known mutation in 
the RET gene (Angrist et al., 1998). At least four different 

GDNF NTN ART PSP

GFRα1 GFRα2

Ret Ret Ret

GFRα3 GFRα4
(avian only)

Figure 21.1 Schematic diagram of ligand–receptor interactions 
in the GDNF ligand family (reprinted with permission from Baloh 
et al., 1998).
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GDNF mutations have been found in Hirschsprung Dis-
ease although these mutations do not reduce the activation 
of RET (Borghini et al., 2002; Eketjall & Ibanez, 2002). 
These data suggest that GDNF is either a minor contributor 
to Hirschsprung Disease susceptibility or that human inacti-
vating mutations may be lethal. GFRA1 mutations have not 
yet been found in Hirschsprung Disease patients (Borrego, 
Fernandez et al., 2003) but might be expected to exist.

4.  The Parasympathetic Nervous System and the 
Neurturin (NRTN)/GFRA2 System

Neurturin and its receptor GFRA2 appears to play a pri-
mary role in the development of the parasympathetic nervous 
system (Wanigasekara & Keast, 2005). As might therefore 
be expected based on the expression patterns, Gfra2- and 
Nrtn-deficient mice show defects in the development of the 
parasympathetic ganglia (Heuckeroth et al., 1999; Rossi 
et al., 1999), unlike Gfra1–/– and Gfra3–/– mice. Gfra2-defi-
cient mice have ptosis similar to Gfra3–/– mice (see later) 
although the ptosis in the Gfra2–/– mice most likely results 
from a reduction in lacrimal secretion caused by the defects 
in parasympathetic ganglia (Rossi et al., 1999) as opposed to 
the sympathetic defect observed in Gfra3–/– mice.

Minimal human mutation data are available for the 
NRTN/GFRA2 system. A heterozygous NRTN mutation 
has been observed in a family in which 4 of 8 siblings were 
affected with aganglionosis extending up to the small intes-
tine (Doray et al., 1998). The ala96-to-ser (A96S) mutation 
was absent in normal controls and led to substitution of a 
neutral hydrophobic amino acid (alanine) by a hydrophilic 
amino acid (serine) in a basic region of the protein. However, 
a RET mutation had previously been identified in the same 
family (Attie et al., 1994) so the clinical significance of the 
coincident NRTN mutation cannot be determined.

5.  The Sympathetic Nervous System and the 
Artemin (ARTN)/GFRA3 System

The ARTN/GFRA3 system regulates key aspects of SNS 
development as ganglion cells of the  sympathetic system 
develop from the cells of the neural crests.  Transgenic mice 
overexpressing Artn throughout  development exhibit  systemic 
autonomic neural lesions including fusion of  adrenal  medullae 
with adjacent paraganglia, adrenal  medullary  dysplasia and 
marked enlargement of  sympathetic (i.e., SCG and sympa-
thetic chain ganglia). Artn supplementation in wild-type 
adult mice results in hyperplasia or  neuronal metaplasia at 
the adrenal corticomedullary  junction (Bolon et al., 2004).

The rostral migration of cells to form the superior cervical 
ganglion (SCG) and the extension of axons along blood vessels 
involves ARTN activation of the GFRA3/RET receptor com-
plex. ARTN is expressed by vascular smooth muscle cells that 
are innervated by normal sympathetic terminals. Both Artn- 
and Gfra3-deficient mice share abnormalities in the migration 
and axonal projection pattern of the entire sympathetic nervous 

system, resulting in abnormal innervation of target tissues due 
to lack of neurotrophic support (Honma et al., 2002). There 
were no sensory system deficits observed in either the Artn- 
and Gfra3-deficient mice (Honma et al., 2002).

Gfra3 is expressed during development in the adrenal 
medulla, sensory, and autonomic ganglia and their projections. 
Thus, Gfra3–/– mice exhibit severe defects in the superior cer-
vical ganglia (SCG), whereas nonsympathetic ganglia appear 
normal (Nishino et al., 1999). Specifically, parasympathetic 
ganglia are normal in Gfra3–/– mice, an observation that is con-
sistent with the fact that Gfra3 is not highly expressed in devel-
oping parasympathetic ganglia. In addition, the enteric nervous 
system of the Gfra3–/– animals is normal (Nishino et al., 1999). 
The total number of neurons in the DRG also appears normal 
in Gfra3–/– mice at all developmental stages examined. The 
numbers of DRG neurons positive for calcitonin gene–related 
protein (CGRP), neurofilaments, or Ret also did not differ 
between wild-type and mutant animals, suggesting the absence 
of abnormalities in the various subpopulations of DRG neu-
rons in Gfra3–/– mice. Furthermore, the trigeminal ganglion in 
Gfra3–/– -deficient mice appeared normal with regard to cell 
number and location. In the developing trigeminal ganglion of 
both wild-type and Gfra3–/– mice, Ret was widely expressed, 
whereas Gfra1 and Gfra2 were expressed in restricted popula-
tions of cells. Phenotypically, Gfra–/– mice appear to be nor-
mal with the exception that they exhibit ptosis.

SCG precursor cells in the Gfra3–/– embryos fail to 
migrate to the correct position, and they subsequently fail to 
innervate the target organs. In wild-type embryos, Gfra3 was 
expressed in migrating SCG precursors, and artemin was 
expressed in and near the SCG. After birth, SCG neurons 
in the Gfra3–/– mice undergo progressive cell death. These 
observations suggest that ARTN/GFRA3-mediated signal-
ing is required both for the development and survival of SCG 
and perhaps other sympathetic neurons. Human mutations in 
this system have not yet been reported but might be expected 
to lead to sympathetic nervous system dysfunction.

C. Developmental Disorders of the Sensory 
Portion of the ANS

1.  Hereditary Sensory Neuropathy, Type 1 (HSN1; 
also called Hereditary Sensory and Autonomic 
Neuropathy, Type 1, HSAN1) and Serine 
Palmitoyltransferase, Long-Chain Base Subunit 1 
(SPTLC1)

Serine palmitoyltransferase is the key enzyme in  sphingolipid 
biosynthesis. Mutations in the gene can lead to increased 
 activation of the enzyme, causing an increased production 
of  glucosyl ceramide. Increased levels of ceramide, resulting 
from catabolism of sphingomylelin, can mediate cell death. 
Multiple mutations within the SPTLC1 gene have been 
 associated with Hereditary Sensory Neuropathy, Type 1 (i.e., a 
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dominantly inherited sensorimotor axonal neuropathy) (Bejaoui 
et al., 2001; Bejaoui et al., 2002; Dawkins et al., 2001).

2.  Hereditary Sensory and Autonomic Neuropathy, 
Type II (HSAN2; also called Hereditary Sensory 
Neuropathy, Type II, HSN2), and the HSN2 Gene 
(HSN2)

Hereditary Sensory Neuropathy, Type II (HSN2), is a 
rare autosomal recessive disorder that usually begins in 
childhood and is characterized by an impairment of pain, 
temperature, and touch sensation as a result of a reduction 
or absence of peripheral sensory neurons. Symptoms often 
include inflammation of the digits, especially around the 
nails, usually accompanied by infection of the fingers and 
on the soles of the feet. A novel gene, designated HSN2, has 
been identified on CHR 12p13.33 that cosegregates with the 
disease (Coen et al., 2006; Lafreniere et al., 2004; Riviere 
et al., 2004). It has been suggested that the HSN2 protein 
may play a role in the development and/or maintenance of 
peripheral sensory neurons or their supporting Schwann 
cells (Lafreniere et al., 2004). The molecular mechanism 
by which this gene induces sensory neuronal death remains 
unknown.

3.  Hereditary Sensory Neuropathy, Type III (HSN3; 
also known as Familial Dysautonomia, Riley–
Day syndrome) and Inhibitor of Kappa Light 
Polypeptide Gene Enhancer in B Cells, Kinase 
Complex-associated Protein (IKBKAP)

An autosomal recessive clinical syndrome consisting of 
a congenital lack of tearing, emotional lability, paroxysmal 
hypertension, increased sweating, cold hands and feet, cor-
neal anesthesia, erythematous skin blotching, and drooling 
has been termed the Riley–Day syndrome or hereditary 
sensory and autonomic neuropathy, type III (Brunt & 
McKusick, 1970). Autonomic dysfunction is the principal 
symptom due to decreased populations of sensory, sympa-
thetic, and parasympathetic neurons. However, the clinical 
manifestations are variable and may also include absence 
of fungiform papillae of the tongue, severe scoliosis, and 
neuropathic joints. The individuals, thus far all Ashkenazi 
Jewish patients, also have an enhanced response to pressor 
agents due to a denervation supersensitivity to catechol-
amines (Bickel et al., 2002). Excretion of both dopamine 
and noradrenaline metabolites is reduced and plasma DBH 
levels are low.

Linkage analysis (Blumenfeld et al., 1993) led to the 
identification of the inhibitor of kappa light polypeptide 
gene enhancer in B cells, kinase complex-associated protein 
(IKBKAP) as the causative gene located on CHR 9q31–q33 
(Slaugenhaupt et al., 2001). IKBKAP is a scaffold protein 
and a regulator of at least three different kinases involved in 
proinflammatory signaling. The major haplotype mutation 
was located at the donor splice site of intron 20. In patients 
with HSAN3, wild-type IKBKAP transcripts are present, 

although to varying extents, in all cell lines, blood, and post-
mortem tissues (Cuajungco et al., 2003). However, the rela-
tive wild-type-to-mutant IKBKAP RNA levels are highest 
in cultured patient lymphoblasts and lowest in postmortem 
central and peripheral nervous tissues. The authors sug-
gested that the relative inefficiency of wild-type IKBKAP 
mRNA production from the mutant alleles in the nervous 
system underlies the selective degeneration of sensory and 
autonomic neurons in HSAN3 (Cuajungco et al., 2003).

4.  Hereditary Sensory and Autonomic Neuropathy, 
Type IV (HSAN4) and Neurotrophic Tyrosine 
Kinase Receptor, Type 1 (NTRK1)

Neurotrophins and their receptors regulate the develop-
ment and maintenance of both the central and the peripheral 
nervous systems. The neurotrophin, type 1, receptor gene 
(NTRK1) is located at CHR 1q32–q41 and is a primary 
receptor for nerve growth factor (NGF). Defects in the NGF 
signal transduction pathway lead to a failure to support the 
survival of primary sensory neurons. In addition, NGF acts 
as an immunoregulatory cytokine on monocytes.

Congenital insensitivity to pain with anhidrosis (CIPA or 
HSAN4) is an autosomal recessive disorder characterized by 
the absence of pain sensation often leading to self-mutilation, 
anhidrosis, recurrent episodic high fever, and mental retarda-
tion (Indo, 2001, 2002). Sweating cannot be elicited by thermal, 
painful, emotional or chemical stimuli despite the presence of 
normal sweat glands. The clinical syndrome has also been called 
Hereditary Sensory and Autonomic Neuropathy IV (HSAN 
IV), familial dysautonomia, type II and congenital sensory 
neuropathy with anhidrosis. HSAN4 patients have a hereditary 
developmental defect of nerve outgrowth (Verze et al., 2000).

In three unrelated patients with HSAN4, different muta-
tions within the NTRK1 gene were identified (Indo et al., 
1996). Specifically, a single base C deletion at nucleotide 
1726 in exon C causes a frameshift and premature termina-
tion of the receptor protein in two individuals with congenital 
insensitivity to pain. The individuals are homozygous for the 
mutation. The authors suggested that the clinical symptom-
atology results from the fact that the NGF–NTRK1 system 
plays a critical role in the development and function of the 
peripheral pain and temperature systems (Indo et al., 1996). 
Over the past decade, approximately 40 specific mutations 
have been identified in the NTRK1 gene that are involved in 
the extracellular domain of the receptor that interacts with 
the binding of NGF as well as in the intracellular signal 
transduction domain of the receptor (Indo, 2001). Many of 
these mutations have been identified in HSAN4 patients.

5.  Hereditary Sensory and Autonomic Neuropathy, 
Type V (HSAN5) and Nerve Growth Factor, Beta S 
subunit (NGFB)

HSAN5 is characterized by a loss of deep pain and tem-
perature sensation with a severe reduction of unmyelinated 
nerve fibers and moderate loss of thin myelinated nerve fibers 
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(Einarsdottir et al., 2004). In contrast to HSAN4, mental 
abilities and most other neurologic functions remain intact. 
A candidate gene analysis of a large family from Sweden 
revealed a mutation in the coding region of the NGFB gene 
(ARG211TRP) that cosegregated with the disease phenotype 
(Einarsdottir et al., 2004). Neurotrophins such as NGF regulate 
the development and maintenance of both the central and the 
peripheral nervous systems and also play an immunoregula-
tory role. The authors noted that this NGFB mutation seems to 
separate the effects of NGF involved in development of central 
nervous system functions from those involved in peripheral 
pain pathways (Einarsdottir et al., 2004). Indeed, this conclu-
sion is consistent with the observation that NGF plays a key 
role in the maintenance and regeneration of peripheral sen-
sory neurons (Ramer et al., 2000) but may be less important 
in the development and maintenance of the CNS.

6.  Hereditary Erythermalgia (erythromelagia) and 
Sodium Channel Voltage-gated Type IX, Alpha 
Subunit (SCN9A; Nav1.7)

Primary erythermalgia (also termed erythromelalgia) 
is an autosomal dominant neuropathy characterized by the 
childhood onset of episodic symmetrical redness of the skin, 
vasodilatation, and burning pain of the feet and lower legs 
provoked by mild warmth, exercise, and/or prolonged stand-
ing. Conversely, cooling of the extremities can reverse the 
symptoms. The first erythermalgia missense mutations to 
be identified were in the SCN9A gene (I848Tand L858H) 
that encodes the voltage-gated sodium channel Na

v
1.7 were 

identified  (Michiels et al., 2005 ;Yang et al., 2004). Subse-
quently, multiple additional mutations in the SCN9A gene 
have been identified in individuals with erythermalgia (Wax-
man & Dib-Hajj, 2005).

The SCN9A sodium channel is expressed predominantly 
in primary sensory and sympathetic neurons. SCN9A sodium 
channel mutations represent the first genetic variants that 
cause, rather than ameliorate, pain. The identified SCN9A 
mutations produce changes in channel physiology that 
enhance the response of SCN9A channels to small stimuli 
(Waxman & Dib-Hajj, 2005). Within dorsal root ganglion 
(DRG) neurons, expression of the mutant channels results in 
both a lower current threshold for generation of single action 
potentials, and a higher frequency of firing at graded stimu-
lus intensities (i.e., hallmarks of neuronal hyperexcitability) 
(Dib-Hajj et al., 2005). Interestingly, although this mutation 
depolarizes resting membrane potential in both sensory neu-
rons and sympathetic neurons, it renders sensory neurons 
hyperexcitable and sympathetic neurons hypoexcitable (Rush 
et al., 2006). It has been suggested that the selective presence 
of the Nav1.8 channel in sensory, but not sympathetic neu-
rons, is the major determinant of these opposing physiologi-
cal effects (Rush et al., 2006). Thus, the SCN9A mutations 
identified in erythermalgia provide a mechanistic explana-
tion for the role of this channel in pain signaling by DRG and 
sympathetic neurons (Waxman & Dib-Hajj, 2005).

III. Functional Abnormalities of the 
Autonomic Nervous System

A. Increased Sympathetic Nervous System 
Activity and the Alpha-2B-Adrenergic 

Receptor (ADRA2B)

A polymorphism in the ADRA2B gene leading to the 
deletion of three glutamic acids from a glutamic acid 
repeat element (glu12, amino acids 297 to 309) in the third 
 intracellular loop of the receptor protein has been evaluated 
(Heinonen et al., 1999). This repeat element had been shown 
to be important for agonist-dependent alpha-2B-adrenergic 
receptor desensitization. In subjects homozygous for the 
short allele compared to subjects with two long alleles, the 
basal metabolic rate was 6 percent lower (p = 0.009) than in 
controls. Since a lower basal metabolic rate is a risk factor 
for obesity, the authors concluded that this polymorphism of 
the ADRA2B subtype could partly explain the variation in 
basal metabolic rate in an obese population and may there-
fore contribute to the pathogenesis of obesity (Heinonen 
et al., 1999).

In addition, the same ADRA2B 3-glutamic acid deletion 
polymorphism was evaluated in 381 healthy Japanese males 
using electrocardiogram R-R interval power spectral  analysis 
(Suzuki et al., 2003). In R-R spectral analysis of heart rate 
variability, homozygous carriers of the short allele (13% of 
the study group) had significantly greater low frequency 
and very low frequency than did homozygous carriers of the 
long allele, as well as a higher sympathetic nervous system 
index. In general, low frequencies of heart rate variability are 
 associated with both SNS and PNS activities and the very low 
frequencies of heart rate variability reflect thermo regulatory 
control of SNS activity. Thus, these findings suggested that 
the ADRA2B deletion polymorphism is associated with 
increased SNS activity and lower PNS activity in healthy, 
young males (Suzuki et al., 2003). The authors hypothesized 
that the increased SNS activity might be secondary to the 
decreased basal metabolic rate observed by others (Heinonen 
et al., 1999). Alternatively, the ADRA2B deletion may result 
in increased SNS activity with a secondary decrease in basal 
metabolic rate.

B. Reduced Response to 
Beta-2-Adrenoreceptor Agonists and the 

Beta-2-Adrenergic Receptor (ADRB2)

The Thr164Ile polymorphism of the beta2-adrenoceptor 
is present in approximately 4 percent of the population and is 
associated with a significant decrease in response to beta-2-
adrenergic agonists (Brodde et al., 2001; Dishy et al., 2001). 
Altered adrenergic vascular sensitivity may contribute to the 
decreased survival observed in patients with congestive heart 
failure carrying the Ile164 allele. In a study of patients with 
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congestive heart failure, those with the Ile164 polymorphism 
displayed a striking difference in survival with a relative risk 
of death or cardiac transplant of 4.81 ( p < 0.001) compared 
with those with the wild-type Thr at this position (Liggett 
et al., 1998). The one-year survival for Ile164 patients was 
42 percent compared with 76 percent for patients with the 
wild-type beta-2-adrenoreceptor.

The dose of isoproterenol required to achieve 50 per-
cent venodilation is significantly higher in individuals with 
the Ile164 allele than those without although the maximal 
response to isoproterenol does not differ (Dishy et al., 
2001). Conversely, the dose of phenylephrine needed to 
induce 50 percent venoconstriction is significantly lower in 
individuals with the Ile164 allele than those without. Thus, 
the Thr164Ile polymorphism of the beta2-adrenergic recep-
tor is associated with a five-fold reduction in sensitivity to 
beta2 receptor agonist-mediated vasodilation while vaso-
constrictor sensitivity is increased. The overall effect of the 
Thr164Ile polymorphism is to shift the balance of adren-
ergic vascular tone toward vasoconstriction. This suggests 
a mechanistic explanation for the clinical observation of 
decreased survival in patients with congestive heart failure 
heterozygous for the Thr164Ile polymorphism (Dishy et al., 
2001).

C. Norepinephrine Deficiency and 
Dopamine Beta-Hydroxylase (DBH)

DßH converts dopamine to norepinephrine in postgangli-
onic sympathetic neurons. The DßH gene is located at CHR 
9q34. Several patients have been analyzed with congenital 
DßH deficiency (Man in ’t Veld et al., 1987a; Mathias et al., 
1990; Robertson et al., 1986; Robertson et al., 1991). The 
individuals have noradrenergic denervation and adrenomed-
ullary failure but baroreflex afferents, cholinergic innerva-
tion, and adrenocortical function are normal. Norepinephrine, 
epinephrine, and their breakdown products are not detectable 
in plasma, urine, and cerebrospinal fluid but dopamine lev-
els are increased significantly. Physiological and pharmaco-
logical stimuli of sympathetic nervous system activity cause 
increases in dopamine but not norepinephrine.

DßH deficient infants have a delay in the opening of the 
eyes (2 weeks in one case) and ptosis has been observed in 
almost all DßH deficient infants. Some of the infants have 
been reported to be sickly in the neonatal stage and survival 
is often believed to be unlikely. Hypotension, hypoglycemia, 
and hypothermia are present early in life. Postural hypoten-
sion is exhibited during exercise in childhood and is marked 
by an increase in heart rate as the blood pressure falls. Syn-
copal episodes may be misinterpreted as epilepsy in the 
children, leading to the treatment with anticonvulsants. In 
general, symptoms worsen during adolescence and severely 
limit the function of the individual.

Clinical features during adolescence and adulthood 
include reduced exercise tolerance, skeletal muscle hypo-
tonia, recurrent hypoglycemia, ptosis of the eyelids, nasal 
stuffiness, and prolonged or retrograde ejaculation. The 
severe postural hypotension is attributed to the impairment 
of sympathetic vasoconstrictor function. Symptoms in DßH 
deficiency have also been reported to worsen in the morning, 
after exercise, and in warm weather (Mathias et al., 1990). 
No other neurological or psychiatric abnormalities have 
been reported.

The symptoms of DßH deficiency respond well from 
treatment with dihydroxyphenylserine (DOPS; also known 
as Droxidopa) (Biaggioni & Robertson, 1987; Man in ’t Veld 
et al., 1987b; Mathias et al., 1990; Thompson et al., 1995). 
This molecule is converted to norepinephrine by decar-
boxylation of the terminal carboxyl group. Treatment with 
DOPS (150–600 mg/day) leads to a reduction in orthostatic 
hypotension, increased plasma levels of norepinephrine, and, 
in the males, the ability to ejaculate.

Specific mutations within the DBH gene have been iden-
tified that appear to be the cause of the enzymatic deficiency 
(Kim et al., 2002). Specifically, seven novel variants, includ-
ing four potentially pathogenic mutations in the human 
DBH gene, were identified from an analysis of two unre-
lated patients with DBH deficiency and their families. Both 
patients were found to be compound heterozygotes for vari-
ants affecting expression of DBH. Each patient carried one 
copy of a T→C transversion in the splice donor site of DBH 
intron 1, creating a premature stop codon. One patient also 
had a missense mutation in DBH exon 2 while the other had 
missense mutations in exons 1 and 6. The authors propose 
that NE deficiency is an autosomal recessive disorder result-
ing from heterogeneous molecular lesions with the DBH 
gene (Kim et al., 2002).

D. Autonomic Hyperactivity and 
Dopamine 4 Receptor (DRD4)

The dopamine D4 receptor gene (DRD4) is one of the 
five known G protein-coupled receptors for which dopa-
mine is the primary neurotransmitter. The gene is located 
at CHR 11p15.5 and codes for a receptor protein of 387 
amino acids (Van Tol et al., 1991). At least three common 
polymorphic variants of the gene exist in the human popu-
lation based as a result of known variations in a 48-base-
pair sequence in the third cytoplasmic loop of the receptor 
(Van Tol et al., 1992).

A 13-base-pair deletion of bases 235–247 in the DRD4 
gene has been identified in approximately 2 percent of the 
general population (Nothen et al., 1994). The deletion alters 
the reading frame from amino acid 79 in the receptor and 
generates a stop codon 20 amino acids downstream, thereby 
truncating the receptor to an abnormally short 98 amino acids. 
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No major neuropsychiatric disturbances have been observed 
in heterozygotes with this mutation (Nothen et al., 1994). 
However, in a single homozygous individual with this muta-
tion, autonomic hyperactivity was observed. Specifically, the 
50-year-old (at the time of the study) male reported severe 
dermatographism and excessive sweating. These symptoms 
were exacerbated in social gatherings and moderately warm 
temperatures. The individual denied feeling anxious in these 
situations but characterized himself as nervous and explosive 
since early adulthood. He has had severe migrainous head-
aches since adolescence, successfully treated with a tricyclic 
antidepressant. He has been obese since adolescence. He 
had an acoustic neuroma removed at age 38, with a negative 
 family history, and a recurrence removed at age 44. Pulse-
rate fluctuations leading to intermittent sinus tachycardia 
had been treated with beta- blockers since approximately age 
40. A consistently reduced body temperature (35.4°C) was 
documented (Nothen et al., 1994). The authors speculated 
that at least some of these autonomic disturbances could 
be attributed directly to the absence of a functional DRD4 
receptor (Nothen et al., 1994).

E. Amyloid Polyneuropathy and 
Transthyretin (TTR)

Transthyretin is a prealbumin protein of 127 amino acids 
and is a primary transport protein for thyroxine and retinol 
(vitamin A). The protein is a common constituent of neu-
ritic plaques and micro-angiopathic lesions related to amy-
loid deposition. More than 70 different mutations associated 
with amyloid deposition have been identified within the TTR 
gene located at CHR 18q11.2–q12.1 (Saraiva, 1995, 2001). 
Amyloidogenic mutations in this gene leads to decreased 
stability of the TTR protein, with the VAL30MET variant 
(also called the Andrade or Portuguese type) being the most 
common allelic variant. The majority of the mutations result 
in an amyloid polyneuropathy, which involves small, unmy-
elinated fibers. The neuropathy disproportionately affects 
pain and temperature sensation although significant clinical 
variation exists between the various mutations (Ikeda, 2002). 
Indeed, there is a much larger prevalence of TTR mutations 
than recognized disease due to the wide variation in pheno-
types.

F. Orthostatic Intolerance and Solute 
Carrier Family 6 (Neurotransmitter 

Transporter, Noradrenaline), 
Member 2 (SLC6A2)

Orthostatic intolerance (OI) is a clinical syndrome con-
sisting of group of symptoms that can occur after assuming 

an upright posture. Although a variety of OI definitions have 
been used in the medical literature, OI can best be defined as 
the development of lightheadedness or dizziness, as well as 
visual changes and other symptoms, upon arising from the 
supine position to an upright position. In general, OI can be 
defined as a standing heart rate increase of at least 30 beats 
per minute, without orthostatic hypotension. Most patients 
with a diagnosis of orthostatic intolerance are women 
between the ages of 20 and 50 years (Low et al., 1995). This 
syndrome often has been described by a number of other 
names such as the postural orthostic tachycardia syndrome 
(POTS), soldiers heart, neurocirculatory asthenia, and mitral 
valve prolapse syndrome. It may also play a role in Chronic 
Fatigue Syndrome (Schondorf & Freeman, 1999).

The reuptake of norepinephrine into sympathetic ter-
minals occurs via a specific Na(+)- and Cl(−)-dependent 
transport system mediated by the solute carrier family 6 
(neurotransmitter transporter, norepinephrine), member 2 
gene (SLC6A2). In a patient with orthostatic intolerance, 
an elevated mean plasma norepinephrine concentration was 
observed while standing (Shannon et al., 2000). Analysis 
of the norepinephrine-transporter gene revealed that the 
proband was heterozygous for a ALA457PRO mutation 
that resulted in more than a 98 percent loss of function 
as compared with that of the wild-type gene. The authors 
concluded that the impairment of synaptic norepineph-
rine clearance may result in a syndrome characterized by 
excessive sympathetic activation in response to physiologic 
stimuli.

IV. Future Directions

Molecular genetics allows for an unprecedented mecha-
nistic analysis of the ANS. Moreover, molecular genetic data 
offer the longer term potential to provide immediate diag-
nostic, prognostic, and therapeutic guidance to clinicians. 
The coupling of molecular genetic diagnoses and rational 
therapeutic approaches based on these data should have 
a progressively significant impact on the diagnosis and  
management of patients with autonomic dysfunction.
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Multiple sclerosis (MS), the most common neurological 
cause of neurological disability in young adults in industri-
alized societies, traditionally has been classified as a demy-
elinating disease. Indeed, the remarkable relapsing–remitting 
pattern of clinical deficits that often is seen in MS is due, in 
significant part, to demyelination of white matter followed by 
restoration of conduction in a subpopulation of demyelinated 
axons. Importantly, however, patients with progressive forms 
of MS acquire an increasing burden of persistent neurological 
deficits that develop as a result of incomplete remission fol-
lowing relapses, or in a pattern of progression without remis-
sion, which begins at the onset. It is now clear that clinical 
progression of MS reflects pathologic changes within axons 
and possibly within the neuronal cells that give rise to them.

Recognition of axonal drop-out as a cause of disabil-
ity in MS presents an important paradigm shift, since 
it  presents new therapeutic targets. A number of lines of 
research, including epidemiological investigations, provide 
evidence suggesting that the progression of disability over 
the long term in MS may occur independently of, or depend 
only partially on, acute inflammatory attack (see, for exam-
ple, Confavreux, 2006). Thus, whereas demyelination and 
the inflammatory processes leading to it may contribute 
substantially to its pathophysiology, neuronal injury includ-
ing degeneration of axons and the processes leading up to 
it also appear to be crucial. Recognition that MS is, at least 
in part, a neurodegenerative disorder implies that by under-
standing neurodegenerative mechanisms that contribute to 
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processes such as neuronal injury and axonal degeneration, 
it may be possible to devise protective interventions that 
will preserve function in MS. Because neurodegenerative 
and inflammatory processes may be driven by different 
mechanisms within neurons and immune cells, respectively, 
it has been suggested that multimodal therapy, aimed on the 
one hand at neurons and neuronal molecules, and on the 
other at inflammatory cells and the molecules associated 
with them, may prove more effective than either approach 
alone. Some molecules, such as sodium channels, may play 
important roles in both the neurodegenerative and immune 
cascades, suggesting the possibility that it may be possible 
to devise multimodal therapies that use single drugs. 

This chapter will review recent progress in understanding 
neurodegenerative aspects of MS. As an example of a line of 
research that has begun to identify molecular targets that par-
ticipate in neurodegeneration in MS, this chapter will focus on 
voltage-gated sodium channels, which play pivotal roles not 
only in normal axonal function which is compromised in MS, 
but also in the intraneuronal cascade leading to axonal degen-
eration, and possibly in the activity of immune cells such as 
macrophages and microglia which can injure axons in MS.

I. Focal Distribution of Sodium Channels 
in Myelinated Axons

Voltage-gated sodium channels are an important prerequi-
site for generation and conduction of action potentials along 
mammalian axons. Sodium channels activate, producing an 
inward flow of sodium ions and a consequent depolariza-
tion, in response to membrane depolarization, and provide 
the current underlying the upstroke of the action potential. 
In contrast to nonmyelinated axons (e.g., the giant axon of 
the squid and nonmyelinated axons of the mammalian PNS 
and CNS), which display a moderate density (~100/µm2) of 
sodium channels that are sprinkled in a relatively uniform 
distribution along the entire length of the axon, normal 
myelinated axons display a focal distribution of sodium chan-
nels, which are aggregated at a high density (approximately 
1,000/µm2) in the axon membrane at the nodes of Ranvier, 
but are sparse (less than 25 channels/µm2) in the internodal 
and paranodal axon under the myelin (Ritchie & Rogart, 
1976; Waxman, 1977). The clustering of sodium channels 
at nodes matches the pattern of distribution of the insulat-
ing myelin (see Figure 22.1A) and thus supports saltatory 
conduction, and illustrates the elegance of the architecture of 
the normal myelinated axon. The nonuniform distribution of 
sodium channels is, however, less well matched to functional 
needs of demyelinated axons, where the myelin capacitative 
shield is lost and dissipation of current through Na+ channel-
poor (formerly myelinated) regions of the axon membrane 
contributes to conduction failure (see Figure 22.1B), and 
thereby to clinical deficits.

II. Demyelination in Multiple Sclerosis

Demyelination traditionally has been considered to be 
a pathological hallmark of MS and indeed, it occurs com-
monly in MS, in lesions that are disseminated both in space 
and in time. There is little if any endogenous remyelination 
within the cores of most of these lesions following loss of 
the myelin in MS. However, clinico-pathological studies 
have demonstrated that remissions can occur in the absence 
of remyelination—that is, in the context of persistent demy-
elination. As just one example, patients with demyelination 
that affects a substantial length (a centimeter or more, thus 
encompassing multiple myelin  segments along each axon) 
of all the axons within the optic nerve have been reported 
to recover functionally useful vision after episodes of optic 
 neuritis (Ulrich & Groebke-Lorenz, 1983). Functional 
recovery in cases such as this depends, at least in part, on 
restoration of secure action potential conduction along at 
least a subpopulation of demyelinated axons. Even before 
the “molecular era” (i.e., before the cloning of voltage-gated 
sodium channels and subsequent identification of multiple 
channel isoforms),  longitudinal current analysis (Bostock & 
Sears, 1978) indicated that chronically demyelinated axons 
can reorganize so as to recover the capability to conduct 
action potentials; this conduction proceeds along the axon 
in a continuous, rather than saltatory manner, suggesting 
that demyelinated (formerly internodal) parts of the axon 
have acquired the capability for electrogenesis (see  Figure 
22.1C). Early electron microscopic studies suggested a 
molecular basis for this functional restoration by showing 
that, after demyelination, the denuded axon membrane can 
express higher-than-normal densities of sodium channels 
(Foster et al., 1980).

III. Axonal Degeneration in 
Multiple Sclerosis

Although demyelination is emphasized as the hallmark of MS 
in most textbook descriptions, it was appreciated even by early 
observers such as Charcot that axonal degeneration  commonly 
occurs in MS. Axonal degeneration appears to be a  frequent 
occurrence in acute MS lesions; for example, Trapp et al. (1998) 
estimated that there were approximately 11,000 degenerating 
axons per mm3 in the MS lesions they described, and Craner et 
al. (2004a) reported 7,500 per mm3. Recent  studies have under-
scored the functional importance of axonal loss in MS (Kuhl-
mann et al., 2002; Trapp et al., 1998). The available evidence 
suggests that axonal degeneration begins early in the course of 
MS (Filippi et al., 2003). From a clinical perspective, axonal 
loss assumes significant importance because it has been shown, 
both in animal models and in human MS, to be  accompanied by 
the  acquisition of persistent, nonremitting neurological deficits 
(Davie et al., 1995; Wujek et al., 2002).
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IV. Sodium Channels and Axonal Injury

Because of its role in producing nonremitting deficits, 
there is now substantial interest in the development of 
therapeutic approaches aimed at slowing or halting axonal 
degeneration within the brain and spinal cord in MS. As 

with demyelination, a growing body of evidence indicates 
that sodium channels within the axon membrane play an 
important role in axonal degeneration, but their role in axo-
nal degeneration is different. Early studies used anoxia as 
a reproducible, model insult and showed that anoxic injury 
to axons in CNS white matter is dependent on Na+ influx, 

Figure 22.1 (A) Voltage-gated Na+ channels are clustered at a high density within the normal 
axon membrane at nodes of Ranvier, but are sparse in the paranodal and internodal axon mem-
brane under the myelin. Upper inset: Na

v
1.6 channels (red) bounded by Caspr (a constituent of the 

paranodal apparatus) in paranodal regions (green), at a node of Ranvier in a normal myelinated 
axon. The fluorescence image of the node was merged with a differential contrast image to show 
the myelin sheath. Scale bar 5 µm. (B) Demyelination in multiple sclerosis (MS) initially exposes 
axon membrane with low Na+ channel density producing conduction block. (C) Some demyelinated 
axons acquire higher than normal densities of Na+ channels in demyelinated (formerly paranodal 
and/or internodal) regions, supporting the recovery of action potential conduction that contributes 
to clinical remissions. (D) Degeneration of axons also occurs in MS, and produces nonremitting, 
permanent loss of function. Color inset (top) from Black et al. (2002).
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which drives reverse Na+–Ca2+ exchange that in turn imports 
 damaging levels of Ca2+ into axons (Stys et al., 1992a) (see 
Figure 22.2). The timing of Na+ influx and the protracted 
protective effect of the sodium channel blocker tetrodotoxin 
(TTX) throughout periods of anoxia lasting for an hour or 
more both suggested the involvement of a persistent (noni-
nactivating) Na+ current (Stys et al., 1993). Electron micro-
probe studies on anoxic myelinated axons, moreover, have 
demonstrated a continuous rise in intra-axonal Na+, paral-
leled by a rise in Ca2+ levels within the axon throughout the 
period of anoxia (Lopachin & Stys, 1995). Supporting the 
idea that noninactivating sodium channels carry the injuri-
ous Na+ influx, a TTX-sensitive persistent sodium conduc-
tance is present along the trunks of CNS myelinated axons 
(Stys et al., 1993).

Also supporting a role for sodium channels in axonal 
injury, pharmacological block of sodium channels with 
blockers that include tetrodotoxin, saxitoxin, lidocaine, pro-
caine, phenytoin, and carbamazepine have a protective effect 
within anoxic CNS white matter (Fern et al., 1993; Stys et al., 
1992a, 1992b). As discussed later, recent studies have shown 
that the Na+ channel blockers phenytoin (Lo et al., 2003) and 
flecainide (Bechtold et al., 2004) prevent degeneration of 
CNS axons, maintain axonal conduction, and improve clini-
cal outcome in experimental autoimmune encephalomyelitis 
(EAE), an animal model of MS.

V. Energetics, Ionic Homeostasis, 
and Axonal Injury

Although the early studies on axonal injury did not directly 
demonstrate energy failure, they suggested that inadequacy of 
the supply of ATP might be important in the pathophysiology 
of axonal injury since insufficient levels of activity of Na/K-
ATPase (which normally extrudes Na+ ions while importing 
K+ in an energy-dependent manner) would be expected to 
exacerbate any increase in intra-axonal Na+. An experimental 
link to energy supply was provided by Kapoor et al. (2003), 
who showed that sodium channel blockers can protect axons 
from NO-induced injury and suggested that NO, which is 
present at increased concentrations within acute MS lesions 
(Smith & Lassmann, 2002) can injure axons by damaging 
mitochondria within them, thereby producing axonal energy 
failure that impairs Na/K-ATPase activity and limits the abil-
ity of axons to extrude Na+. Further supporting the notion 
that NO-mediated mitochondrial dysfunction dampens ATP-
dependent extrusion of Na+ and thereby contributes to axonal 
injury, Garthwaite et al. (2002) showed that TTX preserves 
ATP levels concurrent with protecting white matter axons 
from NO-induced injury.

More recently Dutta et al. (2006) have provided evidence 
for reductions in mitochondrial gene expression in human MS 
lesions. Using global transcript profiling, they demonstrated 

Figure 22.2 Multiple molecular mechanisms contribute to axonal injury in MS. An inward noni-
nactivating sodium current is carried at least in part by Na

v
1.6 sodium channels, which are known to 

be expressed along some demyelinated axons in MS. NO-induced mitochondrial damage, changes in 
mitochondrial gene expression, and hypoxia/ischemia due to perivascular inflammation contribute to 
energy failure, which in turn leads to loss of function of Na/K ATPase, compromising the ability of 
the axon to extrude Na+ and maintain membrane potential. Increased intra-axonal and Na+ depolari-
zation drive the Na+/Ca2+ exchanger to operate in a “reverse” mode where it imports damaging levels 
of Ca2+. Sodium channels (Nav) also are involved in phagocytosis by microglia and macrophages, 
and inactivation of these cells, which contribute to production of NO.
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decreased mRNA levels for nuclear-encoded mitochondrial 
genes within these lesions; they observed decreased activities 
of respiratory gene complex I and III, which suggested that 
the changes are functionally significant. They also observed 
pathological changes including fragmented neurofilaments, 
depolymerized microtubules, and reduced organelle content 
within residual demyelinated axons within MS lesions, sug-
gestive of calcium-mediated injury. On the basis of these 
findings they proposed that mismatch between ATP supply 
and energy demand contributes to axonal degeneration in 
MS by impairing Na/K-ATPase activity, thereby limiting or 
preventing extrusion of increased axoplasmic Na+.

VI. Molecular Identity of Axonal 
Sodium Channels

It is now clear that at least nine genes encode distinct 
 voltage-gated sodium channels (termed, according to consen-
sus nomenclature, Na

v
1.1–Na

v
1.9), with a shared overall motif 

but with different amino acid sequences, voltage-dependen-
cies, and kinetics (for review see Catterall et al. 2005). Na

v
1.4 

and Na
v
1.5 are expressed predominantly in muscle and car-

diac tissue, respectively (although low levels of Na
v
1.5 have 

been detected in some parts of the CNS). Na
v
1.1–Na

v
1.3 and 

Na
v
1.6–Na

v
1.9 are expressed predominantly within neurons. 

Na
v
1.1, Na

v
1.2, and Na

v
1.6 channels are expressed widely 

within the adult CNS; as described later, Na
v
1.2 and Na

v
1.6 

are the predominant sodium channel isoforms along CNS 
axons (Na

v
1.2 along nonmyelinated CNS axons and Na

v
1.6 

as the predominant subtype at nodes of Ranvier). In contrast, 
the peripheral nerve channels Na

v
1.7, Na

v
1.8, and Na

v
1.9 

are expressed preferentially within dorsal root ganglion and 
 trigeminal ganglion neurons (and in the case of Na

v
1.7, within 

sympathetic ganglion neurons) and, although present along 
the axons of these peripheral neurons, are not usually detected 
along CNS axons. As noted later, Na

v
1.2 and Na

v
1.6 are both 

expressed along demyelinated axons in experimental models 
of MS and in MS.

VII. Sodium Channels and Recovery of 
Conduction in Demyelinated Axons

Early electrophysiological studies on demyelinated 
 peripheral nerves (Bostock & Sears, 1978) showed that, weeks 
after loss of the myelin, some denuded axons recover the capa-
bility to conduct action potentials. Action potentials propagate 
along these chronically demyelinated axons in a continuous 
manner, suggesting the presence of sodium channels along 
extensive, formerly myelinated (and therefore  previously 
sodium channel-poor) domains of the demyelinated axons. 
Early cytochemical (Foster et al., 1980) and immunocyto-
chemical (England et al., 1991; Novakovic et al., 1998)  studies 

using pan-specific Na+ channel antibodies demonstrated the 
acquisition of higher than normal numbers of Na+ channels in 
chronically demyelinated axons in experimental model sys-
tems, providing a molecular basis for this recovery of con-
duction (see Figure 22.1C). Also suggesting the expression of 
new sodium channels along demyelinated axons, a four-fold 
increase in saxitoxin binding sites was observed within demy-
elinated white matter from MS patients (Moll et al., 1991). 
These early studies, which were carried out prior to discov-
ery of the sodium channel isoforms that are expressed along 
axons, could not reveal, of course, the molecular identity of 
the new axonal channels that restore conduction.

VIII. Nav1.2 and Nav1.6 in Normal 
and Dysmyelinated Axons

More recent studies have utilized isoform-specific anti-
bodies, generated against specific subtypes of sodium chan-
nels, to determine the molecular identities of the sodium 
channels along normal, demyelinated, and dysmyelinated 
axons. These studies show that Na

v
1.2 and Na

v
1.6 sodium 

channels are present in normal myelinated axons and their 
premyelinated precursors within the CNS, but tend to be 
expressed at different stages of development. At early devel-
opmental stages prior to glial ensheathment, there is low den-
sity of Na+ channels that are distributed relatively uniformly 
along the entire trajectory of premyelinated CNS axons 
(Waxman et al., 1989); these channels appear to  support 
action potential conduction, which is known to occur along 
premyelinated axons, prior to myelination (Foster et al., 
1982; Rasband et al., 1990). Initially Na

v
1.2 channels are 

present. With progression of myelination, there is a loss of 
Na

v
1.2 channels and an aggregation of Na

v
1.6 channels as 

nodes of Ranvier mature (Boiko et al., 2001; Kaplan et al., 
2001) so that, at fully formed nodes of Ranvier, Na

v
1.6 is the 

predominant sodium channel isoform (see Figure 22.1, top 
inset) (Caldwell et al., 2000). The Na

v
1.6 channels are tightly 

clustered at the nodes; in contrast to the nodal membrane 
where Na

v
1.6 channels are aggregated, Na

v
1.6 channels are 

not detectable in the paranodal and internodal axon mem-
brane under the myelin of mature myelinated fibers.

Interestingly, Na
v
1.2 channels continue to be expressed 

along axons that do not acquire myelin sheaths in dysmyelin-
ated mutants where myelin fails to form as a result of abnor-
malities within glial cells. For example, Na

v
1.2 channels 

continue to be expressed (Boiko et al., 2001; Westenbroek 
et al., 1989), whereas Na

v
1.6 channels are not detectable 

along dysmyelinated axons within the Shiverer mutant rat, 
which lack compact myelin. Together with the observations 
on myelinated axons in different stages of development, these 
observations on dysmyelinated axons suggest a relationship 
between myelin formation and the sequential expression of 
Na

v
1.2 and then Na

v
1.6; these studies, however, do not provide 
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information about the types of Na+ channels that are expressed 
in demyelinated axons.

IX. Axonal Sodium Channels in 
Demyelinated Axons: Lessons from EAE

Experimental autoimmune encephalitis (EAE), in which 
experimental animals develop an inflammatory disorder that 
often includes demyelination as well as axonal degeneration 
after they are inoculated with components of white matter, is 
commonly studied as a model of MS. Recent studies using 
immunocytochemical methods and in situ hybridization have 
identified the Na+ channel isoforms expressed along demyelin-
ated axons in EAE. In contrast to normal white matter where 
most nodes of Ranvier express Na

v
1.6, both Na

v
1.2 and Na

v
1.6 

channels are present along myelinated (or remyelinated) axons 
in EAE where there is an increased frequency of Na

v
1.2 chan-

nel-positive nodes and a reduction in the frequency of Na
v
1.6 

channel-positive nodes within white matter (Craner et al., 
2003). An increase in the overall number of nodes in EAE 
 suggests the formation of some new myelin sheaths and of 

some new nodes at formerly internodal sites, but whether the 
Na

v
1.2 channel-expressing nodes have been formed in asso-

ciation with remyelinated axons or by replacement of Na
v
1.6 

channels with Na
v
1.2 channels at preexisting nodes is not 

known. Moreover, it is not known whether Na
v
1.2 is expressed 

in a stable manner, or transiently, in EAE. In other models of 
CNS demyelination, the ethidium bromide model, clustering 
of Na

v
1.6 is reestablished at most nodes found during remy-

elination by transplanted olfactory ensheathing cells (Sasaki 
et al., 2006) and by Schwann cells (Black et al., 2006a).

In regions where they are demyelinated, some axons 
in EAE display extensive regions of immunostaining for 
Na

v
1.2 and Na

v
1.6, running tens of microns along the fiber 

axis (much longer than the length of a node of Ranvier, and 
thus encompassing axon regions that have lost their myelin) 
(see Figure 22.3). The presence of these extensive zones of 
Na

v
1.2 and Na

v
1.6 expression along axons in the optic nerve, 

where all the axons are normally myelinated, shows unequiv-
ocally that these channels have been expressed along demy-
elinated axons, and not merely along normal nonmyelinated 
axons (Craner et al., 2003).

Increased neuronal transcription of the gene encoding 
Na

v
1.2 channels appear to contribute to increased expression of 

Na
v
1.2 protein along demyelinated optic nerve axons in EAE, 

since it is paralleled by upregulated Na
v
1.2 channel mRNA 

 levels within retinal ganglion cells, the cells of origin of these 
axons (Craner et al., 2003). The signal that triggers this gene 
activation and the intracellular processes that determine whether 
Na

v
1.2 or Na

v
1.6 are expressed, are not yet understood.

X. Axonal Sodium Channels in 
Injured Axons: EAE

As described earlier, a sustained Na+ influx through 
 persistently activated sodium channels can produce Ca2+-
mediated injury of white matter axons, by driving the 
Na+–Ca2+ exchanger to operate in a reverse mode in which 
it imports Ca2+ (Stys et al., 1992a). Recent work indicates 
that Na

v
1.6 channels are a source of this persistent sodium 

influx; these channels have been shown to produce a persis-
tent current in a spectrum of cell types, and it is larger than 
the persistent current produced by Na

v
1.2 channels (Rush 

et al., 2005). Thus expression of Na
v
1.6 channels together 

with the Na+–Ca2+ exchanger in demyelinated axons would 
be expected to poise them to import injurious levels of Ca2+.

To determine whether Na
v
1.6 channels and the Na+–Ca2+ 

exchanger are, in fact, expressed in close proximity within 
degenerating axons in EAE, Craner et al. (2004b) used 
double-label immunocytochemistry to localize these mole-
cules and β-amyloid precursor protein (β-APP), a marker of 
 axonal injury. This study showed that more than 90  percent 
of  β-APP-positive axons in EAE express Na

v
1.6 chan-

nels (either alone (56%) or together with Na
v
1.2  channels 

A

B

Figure 22.3 Extensive regions of in Na
v
1.6 (A) and Na

v
1.2 

channel (B) expression along optic nerve axons in EAE. These 
diffuse zones of sodium channel expression can extend for tens 
of microns. Scale bar 10 µm. Reproduced, with permission, from 
Craner et al. (2003).
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(36%)); in contrast, less than 2 percent of β-APP-positive 
axons were observed to express only Na

v
1.2 channels.  Triple-

labeling immunohistochemistry showed coexpression of 
Na

v
1.6 channels and the Na+–Ca2+ exchanger within 74 per-

cent of β-APP-positive axons, in contrast to only 4 percent 
of β-APP-negative axons that exhibited such coexpression 
(see Figure 22.4). These results suggest that colocalization 
of Na

v
1.6 channels and the Na+–Ca2+ exchanger may to be 

associated with axonal injury in EAE.

XI. Axonal Sodium Channels in MS

Brain tissue is now rarely biopsied in patients with MS or 
with suspected MS (due, in part, to availability of imaging meth-
ods such as MRI, which have made diagnosis more straightfor-
ward), and the time lag between death and removal of tissue for 

postmortem study, which is usually at least hours, results in 
degradation of channel proteins and mRNA and thus limits the 
utility of molecular analysis. Lesion-to-lesion differences, both 
between patients and within patients, further complicate analy-
sis (Lassmann, 2005). Nevertheless, some clues have been pro-
vided by a postmortem analysis (Craner et al., 2004a) of spinal 
cord and optic nerve from patients who died with a diagnosis 
of disabling secondary progressive MS.

Analysis of this tissue suggests a pattern of Na+ channel 
expression within acute MS lesions that is similar to the pattern 
seen in EAE (Craner et al., 2004a). Control white matter, from 
patients with no neurological disease, displayed abundant myelin 
basic protein (MBP; a marker for myelin) and the expected 
focal pattern of expression of Na

v
1.6 at nodes of Ranvier. In 

contrast, acute MS plaques (which could be identified on the 
basis of attenuated MBP immunostaining, evidence of inflam-
mation and recent phagocytosis of myelin) displayed Na

v
1.6 and 

Na
v
1.2 along extensive regions, often running tens of microns, 

along demyelinated axons (see  Figure 22.5).  Demyelinated 
axonal regions expressing Na

v
1.6 or Na

v
1.2 in some cases were 

bounded by damaged myelin (see Figure 22.5E, F) or Caspr 
(see Figure 22.5G, H), a constituent of the paranodal apparatus 
(Bhat et al., 2001; Einheber et al., 1997), confirming the iden-
tity of these profiles as demyelinated axons.

Within the lesions examined, almost all β-APP-immu-
nopositive axons showed extensive regions of Na

v
1.6 

 expression, whereas few β-APP-immunopositive axons 
expressed Na

v
1.2 (Craner et al., 2004a). As shown in Figure 

22.6, Na
v
1.6 channels and the Na+–Ca2+ exchanger tended to 

be colocalized within β-APP-positive axons within these MS 
lesions. Na

v
1.2 channels and the Na+–Ca2+ exchanger tended 

to be expressed, in contrast, in β-APP-negative axons. Thus, 
in these acute MS lesions, there was an association between 
coexpressions of Na

v
1.6 and the Na+–Ca2+ exchanger and 

axonal injury.

XII. Nav1.2 Channels in Demyelinated 
Axons: Functional Role

The diffuse distribution of Na
v
1.2 channels for tens of 

microns along demyelinated but apparently uninjured axons 
in EAE and MS is similar to the continuous pattern of dis-
tribution of Na

v
1.2 channels along premyelinated (Boiko et 

al., 2001) and nonmyelinated CNS axons (Boiko et al., 2003 
Gong et al., 1999; Westenbroek et al., 1989; Whitaker et al., 
2000). Action potential conduction is known to occur along 
premyelinated axons well in advance of myelination (Foster 
et al., 1982), and is presumably supported by these channels.

Na
v
1.2 channels differ from Na

v
1.6 channels in terms of a 

number of physiological parameters, including activation and 
availability (steady-state inactivation) that are more depolarized 
(Rush et al., 2005). However, Na

v
1.2 channels show greater 

accumulation of inactivation at high frequencies (20–100 Hz) 

5 µm

A

B

C

Figure 22.4 Coexpression of Na
v
1.6 channels (B) and the 

Na+–Ca2+ exchanger (C) in degenerating spinal cord axons in EAE. 
β-APP is a marker of axonal injury (A). Modified, with permission, 
from Craner et al. (2004b).
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compared to Na
v
1.6. The persistent current produced by Na

v
1.2 

channels is smaller than for Na
v
1.6 channels, and the activa-

tion and availability characteristics of Na
v
1.2 predict a smaller 

“window” current than produced by Na
v
1.6 (Rush et al., 2005). 

These physiological characteristics suggest that Na
v
1.2 chan-

nels might play an adaptive role along demyelinated axons, sup-
porting the conduction of action potentials after demyelination, 
at least at lower frequencies, while limiting the degree of sus-
tained Na+ influx. Nonetheless, it is possible that the expression 
of Na

v
1.2 along demyelinated axons may contribute to some 

clinical deficits. Inactivation, including closed-state inactiva-
tion, has a slow onset in Na

v
1.2 channels (Rush et al., 2005), 

and this would be expected to increase the sensitivity of these 
channels to slow depolarizations (Cummins et al., 1998), a fac-
tor that might contribute to ectopic firing or unstable patterns 
of firing after demyelination that could produce paraesthesia or 
similar phenomena (see Baker, 2005; Kapoor et al., 1997).

XIII. Nav1.6 Channels in Demyelinated 
Axons: Functional Role

Direct comparison of Na
v
1.6 and Na

v
1.2 (Rush et al., 

2005) shows that Na
v
1.6 channels produce a larger persistent 

current than Na
v
1.2 channels throughout the potential domain 

between 0 and −80 mV. The biophysical properties of Na
v
1.6 

channels predict a persistent “window” current that can carry 
sodium inward between −65 and −40 mV suggesting that, in 
axons that are depolarized after injury, Na

v
1.6 channels can 

drive reverse Na/Ca exchange even in the absence of action 
potential activity. Moreover, there is recent evidence suggest-
ing that persistent current through Na

v
1.6 channels might be 

further increased by secondary proteolytic injury to the chan-
nel itself, particularly to its inactivation mechanism, triggered 
by the rise in intra-axonal Ca2+ levels early in the course of 
injury, introducing a feed-forward process that would fur-
ther increase Na

v
1.6 channel current amplitude (Iwata et al., 

2004). Whether this occurs in MS is not yet clear.
The physiological and immunolocalization results sup-

port the proposal that Na
v
1.6 channels, when coexpressed 

with the Na+–Ca2+ exchanger along demyelinated axons, can 
contribute to axonal injury as shown in Figure 22.2. Consis-
tent with this proposal, it is known that dysmyelinated CNS 
axons express Na

v
1.2 channels rather than Na

v
1.6 channels 

(Boiko et al., 2001; Westenbroek et al., 1989), and it also 
has been shown that dysmyelinated axons are significantly 
less sensitive than myelinated axons (which express Na

v
1.6 

at their nodes) to injury triggered by activity of Na+ channels 
(Waxman et al., 1990).

It is possible that some axons may degenerate in MS 
without becoming demyelinated. DeLuca et al. (2006) found 
only a poor correlation between plaque load and axonal 
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Figure 22.5 Changes in Na
v
1.6 and Na

v
1.2 channel expression along demyelinated axons within active lesions 

from patients with disabling secondary progressive MS. Na
v
1.6 (A) and Na

v
1.2 (C) are present along extensive 

regions of denerated axons, which also express neurofilament protein (B,D). Panels (E) and (F) show edges of active 
MS lesions within spinal cord, with residual damaged myelin (green) next to extensive regions of diffuse expression 
of Na

v
1.6 channels (E) (red) and Na

v
1.2 channels (F) (red). In some  cases extensive regions of Na

v
1.6 (red, panel 

G) or Na
v
1.2 channels (red, panel H) are bounded by Caspr (green), without overlap, consistent with the expression 

of Na
v
1.6 and Na

v
1.2 channels within the demyelinated axon membrane. Abbreviation: MBP, myelin basic protein. 

From Craner et al. (2004a).
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loss in postmortem MS tissue, and interpret their results as 
 suggesting that demyelination may not be a primary determi-
nant of axonal degeneration. Steffensen et al. (1997) showed 
that the Na+–Ca2+ exchanger is present at nodes of Ranvier, 
where Na

v
1.6 channels are present. If the compromise of ATP 

supply described by Dutta et al. (2006) occurs in axons (or 
regions of axons) that are not demyelinated in MS, it could 
predispose axons with intact myelin to degeneration.

XIV. Sodium Channels in Microglia 
and Macrophages

Although most research to date has focused on the roles 
of sodium channels within the intraneuronal cascade that 

leads to  axonal degeneration in MS, recent evidence sug-
gests that members of this family of channels may also con-
tribute to axonal degeneration via a second mechanism, by 
regulating the activity of microglia and macrophages, which 
in turn can injure axons (Craner et al., 2005). The associa-
tion between microglia and macrophages and degenerating 
axons in MS has been well established (Furguson et al., 
1997; Kornek et al., 2000; Trapp et al., 1998). These inflam-
matory cells appear to injure axons by multiple mechanisms 
that include phagocytosis (Li et al., 1996), induction of pro-
liferation of CD4+ T-cells (Cash & Rott, 1994), production 
of pro-inflammatory cytokines (Renno et al., 1995) and 
NO (deGroot et al., 1997; Hooper et al., 1997), and anti-
gen presentation (Matsumoto et al., 1992). The presence of 
voltage-gated sodium channels within microglia was dem-
onstrated in early patch clamp studies (Korotzer & Cotman, 
1992; Norenberg et al., 1994).

Craner et al. (2005) recently used immunocytochemical 
methods to show that, indeed, Na

v
1.6 sodium channels are 

present in microglia (see Figure 22.7). They observed up-reg-
ulation of Na

v
1.6 that was associated with microglial activa-

tion in EAE (see Figure 22.7A). Supporting the hypothesis 
that sodium channels might play a role in microglial activa-
tion, Craner et al. (2005) observed that block of sodium chan-
nels in cultured microglia with tetrodotoxin (TTX) results in a 
40 percent reduction in phagocytic activity of these cells (see 
Figure 22.8A, B), and noted that administration of phenytoin 
to rats with EAE results in a 75 percent decrease in the num-
ber of inflammatory cells (see Figure 22.8C, D). Craner et al. 
(2005) also observed that activation of microglia from med 
mice (which lack functional Na

v
1.6 channels) is decreased 

compared to wild-type mice in which Na
v
1.6 is present, and 

showed that the suppressing effect of TTX on microglial acti-
vation is not present in med mice.

Extending these observations to human MS tissue, Craner 
et al. also demonstrated an up-regulation of Na

v
1.6  expression 

within macrophages and microglia in acute MS lesions, with 
a 1.6-fold increase in Na

v
1.6 immunosignal in resting, and a 

four-fold increase within activated microglia, compared to 
microglia (almost all of which have resting characteristics) 
in control patients without neurological disease (see Figure 
22.7B, C).

Further studies are examining the mechanism by which 
Na

v
1.6 channels (and possibly other sodium channel iso-

forms) participate in the function of microglia and macro-
phages. Irrespective of the full repertoire of sodium channel 
isoforms involved in the function of these cells and the intra-
cellular mechanisms that mediate the activity of these chan-
nels, the available observations suggest that, in addition to 
a neuroprotective effect that acts directly on axons, sodium 
channel blockade may have a direct effect on some immune 
cells, and might possibly attenuate axonal injury in MS and 
its animal models via a second, parallel mechanism that 
 limits inflammatory activity.
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5 µm

Figure 22.6 The Na+–Ca2+ exchanger and Nav1.6 channels are coex-
pressed within injured (β-APP-positive) axons in MS. Axons within MS 
spinal cord white matter immunostained for (A) Nav1.6 (red), (B) the Na+/
Ca2+ exchanger (green), and (C) β-APP (blue). From Craner et al. (2004a).
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Figure 22.7 Sodium channels are present within, and contribute to microglia/macrophage activation and function, in EAE and 
MS. A. Sections stained for CD45 (a), OX-42 (b), and Na

v
1.6 (c) from spinal cord from a mouse with EAE. Na

v
1.6 is present within 

OX-42-, and CD45-positive inflammatory cells. B. Up-regulation of Na
v
1.6 protein in activated microglia and macrophages within acute 

MS lesions. Microglia and macrophages were identified by staining with biotinylated RCA-1 (blue) and anti-CD45 (green) immunostain-
ing. Within control tissue, microglia demonstrate a resting morphology (left) with small cell bodies and thin, branched processes, and 
only very low levels of expression of Na

v
1.6 protein (red). Activated microglia within white matter, at the edges of acute MS lesions, 

display changes in morphology into a rounded, ameboid shape associated with activated, phagocytic phenotype. Transformation to an 
activated phenotype is associated with an up-regulation of Na

v
1.6 protein (red). Right column: Macrophage in an active MS plaque show-

ing rounded morphology and robust immunostaining for RCA-1, CD45, and Na
v
1.6 protein. C. Histogram demonstrating progressive 

up-regulation of Na
v
1.6 protein with activation of microglia and macrophages in acute MS lesions, compared with resting microglia in 

controls with no neurological disease. *p < 0.001.

XV. From Neurodegeneration 
to Neuroprotection?

On the basis of these results, nonspecific sodium chan-
nel blockers or isoform-specific blockers of Na

v
1.6 channels 

(or, preferably, of the persistent component of the current 
produced by Na

v
1.6 channels) would be predicted to be pro-

tective in MS, acting directly on axons to prevent  axonal 
degeneration, or attenuating activation of, and phagocytosis 
by, microglia and macrophages. Subtype-specific blockers 
are not yet available, but neuroprotective effects of the non-
specific Na+ channel blockers phenytoin (Lo et al., 2003) and 
flecainide (Bechtold et al., 2004) have been demonstrated 

in EAE, where these agents reduce the degree of  axonal 
 degeneration (see Figure 22.9). Lo et al., (2003) showed 
that phenytoin reduces the loss of dorsal corticospinal 
axon from 63 to 25 percent, and of cuneate fasciculus axons 
from 43 to 17 percent after 28 days of EAE (Lo et al., 2003). 
Electrophysiological recordings demonstrate that axonal con-
duction is maintained in a significant number of the surviving 
axons after treatment with these drugs (see Figure 22.9B, C). 
Importantly, treatment with these sodium channel blockers 
improves clinical outcome (see Figure 22.9D). Similar results 
were reported by Bechtold et al. (2004) in a study employing 
flecainide. Although these initial studies demonstrated pro-
tection of axons and improved clinical status for animals fol-
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lowed for 28 to 30 days with MS, a more recent study (Black 
et al., 2006b) has shown that the protective effect and clinical 
improvement persist in mice with monophasic EAE treated 
continuously with phenytoin for as long as 180 days, and in 
mice with chronic-relapsing EAE treated with phenytoin fol-

lowed for 120 days; that is, for a length of time that is a sub-
stantial portion of the mouse lifespan.

Whether these sodium channel blockers exert their pro-
tective effect via a direct action on axons, or via an action 
on immune cells such as microglia or macrophages, or via 

Figure 22.8 A. Activation and phagocytic function of microglia/macrophages are 
attenuated by sodium channel blockade. (a) Administration of TTX (b) to lipopolysac-
charide (LPS) – stimulated microglia in vitro reduces phagocytotic function, indicated by 
decreased number of latex particles phagocytized per cell compared to cells not treated 
with TTX (a). B. Particle counts demonstrating significant reduction in the degree of 
phagocytosis after treatment with TTX. C. Phenytoin reduces inflammatory infiltrate 
in EAE. a, b, and c show control, untreated EAE, and phenytoin-treated EAE spinal 
cord immunostained for anti-CD45 (green) and anti-OX42 (blue). Phenytoin results in 
a marked reduction in inflammatory infiltrate. D. Histogram showing number of CD45 
and/or OX42 immunopositive cells per 9×104 µm2. There is a significant increase in the 
number of immune cells in EAE. The number of immune cells in EAE is reduced by 
treatment with phenytoin. *,P< 0.005. From Craner et al. (2005).
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both mechanisms is not yet definitively known. On the basis 
of the protective effect of flecainide on neurological symp-
toms early in the course of EAE (10–13 days post- disease 
induction), Bechtold et al. (2004) suggested an immu-
nomodulatory action. Craner et al. (2005), as discussed 
 earlier, observed that treatment with phenytoin ameliorates 
the inflammatory cell infiltrate in EAE by 75 percent, and 
observed that TTX reduces the phagocytic function of acti-
vated microglia by 40 percent. Yet sodium channel blockers 
are also protective in vitro, in assays in which white mat-
ter axons are subjected to injury under conditions where 

inflammatory or immune processes are minimized (Stys 
et al., 1992a,b; Fern et al., 1993). In these models the 
sodium channel blockers must be acting on neural cells. 
Thus it appears likely that sodium channels blockers pre-
vent axonal degeneration via a dual mechanism, involving 
both a direct action on axons and an immunomodulatory 
action on microglia and/or macrophages.

Whether Na
v
1.6 channel-specific blockade, or nonspe-

cific Na+ channel blockade, will be useful clinically as a 
neuroprotective strategy in MS remains to be determined. 
Clinical trials of sodium channel blocking agents in MS are 

Figure 22.9 Phenytoin, orally administered at doses that achieve levels in the human therapeutic range, protects axons, preserves axonal 
conduction, and results in improved neurological function in mice with EAE. A, left: Cross-sections through the mid-cervical dorsal corticospinal 
tract stained for neurofilaments, showing increase in the number of surviving axons in phenytoin-treated EAE. A, right: Quantification of dor-
sal corticospinal tract axons in control mice, untreated EAE, and phenytoin-treated EAE (axon numbers/500 µm2) showing protective effect of 
phenytoin. B. Superimposed supramaximal compound action potentials (CAP) from representative phenytoin-treated control, untreated EAE, and 
phenytoin-treated EAE. Arrow = stimulus artifact. The CAP is highly attenuated in untreated EAE, and is partially restored in phenytoin-treated 
EAE. C. Average supramaximal CAP area in phenytoin-treated control, untreated EAE, and phenytoin-treated EAE (*p < 0.05, phenytoin-treated 
EAE compared with untreated EAE. D. Phenytoin treatment improves neurological status in EAE. Clinical scores (0–6 scale, with 0 = normal; 
6 = death) showing improved neurological function in EAE as a result of treatment with phenytoin. Oral administration of phenytoin was started on 
day 10, as indicated by the horizontal bar. From Lo et al. (2003).
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now being planned by some investigators, although others 
are carrying out additional animal studies prior to making a 
go–no-go decision about clinical trials.

Although this chapter has focused primarily on sodium chan-
nels, it is possible that elements within the intra-axonal energy 
chain may also represent tractable therapeutic targets in MS. 
Strategies for energy repletion within injured neurons might, 
for example, prove to be efficacious. Alternatively, mitochon-
drial molecules, or the injurious processes (such as production 
of NO that damages them), might be targeted. Development of 
therapeutic approaches of this type might benefit from prior 
attempts within the neurological community to target energy 
depletion in disorders such as Parkinson disease.

Even if sodium channel blockers do not prove to be effec-
tive in halting or slowing clinical progression in MS, or 
if they are shown to have a mechanism of action that oper-
ates on immune cells as well as neurons, the preclinical data 
provide proof-of-principle that suggests that, by targeting 
neuronal molecules, it may be possible to prevent or slow 
neuronal degeneration in ways that may be relevant to MS. 
In this regard, sodium channels can be viewed, at a minimum, 
as providing a prototype family of target molecules, since 
other neuronal molecules—some of which are involved in 
degenerative processes—are also amenable to pharmaco-
logic manipulation. Hopefully we will learn in the relatively 
near future whether neurodegeneration in MS can be abated 
via drugs that act directly on neurons.
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I. Introduction

Seizures may be defined in several ways, but the definition 
put forth by Hughlings Jackson in 1870 of “an occasional, 
an excessive, and a disorderly discharge of cerebral nervous 
tissue on muscles,” remains an accurate description (Jackson, 
1931). Modern neuroscience has demonstrated that seizures 
are the result of abnormal, synchronized paroxysms of electri-
cal activity in a population of neurons (an epileptogenic focus) 
that are able to rapidly recruit other parts of the brain to share 
in its rhythmic, self-sustaining electrical discharge. The clini-
cal manifestations of seizures are varied. Seizures often spread 
to involve much of the brain, producing loss of consciousness 
and convulsions, the generalized tonic-clonic seizure most 

familiar to the laity. Seizures may also remain highly local-
ized, or focal, producing only abnormal sensations or motor 
activity in a single limb depending on the neuroanatomical 
substrate generating the epileptiform electrical activity.

Epilepsy, the condition of recurrent unprovoked seizures, 
is among the most common neurologic disorders with a prev-
alence of 0.5 to 1 percent (Theodore et al., 2006). Epilepsy 
occurs in idiopathic forms, as a result of congenital abnor-
malities in brain development (fetal stroke, cortical malfor-
mations, neuronal migration disorders), genetic alterations in 
brain metabolism, or excitability proteins (see Chapter 24), 
and from insults that derange the anatomy and physiology 
of a previously normal brain. Acquired, localization-related 
epilepsies, are the most common epilepsy syndromes with 
temporal lobe epilepsy comprising the majority (Zarelli et al., 
1997). Not only is temporal lobe epilepsy (TLE) the most 
common seizure  disorder in adults, it is often refractory to 
medical therapy.

The cellular and molecular underpinnings of acquired 
 epilepsy, the study of which lends itself to experimental 
models, are becoming increasingly well-understood. A large 
literature exists describing changes in growth factor expres-
sion, cellular connectivity, ligand- and voltage-gated ion 
channel properties and expression, neurotransmitter trans-
porters, and ionic homeostasis that occur in human epilepsy, 
and following experimental manipulations known to produce 
seizures. In this chapter we will review the diverse molecu-
lar and  cellular changes that accompany acquired epilepsies, 

▼ ▼
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with particular focus on temporal lobe epilepsy as a proto-
type. Table 23.1 lists the causes of acquired epilepsy.

A. Experimental Models

Much of what is known regarding the cellular and molecu-
lar basis of epileptogenesis has been learned from animal mod-
els (see Table 23.2). As enumerated by other authors (White, 
2002), an appropriate animal model of epileptogenesis should 
share characteristics with human epilepsy, including

▲ Similar pathology
▲ A latent period following initial insult
▲ Chronic hyperexcitability
▲ Spontaneous seizures

Manipulations that produce prolonged seizures (status 
epilepticus) in experimental animals have proven to satisfy 
all these criteria. Intraperitoneal injection of pilocarpine or 
kainic acid frequently are employed to induce status epi-
lepticus in experimental animals. Direct electrical stimula-
tion has been used to trigger status epilepticus, and animals 
treated thus likewise develop spontaneous seizures. Kindling 
is another model of epileptogenesis involving subthreshold 
electrical stimulation; repeated stimuli on consecutive days 
leads to incremental neuronal responses until a previously 
subthreshold stimulus will reliably produce seizures reflect-
ing plastic changes leading to chronic hyperexcitability.

Traumatic head injury is an important cause of acquired 
epilepsy that has been studied in several manners: chronic 
isolated cortex, focal iron-induced epilepsy, and fluid per-
cussion injury. Chronic isolated cortex, produced by lesions 

of underlying white matter, recapitulates the diffuse axonal 
injury and cavitation seen in human injury and leads to hyper-
excitable cortex (Li & Prince, 2002). The risk of epilepsy is 
increased significantly with injuries accompanied by intra-
cerebral hemorrhage, and the effects of blood products has 
been studied using direct injection of iron chloride (Wilmore 
et al., 1978). Fluid percussion to the dura of experimental 
animals produces typical pathologic changes and chronic 
hyperexcitability but usually does not cause spontaneous 
seizures (Santhakumar et al., 2001).

Additional models of acquired epilepsy are based on the 
introduction of a focal cortical lesion and include the freeze-
lesion, alumina gel lesion models, and cerebral hypoxia/
ischemia. In vitro models of epileptiform activity involve 
exogenous treatments that increase neuronal excitability. 
Although these in vitro treatments do not strictly relate to the 
acquired epilepsies, they highlight mechanisms contributing 
to hyperexcitability and include GABA

A
 receptor blockade 

(bicuculline, penicillin), potassium channel inhibition with 
4-aminopyridine (4-AP), elevated extracellular potassium, 
and zero magnesium-containing solutions.

II. Temporal Lobe Epilepsy

Temporal lobe epilepsy (TLE) usually is manifested 
clinically by complex-partial seizures, and pathologically 
by mesial temporal sclerosis. Mesial temporal sclerosis is 
characterized by hippocampal atrophy with neuronal loss 
and reactive gliosis, and often is detectable clinically with 
modern MRI neuroimaging. Reactive gliosis, as will be 
discussed further in this chapter, is a feature common to 
many acquired epilepsies. The neuronal loss, hippocampal 
atrophy, and gliosis seen in TLE likely result from and con-
tribute to the seizures in this condition. The development of 
TLE is believed to result from an initial precipitating insult 
to the brain that, either due to its severity or occurrence dur-
ing a susceptible developmental state, leads to progressive 
molecular and cellular changes favoring hyperexcitability 
and seizures (Mathern et al., 1995). Initial precipitating 
injury of the central nervous system is more likely to lat-
er produce TLE when the insult occurs between ages 1 and 
5 years (Marks et al., 1992, 1995; Sagar & Oxbury, 1987). 
Types of injury associated with later development of TLE 
include status  epilepticus, febrile seizures, head trauma, 
and CNS infections. Status epilepticus, the condition of 
prolonged or repetitive seizures without interval recov-
ery, is an ominous presentation of a first seizure and often 
predicts development of epilepsy. Febrile seizures deserve 
special comment; 53 percent of patients with epilepsy and 
mesial temporal sclerosis have a history of febrile seizures 
(French et al., 1993) and patients with complex febrile sei-
zures (focal onset, multiple seizures, prolonged seizures) 

Table 23.2 Experimental Models 
of Acquired Epilepsy

Status epilepticus Kainic acid
 Pilocarpine
 Electrical stimulation
Traumatic injury Fluid percussion injury
 Cortical undercut
 Alumina gel lesion
 Freeze lesion
 Ferric chloride injection
Kindling model Repeated, subthreshold electrical 
  stimulation
Hypoxic-Ischemic brain injury Carotid artery occlusion
 Hypoxia
Febrile seizures Hyperthermia

Table 23.1 Etiologies of Acquired Epilepsy

Status epilepticus Autoimmune/Inflammatory disease
Ischemic stroke Neoplasm
Hemorrhagic stroke Infection
Trauma/Intracranial hemorrhage Febrile seizure
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have increased risk of developing  epilepsy (Annegers et al., 
1987).

A prominent feature of temporal lobe epilepsy, and all 
acquired epilepsies, is a latency of months to years between 
the initial insult and the development of spontaneous sei-
zures, the so-called “silent period.” Although some recent 
work suggests that epileptiform activity is not truly silent 
during this interval, it is during this period of relative qui-
escence that deleterious changes in cellular organization/
connectivity and molecular expression develop to the point 
of overt spontaneous seizure generation. Experimental and 
clinical evidence suggests that “seizures beget seizures,” 
implying a continued pattern of injury and reinforcement 
of the maladaptive processes producing the epileptic con-
dition (Elwes et al., 1988; Shorvon & Reynolds, 1982; but 
see Berg & Shinnar, 1997). The pioneering British neurol-
ogist Gowers appreciated this in 1881, “The tendency of 
the disease is toward self-perpetuation; each attack facili-
tates the occurrence of another by increasing the instabil-
ity of the nerve elements” (Gowers, 1881). Thus, TLE may 
be viewed as an acquired disease resulting from a myriad 
of insults, the development of which is time-dependent, 
dependent on genetic susceptibility, the developmental 
state at the time of insult, and the character of the injury 
(see Figure 23.1).

A. Changes in Gene Expression

It is self-evident that the development of durable changes 
in brain leading to an epileptic state will be governed by 
changes in gene expression. Of particular interest are those 
genes activated by seizure activity that are predicted to 

produce ongoing regulation of other genes directly related 
to excitability, including ion channels, neurotransmitter 
receptors, synaptic structural proteins, and neurotransmit-
ter transporters. These are now well-described. The cellular 
immediate-early genes c-fos and c-jun, transcription fac-
tors that regulate expression of delayed-response genes, 
are activated in the hippocampus of rats following seizure 
induction with kainic acid, pilocarpine, electrical stimula-
tion, or hilus lesion (Elliott & Gall, 2000; Labiner et al., 
1993; Murray et al., 1998; Scharfman et al., 2002; Smeyne 
et al., 1993). Following seizures the most prominent c-fos 
activation is seen in the dentate gyrus of hippocampus, the 
locus of many epileptogenic cellular and molecular events 
(White & Gall, 1987). The activation of immediate early 
gene transcription factors following seizures have differ-
ent temporal sequences in different parts of the brain and 
even within different cell types in a given brain region. 
For example, c-fos expression occurs within minutes of 
spontaneous seizures in dentate granule cells whereas c-
fos activation in interneurons of dentate gyrus is delayed 
several hours, peaking at a time when c-fos immunolabel-
ling of granule cells has returned to baseline levels (Peng & 
Houser, 2005) (see Figure 23.2).

The stimulus-transcription coupling mediated by c-
fos following seizures, and other immediate early genes, 
is  followed by increased expression of growth factors. 
Among the first growth factors identified to be induced by 
seizure activity was nerve growth factor (NGF); enhanced 
expression of NGF mRNA was seen in limbic structures 
including hippocampus within one hour of seizure activity 
(Gall & Isackson, 1989). Further work has identified increases 
in neurotrophins (NT-3), vascular endothelial growth factor 
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(VEGF), fibroblast growth factor (FGF), and brain-derived 
neurotrophic factor (BDNF) in several models of epilepto-
genesis (Gall, 1993b) (see Figure 23.3A). BDNF is of par-
ticular interest. BDNF protein is increased within 10 h of 
seizures and exogenous BDNF has been shown to increase 
synapse number of CA1 neurons, increase neurotransmitter 
release probability, facilitate the induction of synaptic long 
term potentiation, and can directly activate sodium currents 
(Binder et al., 2001; Gall, 1993a;  Kafitz et al., 1999; Kramar 
et al., 2004; Tyler & Pozzo-Miller, 2001, 2003). Most impor-
tantly, antagonism of BDNF’s action on its cognate recep-
tor trkB delays the development of hyperexcitability in the 

 kindling model, demonstrating a role for BDNF in epilepto-
genesis (Binder et  al., 1999) (see Figure 23.3B).

The increase in immediate-early gene and growth  factor 
expression following seizures likely influences multiple 
 signal transduction pathways within neurons, leading to 
maladaptive modulation of excitability proteins in addi-
tion to altering expression of single genes. Microarray 
gene chips have been applied to study changes in gene 
expression  following experimental  status epilepticus. One 
group identified increased expression of 40 genes, many 
of which are related to signal transduction (Hunsberger 
et al., 2005). The microarray  profiles of rat dentate gyrus 

Figure 23.2 Seizure-induced changes in gene expression. A. Expression of the cellular immediate early gene c-Fos is transiently 
increased following spontaneous seizures in pilocarpine-treated rat hippocampus, most prominently in dentate gyrus granule cell layer. 
B. Time course of c-fos expression differs between granule cells and interneurons in dentate gyrus. Parvalbumin-stained interneurons 
(green) do not label for c-fos (red) 30 minutes after spontaneous seizures, a time when robust labeling is seen in granule cells. In contrast, 
at 2h after spontaneous seizures interneurons are double-labeled for both parvalbumin and c-fos, and granule cells have lost their c-fos 
immunoreactivity (Peng & Houser, 2005).
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during  development and epileptogenesis identify 600 regu-
lated genes, 37 of which are common to both processes and 
notable for downregulation of hippocalcin (a neuronal cal-
cium- sensor protein) and GABA

A
 receptor delta subunits 

(Elliott et al., 2003). Both proconvulsant/neurotoxic (e.g., 
substance P) and anticonvulsant/neuroprotective (e.g., neu-
ropeptide Y) peptides are increased in hippocampi of kai-
nate-treated rats (Wilson et al., 2005). Additionally, the 
changes in expression of some genes after seizures is age-
dependent (Wilson et al., 2005).

The precise role, relative contributions, and interactions 
of this host of seizure-activated genes to the development 
of epilepsy remains to be shown but it is expected that they 
influence the expression and modulation of genes and pro-
teins contributing to hyperexcitability and the epileptic 
state. The consequences of changes in the expression of ion 
channels, neurotransmitter receptors, and neurotransmitter 
transporters in human and experimental epilepsy will be 
 discussed later.

B. Cellular Morphology, Synaptogenesis, 
and Neurogenesis

Requisite for the generation of epileptiform discharges 
and seizures is synchronous activation of populations of 
neurons. This implies structural and functional reorganiza-
tion of neuronal connectivity in the development of epilepsy. 
In TLE dramatic structural and cellular changes occur in the 
hippocampus. These include neuronal loss, seen most promi-
nently in the dentate gyrus and in area CA1, profound mossy 
fiber sprouting, and neurogenesis. Mossy fibers are the glu-
tamatergic, efferent axons of dentate granule cells projecting 
to pyramidal neurons in area CA3. Mossy fibers collateral-
ize to inhibitory interneurons within the dentate hilus and 
in CA3 as well as “mossy cells,” the glutamatergic inter-
neurons in dentate gyrus (see Figure 23.4A) (Scharfman, 
2002). This arrangement allows both feedback- and feed-
forward-inhibition of dentate granule cell output (Lawrence 
& McBain 2003). During epileptogenesis there is robust 
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kindled state. Human IgG and antibodies against trkA and trkC receptors did not block kindling (Binder et al., 1999).
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sprouting of mossy fibers, these sprouted mossy fibers result 
in increased connectivity to CA3 pyramidal cells as well as 
recurrent excitatory inputs to granule cells themselves (Shao 
& Dudek, 2005; Wuarin & Dudek, 1996). The high Zn2+ 
content and neuropeptide Y expression of mossy fibers has 

allowed investigators to visualize changes in mossy fiber 
distribution with the Timm stain or immunohistochemistry 
(see Figure 23.4B).

Figure 23.4C, D illustrates the development of prominent 
mossy fiber sprouting within the molecular layer and hilus 
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ropeptide Y, a peptide primarily expressed in mossy fibers. The dark staining seen in the hilus, area CA3, and the inner molecular 
layer (arrows) reflects mossy fiber sprouting. C, D. Left-hand panels show Timm-stained rat hippocampus of control animals 
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epileptiform activity recorded extracellularly (bottom panel). (Panels A, B from Scharfman, 2002; panels C, D from Wuarin and 
Dudek, 1998).
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of dentate gyrus after pilocarpine-induced status epilepticus 
detected with Timm stain. At earlier times following status 
epilepticus, when no mossy fiber sprouting is seen, anti-
dromic stimulation of dentate granule cells in the presence of 
elevated potassium evokes single population spikes recorded 
extracellularly (see Figure 23.4C1–C2). In contrast, intracel-
lular recording from dentate granule cells four to 13 months 
after status epilepticus demonstrates epileptiform paroxysmal 
depolarizing shifts with bursts of action potentials and spon-
taneous after-discharges in response to antidromic stimulation 
(see Figure 23.4D) (Wuarin & Dudek, 1996). Mossy fiber 
sprouting is seen in human TLE and has been described in 
pilocarpine- and kainate-treated animals (status epilepticus 
model), kindling model, hypoxic-ischemic injury, and after 
experimental febrile seizures (Bender et al., 2003a; Cronin 
et al., 1992; Mathern et al., 1996; Watanabe et al., 1996; 
 Williams et al., 2004). These changes, particularly the forma-
tion of recurrent collaterals, are well-suited to contribute to 
synaptically driven, synchronous, and rhythmic neuronal acti-
vation. The observations that epileptic dentate granule cells 
form monosynaptic excitatory connections, have increased 
dendritic spine densities, and form “basal” dendrites that 
receive mossy fiber input highlight the excitatory influence 
provided by mossy fiber sprouting (Isokawa, 2000; Ribak 
et al., 2000; Scharfman et al., 2003; Shao & Dudek, 2005).

Although fewer interneurons than granule cells receive 
input from sprouted mossy fibers, mossy fiber collateraliza-
tion to interneurons is predicted to increase feedback inhibi-
tion of granule cells, a situation that could limit recurrent 
excitation of granule cells (Buckmaster et al., 2002). Indeed, 
hyperinhibition of granule cells, assessed by paired-pulse 
suppression of granule cell responses during perforant path 
stimulation, is seen to develop in behaving, chronically epi-
leptic rats with a time course paralleling the development 
of mossy fiber sprouting (Harvey & Sloviter, 2005; Sloviter 
et al., 2006). Granule cell hyperinhibition can be overcome 
during seizures that originate elsewhere. The issue of gran-
ule cell inhibition is made more complex by the preferential 
death of some interneurons, including “mossy cells.” Mossy 
cells provide excitatory afferents to basket cells, inhibitory 
neurons that innervate the soma of principal cells. The “dor-
mant basket cell hypothesis” put forth by Sloviter indicts 
mossy cell death and impaired activation of surviving bas-
ket cells as a cause of disinhibition in some epilepsy models 
(Sloviter, 1987, 1991). The pattern of epileptiform activity 
during status epilepticus, and of the resultant cellular injury, 
likely contributes to the degree of inhibition of granule cells 
seen; interneuron death and granule cell disinhibition was 
observed only in kainate-treated animals that experienced 
continuous granule cell discharges during status (Sloviter 
et al., 2003).

In the past decade the work of many investigators has 
demonstrated de novo neurogenesis in adult brain, most 
notably in the dentate gyrus. Neurogenesis is increased 
in experimental and human epilepsy (Parent et al., 2006). 

The primary afferents to granule cells normally arise from 
entorhinal cortex and enter the hippocampus in the perfo-
rant path. Newly born granule cells project mossy fibers to 
area CA3 and interact with other granule cells by receiving 
and producing recurrent collaterals. Seizures significantly 
influence the connectivity and behavior of newly born gran-
ule cells; seizures increase neurogenesis, enhance dendritic 
arborization within the molecular layer of dentate gyrus, and 
lead to functional integration of newly born granule cells 
into hippocampal circuits (Overstreet-Wadiche et al., 2006) 
(see Figure 23.5). Transgenic animals expressing green fluo-
rescent protein under the control of a cell cycle regulated 
gene (pro-opiomelanocortin) has allowed a priori identifica-
tion of newly born granule cells during electrophysiologic 
recording from brain slices.

These experiments demonstrate that only after seizures 
does perforant path stimulation activate AMPA- and NMDA-
mediated synaptic currents on newly born granule cells (see 
Figure 23.5C). Increased neurogenesis and functional integra-
tion of newly born granule cells is evident within 14 days of 
experimental status epilepticus. The perforant path innerva-
tion of newly born granule cells, coupled with the recurrent 
collaterals produced by mossy fiber sprouting, is a compelling 
mechanism to reinforce, amplify, and synchronize granule 
cell activity. Many of the newly formed dentate granule cells, 
although identical with respect to biophysical and biochemical 
properties, are located outside of the granule cell layer. These 
ectopic granule cells, found in the inner molecular layer and 
in the dentate hilus, receive mossy fiber and perforant path 
excitatory synaptic input and project to CA3 pyramidal cells 
as well as forming recurrent collaterals (Scharfman, 2002).

C. Neurotransmitter Systems—Glutamate

In normal brain there exists a balance between excitatory 
and inhibitory neurotransmitter systems, represented primar-
ily by glutamate and GABA, respectively, that keeps electri-
cal impulses in check to allow effective signaling and avoid 
excessive, self-perpetuating discharges (i.e., epileptiform 
discharges and seizures). Changes in hippocampal circuitry, 
as discussed earlier, is one manner by which the excitation-
inhibition balance is shifted toward excitation in TLE. Alter-
ations in neurotransmitter release, neurotransmitter removal, 
and neurotransmitter receptors that occur in TLE likewise 
are predicted to shift the balance toward excitation. Inter-
estingly, an emerging theme to the changes in neurotrans-
mitter receptor expression seen during epileptogenesis is a 
reversion to patterns seen in early development—a period of 
increased seizure susceptibility. Likewise, the development 
and reinforcement of hyperexcitability during epileptogen-
esis recapitulates and exploits many of the same mecha-
nisms in place for normal plasticity, especially activation 
of glutamate receptors (Scharfman, 2002). NMDA receptor 
antagonists abrogate the development of hyperexcitability in 
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kindled animals (Durmuller et al., 1994; McNamara et al., 
1988; Sutula et al., 1996).

Glutamate affects fast, excitatory neurotransmission via 
NMDA, AMPA, and kainate receptors at multiple hippocampal 
synapses; perforant path-dentate gyrus granule cell (DGGC) 
synapses, DGGC–CA3 pyramidal cell synapses, principal cell 
(DGGC and pyramidal cells)-interneuron synapses, and CA3-
CA1 synapses via the Schaffer collateral pathway. The excita-
tion mediated by these synapses can be enhanced by:

▲ Increasing their number
▲ Increasing the neurotransmitter release probability
▲ Increasing the receptor number per synapse
▲ Changing/modulating receptor properties
▲  Prolonging neurotransmitter duration of action/activa-

tion of extrasynaptic receptors

We have already discussed the increase in number of 
synapses and temporal summation of synaptic currents 

produced by mossy fiber sprouting and recurrent collat-
eralization. Transmitter release probability is increased 
in the entorhinal cortex and at perforant path-DGCC 
 synapses of pilocarpine-treated animals (Scimemi et 
al., 2006; Yang et al., 2006). In the entorhinal cortex this 
increase in transmitter release probability is mediated by 
presynaptic NR2B subunit-containing NMDA receptors 
(NMDA-R), a situation seen during development but nor-
mally lost in adult animals. In experimental and human epi-
lepsy, several investigators have identified an increase of 
slow, long-duration synaptic responses mediated by NMDA 
receptors and molecular experiments have demonstrated 
elevated levels of the NR2A and NR2B subunits (Behr 
et al., 2000; Isokawa & Levesque, 1991; Isokawa & Mello, 
1991; Kraus & McNamara, 1998; Kraus et al., 1994; Mathern 
et al., 1997;). Increased NMDA-R expression has the poten-
tial to induce plastic changes in synaptic strength and extend 
the period for temporal summation due to their relatively slow 

Figure 23.5 Seizures increase dentate gyrus granule cell neurogenesis, dendritic arborization, and formation 
of functional synaptic connections. A. Confocal fluorescent microscopy of dentate gyrus of transgenic animals 
expressing green-fluorescent protein (GFP) under the promoter of pro-opiomelanocortin (POMC), a cell-cycle 
regulated gene. Only newly born cells express GFP. Top panel shows increased numbers of newly born cells with 
robust dendritic arbors in the molecular layer and GFP+ processes (mossy fibers and basal dendrites) in the hilus 
14 days after seizures induced with kainate. In contrast, control animals (bottom panel) have relatively few newly 
born granule cells and sparse processes. B. Higher power view shows dendritic spines on newly born granule 
cells of kainate-treated animals but not in controls (right and left panels, respectively). C. Whole-cell patch clamp 
recordings from newly born granule cells during medial perforant path (MPP) stimulation. Medial perforant path 
stimulation demonstrates functional glutamatergic synapses with AMPA-R and NMDA-R mediated responses in 
newly born granule cells only from kainate-treated animals (Overstreet-Wadiche et al., 2006).
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deactivation and desensitization kinetics. Additionally, NMDA-
R  activation during high- frequency stimulation leads to 
transient reductions of GABA

A
-mediated inhibition, per-

haps via the Ca-dependent kinase calcineurin (Isokawa, 
1998; Sanchez et al., 2005).

Changes in AMPA receptor expression are seen follow-
ing seizures in hippocampus and other brain regions, again 
with a pattern reminiscent of development. Reduction of the 
GluR2-subunit is of special interest, AMPA receptors lack-
ing this subunit have increased single-channel conductance 
and calcium-permeability. The reduction of GluR2 mRNA 
and protein is demonstrable at 48 h and 96 h following sta-
tus epilepticus, respectively, and is persistent into adulthood 
accompanied by appreciable increases in calcium perme-
ability (Sanchez et al., 2001; Zhang et al., 2004a). Thus, the 
absence of GluR2-subunits has the capacity to reinforce sig-
nal transduction cascades initiated with the initial insult as 
well as confer chronic hyperexcitability.

In other animal studies GluR1- and GluR2-subunits were 
decreased and GluR3-subunits were increased. However, 
in epileptic human tissue an overall reduction in GluR2 
immunoreactivity was observed but this was increased in 
the molecular layer of dentate gyrus when normalized for 
degree of cell loss (Blumcke et al., 1996). The precise roles 
and relative contributions of AMPA-R subunit alterations to 
the production and maintenance of hyperexcitability remain 
an area of active investigation.

Metabotropic glutamate receptors (mGluRs) are classi-
fied into three groups based on their associated signal trans-
duction cascades: group I receptors (mGluR1 and mGluR5) 
activate phospholipase C and groups II and III (compris-
ing all other mGluRs) are negatively linked to adenylate 
cyclase. The changes in expression reported for mGluRs in 
experimental and human TLE are varied. Increased mGluR5 
immunoreactivity, but not mGluR1, has been reported for 
one series of human TLE, whereas another study found 
increased mGluR1, but not mGluR5 (Blumcke et al., 2000; 
Notenboom et al., 2006). Both of these group I receptors 
have the potential to alter gene expression and signal trans-
duction by triggering release of Ca2+ from intracellular stores. 
Elevated levels of mGluR4 immunoreactivity have also been 
reported in human TLE (Lie et al., 2000). In rats, kainate-
induced status epilepticus resulted in a 2.6-fold increase of 
mGluR5 expression assayed by gene chip microarray and 
functional reduction of presynaptic group III mGluR activ-
ity was seen in kindled animals (Hunsberger et al., 2005; 
Klapstein et al., 1999).

The functional consequences of these findings are not 
well-established, indeed mGluRs can have many anti- and 
pro-convulsant effects. Group I mGluR agonists can depress 
both excitatory and inhibitory synaptic transmission, or 
reduce voltage-gated calcium currents (VGCC) in human 
epileptic hippocampus, but also are capable of generat-
ing intrinsic epileptiform bursting of CA1 pyramidal cells 

recorded in the presence of the AMPA-R and NMDA-R 
antagonists (Burke & Hablitz, 1994, 1995; Chuang et al., 
2001; Nagerl & Mody, 1998; Schumacher et al., 2000; Traub 
et al., 2005). Doherty and Dingledine (2001) described a 
reduction of excitatory inputs to GABAergic interneurons in 
dentate gyrus of pilocarpine-treated rats dependent on group 
II mGluR activation, a net disinhibitory effect normally pres-
ent only in juvenile animals. 

Glutamate transporters of both neurons (EAAC1/EAAT3) 
and glia (GLT-1, GLAST) play pivotal roles in maintain-
ing appropriate baseline levels of glutamate and terminat-
ing synaptic events, thereby preventing excitotoxic injury. 
Under electrochemically unfavorable conditions these 
transporters can reverse direction and become a glutamate 
source. Irrespective of changes in the biophysical or bio-
chemical properties of glutamate receptors in epilepsy, fail-
ure of extracellular glutamate homeostasis due to transporter 
dysfunction will have deleterious effects, including seizures 
(Campbell & Hablitz, 2004, 2005). Reductions in the glial 
glutamate transporters EAAT2, GLT-1, and GLAST have 
been found in experimental and human TLE (Mathern et al., 
1999; Ueda et al., 2001; van der Hel et al., 2005).

In kainate-treated rats, persistent reductions of GLT-1 
and GLAST protein have been identified. In these same ani-
mals microdialysis measurements of extracelluar glutamate 
were markedly different from control animals; basal gluta-
mate levels were increased; and potassium-induced glutamate 
increases were doubled in amplitude and prolonged in dura-
tion (Ueda et al., 2001) (see Figure 23.6). It must be noted that 
not all studies have identified reductions in glial glutamate 
transporters. Reductions of glutamine synthetase in glia, the 
enzyme converting cytosolic glutamate to glutamine, have 
been reported in human TLE. This represents a mechanism 
by which the electrochemical gradients favoring glutamate 
uptake could be compromised (Eid et al., 2004; van der Hel 
et al., 2005). In contrast, expression of neuronal glutamate 
transporters is increased in experimental and human TLE; 
it is postulated that this is a protective compensation by 
 neurons to limit local glutamate accumulation and to obtain 
substrate for GABA synthesis (Crino et al., 2002; Eid et al., 
2004; Ghijsen et al., 1999; van der Hel et al., 2005).

D. Neurotransmitter Systems—GABA

Inhibitory signaling in the hippocampus is mediated by 
GABAergic interneurons and basket cells located through-
out the dentate hilus and CA1/CA2/CA3 subfields. These 
cells receive input from mossy fibers and pyramidal cells and 
project to dentate granule cells and pyramidal cells, thereby 
 providing feed-back and feed-forward inhibition. Derange-
ments of this system are predicted to result in unchecked exci-
tation. Although GABAergic interneurons receive excitatory 
inputs due to mossy fiber sprouting, these may not be equal 
in number to recurrent inputs to granule cells, favoring net 
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excitation (see earlier). Recent data suggests mossy fibers, in 
addition to their usual excitatory release of glutamate, acquire 
the ability to directly release GABA onto CA3 pyramidal cells 
after seizures; this novel pathway for monosynaptic feed-for-
ward inhibition likely would be overwhelmed during periods 
of high-frequency granule cell firing (e.g., seizures) because 
of potent inhibition mediated by group III mGluRs (Gutierrez, 
2005; Trevino & Gutierrez, 2005). In human and experimen-
tal TLE feed-back inhibition is compromised by interneuron 
death, enhanced short-term depression at granule cell-inter-
neuron synapses, and depression of inhibitory inputs to granule 
cells by activation of pre- and post-synaptic glutamate recep-
tors (Behr et al., 2001; Doherty & Dingledine, 2001; Isokawa, 
1996, 1998; Sanchez et al., 2005; Sloviter, 1987). GABAergic 
neurons within dentate gyrus and area CA1 of hippocampus 
are lost in pilocarpine-treated animals but surviving cells have 
increased expression of glutamic acid decarboxylase, the syn-
thetic enzyme for GABA. This may represent a compensatory 
mechanism to quell unchecked excitation (Esclapez & Houser, 
1999; Houser & Esclapez, 1996; Obenaus et al., 1993).

Independent of synaptic modulation, GABA
A
 receptors are 

affected by changes in subunit expression. Rapid and persistent 

reductions of sensitivity to type 1 and type 2 benzodiazepines 
(clonazepam and zolpidem, respectively) after seizures reflect 
changes in receptor properties, and could compromise clinical 
treatment of status epilepticus with benzodiazepines and barbi-
turates (Brooks-Kayal et al., 1998; Kapur & Macdonald, 1997)  
(see Figure 23.7A). Indeed, animals with prolonged (45 min-
utes) status epilepticus required larger doses of diazepam to 
control their seizures than those in status epilepticus for only 
10 minutes (see Fig 23.7B). The molecular basis of altered 
GABA

A
-R pharmacology in epilepsy is at least in part due to 

a downregulation of alpha-1 and upregulation of alpha-4 sub-
units, developmentally regulated subunits minimally expressed 
in early postnatal animals (Bouilleret et al., 2000; Brooks-
Kayal et al., 1998, 2000, 2001, 2005; Loup et al., 2000; Peng 
et al., 2004). However, seizure-induced changes in GABA

A
-R 

subunit expression and distribution show age-dependence, 
time-dependence, and regional variation within the hippo-
campus (Nishimura et al., 2005; Schwarzer et al., 1997; Sperk 
et al., 1998; Tsunashima et al., 1997; Zhang et al., 2004b).

Using patch-clamp techniques and single-cell PCR, two 
populations of epileptic human dentate granule cells with 
respect to GABA

A
-R expression were identified; those cells 
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Figure 23.6 Altered glutamate transporter expression and extracellular glutamate regulation during seizures in experimental TLE. A. Western blots for exci-
tatory amino acid transporters in kainate-treated rats (K) vs. controls (C) (top panel), and quantification of these data normalized to beta-tubulin (bottom panel). 
“Ipsi” and “contra” refer to location of a microdialysis catheter. The glial glutamate transporters GLT-1 and GLAST were downregulated after experimental status 
epilepticus but expression of the neuronal glutamate transporter EAAC1 was increased. B. EEG recorded with implanted electrodes in ventral hippocampus 
during injection of artificial cerebrospinal fluid with 40 mM KCl. Kainate-treated animals, but not controls, developed spike wave discharges in response to high 
potassium. C. Glutamate measurements from microdialysis catheter in response to high potassium in control (top panel) and kainate-treated animals. In kainate-
treated animals extracellular glutamate concentrations reached higher peak levels and recovered more slowly than controls following high potassium stimulation 
(Ueda et al., 2001).
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expressing alpha1- and gamma2-subunits demonstrated GABA
A
 

currents augmented by benzodiazepines, and alpha4-, beta2-, 
and delta-subunit expression correlated with minimal benzodi-
azepine sensitivity (Brooks-Kayal et al., 1999). Zn2+ sensitivity 
of GABA

A
 receptors is enhanced in experimental TLE, in con-

junction with benzodiazepine resistance (Brooks-Kayal et al., 
1998; Kapur & Macdonald, 1997). Recurrent mossy fibers 
have high concentrations of Zn2+, which is released synapti-
cally and, owing to the molecular reorganization of GABA

A
 

receptors and resultant Zn2+-sensitivity, may abrogate feedback 
inhibition in epilepsy (Buhl et al., 1996).

Ambient extracellular GABA concentrations, controlled 
by synaptic spillover and GABA transporter thermodynam-
ics, can activate GABA

A
-R resulting in “tonic inhibition.” 

Tonic activation of GABA
A
 receptors is mediated primar-

ily by extrasynaptic receptors containing delta-subunits 
with high affinity and slow desensitization (Mtchedlishvili 
& Kapur, 2006; Semyanov et al., 2004; Wei et al., 2003). 
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Figure 23.7 Changes in GABA
A
 receptors seen in experimental TLE. A. Whole-cell patch-clamp recordings of GABA-evoked currents in 

dentate granule cells from control animals and animals subjected to status epilepticus by Li-pilocarpine. GABA
A
 receptors from animals with 

status epilepticus have reduced benzodiazepine sensitivity. B. Dose-response curve of diazepam for seizure termination in animals with brief 
(10 minutes) or prolonged (45 minutes) status epilepticus. Prolonged status epilepticus was associated with reduced benzodiazepine sensitivity 
(Kapur & Macdonald, 1997). C. Changes in GABA

A
 receptor delta-subunit immunoreactivity in dentate gyrus in control (top) and pilocarpine-

treated (bottom) animals. Diffuse staining in granule cell layer (G) and molecular layer (M) is reduced after seizures and staining of interneurons 
(indicated with arrows) is increased. D. Double-immunolabeling of dentate interneurons with antibodies against alpha1- and delta-subunits of 
GABA

A
 receptors (alpha1, green; delta, red). Top panel is under control conditions, showing staining for alpha (left), delta (middle), and overlay 

(right). Clear membrane expression of alpha1 is seen, there is diffuse delta signal within the neuropil but little within the cytosol of interneurons, 
and the overlay does not show any membrane expression of delta subunits. Bottom panel is from pilocarpine-treated animals. After status epi-
lepticus, there is increased alpha1 signal in the cytosol, robust delta expression within interneurons, and the overlay shows colocalized surface 
expression of delta and alpha1 subunits (arrows) (Peng et al., 2004).
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Hyperpolarization and reductions of input resistance due 
to tonic activation of GABA

A
 receptors represent powerful 

inhibitory mechanisms. In pilocarpine-treated mice, delta-
subunit expression is altered in a manner predicted to lead to 
disinhibition; delta-subunit gene expression and immunore-
activity is decreased in granule cells and increased in inhibi-
tory interneurons (Elliott et al., 2003; Peng et al., 2004) (see 
Figure 23.7C,D). Alpha5-subunits of GABA

A
 receptors also 

contribute to extrasynaptic GABA receptors, and are down-
regulated in epileptic animals (Houser & Esclapez, 2003; 
Houser et al., 1986; Scimemi et al., 2005). GABAergic inhi-
bition may also be compromised by internalization of recep-
tors following seizures (Goodkin et al., 2005).

GABA transporters are additional targets of anticonvulsant 
drugs and their function may change in epilepsy. In  kainate-
treated animals, no changes in either mRNA or protein of 
the neuronal-type presynaptic GABA  transporter (GAT-1) 
was observed, but the astrocytic GABA transporter (GAT-3) 
was decreased (Ueda et al., 2001). In human TLE, increases 
of both GAT-1 and GAT-3 are reported (Mathern et al., 
1999). Others have suggested that both forward- and reverse-
GABA transport is functionally compromised in experimen-
tal and human TLE (Patrylo et al., 2001). Tonic activation of 
extrasynaptic GABA

A
 receptors (tonic inhibition) is largely 

dependent on ambient extracellular GABA levels deter-
mined by the GABA transporters and the prevailing ther-
modynamic conditions; increases or decreases of GABA 
transporter expression have the potential to affect tonic inhi-
bition (Richerson & Wu, 2004).

An important, emerging concept is that of GABA
A
 recep-

tor-mediated excitation. The voltage-changes produced by 
GABA

A
 receptor activation are dependent on the equilib-

rium potential for Cl− ions (E
Cl

) established by the chlo-
ride cotransporters KCC2 (potassium-coupled chloride 
cotransporter) and NKCC1 (sodium/potassium-coupled 
chloride cotransporter). KCC2 normally extrudes Cl− ions, 
making E

Cl
 more negative and GABA

A
-R responses hyper-

polarizing. NKCC1 leads to Cl− import, positive shifts in 
E

Cl
, and depolarizing GABA

A
-R responses. The expression 

of NKCC1 and KCC2 are developmentally regulated in 
a manner that renders GABAergic signaling excitatory in 
the early postnatal rat brain (DeFazio et al., 2000; Dzhala 
et al., 2005). Although not strictly related to TLE, NKCC1 
expression by immature hippocampal neurons may under-
lie the enhanced seizure susceptibility of young animals 
and subsequent development of epilepsy (Dzhala et al., 
2005).

Increases in NKCC1 expression in hippocampus follow-
ing seizures have been reported (Kang et al., 2002; Okabe 
et al., 2002), a potentially maladaptive response that could 
render GABA excitatory. GABAergic signaling may also be 
converted from inhibitory to excitatory in a dynamic man-
ner by exogenous or activity-dependent increases in extra-
cellular potassium that can limit Cl− extrusion mediated by 

KCC2 (DeFazio et al., 2000; Dzhala & Staley, 2003; Bihi 
et al., 2005). This is notable because activity-dependent 
increases of extracellular potassium likely are accentuated 
during  seizures and epilepsy (see more, later, under Glia, 
brain microenvironment, and epilepsy).

E. Voltage-gated Ion Channels

Seizure activity is a manifestation of a hyperexcitable, 
interconnected network of cells and as we have seen there are 
descriptions of numerous mechanisms mediating this hyper-
excitability. Voltage-gated ion channels can potentiate this 
hyperexcitability and are the targets of many anticonvulsant 
drugs. Increases in voltage-gated Na+ currents and voltage-
gated calcium currents or decreases in voltage-gated potas-
sium currents are predicted to increase excitability and the 
identification of genetic epilepsy syndromes due to single 
gene mutations of ion channels suggests that such changes 
are sufficient to produce an epileptic state. In human and 
experimental TLE upregulation of persistent, voltage-gated 
Na+ currents has been identified (Agrawal et al., 2003; Lam-
pert et al., 2005; Vreugdenhil et al., 2004) (see Figure 23.8A). 
These persistent Na+ currents have lower thresholds for acti-
vation and due to reduced inactivation have a larger window 
of “steady-state” activation, thereby providing a powerful 
depolarizing influence to neurons, promoting burst firing 
(Yue et al., 2005).

Voltage-gated calcium currents (VGCC) directly contrib-
ute to excitability and by increasing intracellular calcium can 
influence signal transduction and excitotoxic injury. Bursting 
behavior of CA1 neurons in kainate-treated animals is sensi-
tive to Ni2+ but not agatoxin or omega-conotoxin, suggesting 
a specific role for t-type VGCC in this form of hyperexcit-
ability (Su et al., 2002) (see Figure 23.8B). Other investi-
gators have found enhanced Ca2+-dependent inactivation of 
VGCC; although this effect may counteract hyperexcitability, 
it illustrates the diminished Ca2+-buffering capacity of epi-
leptic neurons (Beck et al., 1999; Nagerl & Mody, 1998).

Transient, A-type K+ channel function of dentate granule 
cells following status epilepticus is reduced. Specifically, 
suppression of Kv4.2 activity, due to decreased expression 
and increased phosphorylation, results in efficient conduc-
tion of action potentials from dendrites to the soma (Bernard 
et al., 2004) (see Figure 23.8C). The facilitation of “active” 
dendritic responses by Kv4.2 downregulation is a mecha-
nism that could potentiate the synaptic reorganization and 
neurotransmitter receptor changes see in TLE.

Alterations in hyperpolarization gated cation currents (I
h
) 

may play an important role in both idiopathic generalized 
epilepsy, and acquired epilepsies. Changes in I

h
 have been 

studied in several models of acquired epilepsy (Bender et al., 
2003b; Brewster et al., 2002, 2005; Poolos et al., 2006; Shah 
et al., 2004), but our discussion here will focus on febrile 
seizures.
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F. Febrile Seizures

Febrile seizures are common and represent an important 
risk factor for the development of TLE, and as such they war-
rant special attention. Febrile seizures occur in 2 to 4 percent 

of children in the United States, whereas they are seen in up to 
14 percent of Japanese children, speaking to a genetic suscep-
tibility (Hauser, 1994). Febrile seizures occur between the ages 
of 6 months and 5 years, a period of profound neural plastic-
ity associated with immature patterns of receptor expression 
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Figure 23.8 Changes in voltage-gated ion channels in experimental TLE. A. Low-threshold, persist-
ent voltage-gated sodium currents evoked with slow voltage ramps from neurons in rat entorhinal cortex. 
At 10 weeks after status epilepticus (SE) induced with pilocarpine, an increase in the amplitude of low-
threshold, persistent sodium current is seen. These changes are not apparent at 2 weeks post-SE (Agrawal 
et al., 2003). B. Voltage responses of CA1 pyramidal cells in response to current injection. Bursting 
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blocked by Ni2+, indicating a role of T-type voltage-gated calcium channels in this form of hyperexcit-
ability (Su et al., 2002). C. Western blots of phosphorylated Kv4.2 and total Kv4.2 protein. The transient 
voltage-gated potassium channel subunit Kv4.2 has increased phosphorylation and decreased expression 
in pilocarpine treated animals. Both of these changes diminish Kv4.2 function and enhance conduction 
of action potentials from dendrites to the soma (Bernard et al., 2004).
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and intracellular chloride regulation. Why do febrile seizures 
produce epilepsy? It has become clear that seizures, but not 
hyperthermia alone, are the trigger for molecular changes 
that lead to epilepsy  following hyperthermia-induced sei-
zures (Dube et al., 2006). Importantly, hyperthermia-induced 
seizures, but not hyperthermia itself, leads to breakdown of 
blood-brain barrier and exposure of brain to serum proteins, 
a potent  epileptogenic stimulus (Ilbay et al., 2003; Seiffert 
et al., 2004). Exogenous interleukin-1beta (IL-1beta), a pyro-
genic inflammatory cytokine whose expression in brain is 
increased during fever from any cause, lowers seizure thresh-
old during hyperthermic challenge, and IL-1 receptor knock-
out mice have higher seizure thresholds (Dube et al., 2005). 
IL-1beta may influence seizure thresholds through activation 
of Src family kinases with subsequent phosphorylation and 
modulation of NMDA receptors (Viviani et al., 2003).

Baram and colleagues have identified persistent changes 
in excitability of hippocampal neurons following experi-
mental hyperthermia-induced seizures. These changes 
include increases in the frequency of spontaneous inhibitory 
post- synaptic currents (IPSCs) and amplitudes of evoked 
IPSCs (Chen et al., 1999). On first evaluation this would be 
predicted to have an anticonvulsant effect. However, subse-

quent work has identified modification of hyperpolarization
and cyclic-nucleotide gated cation currents (I

h
) following 

hyperthermia-induced seizures. The modified I
h
 has slowed 

deactivation kinetics, such that I
h
 activation during a train of 

IPSCs produces rebound excitation (Chen et al., 2001) (see 
Figure 23.9A). This rebound excitation is blocked by the spe-
cific I

h
 inhibitor ZD7288 (see Figure 23.9B). Altered expres-

sion of the I
h
 subunits HCN1 and HCN2 has been identified 

in hippocampus of experimental animals and patients with 
hippocampal sclerosis, greater than 50 percent of whom had 
history of prolonged febrile seizures (Brewster et al., 2002, 
Bender et al., 2003b) (see Figure 23.9C). Additionally, the I

h
 

subunits HCN1 and HCN2 form heteromeric channels fol-
lowing experimental febrile seizures which may account for 
the persistently modified kinetic properties of I

h
 and post-

inhibitory excitability (Brewster et al., 2005).

III. Post-Traumatic and 
Post-Stroke Epilepsy

Closed head trauma with loss of consciousness is an 
important cause of temporal lobe epilepsy, as well as  seizures 

4 mA1 mA

Control

HT

Pre-ZD ZD7288

1 sec

0.2 sec

30 mV

30 mV

CA2

CA2

CA1

CA1

CA3

Sub

Sub

AUT

HS

*

*

C

A

B

Figure 23.9 Hyperthermia-induced seizures. A. Current-clamp recordings from dentate granule cells in 
response to evoked IPSPs. In cells from animals subjected to experimental febrile seizures (HT), a volley 
of IPSPs generates a volley of action potentials as a result of rebound excitation. B. Rebound excitation is 
inhibited by the specific hyperpolarization-activated cation channel inhibitor ZD7288 (Chen et al., 2001). 
C. In situ hybridization for the hyperpolarization-activated cation channel subunit HCN1. Staining is increased 
in dentate granule cells (arrows) of patients with intractable epilepsy, many of whom had history of febrile 
seizures, compared to controls (Bender et al., 2003b).
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originating in other areas of the brain, accounting for up to 
5 to 13 percent of adult-onset epilepsy (French et al., 1993; 
Zarrelli et al., 1999). Penetrating injuries or those associated 
with contra-coup contusions and hemorrhage lead to corti-
cal injury that increases the risk of later epilepsy. Post-trau-
matic epilepsy is a useful clinical example of the latent or 
“silent” in the development of epilepsy; late seizures expe-
rienced less than two months following trauma, but no sei-
zures experienced at the time of impact, are predictive of the 
development of epilepsy.

The Vietnam Head Injury study has shown that patients 
continue to manifest new-onset epilepsy up to 20 years after 
their injury (Salazar et al., 1985). Post-traumatic epilepsy has 
been studied with the fluid-percussion injury model, which 
produces hyperexcitability with the pathologic hallmarks of 
TLE. Other direct injuries to neocortex, including ferric chlo-
ride injection, alumina gel injection, and freeze lesions, have 
served as models for focal epilepsy such as that seen after 
traumatic injury. Wilmore and colleagues (1978a, 1978b) have 
used ferric chloride injection as a model of intracranial hemor-
rhage due to trauma or hemorrhagic stroke. Animals treated 
in this manner develop spontaneous seizures, and a number of 
molecular changes are seen including reductions in glutamate 
transporters, increased GABA transporters, and NMDA recep-
tor upregulation (Doi et al., 2001; Ueda & Willmore, 2000).

Diffuse axonal injury can be seen as a consequence of closed 
head trauma, which may lead to deafferentation of cortex. Cor-
tical epilepsy can be produced experi  mentally by introduction 
of lesions that undercut cortex producing isolated, deafferented 
cortical islands. Mechanisms of hyperexcitability in undercut 
neocortex include enhanced Ach sensitivity, loss of inhibitory 
interneurons, and most importantly, axonal sprouting and for-
mation of recurrent excitatory synaptic connections (Jin et al., 
2006; Li & Prince, 2002; Salin et al., 1995). Passive and active 
membrane properties also are affected in undercut cortex to 
favor hyperexcitability; increases are seen in the input resis-
tance, and in the input-output relationship of spike frequency to 
injected depolarizing current (Jacobs et al., 2000). Neocortical 
pyramidal cells in undercut cortex display impaired extrusion of 
Cl− ions, suggesting a potential role for GABA

A
 receptor-medi-

ated excitation in post-traumatic epilepsy (Hablitz & DeFazio, 
1998; Jin et al., 2005). This last mechanism could reconcile the 
increased GABAergic inhibitory synaptic currents observed in 
undercut cortex with the occurrence of spontaneous seizures 
(Prince & Jacobs, 1998). However, a loss of GABAergic termi-
nals is reported in other models (alumina gel lesioned cortex) 
of post-traumatic epilepsy (Houser et al., 1986).

In the freeze lesion model, alterations in NMDA-R and 
GABA

A
-R subunit expression similar to those occurring in 

TLE are observed. Specifically, an upregulation of NR2B 
subunits and a downregulation of alpha1-subunits of GABA-
R lead to decreased modulation by ifendropil and benzodi-
azepines, respectively (DeFazio & Hablitz, 2000; Hablitz & 
DeFazio, 2000).

Stroke is a common affliction affecting 700,000 Americans 
every year. Post-stroke epilepsy resembles post-traumatic 
epilepsy in many ways. In both situations cortical injury and 
remodeling lead to hyperexcitability, late seizures are predic-
tive of the development of epilepsy, hemorrhage increases the 
risk of epilepsy, and a long latent period is common (Bladin 
et al., 2000). The cellular and molecular changes contribut-
ing to post-stroke epilepsy and perinatal hypoxia-induced 
seizures have been studied using models of hypoxic- ischemic 
injury. Downregulation of GluR2-subunit expression is seen 
in response to hypoxia, and this is predicted to increase sin-
gle-channel conductance and the calcium permeability of 
glutamate receptors, changes that would facilitate excitation 
at glutamatergic synapses (Sanchez et al., 2001). Glutama-
tergic neurotransmission is capable of calcineurin-depen-
dent reduction of GABA-mediated inhibition following 
hypoxic-ischemic injury (Sanchez et al., 2005). The occur-
rence of early seizures during stroke may relate to cortical 
depolarization, but the development of epilepsy is likely to 
involve chronic changes similar to those seen in TLE, includ-
ing  gliosis and mossy fiber sprouting (Williams et al., 2004). 
Stroke occurring in utero can lead to abnormalities in cortical 
development, and cortical malformations including polymi-
crogyria, with subsequent epilepsy.

VI. Rasmussen’s Syndrome

Rasmussen’s syndrome is characterized pathologically 
by a chronic encephalitis and clinically by an average age of 
onset of 6 years, intractable epilepsy, and progressive neuro-
logic deficits. Pathology shows changes typical of encepha-
litis, including neuronal loss, reactive gliosis, inflammatory 
cell infiltrate (primarily CD3+ T lymphocytes), microglial 
nodules, and neuronophagia. The truly fascinating and unex-
plained feature of Rasmussen’s syndrome is that it affects a 
single hemisphere producing a hemiparesis, hemisensory 
loss, and a progressive aphasia if the dominant hemisphere 
is involved. The frequency of seizures can be astoundingly 
high, and by themselves produce an epileptic encephalopathy. 
Seizures can be of multiple types including complex-partial, 
secondarily generalized, or simple partial seizures, and a com-
mon presentation is epilepsia partialis continua (focal status 
epilepticus). An inflammatory, autoimmune pathogenesis with 
breakdown of blood–brain barrier is apparent but the incit-
ing events and predisposing factors have been elusive. Viral 
causes are suggested but attempts at isolation of viral particles 
or viral genome have been inconsistent (Freeman, 2005).

A novel pathogenic mechanism for epilepsy was identified 
in patients with Rasmussen’s encephalitis following the obser-
vation that mice inoculated with the GluR3b subunit during 
attempts to raise monoclonal antibodies developed epilepsy 
with pathologic features similar to Rasmussen’s encephalitis. 
This led to subsequent isolation of antibodies directed against 
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GluR3b-subunits of glutamate receptors that are capable of 
receptor activation from the sera of patients (Rogers et al., 
1994). These antibodies appeared to be  clinically important 
as patients treated with plasmapheresis experienced transient 
remissions. Additional experimental work has demonstrated 
that immunization of rats with GluR3b-subunits leads to pro-
duction of receptor-activating, excitotoxic antibodies (Levite 
et al., 1999) (see Figure 23.10).

A mechanism linking the cell-mediated immune mecha-
nisms (evidenced by CD3+/CD8+ T-lymphocyte infiltrate 
in pathology specimens) to the production of humoral auto-
immunity against glutamate receptors has been identified. 
Granzyme b, a serine-threonine protease, released onto neu-
rons by CD3+/CD8+ T cells leads to neuronal apoptosis and 
liberation of the autoimmunogenic fragment of GluR3b-sub-
unit (Bien et al., 2002; Gahring et al., 2001). Thus, CD3+ T 
cells directly kill neurons and facilitate production of excito-
toxic and potentially epileptogenic anti-GluR3b antibodies. 
Subsequent human studies have demonstrated that GluR3b 
autoantibodies are neither sensitive nor specific for Rasmus-
sen’s syndrome, and are seen in other focal epilepsies (Ganor 
et al., 2004; Wiendl et al., 2001). The relationship of GluR3b 
autoantibodies to the pathogenesis of other focal epilepsies is 
not established. Antibodies directed against other ion chan-
nels, including voltage-gated K+ channels, are associated 
with noninfectious limbic encephalitis and seizures (Buck-
ley et al., 2001; Harrower et al., 2006). As is the case with 

post-traumatic epilepsy, post-stroke epilepsy, and temporal 
lobe epilepsy, neuronal injury and death in Rasmussen’s is 
likely to lead to developmental patterns of receptor expres-
sion, synaptic reorganization, and gliosis that predispose to 
hyperexcitability and seizures.

V. Post-Infectious Epilepsy

Infections of the central nervous system can acutely 
cause seizures, including status epilepticus, and represent an 
important risk factor for the subsequent development of epi-
lepsy. In the acute setting, bacterial or viral meningitis may 
trigger seizures through blood–brain barrier breakdown, 
associated fever, or proconvulsant inflammatory mediators 
(Vezzani & Granata, 2005). IL-1 modulation of NMDA 
receptors and arachidonic acid downregulation of A-type 
potassium channel function are but two examples of how 
inflammatory mediators produce hyperexcitability (Keros & 
McBain, 1997; Viviani et al., 2003). Many of the chronic 
cellular and molecular mechanisms described for TLE are 
seen in post-infectious epilepsies, and TLE is a common 
form of epilepsy seen following encephalitis or meningitis 
as the initial  precipitating injury.

Neurocysticercosis, due to larvae of the tapeworm  Taenia 
solium encysted in brain parenchyma, with an associated 
inflammatory reaction, is perhaps the single greatest cause of 
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Figure 23.10 Rasmussen’s encephalitis. A. Voltage-clamp recordings from neurons in response to application 
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et al., 1999).
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acquired epilepsy worldwide (Garcia et al., 2005). Cerebral 
toxoplasmosis and cerebral abscesses are additional infectious 
causes of seizures and epilepsy that result from blood–brain 
barrier breakdown, inflammation, and derangement of cortical 
architecture.

Herpes simplex virus (HSV1) infection causes a hem-
orrhagic meningoencephalitis, consistently involving the 
limbic cortex. Fever, mental status changes, aphasia, and 
seizures are seen acutely with sequelae of cognitive impair-
ment and epilepsy. The underlying substrate for this type of 
epilepsy may include neuronal death, mossy fiber sprout-
ing, reduced GABAergic inhibition, and altered biophysical 
properties of CA3 neurons (depolarized resting membrane 
potentials and increased input resistance) (Chen et al., 2004). 
In organotypic hippocampal slice cultures, the antiviral drug 
acyclovir was effective in limiting these pathologic changes 
and abrogated hyperexcitability (Chen et al., 2004).

Other viral causes of encephalitis such as EBV and CMV 
may also result in epilepsy. CMV and HSV viral particles have 
been identified in cases of chronic (Rasmussen’s) encephalitis 
with intractable epilepsy (Jay et al., 1995), although a causative 
role has not been confirmed. HIV-infected individuals have a 
high incidence of seizures, most frequently associated with 
an identifiable cause of meningitis or structural brain lesion, 
but up to 24 percent of these will be unexplained (Modi et al., 
2000). Experiments with the feline immunodeficiency virus 
have provided a clue to these seizures without an identifiable 
cause by demonstrating neuronal loss and mossy fiber sprout-
ing in the dentate gyrus (Mitchell et al., 1998). Subacute scle-
rosing pan encephalitis, a devastating form of post-infectious 
epilepsy and dementia, has fortunately become rare since the 
introduction of the measles vaccine.

VI. Epilepsy Caused by Neoplasms 
and Other Mass Lesions

Brain tumors and other structural abnormalities such as 
vascular malformations, or subdural hematomas, are impor-
tant causes of acquired epilepsy. Common primary brain 
tumors include glial-derived tumors (oligodendroglioma, 
low- and high-grade astrocytoma), meningioma, and primary 
CNS lymphoma. Metastatic brain tumors as well as malig-
nant and benign primary brain tumors can cause seizures and 
epilepsy. Twenty to 45 percent of patients with  primary brain 
tumors will develop seizures (Schaller & Ruegg, 2003). 
Conceptually, structural mass lesions abutting cortical tissue 
create an “irritative focus” for seizure generation. The real-
ity is much more complex with a variety of growth factors, 
immune cells, and alterations of blood–brain barrier related 
to neo-angiogenesis contributing to neuronal alterations and 
excitability.

Metastatic brain tumors, primary brain tumors, and 
space-occupying infections (i.e., toxoplasmosis, cerebral 

abscesses) “enhance” with intravenous contrast material 
during clinical neuroimaging studies indicating blood–brain 
barrier breakdown at the lesion-parenchymal interface or 
within the lesion itself. As noted earlier, blood–brain bar-
rier breakdown is a potent epileptogenic event (Seiffert et al., 
2004). Inflammatory changes at sites of blood–brain barrier 
breakdown are predicted to contribute to hyperexcitability.

Derangements of brain microenvironment near tumors, 
most notably increased K+ and H+ concentrations, is suspected 
to participate in tumor-related seizures (Schaller & Ruegg, 
2003). Changes in NMDA receptor subunits, GABA

A
 recep-

tor subunits, and glutamic acid decarboxylase are altered in 
peritumoral neurons in patients with epilepsy due to neo-
plasm (Wolf et al., 1996). These changes are heterogeneous 
but suggest alterations in the excitation-inhibition balance in 
epilepsy associated with neoplasms. Physiological data have 
identified unique membrane properties in neurons adjacent 
to vascular malformations; these neurons had higher firing 
rates in response to synaptic input than those neurons in 
control tissue or adjacent to glial tumors (Williamson et al., 
2003).

VII. Glia, Brain Microenvironment, 
and Epilepsy

Of all the cellular and molecular changes occurring in 
the acquired epilepsies, glial proliferation, or gliosis, asso-
ciated with neuronal injury is arguably the most consistent 
finding. Gliosis is seen in humans and experimental animals 
following insults to brain tissue including status epilepticus, 
trauma, stroke, neoplasm, infection, and inflammatory condi-
tions. Glial cells influence neuronal excitability by regulation 
of the ionic composition of the extracellular space (H+, K+ 
ions), uptake of excitatory neurotransmitters, modulation of 
synaptic transmission, and provision of energy substrate (i.e., 
lactate) to neurons (Newman, 2005; Ransom et al., 2003).

In the setting of gliosis the ability of glia to perform 
these functions is thought to be altered through modifica-
tions of glial gene expression, and structural/anatomical 
changes (Mandell & VandenBerg, 1999; Westenbroek et al., 
1998). We have already discussed how changes in glial glu-
tamate transporter expression can lead to dysregulation of 
extracellular glutamate, thereby influencing the stimulation 
of neurons in a potentially injurious manner (Samuelsson 
et al., 2000; Tessler et al., 1999; Ueda & Willmore, 2000; 
Ueda et al., 2001). Another established role for glia rel-
evant to hyperexcitability and epileptogenesis is regulation 
of K+ ions released by neurons into the extracellular space 
during action potentials. This is accomplished in part via 
barium-sensitive inwardly rectifying K+ channels (Kir 4.1). 
In epilepsy there is a downregulation of these channels and 
derangement of normal extracellular potassium homeosta-
sis, particularly in sclerotic hippocampus with prominent 
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astrogliosis (Bordey & Spencer, 2004; Bordey et al., 2001; 
Gabriel et al., 1998; Heinemann et al., 2000; Hinterkeuser 
et al., 2000;  Samuelsson et al., 2000). Potassium channels 
do not work in isolate to regulate extracellular potassium; 
gap junctional coupling, membrane transporters/pumps, and 
aquaporin water channels contribute to potassium redistribu-
tion and uptake.

In normal tissue, aquaporin-4 (AQP4) is exquisitely 
localized to perivascular astrocytic endfeet and this subcel-
lular localization is lost in TLE with hippocampal sclerosis 
(Eid et al., 2005) (see Figure 23.11A). Additional studies 
have demonstrated that the absence or mislocalization of 
AQP4 leads to abnormal extracellular potassium regulation 
(higher peak levels of extracellular K+ accumulation and 
delayed recovery kinetics) and increased seizure duration 
(Amiry-Moghaddam et al., 2003; Binder et al., 2006) (see 
Figure 23.11B, C). It is now clear that glia do not function 
purely as housekeepers, but are capable of initiating par-
oxysmal neurologic events such as spreading depression 
and depolarizing shifts in neurons by release of glutamate 
through anion channels (Basarsky et al., 1998, 1999; Tian 
et al., 2005). Glial calcium waves, mediated by gap junc-
tional coupling, are the trigger for this glial glutamate 
release and are facilitated by proconvulsant  manipulations 
and inhibited by anticonvulsant drugs (Tian et al., 2005). 
The contribution of these mechanisms to the acquired epi-
lepsies is not established, but they are expected to be altered 
in human epilepsy where glial gap junctional coupling is 
enhanced (Lee et al., 1995).

VIII. Summary and Conclusions

Localization-related epilepsy is the most common type 
of epilepsy in adults and may result from febrile seizures, 
infection, stroke, trauma, neoplasm, or inflammatory con-
ditions. The development of epilepsy following an initial 
precipitating injury is dependent on changes in gene expres-
sion and durable structural and molecular changes that shift 
the excitation-inhibition balance to support spontaneous 
seizures. Our understanding of these proconvulsant neural 
modifications is considerable and is opening the door to 
new therapeutic targets. Despite this, approximately 30 per-
cent of patients with epilepsy will be refractory to best med-
ical therapy, and at least 62 percent of patients undergoing 
surgery for intractable epilepsy will have seizure recurrence 
(Wiebe et al., 2001). Identification of the relative contribu-
tion of the multitude of cellular and molecular mechanisms 
seen in epilepsy (alterations in neurotrophin expression, 
axonal sprouting, molecular reorganization of neurotrans-
mitter receptors, changes in ion channel properties, altera-
tions in extracellular neurotransmitter and ion regulation, 
inflammation) to both the progressive changes occurring 

during the latent period and the occurrence of seizures in 
individual cases, currently beyond the reach of clinical neu-
rology, has the potential to allow improved selection of anti-
epileptic drug regimens.
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Figure 23.11 Loss of AQP4 localization in astrocytes results in abnor-
mal potassium regulation and prolonged seizure duration. A. Immunhisto-
chemistry for AQP4 in human tissue. AQP4 is normally exquisitely localized 
to perivascular astrocytic endfeet (right panel, arrows) and this localization 
is lost in tissue from patients with intractable temporal lobe epilepsy and 
hippocampal sclerosis (left panel) (Eid et al., 2005). B. Activity-dependent 
changes of extracellular potassium concentration recorded with ion-sensitive 
microelectrodes from hippocampus of wild-type (WT) animals and AQP4 –/– 
animals. Activity-dependent changes in extracellular potassium is increased 
with slowed recovery kinetics in AQP4 knockouts. C. Electrographic seizures 
elicited by electrical stimulation. AQP4 –/– animals had longer seizure dura-
tions than WT animals (Binder et al., 2006).
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In the future, advances in neuroimaging techniques and 
expanded invasive testing of patients with refractory epilepsy 
at epilepsy surgery centers could provide greater understanding 
of seizures in specific patients that will impact their therapy. 
The use of gene chip microarray is an exciting and promising 
approach to the study of epilepsy with aptitude to identify here-
tofore underappreciated mechanisms and novel approaches to 
treatment. As we learn more about the basic mechanisms of 
acquired epilepsy and predisposing genetic substrates, patients 

suffering from this debilitating disease are likely to benefit from 
improved medical and surgical evaluations and treatments.
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I. Introduction: A Genetic Approach 
to Seizure Disorders

I am about to discuss the disease called sacred. It is not, in 
my opinion, any more divine or more sacred than any other 
diseases, but has a natural cause … Its origin, like that of 
other diseases, lies in heredity.
   —Hippocrates of Kos 470–410 BC (Riggs & Riggs, 2005)

Seizures are the result of a pathological hypersynchrony 
within the central nervous system. Epilepsy is diagnosed 
once a patient has suffered at least two unprovoked sei-
zures. With a cumulative lifetime incidence of 2 percent or 
more, epilepsies are among the most common neurological 
disorders.

Genetic research has an important role in understanding 
seizure disorders. In general, the etiology of the epilepsies 
is multifactorial, with interacting genetic and environmental 

factors. Nevertheless, from a population perspective, genetic 
factors explain a significant proportion of the variation in 
the tendency to develop seizures. This is true even in seizure 
syndromes that superficially appear environmental such as 
febrile seizures or posttraumatic epilepsy. Genetic variations 
are probably the most important risk factor for seizure disor-
ders and understanding how genes translate into phenotypes 
will give important insight into the biology of the epilep-
sies. This research is the prerequisite for the development 
of novel diagnostic and therapeutic strategies, particularly 
because current treatment options are often insufficient.

A. Many Genes Cause Seizures 
but Few Are “Epilepsy Genes”

More than 300 Mendelian disorders are known that have 
seizures as associated features (Online Mendelian Inheri-
tance in Man). In addition, seizures are common in genetic 
brain malformations and many chromosomal aberrations. 
Even though remarkable progress has been made in under-
standing the biological consequences of the gene mutations 
involved, these findings have contributed only little to paint-
ing a coherent picture of the pathophysiology of human epi-
lepsy per se. The explanation for this discrepancy is at hand. 
Seizures can be an outcome of many different pathogenic 
processes within the brain.

The focus of this chapter will be the idiopathic epilepsy 
syndromes. Idiopathic seizure disorders arise spontaneously 
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without any extrinsic cause. Idiopathic seizure disorders are 
epilepsies in their purest form.

B. Not All Epilepsies Are the Same: 
Classifying Epilepsies

Epilepsy syndromes are traditionally conceptualized 
according to the double dichotomy of partial versus gener-
alized and symptomatic versus idiopathic epilepsies in the 
classification of the International League Against Epilepsy 
(Wolf, 2005). In partial epilepsies, seizures arise from a 
relatively restricted cortical focus; in generalized epilepsies, 
both hemispheres are involved in seizure generation.

Symptomatic seizure disorders are due to an identifiable 
external (i.e., brain injury) or internal cause (metabolic or 
chromosomal disorder). Idiopathic epilepsies, in contrast, 
occur in the absence of any identifiable causative factor and 
usually are not associated with neurological deficits. These 
disorders are considered as essentially genetic.

Gene findings in monogenic idiopathic epilepsy 
 syndromes have challenged the distinction into these sub-
groups. Dravet syndrome (formerly Severe Myoclonic 
Epilepsy of Infancy) shares features of symptomatic epi-
lepsies because it is associated with intellectual impair-
ment and neurological features such as ataxia or spasticity. 
It is, however, part of the broader spectrum of channelopa-
thies, which are the molecular hallmark of the  idiopathic 
 epilepsies. Therefore, Dravet syndrome will also be 
 discussed in this chapter.

C. Not All Epilepsies Are the Same: The 
Importance of Phenotyping

In addition to the broad subdivisions just discussed, there 
are over 50 epilepsy syndromes described. In attempting 
to dissect out the molecular determinants of these, care-
ful clinical analysis is required. There can be cooccurrence 
of different syndromes in one family, and clinical genetic 
study is required to consider whether the syndromes are 
genetically related, or are occurring together by chance as 
epilepsy is reasonably common. Focusing on the clinical 
details of epilepsy syndromes may appear disproportion-
ate when trying to understand basic molecular principles of 
human seizure disorders, particularly in the age of rapidly 
evolving technologies for genetic research. However, it was 
detailed clinical analysis that has enabled the molecular dis-
coveries to date.

For example, if heterogeneous phenotypes that are 
included are genetically unlikely to be related to the familial 
mutation when analyzing a large apparently monogenic pedi-
gree, linkage analysis may fail to identify the correct critical 
region. As the mutation status is not known a priori, this cre-
ates a dilemma for the investigator. Excluding cases reduces 

power, yet including them may mislead the investigation. This 
dilemma is resolved by careful clinical research on similar 
pedigrees whereby the most likely scenario regarding the 
clinical genetic relationship between different syndromes can 
be identified. Consequently, sufficient resources need to be 
allocated to clinical phenotyping in genetic studies of seizure 
disorders.

D. Complicating Matters: Phenotypic 
and Genetic Heterogeneity

Many familial idiopathic epilepsy syndromes demon-
strate considerable phenotypic and genetic heterogeneity (see 
Figure 24.1). Genetic heterogeneity is present when simi-
lar phenotypes are caused by mutations in different genes. 
 Phenotypic heterogeneity, in contrast, refers to the vari-
ability in the phenotype that is caused by mutations in the 
same gene. Phenotypic variability is present in some mono-
genic epilepsy syndromes such as the Generalized Epilepsy 
with Febrile Seizures Plus (GEFS+) spectrum (Scheffer & 
Berkovic, 1997). In other monogenic epilepsy syndromes 
such as Benign Familial Neonatal Seizures (BFNS) or Auto-
somal Dominant Partial Epilepsy with Auditory  Features 
(ADPEAF), the phenotype is relatively uniform and clini-
cally distinct (Biervert et al., 1998b; Kalachikov et al., 2002). 
The factors responsible for phenotypic heterogeneity within 
monogenic syndromes are not understood.

II. Familial Idiopathic Epilepsy Syndromes

A. Disorders of Infancy

 Case Study 1: “Suddenly, his eyes rolled upward and 
he seized …”

D.S. was four months when he had his first seizure. D.S.’s 
eyes suddenly rolled upward, his face became pale and his 
jaw started trembling. D.S. was floppy and unresponsive for 
about two minutes. His parents rushed him to the nearby 
Emergency Department where he had the next event 20 min-
utes later. The presentation of this event was similar and D.S. 
had a third event later the same day.

A cluster of seizures in an infant is alarming. It can be the 
presentation of an acute life-threatening illness or a sign of 
an underlying structural brain malformation. In D.S.’s case, 
the events occurred in the absence of fever and no provoca-
tive factor could be elucidated. Numerous investigations 
including structural imaging and electroencephalography 
revealed no abnormalities. D.S. was treated with antiepilep-
tic medication and had no further seizures.

D.S. was seen by a pediatric neurologist at the age of 11 
months and presented as a developmentally normal child. 
Evaluation of the family history revealed that D.S.’s paternal 
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grandmother had suffered from similar events at the age of 
two to three months. Molecular genetic analysis revealed a 
mutation in the SCN2A gene and confirmed the diagnosis of 
Benign Familial Neonatal-Infantile Seizures (BFNIS).

Idiopathic seizure syndromes in infancy challenge classi-
fication into either partial or generalized seizure syndromes 
as the immature central nervous system of the neonate and 
infant is not capable of generating truly generalized seizures. 
Seizures in these syndromes usually have focal features and 
occur in a previously well and developmentally normal infant. 
These disorders are characterized by clusters of seizures that 
usually last only for a few days or rarely weeks. Prognosis in 
these disorders is good, but a minority of patients continue 
to have febrile seizures or epilepsy. The familial idiopathic 
seizure disorders of infancy consist of three autosomal-
dominant disorders, two of which are known to be caused by 
ion channel mutations. Clinically, these disorders have been 
separated by their age of onset.

1. Benign Familial Neonatal Seizures (BFNS)

In this syndrome a previously healthy neonate suddenly 
develops a flurry of seizures over a few days, which then 
spontaneously settle. Focal features in these convulsions are 
usually present, which sometimes prompts structural imag-
ing to exclude lesions or developmental abnormalities.

Benign Familial Neonatal Seizures literally have shaped 
the history of epilepsy genetics as they have laid the foun-
dation for the channelopathy concept of idiopathic epilep-
sies. Rett and Teubel (1964) first described a familial form 
of Benign Neonatal Seizures in 1964, which followed an 
autosomal dominant inheritance pattern. Analysis by Lep-
pert and coworkers (1989) then resulted in the first success-
ful linkage in idiopathic epilepsies. The causative genes 
eventually were identified as KCNQ2 and KCNQ3, cod-
ing for central nervous system M-type potassium channels 
 (Biervert et al., 1998a; Charlier et al., 1998; Singh et al., 
1998). Most families with BFNS have mutations in KCNQ2, 
whereas KCNQ3 mutations have been detected only in rare 
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families. In addition to the described familial cases, de novo 
mutations in KCNQ2 have been identified in sporadic cases 
(Claes et al., 2004).

BFNS usually remits in the first year of life, but additional 
clinical features have been described in several families with 
KCNQ2/KCNQ3 potassium channel mutations. Five percent 
of infants go on to develop Febrile Seizures and 11 percent 
later develop frank epilepsy (Plouin & Anderson, 2002). 
Although these small numbers seem reassuring in the light 
of the sudden and frightening presentation of this condition, 
it emphasizes the role of M-type potassium channels in the 
regulation of central nervous system excitability. Identifica-
tion of the genetic and nongenetic factors that confer risk 
for a later seizure disorder in these benign conditions will 
give valuable insight into gene–gene or gene–environment 
interaction in monogenic disorders.

Myokymia has been reported in a single family with 
BFNS (Dedek et al., 2001). M-type potassium channels 
are key regulators of membrane excitability in the node of 
 Ranvier in addition to the axon initial segment in central neu-
rons (Devaux et al., 2004). This highlights that ion channel 
disorders in humans are a common pathophysiological prin-
ciple that result in different clinical conditions based upon 
spatial and temporal expression of the mutated channel.

2.  Benign Familial Neonatal-Infantile Seizures 
(BFNIS)

This disorder is challenging on a conceptual level. BFNIS 
is a family diagnosis in families where both neonatal and 
infantile seizure onsets are observed and was first described by 
Kaplan and Lacey in 1983 (Kaplan & Lacey, 1983). Whereas 
the subdivision between BFNS, BFNIS, and Benign  Familial 
Infantile Seizures (BFIS) appears artificial at first glance, it 
has proven crucial in identifying the underlying causative gene. 
In 2002, mutations in SCN2A coding for the alpha 2 subunit 
of the neuronal sodium channel were reported in  families with 
BFNIS (Heron et al., 2002). To date, several families with 
mutations in SCN2A have been described, including the origi-
nal North American Family by Kaplan and Lacey (Berkovic 
et al., 2004). In contrast to the predictable age of onset in fami-
lies with BFNS, BFNIS families show remarkable variability. 
Onset may vary from 2 days to 6 months with a mean onset of 
11 weeks. In contrast to BFNS, Febrile Seizures and Epilepsy 
are rarely sequelae of BFNIS.

Mutations in SCN2A have been sought in a variety of 
epilepsy syndromes and BFNIS is the only condition where 
mutations have been regularly identified. A single patient 
has been reported with a severe epilepsy syndrome and a 
mutation in SCN2A (Kamiya et al., 2004).

3. Benign Familial Infantile Seizures (BFIS)

This syndrome usually starts between four and eight 
months and typically presents with focal features such as 
head and eye deviation or unilateral clonic features that may 

alternate sides between events. As in BFNS, the paroxysmal 
events occur in clusters and settle spontaneously.

Even though families with autosomal inheritance were 
described in 1992 (Vigevano et al., 1992), the causative gene 
in this disorder is still elusive. Linkage to a large pericentro-
meric region on chromosome 16 has been described, but iden-
tification of the underlying mutation has been unsuccessful, 
possibly due to a number of gene duplications in this region.

Additionally, BFIS can occur in association with other 
paroxysmal disorders of the central nervous system. Infan-
tile Convulsions and Choreoathetosis is a well-described 
entity that is consistent with autosomal dominant inheri-
tance (Szepetowski et al., 1997). Furthermore, mutations in 
ATP1A2 have been described in a family with hemiplegic 
migraine and benign infantile seizures (Vanmolkot et al., 
2003). Both findings demonstrate a relationship between 
apparently distinct idiopathic paroxysmal disorders of the 
central nervous system.

4.  Molecular Mechanism in Idiopathic Infantile 
Seizures Syndromes

BFNS, BFNIS, and BFIS share two striking features: They 
have clinical onsets in specific time windows and are self-
limiting. The mechanisms responsible for this  phenomenon 
are largely unknown.

In vitro functional studies suggest that the mutations 
impair channel function through various mechanisms. For 
example, in BFNS, impaired potassium-dependent repolar-
ization can be caused by a reduction in the maximal cur-
rent carried by the KCNQ2/KCNQ3 M-channels (Lerche 
et al., 1999) or through slower opening and faster closing 
kinetics in combination with a decreased voltage sensitivity 
(Castaldo et al., 2002). Mutations in SCN2A in BFNIS have 
been found to increase subthreshold and action sodium cur-
rents through various mechanisms (Scalmani et al., 2006). 
These changes led to hyperexcitability in cultured pyramidal 
and bipolar neocortical neurons.

In addition, KCNQ2/KCNQ3 heteromers as well as 
SCN2A possess Ankyrin-G binding domains that might be 
involved in targeting to the axon initial segment (Pan et al., 
2006). BFNS mutations in KCNQ2/KCNQ3 inhibit selective 
targeting to the axon, suggesting that impairment of intra-
cellular transport may contribute to the aetiology of BFNS 
(Chung et al., 2006). Disturbance of ion channels at the axon 
initial segment might be the common pathophysiological 
mechanism for both BFNS and BFNIS that sets these disor-
ders apart from other channelopathies.

B. Febrile Seizures and Related Disorders

 Case Study 2: “It was the vaccination that caused 
it …”

O.G. had his first seizure nine hours after his third 
 triple vaccination (pertussis, diphtheria, and tetanus) at six 
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months of age. He was prone to prolonged seizures there-
after. At eight months, he presented with status epilepticus 
with fever, which lasted for two hours. At nine months, a 
right hemiclonic seizure lasted for 20 minutes. In his first 
two years of life, O.G. had 15 episodes of status epilepticus. 
His development plateaued and he showed regression after 
prolonged episodes of status. At the age of 15 months, O.G. 
started having myoclonic jerks and absence seizures. Partial 
seizures were also noted.

The family and their family doctor firmly believed that the 
triple vaccination at six months had caused O.G.’s debilitat-
ing seizure disorder. It had not. O.G. and his parents saw a 
pediatric neurologist at the age of 2 years and he was diag-
nosed with Dravet Syndrome (Severe Myoclonic Epilepsy of 
Infancy SMEI). Mutational analysis revealed a de novo trun-
cation mutation in the SCN1A gene.

Dravet Syndrome sometimes masquerades as so-called 
“vaccine encephalopathy” because the clinical onset coin-
cides with the vaccination (Berkovic et al., 2006a). Proper 
clinical analysis rather than false attribution is necessary to 
determine the correct diagnosis and provide the child with 
optimal treatment options.

1.  Generalized Epilepsy with Febrile Seizures Plus 
(GEFS+)

Febrile Seizures occur in 3 percent of all children between 
six months and six years of age and are the most common 
seizure disorders in man. A considerable genetic contribu-
tion to Febrile Seizures has been known for decades and 
families with monogenic inheritance are well described. 
Despite this favorable setting for gene discoveries, genes for 
Febrile  Seizures have been elusive.

It took a conceptual advance to identify the first genes for 
Febrile Seizures, the recognition of the familial syndrome 
of Generalized Epilepsy with Febrile Seizure Plus (GEFS+) 
(Scheffer and Berkovic, 1997). In families with GEFS+ there 
is a spectrum of seizure syndromes in individuals including 
Febrile Seizures, Febrile Seizures Plus (FS+), as well as FS+ 
with other seizure types. FS+ refers to subjects who have sei-
zures with fever that occur outside the age boundaries of six 
months to six years or are accompanied by afebrile convul-
sions. Under the assumption that these somewhat variable phe-
notypes within large pedigrees are caused by the same genetic 
defect, several genes for GEFS+ have been identified.

To date, mutations in SCN1A, SCN1B, and GABRG2 have 
been identified in multiple families with GEFS+ (Baulac et 
al., 2001; Escayg et al., 2000b; Wallace et al., 1998, 2001). 
Missense mutations in SCN1A are the most frequent genetic 
alterations found to date, but account for only a minority of 
GEFS+ families.

2. Febrile Seizures

Gene findings in GEFS+ have allowed for inferences 
about the genetic alterations in families with simple Febrile 

Seizures without associated GEFS+ features. A family 
with pure Febrile Seizures and a mutation in SCN1A has 
been described (Mantegazza et al., 2005), and a mutation 
in GABRG2 has been found that segregates with Febrile 
 Seizures (Audenaert et al., 2006). Whereas these findings 
suggest that familial Febrile Seizures in these families may 
be regarded as a milder version of GEFS+ on a molecular 
level, it must be cautioned that despite these initial findings, 
most genes causing Febrile Seizures in families as well as in 
sporadic patients are unknown.

3.  Dravet Syndrome: Severe Myoclonic Epilepsy of 
Infancy (SMEI)

The patient described in the case vignette suffers from 
Dravet Syndrome, formerly known as Severe Myoclonic 
Epilepsy of Infancy. Dravet Syndrome presents in the 
first year of life in a previously healthy infant. Seizures 
usually are triggered by fever and febrile status is com-
mon. The child develops afebrile seizures with different 
seizure types in the next few years, including partial, 
absence, and myoclonic seizures. Intellectual develop-
ment is initially normal, but regression then occurs with 
resulting considerable intellectual impairment (Dravet 
et al., 2002).

Approximately 70 percent of children with Dravet 
 Syndrome have mutations of the SCN1A gene and this syn-
drome demarcates the severe end of the GEFS+ spectrum. 
Mutations occur de novo in 95 percent of cases (Mulley 
et al., 2005b). It is considered a rare clinical syndrome, but 
is probably underdiagnosed.

4.  Phenotypic Heterogeneity in Sodium 
Channelopathies

Epileptic sodium channelopathies are characterized 
by considerable phenotypic heterogeneity. Mutations in 
SCN1A can cause several Febrile Seizure-related syn-
dromes, spanning from simple Febrile Seizures to the 
devastating clinical picture of Dravet Syndrome. What 
determines whether a child with a mutation in SCN1A 
presents with self-limiting Febrile Seizures or progresses 
to a severe, disabling epilepsy?

About half the children with Dravet Syndrome have 
truncation mutations. Missense mutations occur with 
simple Febrile Seizures, GEFS+, and some children with 
Dravet Syndrome. Presumably the site and type of mis-
sense mutation is important, but genotype–phenotype 
correlations have not yet been disentangled (see Figure 
24.2). Furthermore, in some but not all studies, there is 
a higher than expected frequency of Febrile Seizures and 
epilepsy in relatives of patients with de novo mutations 
in SCN1A, suggesting that Dravet Syndrome is the result 
of an SCN1A mutation on an “epileptogenic” genetic 
background.
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Figure 24.2 Genotype-phenotype correlation in genetic epilepsies caused by mutations in SCN1A 
(Mulley et al., 2005b). A. SCN1A mutations found in pedigrees with GEFS+. In these families, only mis-
sense mutations can be detected. B. Mutations found in patients with Dravet Syndrome (Severe Myoclonic 
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C. Mutations found in other severe epilepsy syndromes caused by mutations in SCN1A. These disorders 
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Spasms, and SMEB (Severe Myoclonic Epilepsy Borderland). In these conditions, truncation mutations, 
deletions as well as missense mutations can be found.
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5. Why Does Fever Trigger Seizures?

Despite the fact that Febrile Seizures are the most common 
seizures in humans, little is known about the mechanisms 
that link the rise of body temperature with the tendency to 
convulse. Research has concentrated on two starting points 
to investigate the pathophysiology of this phenomenon; 
the cytokines associated with the inflammatory response, 
and the ion channels that have been identified in GEFS+ 
families.

Proinflammatory cytokines are important pyrogens and 
mediate the elevation of the body temperature in fever. In 
Febrile Seizures a role for Interleukin-1 beta (IL-1β) has 
been suggested. Mice lacking the IL-1β receptor are resis-
tant to Febrile Seizures despite an unaltered cytokine profile. 
In addition, high doses of IL-1β can generate seizures in the 
absence of fever (Dube et al., 2005). This suggests that IL-1β 
signaling might—at least partly—be the link between hyper-
thermia and neuronal hyperexcitability.

Despite this evidence in an animal model of Febrile Sei-
zures, translation to the situation in humans has proven diffi-
cult. It is debated whether children with Febrile Seizures have 
an increased IL-1β production compared to controls (Haspo-
lat et al., 2002; Lahat et al., 1997; Matsuo et al., 2006; Tutun-
cuoglu et al., 2001; Virta et al., 2002b). Furthermore, despite 
initial reports of a positive association of Febrile Seizures 
with polymorphisms in the Interleukin-1 beta gene (IL-1ß) 
and the Interleukin-1 receptor antagonist gene (IL-1RN) (Tsai 
et al., 2002; Virta et al., 2002a), these findings could not be 
confirmed (Haspolat et al., 2005; Matsuo et al., 2006).

A different line of thinking about the pathogenesis of 
Febrile Seizures concentrates on a possible dysfunction of 
ion channels in the setting of elevated temperature. Prelimi-
nary evidence suggests that GEFS+ associated mutations in 
GABRG2 result in a temperature-dependent block of intracel-
lular transport, which ultimately leads to a reduced cell–sur-
face expression of the GABA receptor subunit (Kang et al., 
2006). Although this finding requires further confirmation, 
it raises an interesting principle for ion channel dysfunction 
in the setting of fever.

C. The Idiopathic Generalized Epilepsies

Case Study 3: Constance and Kathryn

Constance and Kathryn are identical twins with Child-
hood Absence Epilepsy (CAE). The EEG trace shows the 
characteristic 3 Hz generalized spike-wave activity. Ini-
tially investigated by Dr. William Lennox in the 1950s, 
Constance and Kathryn have become the faces of epilepsy 
genetics. They developed absence seizures at the age of six 
years and had a very similar clinical course. Twin studies 
elegantly demonstrate the importance of genetic factors in 
seizure disorders. Among the other epilepsy syndromes, the 
 Idiopathic  Generalized  Epilepsies including Childhood 

Absence  Epilepsy stand out because of their strong if not 
exclusive genetic component (see Figure 24.3).

1. Childhood Absence Epilepsy (CAE)

Childhood Absence Epilepsy typically presents with typ-
ical absence seizures in primary school children. Absence 
seizures (previously known as petit mal) occur many times 
a day and present as staring spells. The diagnosis is made 
in conjunction with the EEG recording, which shows the 
characteristic 3 Hz generalized spike-wave activity. Data 
from twin and family studies strongly suggest that CAE is a 
genetic disorder and no evidence for environmental factors 
has been found.

Despite the strong clinical evidence for a genetic causa-
tion, finding genes has been difficult because most cases of 
CAE are not caused by a single major gene. However, sev-
eral genes have been identified that contribute to the com-
plex genetic architecture of CAE. Mutations in GABRG2 
coding for the gamma 2 subunit of the GABA(A) receptor 
have been found in pedigrees with Febrile Seizures and CAE 
(Wallace et al., 2001). Mutations in the CLCN2 gene, coding 
for the neuronal chloride channel CIC-2, are associated with 
different syndromes within the IGE spectrum including CAE 
(Haug et al., 2003). Mutations in CACNA1A cause several 
neurological disorders including spinocerebellar ataxia type 
6 (SCA-6), episodic ataxia type 2, and familial hemiplegic 
migraine. Mutations in CACNA1A were also found in a fam-
ily with pure CAE (Popa et al., 2005). In addition, a muta-
tion in JRK/JH8 has been detected in a single patient with 
CAE evolving to Juvenile Myoclonic Epilepsy. JRK/JH8 is 
the homologue of the mouse jerky gene (Moore et al., 2001). 
A de novo mutation in GABRA1 coding for the alpha 1 sub-
unit of the GABA(A) receptor has been identified in a single 
patient with CAE (Maljevic et al., 2006). It seems unlikely 
that these findings are relevant to the majority of children 
with this common epilepsy.

2. Juvenile Myoclonic Epilepsy (JME)

Juvenile Myoclonic Epilepsy is the most important 
 adolescent syndrome among the Idiopathic Generalized 
Epilepsies. This disorder is characterized by myoclonic 
jerks that characteristically occur on awakening as well as 
generalized tonic clonic seizures. Whereas JME is respon-
sive to antiepileptic medication in the vast majority of cases, 
it is considered a life-long condition that requires long-term 
pharmacotherapy. The genetic relationship between CAE 
and JME within the Idiopathic Generalized Epilepsies is 
complex. Evidence points toward shared as well as dis-
tinct genetic influences in these subsyndromes (Winawer 
et al., 2003; Winawer et al., 2005). CAE can evolve to JME 
and there is considerable overlap in multiplex families. 
Besides the genes implicated in CAE as well as JME, sev-
eral large pedigrees with pure JME have been described. 
Mutations in GABRA1 and EFHC1 have been identified 
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in large pedigrees with JME (Cossette et al., 2002; Suzuki 
et al., 2004). Whereas GABRA1 codes for the alpha 1 sub-
unit of the GABA(A) receptor, EFHC1 codes for an EF-
hand domain protein of unknown function. A truncation 
mutation in CACNB4 has been identified in a patient with 
JME (Escayg et al., 2000a), but the significance of this is 
uncertain. CACNB4 is the human orthologue of the lethar-
gic gene, which leads to epilepsy and ataxia in mice.

3.  The Genetics of Generalized Spike Wave—An 
Outlook

The thalamocortical system is a major circuit of the 
human central nervous system. Generalized spike-wave 
activity, the electrographic hallmark of the Idiopathic 
Generalized  Epilepsies, is the consequence of a func-
tional disturbance of this network on different levels 
 (Blumenfeld, 2005).

Figure 24.3 Constance and Kathryn (Lennox, 1960). Constance and Kathryn are identical twins 
with Childhood Absence Epilepsy (CAE). The EEG trace shows 3 Hz generalized spike-wave activity 
and is almost identical in the twins; “as alike as fingerprints.” Identical twins with Idiopathic Gen-
eralized Epilepsy are mostly concordant (both twins affected) in contrast to nonidentical twins. This 
emphasizes the importance of genetic factors in IGE.
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So how do mutations in GABRG2, GABRA1, and EFHC1 
contribute to the pathogenesis of Idiopathic Generalized 
 Epilepsy? The effect of mutations involved in Idiopathic 
 Generalized Epilepsy has been investigated mostly at a molec-
ular level, suggesting alteration of channel function through 
several mechanisms involving ion channel conductances, 
kinetics, or intracellular transport. Little work has been done 
to put these findings in context at a system level to understand 
the effect of a pathogenic mutation within the neuronal net-
work. The complex network activity within the thalamocortical 
system can be modeled in simulations, which integrate elec-
trophysiological findings into a coherent picture (Traub et al., 
2005). Enriching these models with data from human mutations 
might shed light onto the underlying disturbances. Whereas 
the involvement of GABA receptors indicate a dysfunction of 
GABAergic transmission, the nature and pathophysiology of 
this disturbance is not well understood. Involvement of non-
ion channel genes such as EFHC1 raise the possibility that 
other—still unknown—pathways are involved in the patho-
logical thalamocortical hypersynchrony seen in Idiopathic 
 Generalized Epilepsies.

D. The Idiopathic Focal Epilepsies

Case Study 4: “Can’t you hear the radio?”

S.W. was spending an afternoon at his girlfriend’s house 
when he suddenly heard a “radio sound” in his right ear. He 
asked his girlfriend whether she was aware of this sound as 
well, but he could not understand her answer. S.W. then lost 
consciousness and convulsed. He presented with a second 
seizure several months later. S.W. was started on carbamaze-
pine and remained seizure free.

Interestingly, his mother had seizures starting at the same 
age. Furthermore, his sister had her first seizure at the age 
of eight years and frequently reported auras where she would 
see colorful pictures and hear noises “like a familiar song.” 
These episodes sometimes occurred seconds before she had 
a generalized tonic-clonic seizure.

S.W. and his family have the familial syndrome of  Autosomal 
Dominant Partial Epilepsy with Auditory Features (ADPEAF), 
caused by mutations in the LGI1 gene. ADPEAF is a fascinat-
ing condition that presents with partial seizures in the lateral 
temporal lobe that are perceived as auditory and sometimes 
visual features. D’Orsi and Tinuper recently hypothesized that 
the voices and visions of Jean d’Arc, the maid of Orleans, 
share a certain similarity with this syndrome (d’Orsi & 
 Tinuper, 2006).

1.  Autosomal Dominant Nocturnal Frontal Lobe 
Epilepsy (ADNFLE)

Vigorous nocturnal motor seizures, often with retained 
awareness, characterize the rare familial syndrome of ADN-
FLE, which can be misdiagnosed as a sleep disturbance. 

ADNFLE was the first familial epilepsy syndrome to be 
understood at a molecular genetic level and three genes 
for ADNFLE have been established. CHRNA4, CHRNB2, 
and CHRNA2 code for subunits of the neuronal nicotinic 
acetylcholine receptor (Aridon et al., 2006; Fusco et al., 
2000; Phillips et al., 2001; Steinlein et al., 1995). It also 
has been suggested that mutations of CRH, the gene for the 
corticotropin-releasing hormone, may play a role (Combi 
et al., 2005).

The thalamus and cortex are innervated by cholinergic 
neurons arising from the brainstem and basal forebrain. An 
imbalance between excitation and inhibition that is pro-
nounced in sleep is thought to underlie the pathogenesis of 
ADNFLE.

2.  Autosomal Dominant Partial Epilepsy with 
Auditory Features (ADPEAF)

Temporal Lobe Epilepsy is the most common epilepsy 
of adulthood, and despite a considerable genetic impact, few 
genetic alterations are known. ADPEAF is a familial temporal 
lobe epilepsy syndrome that is characterized by auditory fea-
tures as described in the case vignette. Mutations in LGI1 cod-
ing for the leucine-rich, glioma inactivated 1 protein have been 
identified in families with ADPEAF (Kalachikov et al., 2002). 
The role of the putative tumor suppressor gene LGI1 in the 
pathogenesis of human epilepsy remains poorly understood. 
However, increasing evidence suggests that the LGI1 protein 
is involved in presynaptic function and possibly constitutes a 
potassium channel subunit (Fukata et al., 2006; Schulte et al., 
2006). Even though it remains unsolved why dysfunction of 
the LGI1 protein can lead to a specific and localized syndrome 
such as ADPEAF, it provides the first molecular insight into 
the biology of Temporal Lobe Epilepsy. A truncation mutation 
in KCND2 coding for the voltage gated potassium channel 
Kv4.2 has been identified in a patient with Temporal Lobe 
Epilepsy (Singh et al., 2006) and Temporal Lobe Epilepsy is 
an occasional phenotype of familial GEFS+ (Scheffer et al., 
2007). These findings further suggest that genetic alterations 
in ion channels or ion channel related genes might predispose 
to Temporal Lobe Epilepsy.

Familial Temporal Lobe Epilepsy also has been described 
as a feature of choreoancanthocytosis in families with muta-
tions in the chorein gene VPS13A (Al-Asmi et al., 2005).

III. The Channelopathy Concept 
of Idiopathic Epilepsies

A. The Eye of the Needle for Signal 
Transduction: The Neuronal Cell Membrane

Even though it had been known for a long time that 
membrane biology was critical to signal transduction in the 
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brain, it was not clear how individual genetic defects might 
result in seizure disorders. The discovery of ion channel 
mutations in human epilepsy provided the explanation. The 
term channelopathy, first used by Ptacek for hyperkalemic 
periodic paralysis (Ptacek & Fu, 2004; Ptacek et al., 1991) 
was adopted for this pathogenic mechanism. The beauty of 
the channelopathy concept lies in the fact that it unites the 
fields of genetics and electrophysiology. With the working 
concept of channelopathies in mind, it became possible to 
reduce the causative factor of certain epilepsies to a single 
gene, transfer its pathogenic effect to a model system, and 
investigate the functional consequences.

Related genetic disorders are likely to be caused by genes 
with related biological function (Oti et al., 2006; van Driel et al., 
2006). Whereas the idiopathic epilepsies diverge on a pheno-
typic and genetic level, they may converge at the level of gene 
function and gene ontology. Ion channels are the molecular basis 
of monogenic idiopathic epilepsies and will be the standard that 
future gene findings will be measured against (see Table 24.1).

Recent evidence suggests that the channelopathy concept 
might extend to acquired epilepsies where the role of ion 
channel dysregulation increasingly is recognized. In a model 
of chronic epilepsy, the increased dendritic excitability in 
CA1 pyramidal cells was found to be caused by a decreased 
expression of A-type potassium channels on the cell surface 
(Bernard et al., 2004). Transcriptional as well as post-trans-
lational mechanisms were implicated. Furthermore, ample 
evidence exists for dysregulation of other ion channels and 
neurotransmitter receptors in epilepsy models. It is therefore 
tempting to hypothesize that ion channels represent the cen-
tral substrate for seizure disorders along the neurobiological 
spectrum (Berkovic et al., 2006b) (see Figure 24.4). Future 

research will tell whether the channel-opathy concept of epi-
lepsy will lead to the development of novel diagnostic and 
therapeutic strategies.

IV. The Next Step: Monogenic Disorders 
as Model Systems for Common Epilepsies

A. Understanding the Genetic Architecture 
of Seizure Disorders

In contrast to the monogenic idiopathic epilepsy syn-
dromes, most epilepsies are not caused by a single major 
gene. Many common epilepsies such as the Idiopathic 
 Generalized Epilepsies are under a strong genetic influence, 
which is likely due to the additive effect of several suscepti-
bility genes. Identification of susceptibility genes for com-
mon epilepsies is the major goal of epilepsy research in the 
next decade.

A number of genes have been suggested as susceptibility 
genes for Idiopathic Generalized Epilepsy including BRD2 
(RING3) coding for the bromodomain containing 2 protein 
and ME2 coding for Malic Enzyme 2 (Greenberg et al., 
2005; Pal et al., 2003). GABRD, the gene for the delta sub-
unit of the GABA(A) receptor, may be a susceptibility gene 
for GEFS+ (Dibbens et al., 2004). Whereas confirmatory 
evidence for a role of these genes is still lacking, other sus-
ceptibility genes for Idiopathic Generalized Epilepsy have 
been found in at least two laboratories. CACNA1H coding 
for the alpha 1H subunit of the voltage-dependent calcium 
channel and KCNJ10 coding for the inwardly rectifying 
potassium channel Kir1.2 may predispose to CAE (Buono 

Table 24.1 Some Ion Channels Implicated in Human Idiopathic Epilepsy Syndromes

 Monogenic Disorders Susceptibility Genes

Monogenic Epilepsies of Infancy  
BFNS KCNQ2 
 KCNQ3 
BFNIS SCN2A 

Febrile Seizures and GEFS+  
Generalized Epilepsy with Febrile Seizures Plus (GEFS+) SCN1A 
 SCN1B 
 GABRG2 
  GABRD
Dravet Syndrome SCN1A 

Idiopathic Generalized Epilepsies  
Childhood Absence Epilepsy (CAE) GABRG2 
 CACNA1A 
  CACNA1H
Juvenile Myoclonic Epilepsy (JME) GABRA1 

Idiopathic Partial Epilepsies  
Autosomal Dominant Nocturnal Frontal Lobe Epilepsy (ADNFLE) CHRNA4 
 CHRNA2 
 CHRNB2 
Autosomal Dominant Partial Epilepsy with Auditory Features (ADPEAF) LGI1 
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et al., 2004; Chen et al., 2003; Lenzen et al., 2005; Liang 
et al., 2006). CX36 coding for the neuronal gap junction pro-
tein Connexin 36 has been reported as a susceptibility gene 
for JME in two studies (Hempelmann et al., 2006; Mas et 
al., 2004). The presence of false positive association due to 
limited sample size and ascertainment bias has long been a 
major setback in association studies of epilepsy susceptibility 
genes (Tan et al., 2004). With the realization that sufficient 
sample size, independent replication, and stringent statisti-
cal methods are a prerequisite, more susceptibility genes for 
IGE will be discovered in the near future. Other common 
epilepsy syndromes such as Temporal Lobe  Epilepsy may 
follow.

B. Controversies in Epilepsy Genetics: 
Benign Rolandic Epilepsy

Benign Rolandic Epilepsy is the most common epilepsy of 
childhood. The characteristic rolandic seizures are partial motor 
seizures, which affect one side of the face and the upper limb. 
The electrographic hallmark of Benign Rolandic Epilepsy is 
the EEG with the characteristic centro-temporal spikes.

The genetics of Benign Rolandic Epilepsy has been an 
enigma. Whereas families with monogenic inheritance have 
been reported, additional neurological symptoms such as 
speech dyspraxia or dystonic features are usually present in 

these families. In sporadic cases of BRE, the genetic com-
ponent appears to be small. Identical twins with BRE are 
consistently discordant, that is, only one twin is affected 
(Vadlamudi, 2006; Vadlamudi et al., 2004), suggesting that 
the heritability of BRE is very low.

Nevertheless, the underlying EEG trait of centro-tem-
poral spikes probably has a strong genetic component. The 
example of BRE illustrates the intricacy between genes, 
endophenotypes (EEG), environment, and phenotypes in 
complex seizure disorders with interacting environmental 
and genetic factors.

The genetic architecture of most seizure disorders is 
complex and far from being understood. The analysis of 
monogenic idiopathic seizure disorders has revealed valu-
able insight into the biology of the epilepsies. The ion chan-
nel concept has provided a valuable theoretical foundation 
to understand the epilepsies on the level of molecular and 
cellular dysfunction. It is the hope of epilepsy research to 
translate these findings into new therapies to fight one of the 
most common disorders of the central  nervous system.
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Tic disorders are transient or chronic conditions 
 associated with difficulties in self-esteem, family life, social 
acceptance, or school or job performance that are directly 
related to the presence of motor and/or phonic tics. Although 
tic symptoms have been reported since antiquity, system-
atic study of individuals with tic disorders dates only from 
the nineteenth century with the reports of Itard (1825) and 
Gilles de la Tourette (1885). Gilles de la Tourette, in his 
classic study of 1885, described nine cases characterized by 
motor “incoordinations” or tics, “inarticulate shouts accom-
panied by articulated words with echolalia and coprolalia” 
(Gilles de la Tourette, 1885). In addition to identifying the 
cardinal features of severe tic disorders, his report noted an 
association between tic disorders and obsessive-compulsive 
symptoms as well as the hereditary nature of the syndrome 
in some families.

Despite the overt nature of tics and decades of scientific 
scrutiny, our ignorance remains great. Notions of cause have 
ranged from “hereditary degeneration” to the “irritation of 
the motor neural systems by toxic substances, of a self-poi-
soning bacteriological origin” to “a constitutional inferiority 
of the subcortical structures … [that] renders the individual 
defenseless against overwhelming emotional and dynamic 
forces” (Kushner, 1999). Predictably, each of these etiologi-
cal explanations has prompted new treatments and new ways 
of relating to families.

In addition to tics, individuals with tic disorders may pre-
sent with a broad array of behavioral difficulties including 
disinhibited speech or conduct, impulsivity, distractibility, 
motoric hyperactivity, and obsessive–compulsive symptoms 
(Leckman & Cohen, 1998). Alternatively, a sizable portion of 
children and adolescents with tics will be free of coexisting 
developmental or emotional difficulties. Scientific opinion 
has been divided on how broadly to conceive the spectrum 
of maladaptive behaviors associated with Tourette’s syndrome 
(TS) (Comings, 1988; Shapiro et al., 1988). This controversy 
is fueled in part by the genuine frustration that parents and 
educators encounter when they attempt to divide an individ-
ual child’s repertoire of problem behaviors into those that are 
“Tourette-related” and those that are not. Population-based 
epidemiological studies and family-genetic studies have begun 
to clarify these issues, but much work remains to be done.

In this chapter, a presentation of the natural history 
precedes a review of the etiology and the neurobiological 
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substrates of these conditions before closing with a set of 
integrative hypotheses. The general perspective that will be 
presented is that TS and related disorders are model neuro-
biological disorders in which to study multiple interactive 
genetic and environmental (epigenetic) mechanisms that 
interact over the course of development to produce a distinc-
tive range of complex syndromes of varying severity.

I. Clinical Description 
and Natural History

A. Phenomenology of Tics

A tic is a sudden, repetitive movement, gesture, or 
 utterance that typically mimics some aspect or fragment of 
normal behavior. Usually of brief duration, individual tics 
rarely last more than a second. Individual tics can occur 
singly or together in an orchestrated pattern. They vary in 
their intensity or forcefulness. Typically the disorder begins 
in early childhood, on average between the ages of three and 
seven years, with transient bouts of simple motor tics such 
as eye blinking or head jerks. These tics may initially come 
and go, but eventually they become persistent and begin to 
have adverse effects on the child and his family. The reper-
toire of motor tics can be vast, incorporating virtually any 
voluntary movement by any portion of the body. Although 
some patients have a rostral-caudal progression of motor 
tics (head, neck, shoulders, arms, torso), this course is not 
predictable. As the syndrome develops, complex motor tics 
may appear. Typically, they accompany simple motor tics. 
Often they have a camouflaged or purposive appearance 
(e.g., brushing hair away from the face with an arm), and 
can only be distinguished as tics by their repetitive character. 
They can involve dystonic movements. In a small fraction 
of cases (<5%), complex motor tics have the potential to be 
self-injurious and to further complicate management. These 
self-injurious symptoms may be relatively mild (e.g., slap-
ping or tapping), or quite dangerous (e.g., punching one side 
of the face, biting a wrist, or gouging eyes to the point of 
blindness).

On average, phonic tics begin one to two years after the 
onset of motor symptoms and are usually simple in char-
acter, for example, throat clearing, grunting, and squeaks. 
More complex vocal symptoms such as echolalia (repeat-
ing another’s speech), palilalia (repeating one’s own speech), 
and coprolalia (obscene or socially unacceptable speech) 
occur in a minority of cases. Other complex phonic symp-
toms include dramatic and abrupt changes in rhythm, rate, 
and volume of speech.

Clinicians characterize tics by their anatomical location, 
number, frequency, and duration. The intensity or “forceful-
ness” of the tic can also be an important characteristic as 
some tics call attention to themselves simply by virtue of the 

exaggerated fashion in which they are performed or uttered. 
Finally, tics vary in terms of their complexity. Complexity 
usually refers to how simple or involved a movement or 
sound is, ranging from brief, meaningless, abrupt fragments 
(simple tics) to ones that are longer, more involved, and 
seemingly more goal-directed in character (complex tics). 
Each of these elements has been incorporated into clinician 
rating scales that have proven to be useful in monitoring tic 
severity (Leckman et al., 1989).

Motor and phonic tics tend to occur in bouts with brief 
inter-tic intervals (Peterson & Leckman, 1998). Their fre-
quency ranges from nonstop bursts that are virtually uncount-
able (>100 tics per minute) to rare events that occur only a 
few times a week (see Figure 25.1).

By the age of 10 years, most individuals with tics are 
aware of premonitory urges that may either be experienced 
as a focal perception in a particular body region where the 
tic is about to occur (like an itch or a tickling sensation) 
or as a mental awareness (Lang, 1991; Leckman et al., 
1993). A majority of patients also report a fleeting sense of 
relief after a bout of tics has occurred. These premonitory 
and consummatory phenomena contribute to an individu-
al’s sense that tics are a habitual, yet partially intentional, 
response to unpleasant stimuli. Indeed, most adolescent and 
adult subjects describe their tics as either voluntary or as 
having both voluntary and involuntary aspects. In contrast, 
many young children are oblivious to their tics and expe-
rience them as wholly involuntary movements or sounds. 
Most tics can also be suppressed for brief periods of time. 
The warning given by premonitory urges may contribute to 
this phenomenon.

Tic disorders tend to improve in late adolescence and 
early adulthood. In many instances, the phonic symptoms 
become increasingly rare or may disappear altogether, and 
the motor tics may be reduced in number and frequency. 
Complete remission of both motor and phonic symptoms has 
also been reported (Goetz et al., 1992; Leckman et al., 1998; 
Shapiro et al., 1988). In contrast, adulthood is also the period 
when the most severe and debilitating forms of tic disorder 
can be seen. The factors that influence the continuity of tic 
disorders from childhood to adolescence to adulthood are 
not well understood but likely involve the interaction of nor-
mal maturational processes occurring in the central nervous 
system (CNS) with the neurobiological mechanisms respon-
sible for TS, the exposure to cocaine, other CNS stimulants, 
androgenic steroids, and the amount of intramorbid emo-
tional trauma and distress experienced by affected individu-
als during childhood and adolescence. In addition, it should 
be emphasized that tic disorders may be etiologically sepa-
rable so that some of these factors, such as activation of the 
immune system or exposure to heat stress, may influence the 
pathogenesis and intramorbid course for some tic disorders 
but not others. Other factors, such as psychological stress, 
may have a more uniform impact.
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The factors that determine the degree of disability and 
handicap versus resiliency are largely unknown. They are likely 
to include the presence of additional developmental, mental, 
and behavioral disorders; the level of support and understand-
ing from parents, peers, and educators; and the presence of 
special abilities (as in sports) or personal attributes (intelli-
gence, social abilities, and personality traits).  Behavioral and 
emotional problems frequently complicate TS and range from 
impulsive, disinhibited, and immature behavior to compulsive 
touching or sniffing. At present, there are no clear dividing 
lines between these disruptive behaviors and complex tics 
on the one hand and comorbid conditions of attention deficit 
hyperactivity disorder and obsessive-compulsive disorder on 
the other. As described later, some of these conditions may 
be alternate expressions of the same underlying vulnerability 
such as obsessive-compulsive disorder, others may be inti-
mately related by virtue of shared pathophysiological mecha-
nisms such as attention deficit hyperactivity disorder, and still 
others may be the consequence of having a chronic disorder 
that is socially disfiguring such as affective and anxiety syn-
dromes. Defining the limits of tic disorders vis-à-vis other 
forms of psychopathology remains one of the most controver-
sial and difficult areas for families, clinicians, and researchers. 
Some investigators believe that the spectrum of TS includes 
attentional deficits, impulsivity, hyperactivity, disruptive 
behavior, learning disabilities, pervasive developmental dis-
orders, affective and anxiety disorders, as well as tics and 
obsessive-compulsive disorder (Comings, 1988).

Although most children with TS are loving and  affectionate, 
maintaining age-appropriate social skills appears to be a 
 parti cularly difficult area for many of them (Bawden et al., 
1998; Dykens et al., 1990; Stokes et al., 1991). Whether this 
is due to the stigmatizing effects of the tics, the patients’ own 
uneasiness, or some more fundamental difficulty linked to 
the neurobiology of this disorder is unknown.

II. Coexisting Conditions

The past decade has seen a renewed emphasis on the range 
of neurological and psychiatric symptoms seen in TS patients 
(Leckman & Cohen, 1998). In both clinical and epidemio-
logical samples TS alone is the exception rather than the 
rule (Bloch et al., 2006b; Khalifa & von Knorring, 2005). 
 Symptoms associated with attention deficit hyperactivity dis-
order (ADHD) and obsessive–compulsive disorder (OCD) 
have received the most attention. It is also becoming clear 
that the more severe the tic severity the greater the likelihood 
of detecting coexisting conditions, even in representative, 
population-based samples (Khalifa & von Knorring, 2006).

Both clinical and epidemiological studies vary accord-
ing to setting and established referral patterns, but it is not 
uncommon to see reports of 30 to 50 percent of children 
with TS diagnosed with comorbid ADHD (Khalifa & von 
Knorring, 2005; Scahill et al., 2006; Walkup et al., 1998). Of 
interest, TS has the highest rate of ADHD relative to the other 
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Figure 25.1 Fractal character of temporal occurrence of tics. Progressively longer time 
scales (seconds to months) are depicted. Adapted from Leckman (2002).
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lesser variants of tic disorders ( (Khalifa & von  Knorring, 
2005). Although the etiological relationship between TS and 
ADHD is in dispute, it is clear that those individuals with 
both TS and ADHD are at a much greater risk for a variety 
of untoward outcomes (Carter et al., 2000; Peterson et al., 
2001a; Sukhodolsky et al., 2003, 2005). Uninformed peers 
frequently tease individuals with TS. They are often regarded 
as less likeable, more aggressive, and more withdrawn than 
their classmates (Stokes et al., 1991). These social difficul-
ties are amplified in a child with TS who also has ADHD 
(Bawden et al., 1998). In such cases, their level of social 
skill is often several years behind their peers (Dykens et al., 
1990). Negative appraisal by peers in childhood is a strong 
predictor of global indices of psychopathology (Hinshaw, 
1994). This appears to be particularly true for children with 
TS and ADHD. Longitudinal studies confirm that these 
individuals are at high risk for anxiety and mood disorders, 
oppositional defiant disorder, and conduct disorder (Carter 
et al., 1994, 2000).

Clinical and epidemiological studies indicate that more 
than 40 percent of individuals with TS experience recur-
rent obsessive-compulsive (OC) symptoms (Hounie et al., 
2006; Khalifa & von Knorring, 2006; Leckman et al., 1994, 
1997b). Genetic, neurobiological, and treatment response 
studies suggest that there may be qualitative differences 
between tic-related forms of OCD and cases of OCD in 
which there is no personal or family history of tics. Specifi-
cally, compared with non-tic-related OCD, tic-related OCD 
has a male preponderance, an earlier age of onset, a poorer 
level of response to standard anti-obsessional medications, 
and a greater likelihood of first-degree family members 
with a tic disorder (Hounie et al., 2006). Symptomati-
cally the most common obsessive-compulsive symptoms 
encountered in TS patients are (1) obsessions about aggres-
sion, sex, religion, and the body, as well as related check-
ing compulsions; and (2) obsessions concerning a need for 
symmetry or exactness, repeating rituals, counting compul-
sions, and ordering/arranging compulsions (Leckman et al., 
1997a). Also, obsessive-compulsive symptoms, when pres-
ent in children with TS, appear more likely to persist into 
adulthood than the tics themselves (Bloch et al., 2006b). 
An increased childhood level of intelligence may also  herald 
a higher risk of developing more severe OCD symptoms in 
adulthood (Bloch et al., 2006b).

The cooccurrence of depression and anxiety symptoms 
with TS are commonplace and may reflect the cumulative 
psychosocial burden of having tics or shared biological dia-
theses or both (Coffey et al., 2000; Khalifa & von Knorring, 
2006; Robertson & Orth, 2006). In a recent longitudinal study, 
investigators found that antecedent depressive symptoms do 
predict modest increases in tic severity (Lin et al., 2006) 
consistent with earlier predictions (Robertson et al., 2006). 
However, this study also documented that future depression 
severity is associated more closely with antecedent worsening 

of psychosocial stress and OC symptoms than it is with future 
measures of tic severity.

Children with a range of developmental disorders appear 
to be at increased risk for tic disorders. Kurlan and colleagues 
(1994) reported a four-fold increase in the prevalence of tic 
disorders among children in special educational settings in 
a single school district in upstate New York. These children 
were not mentally retarded but did have significant learning 
disabilities or other speech or physical impairments.  Children 
with autism and other pervasive developmental disorders are 
also at higher risk for developing TS (Baron-Cohen et al., 
1999). Remarkably, in a recent epidemiological study from 
Sweden, three (12%) of the 25 children diagnosed with TS 
were also found to a have a pervasive developmental disor-
der (Khalifa & von Knorring, 2005). It is also clear that a 
number of neurological disorders can cause tics or mimic 
them (Jankovic & Mejia, 2006).

III. Prevalence

Once thought to be rare, current estimates of the prev-
alence of TS vary 100-fold, from 2.9 per 10,000 (Caine 
et al., 1988) to 299 per 10,000 (Mason et al., 1998). Recently, 
Khalifa and von Knorring (2003, 2005) studied a total popu-
lation of 4,479 children aged 7 to 15 years and their parents 
in a town in central Sweden. A three-stage procedure was 
used. Twenty-five subjects were identified as having TS, 
yielding a prevalence estimate of 5.6 per 1,000 pupils in this 
age group. Scahill et al. (2006), using a two-stage design in 
a slightly younger cohort of children (aged 6 and 12 years), 
estimated the prevalence to be 3.3 per 1,000 pupils in this 
age group.

IV. Neuropsychological Findings

Although motor and phonic tics constitute the core 
 elements of the diagnostic criteria for TS, perceptual and 
cognitive difficulties are also common. These neuropsy-
chological symptoms are potentially informative about the 
pathobiology of the disorder. Moreover, these associated 
difficulties can be more problematic for school and social 
adjustment than the primary motor symptoms. Neuropsy-
chological studies of TS have focused on a broad array of 
functions. Review of the literature suggests that the most 
consistently observed deficits occur on tasks requiring the 
accurate copying of geometric designs, that is, “visual-
motor integration” or “visual-graphic” ability (see Schultz 
et al. (1998) for a review). There was no evidence to sug-
gest that comorbid ADHD or depressive symptomatology 
could account for the observed group differences. Even after 
controlling statistically for visual-perceptual skill, intelli-
gence, and fine motor control, children with TS continued 
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to  perform worse than controls on the visual-motor tasks, 
suggesting that the integration of visual inputs and organized 
motor output is a specific area of weakness in individuals 
with TS. Perhaps the most striking observation is the recent 
finding that poorer performance with the dominant hand on 
the Purdue Pegboard test during childhood is associated with 
worse adulthood tic severity (Bloch et al., 2006a).

More recently, a specific deficit in probabilistic learning 
has been documented in individuals with TS (Keri et al., 
2002; Marsh et al., 2004, 2005). In each of these studies of 
procedural memory (habit learning), subjects with severe 
tic symptoms had a higher level of impairment than indi-
viduals with less severe symptoms. In contrast, no deficits 
were seen in declarative memory functioning (Marsh et al., 
2004, 2005).

V. Etiology and Pathogenesis

During the course of the past decade, TS and related 
conditions have emerged as model disorders for researchers 
interested in the interaction of genetic, neurobiological, and 
environmental (epigenetic) factors that shape clinical out-
comes from health to chronic disability over the lifespan.

A. Genetic Factors

Twin and family studies provide evidence that genetic 
factors are involved in the vertical transmission within fami-
lies of a vulnerability to TS and related disorders (Pauls & 
Leckman, 1986). The concordance rate for TS among mono-
zygotic twin pairs is greater than 50 percent, and the con-
cordance of dizygotic twin pairs is about 10 percent (Hyde 
et al., 1992; Price et al., 1985). If cotwins with chronic motor 
tic disorder are included, these concordance figures increase 
to 77 percent for monozygotic and 30 percent for dizygotic 
twin pairs. Differences in the concordance of monozygotic 
and dizygotic twin pairs indicate that genetic factors play 
an important role in the etiology of TS and related condi-
tions. These figures also suggest that nongenetic factors are 
critical in determining the nature and severity of the clinical 
syndrome.

Other studies indicate that first degree family members of 
TS probands are at substantially higher risk for developing 
TS, chronic motor tic disorder, and obsessive-compulsive 
disorder than unrelated individuals (Hebebrand et al., 1997; 
McMahon et al., 2003; Pauls et al., 1991; Walkup et al., 
1996). Overall, the risk to male first-degree family members 
approximates 50 percent (18% TS, 31% chronic motor tics, 
and 7% obsessive-compulsive disorder), and the overall risk 
to females is less (5% TS, 9% chronic motor tics, and 17% 
obsessive-compulsive disorder). These rates are substan-
tially higher than might be expected by chance in the general 
population, and greatly exceed the rates for these disorders 

among the relatives of individuals with other psychiatric dis-
orders except obsessive-compulsive disorder.

The pattern of vertical transmission among family mem-
bers has led several groups of investigators to test whether 
or not mathematical models of specific genetic hypotheses 
could be rejected. Although not definitive, most segregation 
analyses could not rule out models of autosomal transmission 
(Pauls & Leckman, 1986; Seuchter et al., 2000; Walkup et al., 
1996). These studies prompted the identification of large mul-
tigenerational families for genetic linkage studies.  However, 
subsequent efforts to identify susceptibility genes within these 
high-density families using traditional linkage strategies have 
met with little success (Barr & Sandor, 1998).

More recently, nonparametric approaches using families 
in which two or more siblings are affected with TS have 
been undertaken (The Tourette Syndrome International 
 Consortium for Genetics, 1999). This sib-pair approach is 
suited for diseases with an unclear mode of inheritance and 
has been used successfully in studies of other complex dis-
orders such as diabetes mellitus and essential hypertension. 
In this study, two areas are suggestive of linkage to TS, one 
on chromosome 4q and another on chromosome 8p. This 
international consortium of researchers is actively complet-
ing high-density maps of several genomic regions in an effort 
to refine and extend their preliminary results. However, the 
data at present do not replicate the initial linkage results.

Identity-by-descent approaches, a technique that assumes 
that a few founder individuals contributed the vulnerability 
genes that are now distributed within a much larger popula-
tion, have been used to study TS populations in South Africa 
and Costa Rica, and French Canada (Mathews et al., 2004). 
They implicate regions near the centromere of chromosome 
2, as well as 6p, 8q, 11q, 14q, 20q, 21q (Simonic et al., 1998), 
and X (Diaz-Anzaldua et al., 2004). Another large pedigree 
study in the UK, involving linkage analysis of TS patients, is 
suggestive of linkage at loci on chromosomes 5, 10, and 13 
(Curtis et al., 2004).

In addition, a number of cytogenetic abnormalities have 
been reported in TS families (3 [3p21.3], 7 [7q35-36], 8 
[8q21.4] 9 [9pter] and 18 [18q22.3]) (Cuker et al., 2004; 
State et al., 2003). Among the more recent findings, Verkerk 
and colleagues (2003) reported the disruption of the contac-
tin-associated protein 2 gene on chromosome 7. This gene 
encodes a membrane protein located at nodes of Ranvier 
of axons that may be important for the distribution of the 
K(+) channels, which would affect signal conduction along 
myelinated neurons. In addition, using a candidate gene 
approach identified by chromosomal anomalies, Abelson 
et al. (2005) identified and mapped a de novo chromosome 
13 inversion in a patient with TS. The gene SLITRK1 was 
identified as a brain expressed candidate gene mapping 
approximately 350 kilobases from the 13q31 breakpoint. 
Mutation screening of 174 patients with TS was undertaken 
with the resulting identification of a truncating frame-shift 
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mutation in a second family affected with TS (see Figure 
25.2). In addition, two examples of a rare variant were iden-
tified in a highly conserved region of the 3′ untranslated 
region of the gene corresponding to a brain expressed micro-
RNA binding domain. None of these anomalies were dem-
onstrated in 3600 controls. In vitro studies showed that both 
the frame-shift and the miRNA binding site variant had func-
tional potential and were consistent with a loss-of-function 
mechanism. Studies of both SLITRK1 and the micro-RNA 
predicted to bind in the variant-containing 3′ region showed 
expression in multiple neuroanatomical areas implicated in 
TS neuropathology including the cortical plate, striatum, 
globus pallidus, thalamus, and subthalamic nucleus. Future 
progress is anticipated and clarity about the nature and nor-
mal expression of even a few of the TS susceptibility genes 
is likely to provide a major step forward in understanding the 
pathogenesis of this condition.

B. Neural Circuits

Investigators interested in procedural learning, habit 
 formation, and internally and externally guided motor con-
trol have focused their attention on multisynaptic neural 
circuits or loops that link the cerebral cortex with  several 
subcortical regions (Albin & Mink, 2006; Graybiel & 
 Canales, 2001; Haber, 2003; Middleton & Strick, 2000, 
2003). These  circuits direct information from the cerebral 
cortex to the basal ganglia, cerebellum, and thalamus, and 
then back to specific regions of the cortex, thereby forming 
multiple  cortical-subcortical loops.

1. Neuroanatomy

Cortical neurons projecting to the striatum outnumber 
striatal (MSs) spiny neurons by about a factor of 10 (Zheng 
& Wilson, 2002). These convergent cortical efferent neurons 
project to the dendrites of MSs within two structurally simi-
lar, but neurochemically distinct compartments in the stria-
tum: striosomes and matrix. These two compartments differ 
by their cortical inputs, with the striosomal MS projection 
mainly receiving convergent limbic and prelimbic inputs, 
and neurons in the matrix mainly receiving convergent input 
from ipsilateral primary motor and sensory motor cortices 
and contralateral primary motor cortices.

Several other less abundant striatal cell types probably 
have a key role in habit learning, including cholinergic toni-
cally active neurons (TANs) and fast-spiking GABAergic 
interneurons (FSNs) (Gonzalez-Burgos et al., 2005; Jog 
et al., 1999). TANs are very sensitive to salient perceptual 
cues because they signal the networks within the cortico-
basal ganglia learning circuits when these cues arise (Raz 
et al., 1996). Specifically, they are responsive to   dopaminergic 
inputs from the substantia nigra, and these signals likely 
participate in calculation of the perceived salience (reward 
value) of perceptual cues along with excitatory inputs from 
midline thalamic nuclei.

The FSNs of the striatum receive direct cortical inputs 
predominantly from lateral cortical regions, including the 
primary motor and somatosensory cortex, and they are highly 
sensitive to cortical activity in these regions (McGeorge & 
Faull, 1989). They are also known to be electrically coupled 
via gap junctions that connect adjacent dendrites. Once acti-
vated, these FSNs can inhibit many nearby striatal projec-
tion neurons synchronously via synapses on cell bodies and 
proximal dendrites (Koos & Tepper, 1999). These FSNs are 
also very sensitive to cholinergic drugs, suggesting that they 
are functionally related to the TANs active neurons (Koos & 
Tepper, 2002).

2. Neuropathological Data

Although neuropathological studies of postmortem TS 
brains are few in number, a recent stereological study indi-
cates that there is a marked alteration in the number and 
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Figure 25.2 Chromosomal location of the SLITRK1 gene and protein 
characterization. A. G-banded metaphase chromosomes 13. The ideogram 
for the normal (left) and inverted (right) chromosomes are presented. B. 
Diagram of the interval surrounding the spanning BAC RP11-375K12 at 
13q31.1. SLITRK1 (National Center for Biotechnology Information acces-
sion code NM_052910 [GenBank]) maps approximately 350 kb telomeric, 
and SPRY2 (NM_005842 [GenBank]) maps more than 3 million base pairs 
centromeric, to the breakpoint. C. Diagram of the normal SLITRK1 pro-
tein (http://smart.embl-heidelberg.de/). SP, signal peptide; LRRNT, LRR 
N-terminal domain; LRRCT, LRR C-terminal domain; TM, transmembrane 
domain. Adapted from Abelson et al. (2005).
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density of GABAergic parvalbumin-positive cells in basal 
ganglia structures (see Figure 25.3; Kalanithi et al., 2005). 
In the caudate there was a greater than 50 percent reduction 
in the GABAergic FSNs and a 30 to 40 percent reduction of 
these same cells in the putamen. This same study found a 
reduction of the GABAergic parvalbumin-positive projec-
tion neurons in the external segment globus pallidus (GPe) 
as well as a dramatic increase (>120%) in the number and 
proportion of GABAergic projection neurons of the inter-
nal segment of the globus pallidus (GPi). These alterations 
are consistent with a developmental defect in tangential 
migration of some GABAergic neurons. Further studies are 
needed to confirm and extend these findings toward a more 
complete understanding of how the different striatal inter-
neurons are affected, and to determine how alterations in 
GABAergic interneurons and GPi projection neurons could 
lead to a form of thalamocortical dysrhythmia (Leckman 
et al., 2006b; Llinas et al., 2005).

3. Structural Brain Imaging

Volumetric magnetic resonance imaging (MRI) studies 
of basal ganglia in individuals with TS are largely consistent 
with these postmortem results—with the finding of a slight 
reduction in caudate volume (Hyde et al., 1995; Peterson et 
al., 2003; Singer et al., 1993). For example, in the largest and 
most recent study of basal ganglia volume involving a total 
of 154 subjects with TS and 130 healthy controls, Peterson 
et al. (2003) found a significant decrease in the volume of 
the caudate nucleus in both the child and adult age groups. 
Although there was no correlation between symptom severity 
and caudate volumes in this cross-sectional study, Bloch and 
colleagues (2005) found an inverse correlation between cau-
date volume in childhood and tic-severity in early adulthood.

In the same group of subjects the cerebrums, corpus cal-
losa, and ventricles were isolated and then parcellated into 
subregions using standard anatomical landmarks. Individuals 
with TS were found to have larger volumes in dorsal prefron-
tal regions, larger volumes in parieto-occipital regions, and 
smaller inferior occipital volumes (Peterson et al., 2001b). 
Regional cerebral volumes were significantly associated 
with the severity of tic symptoms in orbitofrontal, midtem-
poral, and parieto-occipital regions. There also appears to 
be an age-dependent decrease in the cross-sectional area of 
the corpus callosum in children aged 6 to 16 (Baumgardner 
et al., 1996; Peterson et al., 1994). This may reflect the natu-
ral history of the disorder, or brain compensations, or may 
yet be explained by other subtle confounding variables, such 
as the manner in which brain volumes are determined in 
different studies. In a recent report, Plessen and colleagues 
(2004) show a decrease in corpus callosum size in children 
as well as an increase in size in adults with TS indicating that 
changes in white matter tracks in this disorder. In addition, 
Lee and colleagues (2006) used volumetric MRI methods to 
compare thalamic volume in 18 treatment-naïve boys versus 

16 healthy control subjects finding larger left thalamic vol-
ume in the TS cases. Clearly, more volumetric studies using 
comparable methods across all implicated brain regions are 
needed to clarify the brain morphology of TS.

4. Functional Brain Imaging

Thus far, there have been only a few published studies 
of TS using functional magnetic resonance imaging (fMRI), 
which takes advantage of state-dependant blood oxygenation 
as a measure of brain activity. In adults with TS, Peterson and 

Figure 25.3 Altered number of fast-spiking GABAergic  inter neurons 
in the basal ganglia of individuals with Tourette’s syndrome. Unbiased 
estimates of parvalbumin-positive cell density in three TS and three NC 
brains using stereological analyses. Each small square represents a single 
subject. Differences in PV neuronal density in the caudate (Cd), Putamen 
(Pt), and Globus Pallidus pars internus (GPi) of TS patients were statistically 
significant (P < 0.025, Mann-Whitney U test). Adapted from Kalanithi et al. 
(2005).
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colleagues (1998b) compared brain activity during blocks of 
time, during which tics were voluntarily suppressed or not 
suppressed. During tic suppression, prefrontal cortical, tha-
lamic, and basal ganglia areas were activated. These activa-
tions were inversely correlated with tic severity (i.e., lower 
activation was associated with higher tic severity). This find-
ing suggests that a greater ability of basal ganglia to suppress 
cortical activity might be linked with decreased tic severity, 
and is in agreement with PET and SPECT studies that sug-
gest involvement of the basal ganglia in TS (Braun et al., 
1995; Butler et al., 2006). Some investigators have sought to 
alter the activity of the prefrontal areas with magnetic fields 
in an effort to enhance the voluntary control of tics, with 
mixed results (George et al., 2001). In another fMRI study, 
Serrien et al. (2002) mapped brain activity during motor 
tasks compared to baseline in three control and three TS 
patients. TS subjects had considerably reduced activations in 
premotor and parietal cortices, as well as basal ganglia and 
thalamus. Most recently, Bohlhalter et al. (2006) studied the 
neural correlates of tics and associated urges using an event-
related fMRI protocol. On the basis of synchronized video/
audio recordings, fMRI activities were analyzed two seconds 
before and at tic onset. A brain network of paralimbic areas 
including the anterior cingulate and insular cortex, supple-
mentary motor area, and parietal operculum was found to be 
activated before tic onset. In contrast, at the beginning of tic 
action, significant fMRI activities were found in sensorimo-
tor areas including superior parietal lobule bilaterally and 
cerebellum. The results of this study indicate that paralimbic 
and sensory association areas are critically implicated in tic 
generation.

Investigators also have examined the correlation of met-
abolic activity across various brain regions and found that 
changes in the coupling of the putamen and ventral stria-
tum with a number of other brain regions differentiated TS 
patients from controls. For example in PET studies, Jeffries 
and colleagues (2002) noted a reversal in the pattern of cor-
tico-striato-thalamo-cortical circuit interactions in motor and 
lateral orbitofrontal cortices. Similarly, Stern and colleagues 
(2000) found that increased activity in a set of neocortical, 
paralimbic, and subcortical regions (including supplemen-
tary motor, premotor, anterior cingulate, dorsolateral-rostral 
prefrontal, and primary motor cortices; Broca’s area, insula, 
claustrum, putamen, and caudate) were highly correlated 
with tic behavior. Perhaps not surprisingly in the one patient 
with prominent coprolalia, the vocal tics were associated 
with increased activity in prerolandic and postrolandic lan-
guage regions, insula, caudate, thalamus, and cerebellum.

C. Neurophysiology

Noninvasive in vivo neurophysiological research in TS 
has led to several areas of significant progress. The first 
concerns the use of a startle paradigm to measure  inhibitory 

 deficits by monitoring the reduction in startle reflex mag-
nitude. Swerdlow and colleagues (2001) recently have con-
firmed and extended earlier findings indicating that TS 
patients have deficits in sensory gating across a number 
of sensory modalities. Although prepulse inhibition (PPI) 
abnormalities have been observed across a variety of neuro-
psychiatric populations, including those with schizophrenia, 
OCD, Huntington’s disease, nocturnal enuresis, attention 
deficit disorder, Asperger’s syndrome, and TS, perhaps some 
final common pathways mediate abnormal PPI in all these 
diseases. With respect to TS, these deficits in inhibitory gat-
ing are consistent with the idea that there is some diminished 
ability to appropriately manage or “gate” sensory inputs to 
motor programs, which are released as tics ( Swerdlow & 
Sutherland, 2006).

A second advance has been the investigation of motor 
system excitability by means of single and paired pulse 
transcranial magnetic stimulation (TMS). Studies to date in 
groups of patients with TS have indicated that the cortical 
silent period (a period of decreased excitability following 
stimulation) is shortened in TS. This intracortical excitabil-
ity is seen frequently in children with ADHD comorbid with 
a tic disorder (Moll et al., 1999; Ziemann et al., 1997). This 
heightened level of cortical excitability may be related to the 
possible reduction in the number of GABAergic interneu-
rons in the cortex.

Third, Serrien and coworkers (2005) recently identi-
fied similar sensorimotor-frontal connections involved 
in the acute suppression of involuntary tics as evidenced 
by increased EEG coherence in the alpha frequency band  
(8–12 Hz) range during suppression of voluntary movements 
in individuals with TS compared with healthy subjects dur-
ing a Go-NoGo task. This finding taken with the findings 
from the Peterson et al. (1998a) report suggest fairly clearly 
that the frontal lobes may play an important compensatory 
role in tic suppression and that coherence in the alpha band 
may be part of this process.

Finally, the preliminary findings that ablation (or high 
 frequency stimulation using deep brain electrodes) in regions 
of the GPi and/or the midline thalamic nuclei can ameliorate 
tics in severe, persistent cases of TS (Hassler &  Dieckmann, 
1973; Vandewalle et al., 1999) powerfully support the view 
that electrophysiological studies and interventions hold 
promise just as they do for disorders like Parkinson’s dis-
ease. The original electrode placement for DBS surgery 
was placed in the medial part of the thalamus, based on the 
results of previous lesioning studies (Hassler & Dieckmann, 
1973). Four patients received bilateral medial thalamic DBS 
surgery, and all four experienced a substantial improvement 
in tic severity following the procedure (Ackermans et al., 
2006; Visser-Vandewalle et al., 2003). Subsequent case 
reports demonstrated comparable efficacy in bilateral pal-
ladial stimulation compared with bilateral medial thalamic 
stimulation (Diederich et al., 2005; Houeto et al., 2005). 
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However this was not the case with electrode placements 
within the anterior internal capsule (Flaherty et al., 2005).

Prospective longitudinal studies with higher resolution 
will be needed to examine fully the developmental pro-
cesses, sexual dimorphisms, and possible effects of medica-
tion on critical cell compartments. It will also be important 
to confirm if any of these volumetric and functional find-
ings in childhood are predictive of later clinical outcomes. 
The combination of imaging techniques with real-time 
neurophysiological techniques, such as electroencephalog-
raphy or magnetoencephalography, may help to determine 
whether any brain imaging findings in TS contribute to the 
production of tics or whether they constitute a compensatory 
response (Llinas et al., 2005; Segawa, 2003).

In addition, reciprocal connections between midbrain 
sites (periaqueductal gray, substantia nigra, and the ventral 
tegmental area), portions of the hypothalamus, and structures 
in the basal ganglia and the amygdala are likely to play a 
critical role in the genesis and maintenance of the symptoms 
of TS. These connections may also contribute to stress sen-
sitivity, including sensitivity to thermal stress observed in a 
limited number of subjects, and to the more frequent expres-
sion of TS in males than females, as many of these structures 
contain receptors for gonadal steroids and are responsive to 
alterations in their hormonal environment (see later).

D. Neurochemical and 
Neuropharmacological Data

Extensive immunohistochemical studies of the basal gan-
glia have demonstrated the presence of a wide spectrum of 
classic neurotransmitters, neuromodulators, and neuropep-
tides (Graybiel, 1990; Parent, 1986). The functional status 
of a number of these systems has been evaluated in TS (see 
Albin, 2006; Singer & Wendlandt, 2001 for reviews). In the 
following section, the current status of a select group of 
these compounds is reviewed with special attention to those 
that are related to medications currently used to treat tics and 
related conditions.

As with habits and stereotypes, ascending dopaminer-
gic pathways are likely to play a role in the consolidation 
and performance of tics (Aosaki et al., 1994). Evidence for 
abnormal dopamine neurotransmission in TS is inferred 
from two clinical observations. First, blockade of dopamine 
receptors by neuroleptic drugs suppresses tics in a majority 
of patients. In addition, dopamine-releasing drugs precipitate 
or exacerbate tics (Scahill et al., 2001). Indeed, it has been 
shown that TS patients release more dopamine in response 
to amphetamine compared to normal controls at dopaminer-
gic synapses (Singer et al., 2002). Second, the importance of 
dopamine in TS is supported by brain imaging using dopa-
mine ligands in single photon emission computed tomogra-
phy (SPECT) and positron emission tomography (PET). For 
example, in one twin study involving five pairs, tic severity 

was related to D
2
 dopamine receptor binding in the head of 

the caudate (Wolf et al., 1996).
Inputs from ascending dopamine pathways originating 

in the substantia nigra, pars compacta, play a crucial role 
in coordinating the output from the striatum (Aosaki et al., 
1994). Explicit “dopamine” hypotheses for TS posit either 
an excess of dopamine or an increased sensitivity of D

2
 

dopamine receptors. These hypotheses are consistent with 
multiple lines of empirical evidence as well as emerging data 
from animal models of habit formation. First, data implicat-
ing central dopaminergic mechanisms include the results of 
double-blind clinical trials in which haloperidol, pimozide, 
tiapride, and other neuroleptics that preferentially block 
dopaminergic D

2
 receptors have been found to be effective in 

the temporary suppression of tics for a majority of patients 
(see Scahill et al., 2003 for a review). Second, tic suppression 
has also been reported following administration of agents 
such as tetrabenazine that reduce dopamine synthesis (see 
Kenney & Jankovic 2006 for a review). Third, increased tics 
have been reported following withdrawal of neuroleptics or 
following exposure to agents that increase central dopami-
nergic activity such as L-dopa and CNS stimulants, includ-
ing cocaine (see Anderson et al., 1998, for a review). Fourth, 
using imaging techniques a number of investigators also 
have found increased levels of dopaminergic innervation of 
the striatum in TS subjects compared with controls (Albin 
et al., 2003; Cheon et al., 2004; Malison et al., 1995; Muller-
Vahl et al., 2000; Serra-Mestres et al., 2004). Although not 
all studies agree, the strongest evidence suggests density 
of dopaminergic terminals in the ventral striatum (Albin 
et al., 2003). Finally, postmortem brain studies have reported 
alterations in the number or affinity of presynaptic dopa-
mine carrier sites in the striatum of TS subjects (Singer 
et al., 1991). In sum, although the evidence that  dopaminergic 
pathways are intimately involved in the pathobiology of TS 
is compelling, the exact nature of the abnormality remains to 
be elucidated but likely involves the potentiation of limbic 
inputs to the striatum.

1. Excitatory and Inhibitory Amino Acid Systems

The excitatory neurotransmitter, glutamate, is released 
upon depolarization by the corticostriatal, corticosubtha-
lamic, subthalamic, and thalamocortical projection neu-
rons. As such, these excitatory neurons are key players in 
the functional anatomy of the basal ganglia and the CSTC 
loops. Although the activity of these neurons is likely to be 
important in TS, only limited data are available to evaluate 
their role in this disease. For example, Anderson and col-
leagues (1992) have hypothesized that the disinhibition of 
thalamocortical projection neurons may be due in part to a 
failure of the subthalamic nucleus to activate the inhibitory 
output neurons of the basal ganglia. However, this specula-
tion is based on the results of an examination of just four 
postmortem brain specimens.
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Neurons containing inhibitory amino acid neurotrans-
mitters, particularly gamma aminobutyric acid (GABA), 
also form major portions of CSTC loops and are also pres-
ent in key sets of interneurons in the cortex, striatum, and 
thalamus. These include GABAergic MSs of the striatum 
that project to the internal segment of the globus pallidus 
(GP) and the pars reticulata of the substantia nigra within the 
“direct pathway.” GABAergic neurons are also present in the 
“indirect pathway” that relays information from the  striatum 
to the external segment of the GP and from there to the inter-
nal segment of the GP. An imbalance between the direct and 
indirect pathways has been hypothesized in TS (Leckman 
et al., 1991b). However, there is very little direct evidence 
available to support this hypothesis. More promising are the 
results of a recent postmortem study suggesting that in cases 
of persistent refractory TS there are major changes in the 
number of FSNs in the caudate and an increase in the num-
ber of GABAergic projection neurons in the GPi  (Kalanithi 
et al., 2005). This finding requires replication and it is 
unclear if this reflects part of the pathobiology of TS or if 
it is an adaptive response. There is also increasing evidence 
that agents that influence GABA transmission may have a 
role to play in the management of TS (Awaad et al., 2005; 
Singer et al., 2001).

2. Other Neurotransmitters and Neuromodulators

The large aspiny cholinergic interneurons found through-
out the striatum are likely to be critically involved in the 
coordination of striatal response through interactions with 
central dopaminergic and GABAergic neurons (Aosaki 
et al., 1994; Wang & McGinty, 1997). Cholinergic projections 
from the basal forebrain are found throughout the cortex and 
within key structures of the basal ganglia and mesencephalon, 
including the internal segment of the GP, the pars reticulata 
of the substantia nigra, and the locus coeruleus. Evidence of 
cholinergic involvement in the pathobiology of TS concerns 
the reported potentiation of D

2
 dopamine receptor blocking 

agents through the use of transdermal nicotine or nicotine 
gum (Sanberg et al., 1997). Finally, measurements in corti-
cal postmortem brain tissue have failed to find a difference 
between cases and controls (Singer et al., 1990).

Endogenous opioid peptides (EOP), localized in struc-
tures of the extrapyramidal system, are known to interact 
with central dopaminergic and GABAergic neurons, and are 
likely to be importantly involved in the gating of motor func-
tions. Two of the three families of EOPs, dynorphin and met-
enkephalin, are highly concentrated and similarly distributed 
in the basal ganglia and substantia nigra. In addition, signifi-
cant levels of opiate receptor binding have been detected in 
both primate and human neostriatum and substantia nigra.

EOPs have been directly implicated in the pathophysiol-
ogy of TS. Haber and coworkers reported decreased levels 
of dynorphin A(1-17) immunoreactivity in striatal fibers 
projecting to the GP in postmortem material from a small 

number of TS patients (Haber et al., 1986). This  observation, 
coupled with the neuroanatomic distribution of dynorphin, 
its broad range of motor and behavioral effects, and its 
modulatory interactions with striatal dopaminergic systems, 
suggested that dynorphin might have a key role in the patho-
biology of TS. However, subsequent studies have failed to 
confirm these initial observations (Anderson et al., 1998; 
van Wattum et al., 1999).

Noradrenergic projections from the locus coeruleus 
 project widely to the prefrontal and other cortical regions. 
Noradrenergic pathways are also likely to indirectly influ-
ence central dopaminergic pathways via projections to areas 
near the ventral tegmental area (Grenhoff & Svensson, 
1989). Speculation that noradrenergic mechanisms might be 
relevant to the pathobiology of TS was based initially on the 
beneficial effects of alpha-2 adrenergic agonists including 
clonidine (Cohen et al., 1979). Although clonidine is one of 
the most widely prescribed agents for the treatment of tics, 
its effectiveness remains controversial (Goetz et al., 1987; 
Leckman et al., 1991a). In open trials another related alpha-2 
adrenergic agonist, guanfacine, also has been reported to 
reduce tics and improve ADHD symptoms (Chappell et al., 
1995). At the level of receptor function, clonidine tradition-
ally has been viewed as a selective α

2
 adrenoceptor agonist 

active at presynaptic sites, and its primary mode of action may 
be its ability to reduce the firing rate and the release of nor-
epinephrine from central noradrenergic neurons.  However, 
evidence of heterogeneity among the alpha-2 class of adre-
noceptors and their distinctive distribution within relevant 
brain regions adds further complexity. Specifically, differen-
tial effects in cortical regions mediated by specific receptor 
subtypes may account for the differential responsiveness of 
particular behavioral features of this syndrome to treatment 
with clonidine versus guanfacine (Arnsten, 2000).

The involvement of the noradrenergic pathways may 
be one of the mechanisms by which stressors may influ-
ence tic severity. For example, a series of adult TS patients 
were found to have elevated levels of CSF norepinephrine 
 (Leckman et al., 1995) and to have excreted high levels of 
urinary norepinephrine in response to the stress of the lum-
bar puncture (Chappell et al., 1994a). These elevated levels 
of CSF norepinephrine may also contribute to the elevation 
in CSF corticotopin releasing factor levels seen in some TS 
patients (Chappell et al., 1996).

Ascending serotonergic projections from the dorsal 
raphe have been invoked repeatedly as playing a role in the 
pathophysiology of both TS and OCD. The most compelling 
evidence relates to OCD and is based largely on the well-
established efficacy of potent serotonin reuptake inhibitors 
(RUIs) such as clomipramine and fluvoxamine in the treat-
ment of OCD (Greist & Jefferson, 1998). However, some 
investigators have reported that the serotonin RUIs are less 
effective in treating tic-related OCD compared to other 
forms of OCD (McDougle et al., 1993). It is also doubtful 
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that treatment with serotonin RUIs diminishes tic symptoms 
(Scahill et al., 1997). Additional evidence has come from 
pharmacological challenge studies in which serotonergic 
agonists such as m-chlorophenylpiperazine (mCPP) were 
found to exacerbate OC symptoms in some patients (Zohar et 
al., 1987). However, not all OCD patients show this response 
(Goodman et al., 1995) and this agent does not appear to 
exacerbate tics in TS patients (Cath et al., 1999). Finally, 
preliminary postmortem brain studies in TS have suggested 
that serotonin and the related compounds tryptophan (TRP) 
and 5-hydroxy-indoleacetic acid (5-HIAA) may be globally 
decreased in the basal ganglia and other areas receiving pro-
jections from the dorsal raphe (Anderson et al., 1992).

E. Gender-Specific Endocrine Factors

Males are more frequently affected with TS than females 
(Shapiro et al., 1988). Although this could be due to genetic 
mechanisms, frequent male-to-male transmissions within 
families appear to rule out the presence of an X-linked vul-
nerability gene. This observation has led us to hypothesize 
that androgenic steroids act at key developmental periods 
to influence the natural history of TS and related disor-
ders (Peterson et al., 1992). These developmental periods 
include the prenatal period when the brain is being formed, 
adrenarche when adrenal androgens first appear at age 5 to 
7 years, and puberty. Androgenic steroids may be respon-
sible for these effects or they may act indirectly through 
estrogens formed in key brain regions by the aromatization 
of testosterone.

Surges in testosterone and other androgenic steroids dur-
ing critical periods in fetal development are known to be 
involved in the production of long-term functional augmen-
tation of subsequent hormonal challenges (as in adrenarche 
and during puberty) and in the formation of structural CNS 
dimorphisms (Sikich & Todd, 1988). In recent years sev-
eral sexually dimorphic brain regions have been described, 
including portions of the amygdala (and related limbic 
areas) and the hypothalamus (including the medial preop-
tic area that mediates the body’s response to thermal stress) 
 (Boulant, 1981). These regions contain high levels of andro-
gen and estrogen receptors and are known to influence activ-
ity in the basal ganglia both directly and indirectly (Fehrbach 
et al., 1985). Indeed, a proportion of TS patients appears to 
be uniquely sensitive to thermal stress so that when their core 
body temperature increases, and they begin to sweat, their 
tics increase (Lombroso et al., 1991). It is also of note that 
some of the neurochemical and neuropeptidergic systems 
implicated in TS and related disorders, such as dopamine, 
serotonin, and the opioids, are involved with these regions 
and appear to be regulated by sex-specific factors.

Further support for a role for androgens comes from 
anecdotal reports of tic exacerbation following androgen use 
(Leckman & Scahill, 1990) and from trials of antiandrogens 

in patients with severe TS and/or OCD (Altemus et al., 1999; 
Casas et al., 1986; Peterson et al., 1998b). In the most rigor-
ous study to date, Peterson and colleagues (1998) found that 
the therapeutic effects of the antiandrogen, flutamide, were 
modest in magnitude and that these effects were short-lived, 
possibly because of physiologic compensation for androgen 
receptor blockade. This view, that sex steroids of gonadal 
origin organize the neural circuits of the developing brain, 
recently has been challenged by the finding that independent 
of the masculinizing effects of gonadal secretions XY and 
XX brain cells have different patterns of gene expression 
that influence their differentiation and function.  Remarkably, 
one of the male specific genes, Sry, is specifically expressed 
in the dopamine containing cells of the substantia nigra 
(Dewing et al., 2006). Based on this study it appears that Sry 
directly affects the function of these dopaminergic neurons 
and the specific motor behaviors they control. Since these 
results demonstrate a direct male-specific effect on the brain 
by a gene encoded only in the male genome, without any 
mediation by gonadal hormones, it is possible that allelic 
variation or epigenetic effects at this locus may be important 
in the pathophysiology of TS.

F. Perinatal Risk Factors

The search for nongenetic factors that mediate the expres-
sion of a genetic vulnerability to TS and related disorders 
also has focused on the role of adverse perinatal events. 
This interest dates from the report of Pasamanick and Kawi 
(1956), who found that mothers of children with tics were 
1.5 times more likely to have experienced a complication 
during pregnancy than the mothers of children without tics. 
Other investigations have reported that among monozygotic 
twins discordant for TS, the index twins with TS had lower 
birth weights than their unaffected cotwins (Hyde et al., 
1992; Leckman et al., 1987). Severity of maternal life stress 
during pregnancy, and severe nausea and/or vomiting during 
the first trimester have also emerged as potential risk factors 
in the development of tic disorders (Leckman et al., 1990). In 
1997, Whitaker and coworkers reported that premature and 
low birth weight children are at increased risk of developing 
tic disorders and ADHD. This appears to be especially true 
of children who had ischemic parenchymal brain lesions.

More recently, Burd and colleagues (1999) presented the 
results of a case control study in which low Apgar scores 
at 5 minutes and more prenatal visits were associated with 
a higher risk of TS. Finally, there is limited evidence that 
smoking and alcohol use, as well as forceps delivery, can 
predispose individuals with a vulnerability to TS to develop 
comorbid OCD (Santangelo et al., 1994). However, investi-
gations into the effects of perinatal complications into the 
later development of TS are hampered by the possibility that 
recall bias likely influences results in the retrospective case-
control studies addressing this question, and by multiple 
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hypothesis testing without appropriate statistical correction. 
The only nested case-control study to date that examined TS 
cases arising in a Swedish community sample found that the 
mothers of children with TS were two times more likely to 
have had complications during pregnancy and were younger 
than control mothers when they gave birth to the index child 
(Khalifa & von Knorring, 2005).

G. Post-Infectious 
Autoimmune Mechanisms

It is well established that group A beta hemolytic strep-
tococci (GABHS) can trigger immune-mediated disease 
in genetically predisposed individuals (Bisno, 1991). 
 Speculation concerning a post-infectious (or at least a post-
rheumatic fever) etiology for tic disorder symptoms dates 
from the late 1800s (Kushner, 1999). Acute rheumatic fever 
(RF) is a delayed sequela of GABHS, occurring approxi-
mately three weeks following an inadequately treated upper 
respiratory tract infection. RF is characterized by inflamma-
tory lesions involving the heart (rheumatic carditis), joints 
(polymigratory arthritis), and/or central nervous system 
(Sydenham’s chorea (SC)). The immune response in the CNS 
of SC patients appears to involve molecular mimicry between 
streptococcal antigens and self-antigens (Kirvan et al., 2003). 
SC and TS, OCD, and ADHD share common anatomic tar-
gets—the basal ganglia of the brain and the related cortical 
and thalamic sites (Husby et al., 1976). Furthermore, SC 
patients frequently display motor and vocal tics, obsessive-
compulsive, and ADHD symptoms suggesting the possibility 
that at least in some instances these disorders share a com-
mon etiology (Mercadante et al., 1997; Swedo et al., 1989).

It has been proposed that Pediatric Autoimmune Neuro-
psychiatric Disorder Associated with Streptococcal infection 
(PANDAS) represents a distinct clinical entity, and includes 
SC and some cases of TS and OCD (Swedo et al., 1998). 
The most compelling evidence of an etiological link between 
these disorders and GABHS infection comes from a recently 
published case-control study that found an increased pro-
portion of GABHS infections (odds ratio = 3.05) within the 
preceding three months in children newly diagnosed with 
TS compared to well-matched controls (Mell et al., 2005). A 
larger odds ratio (OR = 12.1 for TS) was demonstrated when 
subjects were required to have multiple GABHS infections 
in the previous year, suggesting a dose-dependent effect of 
exposure. The PANDAS hypothesis is indirectly supported 
by the presence of high levels of anti-streptococcal anti-
bodies in some patients with TS (Cardona & Orefici, 2001; 
Church et al., 2003; Muller-Vahl et al., 2000).

Prospective longitudinal studies provide a mixed picture 
concerning the ability of GABHS infections to induce future 
tic exacerbations. For example, a recent longitudinal study 
found no greater temporal relationship between GABHS 

infection and symptom exacerbations than would be 
expected by chance alone among 40 children with TS and/or 
OCD (Luo et al., 2004). Among this study sample there was 
no consistent change in D8/17-reactive cells with symptom 
exacerbation (Luo et al., 2004). Another prospective cohort 
study failed to demonstrate any increase in the occurrence 
of de novo PANDAS symptoms in the three months follow-
ing a pediatric visit among 411 children ages 4 to 11 that 
experienced a GABHS infection and 403 uninfected controls 
(Perrin et al., 2004). However, since these patients were all 
treated with antibiotics it is possible that a PANDAS presen-
tation occurs only in untreated or predisposed hosts.

A number of studies also have been completed in an 
effort to detect and characterize the putative cross reactive 
epitopes. Although it appears that TS patients may have 
higher levels of circulating antineural antibodies (Church 
et al., 2003; Kiessling et al., 1993; Morshed et al., 2001; 
Singer et al., 1998), no specific epitopes have been unequiv-
ocally identified (Dale et al., 2004; Kirvan et al., 2006; 
Singer et al., 2005). Animal models that involve the injection 
of patient sera high in levels of antineural antibodies into tic-
related basal ganglia areas have also led to equivocal results 
(Singer et al., 2005; Taylor et al., 2002). However, there is 
evidence that tic and OC symptoms may improve following 
plasma exchange in selected patients with the PANDAS phe-
notype (Allen et al., 1995; Perlmutter et al., 1999).

Additional evidence that acute exacerbations of TS and 
OCD could also be triggered by GABHS comes from four 
independent reports demonstrating that the majority of 
patients with childhood-onset TS or OCD have elevated 
expression of a stable B-cell marker (Hoekstra et al., 2001; 
Luo et al., 2004; Murphy et al., 1997; Swedo et al., 1997). 
The D8/17 marker identifies close to 100 percent of RF 
patients (with or without SC) but is present at low levels of 
expression in healthy control populations. The identity of 
the D8/17 epitope is not yet known, but it can be expressed 
by several non-B-cell types (Kemeny et al., 1994). Although 
this may emerge as a useful biomarker, more recent evi-
dence suggests that these reports may reflect an increased 
expression of receptors for the constant parts of IgM mol-
ecules on B cells rather than the D8/17 epitope (Hoekstra 
et al., 2004).

The bias for studies addressing the role of B cell immu-
nity in TS pathogenesis has been driven by the common view 
that GABHS is an extracellular bacteria and that its clearance 
is mediated primarily by antibodies. However, GABHS can 
be internalized in human cells with the same frequency as 
the classical intracellular pathogens Listeria or  Salmonella 
species (LaPenta et al., 1994) and activates human T lym-
phocytes (Degnan et al., 1997). A pathogenic role of T-cell 
immunity has been clearly demonstrated in post-streptococ-
cal rheumatic heart disease (Cunningham et al., 1997; Guil-
herme & Kalil, 2004). However, the role of T cells in TS is 
just beginning to be addressed with the finding that there 
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may be a reduced number of regulatory T cells in selected 
patients with TS (Kawikova et al., 2007).  Likewise there is a 
single report that suggests that individuals with TS may have 
elevated levels of pro-inflammatory cytokines  (Leckman et 
al., 2005).

In sum, a substantial body of circumstantial evidence 
exists that links post-infectious autoimmune phenomena 
with TS, OCD, and ADHD. However, these data are not 
compelling with regard to specific immunological mecha-
nisms (Giovannoni, 2006; Singer & Williams, 2006; Swedo 
& Grant, 2005), nor do they establish where in the sequence 
of causal events these immune changes occur. These poten-
tially important findings require replication in independent 
samples and warrant more intensive investigation using pro-
spective longitudinal designs.

H. Psychological Factors

Tic disorders have long been identified as “stress-
 sensitive” conditions (Jagger et al., 1982; Shapiro et al., 
1988; Silva et al., 1995). Typically, symptom exacerba-
tions follow in the wake of stressful life events. As noted 
by Shapiro and colleagues (1988), these events need not 
be adverse in character. Clinical experience suggests that 
in some unfortunate instances a vicious cycle can be ini-
tiated in which tic symptoms are misunderstood by the 
 family and teachers, leading to active attempts to suppress 
the symptoms by punishment and humiliation. These efforts 
can lead to a further exacerbation of symptoms and further 
increase the stress in the child’s interpersonal environment. 
Unchecked, this vicious cycle can lead to the most severe 
manifestations of TS and dysthymia as well as maladaptive 
characterological traits. Although psychological factors are 
insufficient to cause TS, the intimate association of the con-
tent and timing of tic behaviors and dynamically important 
events in the lives of children make it difficult to overlook 
their contribution to the intramorbid course of these disor-
ders (Carter et al., 1994, 2000).

Prospective longitudinal studies have begun to examine 
more carefully the effect of intramorbid stress. These studies 
indicate that patients with TS experience more stress than 
matched healthy controls (Findley et al., 2003; Lin et al., 
2007) and that antecedent stress may play a role in subse-
quent tic exacerbation (Lin et al., 2007). Increases in depres-
sive symptoms also have emerged as a significant predictor 
of future tic severity (Lin et al., 2007).

In addition to the intramorbid effects of stress, anxiety, 
and depression that are beginning to be well characterized, 
premorbid stress may also play an important role as a sen-
sitizing agent in the pathogenesis of TS among vulnerable 
individuals (Leckman et al., 1984). It is likely that the imme-
diate family environment (e.g., parental discord) and the 
coping abilities of family members play some role (Leckman 
et al., 1990), and this may lead to a sensitization of stress 

responsive biological systems such as the hypothalamic-
pituitary-adrenal axis (see earlier; Chappell et al., 1994b, 
1996; Leckman et al., 1995).

VI. Integrative Hypotheses—
Neural Oscillations

Our current hypotheses concerning the etiology of TS 
focus on the putative role of aberrant neural oscillations 
(Leckman et al., 2006). Although there are several mecha-
nisms capable of generating oscillatory rhythms in central 
neurons (Llinas et al., 2005), the manner in which they are 
transmitted and transformed is likely to be fundamentally 
important with regard to the emergence of goal-directed 
behavior and the formation of habits. As with respiration and 
sleep-wake-cycle, the expression of habits and tics is likely 
to depend upon the quasi-random oscillatory activity of 
groups of neurons. Their synchronization with phase-lock-
ing and frequency stabilization can be seen as a resonance 
phenomenon of the brain. Selectively distributed oscilla-
tory systems of the brain exist as resonant communication 
networks through large populations of neurons, which work 
in parallel and are interwoven with sensory, motor, cogni-
tive, and emotional functions (Buzsaki & Draguhn, 2004). 
Oscillatory activity has long been recognized in the EEG, 
in which synchrony between thalamus and cortex can be 
observed in different frequencies. These oscillations are usu-
ally subdivided into types on the basis of their characteris-
tic frequencies such as delta (<2Hz), theta (∼2–7 Hz), alpha 
(∼8–12 Hz), beta (∼15–30 Hz), and gamma (∼30–80 Hz).

In the case of TS, the prevailing theory is that there is an 
increased activity of the inhibitory direct pathway connecting 
the basal ganglia striatal input to its output in the GPi and 
decreased activity in the indirect pathway via the GPe, and 
the STN. The net effect of this imbalance between the path-
ways is to reduce the firing rate of inhibitory neurons in GPi 
that project to the thalamus. The resulting disinhibition of a 
discrete set of thalamo-cortical projection neurons provides 
the anatomical basis for the emergence of tics (Mink, 2001). 
A prediction of this model of TS and other hyperkinetic move-
ment disorders (such as dystonia and chorea) is that these 
disorders are associated with low firing rates in GPi output 
neurons. However, recent advances in basal ganglia research 
(Graybiel, 2005) and the observation that the electrical activ-
ity GPi seen in dystonia and tic disorders is similar to that 
in Parkinson’s disease (Hutchison et al., 2003; Marsden & 
Obeso, 1994; Zhuang et al., 2004a, 2004b) have challenged 
the prevailing wisdom. Similarly, the therapeutic inactiva-
tion of GPi, either by high-frequency stimulation or ablative 
surgery, improves tics and dyskinesias as well as Parkinson’s 
symptoms (Marsden & Obeso, 1994). These contradictions, 
taken together with the evident functional importance of 
oscillatory processes, led us to hypothesize that one or more 
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of these oscillatory processes are aberrant in TS and related 
disorders. Moreover, the possibility must be examined that 
as in the case of Parkinson disease, the abnormal activity in 
fact may be due to excess inhibition giving rise to thalamic 
oscillatory activity due to the activation of cationic current 
I(h) (Bal & McCormick, 1997) leading to calcium-dependent 
currents producing rebound low threshold calcium spikes 
(Llinas & Jahnsen, 1982).

A. Hypothesis 1: Loss of Basal 
Ganglia Control

In TS, we hypothesize first, that “at rest” clusters of MSs 
associated with tics in the dorsal lateral striatum become 
disengaged from their usual episodic strong entrainment to 
synchronized oscillatory activity. This disengagement may 
mediate in part the relentless drumbeat of sensory informa-
tion that besieges the conscious mind of the individual with 
TS. We propose that this vulnerability to autonomous dis-
engagement may be due to a number of factors including a 
relative loss of FSNs in the striatum leading to an increased 
effect of cortical sensory inputs to the MSs.

Preliminary anatomical, neurosurgical, and psychophar-
macological evidence from TS patients as well as data from 
animal models provide support for our first hypothesis. The 
quantitative anatomical examination of the brains of three 
individuals severely affected with TS revealed altered num-
bers of FSNs in the striatum, among other abnormalities 
(Kalanithi et al., 2005). The number of FSNs (identified by 
their immunoreactivity for the calcium-binding protein parv-
albumin (PV)) was reduced by 54 percent in the striatum and 
by 39 percent in the caudate and putamen (see Figure 25.3). 
In accordance with our first hypothesis, the loss of these 
FSNs cells would allow clusters of MSs within the somato-
topic areas associated with tics to become disengaged from 
the high-voltage spindle oscillations and to become rela-
tively autonomous, giving rise to tics.

Physiological studies demonstrate that the cerebral cortex 
uses FSNs to exert powerful feed-forward inhibition upon 
MSs (Mallet et al., 2005), suggesting that this inhibitory 
system with its ensuing oscillatory activity may be used to 
suppress and filter out of consciousness unattended patterns 
of activity. Hence, we also predict that with the disruption of 
the basal ganglia oscillation many TS patients would be eas-
ily distracted and would have difficulty performing the sac-
cade tasks similar to those described by Courtemanche et al. 
(2003). This, indeed, appears to be the case as documented 
by Nomura et al. (2003) in their study of saccades in more 
than 100 children and adolescents with TS.

A decreased inhibitory influence of FSNs over MSs 
could allow the cortical sensorimotor inputs to more eas-
ily activate MSs, eliciting the premonitory urges experi-
enced by individuals with TS (Banaschewski et al., 2003; 
Leckman et al., 1993). This speculation is consistent with 

the  hypothesis that sensory inputs guide the basal ganglia 
in action selection and that such sensory inputs can switch 
selected regions of the cortex-basal ganglia circuitry from 
an “idling state” characterized by the high voltage spindles 
to an active state characterized by gamma band synchrony 
(Brown & Marsden, 1998). It would also seem likely that 
because the FSNs play a key role in the flexible entrain-
ment of a variety of oscillatory patterns in the basal ganglia, 
inappropriate tic-related oscillations (in the gamma band) 
involving the sensorimotor cortex and the basal ganglia, 
would be more readily established when fewer inhibitory 
FSNs are present. Over time, tics may lead to fixed patterns 
of synchronous oscillations within the gamma band (pos-
sibly because of aberrant patterns of synaptic plasticity?). 
These tic-specific patterns would be likely to interfere with 
normal functioning of these circuits (e.g., procedural mem-
ory tasks), and it has been documented that individuals with 
TS have deficits in this arena of cognitive function (Keri 
et al., 2002; Marsh et al., 2004).

Premonitory sensory phenomena are quite often subjec-
tively located in peripheral muscle groups, indicating that 
there exists some subliminal sensory registration, which may 
serve as feedback to the brain. Such thalamocortical circuit 
activity may increase slowly in amplitude and finally give 
rise to a tic-specific fixed action pattern of thalamocortical 
oscillatory activity that becomes increasingly difficult to 
inhibit once a certain intensity has been reached. It seems 
likely that the premonitory urges arise at the thalamic level 
(perhaps as a result of faulty GPi activity), and it is probable 
that other circuits active during central-peripheral feedback 
processes may play a role in tic occurrence (Rothenberger, 
1991).

In addition to these neuropathological findings, neuro-
surgical procedures used to treat refractory cases of TS also 
support our first hypothesis. It has been recently reported 
that deep brain stimulation (or the lesioning) of the intralam-
inar nuclei of the thalamus may work by reestablishing more 
normal, tic-suppressing oscillatory patterns via its effect on 
TANs and the indirect stimulation of the FSNs in the stria-
tum (Temel & Visser-Vandewalle, 2004).

Although ideal anti-tic treatments are not presently avail-
able, there is a large body of data that indicates that agents 
that potently block postsynaptic D

2
 receptors can be helpful 

in achieving a reduction in the severity of tics in some cases. 
Pimozide, haloperidol, sulpiride, and tiapride are the most 
frequently used typical neuroleptics, whereas risperidone 
and ziprasidone are two atypical neuroleptics with proven 
tic-suppressant efficacy (Scahill et al., 2003). Remarkably, 
intrastriatal injections of dopamine D

2
 receptor antagonists 

(but not D
1
 receptor antagonists) greatly increase the inci-

dence of the cortical high-voltage spindles (Buzsaki et al., 
1990; Semba & Komisaruk, 1984). The beneficial effects 
of alpha adrenergic agonists on tics are more controver-
sial (Scahill et al., 2003), but these agents have also been 
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reported to increase the incidence of the anti-kinetic cortical 
high-voltage spindles (Riekkinen et al., 1992).

Finally, the functional significance of the loss of these neu-
rons is manifest in an animal model of idiopathic paroxysmal 
dystonia in which there is a 30 to 50 percent loss of the FSN 
population (Gernert et al., 2002). Remarkably, the phenotype 
of these animals includes facial contortions, hyperextension 
of limbs, and other dystonic postures associated with cocon-
tractions in opposing muscle groups (Loscher et al., 1989), all 
features seen in severe cases of TS. In addition, these motor 
symptoms show an age-dependent reduction in severity that 
is similar to the natural history of TS (Gernert et al., 2002). 
Hence, maturational effects of basal ganglia and frontal lobes 
leading to better entrainment of the FSN inhibitory system 
in cortex and striatum might explain to a certain extent the 
reduction of tics in late adolescence.

B. Hypothesis 2: Thalamocortical 
Dysrhythmia

Next, we hypothesize that the normal patterns of dis-
charge from the basal ganglia output nuclei are finely modu-
lated oscillations, and that these oscillations are disrupted 
in TS similarly to what is seen in patients with dystonia. 
The irregular bursting of the GPi projection neurons would 
transiently hyperpolarize selected thalamocortical neurons, 
causing them to transiently increase the amplitude of their 
high-frequency membrane potential oscillations (20–80 Hz) 
which in turn would lead to the ectopic activation of selected 
cortical pyramidal neurons, leading to the overt and/or sub-
liminal perception of premonitory urges and the perfor-
mance of tics.

Circumstantial evidence derived from intra-operative 
recordings from patients with severe dystonia and patients 
with refractory TS, postmortem brain studies, and animal 
models of hyperkinetic movement disorders provide limited 
support for our second hypothesis. Single unit intra-opera-
tive recordings have been performed in both dystonic and 
severe tic disorder patients with similar results—the clear 
presence of altered neuronal slow activity including grouped 
discharges in the GPi that were in turn correlated with the 
EMG signals at the frequency of the abnormal movements 
in the range of 0.12 to 0.84 Hz (Vitek et al., 1999; Zhuang 
et al., 2004a, 2004b). Remarkably, abolishing this activity 
through electrolytic lesions in the GPi resulted in an imme-
diate improvement of tics (Zhuang et al., 2004a) as well as 
of severe dystonia (Lozano et al., 1997; Vitek et al., 1998). 
Similar benefits have been reported following bilateral deep 
brain stimulation of the GPi in a single TS patient (Houeto 
et al., 2005).

The synchronous ultra-slow activity in the multisec-
ond range (2–60 sec and longer) that is found in the GP 
of experimental animals (Ruskin et al., 2003) may also be 
dysregulated in TS (see Figure 25.4; Moran et al., 2005). 

These oscillations are very sensitive to the presence of dopa-
mine agonists and substantial evidence exists for a height-
ened dopaminergic innervation of the basal ganglia in some 
 individuals with TS (Albin et al., 2003; Cheon et al., 2004; 
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Heinz et al., 1998; Malison et al., 1995; Singer et al., 1991, 
2002; Stamenkovic et al., 2001; Wolf et al., 1996). Remark-
ably, chronic administration of apomorphine in rats for one 
year is associated with multiweek oscillations in the fre-
quency of stereotypes (Csernansky et al., 1986). These tem-
poral patterns bear a resemblance to the occurrence of tics in 
bouts over seconds to minutes as well as to the waxing and 
waning of tic symptoms over weeks to months (Leckman 
et al., 1998; Peterson & Leckman, 1998). These multisec-
ond oscillations also recently have been implicated in the 
variability of neuropsychological performance of children 
with ADHD. Future research is needed to determine whether 
these apparent similarities are based on a common set of pro-
cesses (Castellanos et al., 2005).

In addition, recent preliminary postmortem studies of the 
brains from individuals with severe TS provide further indi-
rect evidence that the electrical activity in the pallidum may 
be aberrant. The most extraordinary finding from the same 
postmortem study discussed earlier (Kalanithi et al., 2005) 
was the 120 percent increase in the PV-positive GABAergic 
projection neurons in the GPi (coexisting with the decrease 
of striatal interneurons; see earlier) in the three patients with 
extremely severe TS. The functional consequences of this 
increase are as yet unclear, but it would not be surprising 
if this increase led to the “irregular neuronal activity with 
grouped discharges” described by Zhuang et al. (2004b). We 
predict that this abnormally slow and irregular discharge pat-
tern from the GPi would transiently hyperpolarize their tar-
get thalamocortical neurons causing them to reset the phase 
and transiently increase the amplitude of high-frequency 
membrane potential oscillations (20–80 Hz) (see Figure 
25.1; Pedroarena & Llinas, 1997), which in turn would lead 
to the aberrant activation of a selected pattern of cortical 
pyramidal neurons and the overt perception of premonitory 
urges and tics.

In addition to the striatum and the GPi, Kalanithi et al. 
(2005) also found that the number of neurons in the GPe 
was significantly reduced by approximately 45 percent in 
the three postmortem brain specimens. Since the GPe inhibi-
tory neurons directly project to the GPi, this reduction likely 
could contribute to the abnormal electrical activity in GPi 
noted previously.

In dtsz hamsters, whose phenotype closely resembles severe 
TS and is characterized by a loss of striatal FSNs, there is an 
age-dependent shift toward grouped-irregular and burst-like 
firing in the EPN but not in the SNr (Gernert et al., 2002). 
Unfortunately, whether these animals show an increase in 
PV-positive neurons in the EPN has not been determined. We 
also note that these same animals show a marked increase 
in their symptoms following systemic or striatal injections 
of amphetamine or dopamine D

2
 agonists and a moder-

ate decrease in symptoms (∼33%) following the systemic 
administration of the D

2
 antagonist raclopride (Rehders et al., 

2000). These findings are not too dissimilar to those seen in 

TS patients treated with D
2
 antagonists (Scahill et al., 2003). 

These animals also show an increase in D
2
 receptor binding in 

the shell of the nucleus accumbens (Nobrega et al., 1996), a 
finding that may be consistent with the observations of Wolf 
and colleagues (1996).

C. Hypothesis 3: Frontal 
Lobe Compensation

We hypothesize that compensatory systems originating 
in the prefrontal cortex (PFC) adaptively modulate the mis-
guided striatal and thalamocortical oscillations that are char-
acteristic of TS. Repeated activation of these frontal systems 
can lead not only to tic suppression, but also to a willful 
alteration of the character of the movements involved.

Surface EEG recordings, functional and structural neu-
roimaging studies, as well as the recent success of Habit 
Reversal Training in the treatment of mild to moderate tics 
all provide circumstantial support for our third hypothesis. 
Serrien and coworkers (2005) recently identified sensorimo-
tor-frontal neuronal activity apparently involved in the acute 
suppression of involuntary tics, as evidenced by increased 
EEG coherence in the alpha frequency band (8–12 Hz) 
range during suppression of voluntary movements in indi-
viduals with TS compared with healthy subjects during a 
Go-NoGo task. Unfortunately, the specificity of this oscilla-
tory  system is unclear, since it was the only one investigated. 
Earlier, Rothenberger (1990, 1995) found a frontal shift of 
 Bereitschaftspotential, a movement-related cognitive poten-
tial indicative of motor preparation, when tic patients per-
formed a voluntary movement, which was normalized after 
intake of D

2
 receptor blockers. Both of these clinical studies 

point to a dynamic circuit involved in normal inhibition of 
movement that is increased in activity in TS and that can be 
further activated acutely in the voluntary suppression of tics.

Tic suppression also has been studied using functional 
MRI (Peterson et al., 1998a). This study revealed a consis-
tent pattern of activations (right frontal cortex, right caudate 
nucleus, and regions of the cingulate and temporal cortices) 
and deactivations bilaterally in subcortical areas (putamen, 
GP, and thalamus). Remarkably, increased activity in the 
right frontal cortex was associated with increased activity 
in the right caudate nucleus, and increased activity in the 
right caudate nucleus in turn was associated with greater 
decreases in activity of the GP, the putamen, and the thala-
mus during tic suppression (see Figure 25.1). The decreased 
activities of the GP and the putamen were correlated, and 
both positively predicted thalamic activity. Equally impres-
sive is the fact that the levels of activation (right caudate) or 
deactivation (putamen, GP, and thalamus) during periods of 
tic suppression were correlated with the individual’s current 
level of tic severity outside the magnet.

The brain regions that are activated during tic suppres-
sion are virtually identical to those that have been described 
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as belonging to a distributed neural circuit that participates 
in the inhibition of unwanted impulses (Goldman-Rakic, 
1987). This circuit consists of the prefrontal, parietal, tem-
poral, and cingulate cortices, which are thought to modu-
late the activity in the basal ganglia and thalamus. Precisely 
how this circuit inhibits inappropriate responses allowing the 
desired behavioral responses in the motor cortex to occur is 
not entirely clear. We suggest that this regulation depends 
upon the integration and cross talk of the prefrontal circuits 
with the sensorimotor circuits in the basal ganglia and thala-
mus leading to an enhanced parallel synchronization of dif-
ferent oscillatory systems in motor cortex and basal ganglia 
depending on the task. This is more difficult in children with 
tics, since they show a general motor circuit inhibitory defi-
cit, which in adults is confined to the very circuit related to 
the observable tics (Moll et al., 2005).

Persistence of tic symptoms into adulthood may reflect a 
failure of this circuitry to operate properly because of ana-
tomical limitations. For example, two groups of investigators 
have independently documented that smaller caudate vol-
umes are a trait marker for TS (Hyde et al., 1995;  Peterson 
et al., 2003). We note in passing that the animal model that 
most closely resembles severe TS also has a 13 percent 
reduction in striatal volume (Gernert et al., 2000). It appears 
that the smaller an individual’s caudate is in childhood, the 
more likely he or she is to have persistent tics into adulthood 
(Bloch et al., 2005). The nature of this volume reduction is 
being studied in postmortem tissue using unbiased stereo-
logical methods. Whether there are other findings besides 
the 50 percent reduction in the number of PV-positive FSNs 
awaits future investigations.

One would also speculate that frontal abnormalities such 
as those seen in ADHD might limit an individual’s ability to 
mobilize this inhibitory system (Booth et al., 2005;  Filipek 
et al., 1997; Fredericksen et al., 2002). In the individuals 
that are able to compensate, one might also expect to see 
prefrontal hypertrophy in an effort to regulate tic symptoms 
 (Peterson et al., 2001a, 2001b) as well as other adaptive 
changes in other structures including the corpus callosum 
(von Plessen et al., 2004).

We also posit that it is via this distributed neural circuit 
that treatments such as Habit Reversal Training work in 
some cases of TS (Deckersbach et al., 2005; Wilhelm et al., 
2003). The presence of premonitory sensations distinguishes 
TS from other movement disorders such as Parkinson dis-
ease, Huntington’s chorea, and hemiballismus. Acutely 
aware of their premonitory urges, many adult patients report 
(or can be taught) that they can inhibit tics or change the 
tic through a variety of behavioral strategies like competing 
motor responses (alternative actions that are by their nature 
incompatible with the performance of a specific tic) made in 
response to the premonitory urges.

In agreement with Woods et al. (2003), we regard the 
competing response as a voluntary act that requires  attention. 

We further contend that the prefrontal cortex (PFC), apply-
ing a competing response contingent on actual tic occur-
rence over time, uncouples the discriminative stimulus (i.e., 
the premonitory urge) from the performance of the tic. How 
this willful act affects this outcome is unclear and raises 
metaphysical questions beyond the scope of this annotation 
(Nagel, 1974; Schwartz & Begley, 2002; Schwartz et al., 
2005). By increasing the input from prefrontal areas it may 
be possible to alter the functional association of premonitory 
urge and tic expression and diminish the power of the urge 
to initiate the vicious cycle of tics and urges via the various 
nigral, pallidal, and cerebellar channels. Lastly, relaxation 
training is conducted to reduce the amplitude of peripheral-
central sensorimotor feedback, which probably diminishes 
limbic afferent inputs to the striatum and decreases dopa-
minergic tone from the SNc. We predict that if surface EEG 
recordings (analyzed with recent three-dimensional localiza-
tion algorithms) or functional MRI studies of tic suppression 
were completed before and after successful Habit Reversal 
Treatment we would see both a further increase in frontome-
sial EEG coherence in the alpha frequency band (8–12 Hz) 
after training, as well as a larger area of neural activation 
both in the right prefrontal area and in the right caudate 
nucleus, similar to what is seen after neurofeedback training 
in ADHD (Heinrich et al., 2004). Further, reduction of tics in 
patients with TS plus ADHD while taking either methylphe-
nidate (a dopamine agonist) or atomoxetine (a norepineph-
rine agonist) might be explained by an increase of dopamine 
in the frontal cortex by both substances (Banaschewski 
et al., 2003).

D. Are These Hypotheses Testable?

We posit that tics are governed by a multiplicity of fac-
tors that influence oscillatory patterns within basal ganglia 
networks, particularly those that interface with frontal, lim-
bic, and cerebellar circuits. This model has generated three 
hypotheses that are consistent with the available scientific 
literature and that contain many testable elements.

First, studies using magneto-encephalography (MEG) 
and dense array EEG offer considerable promise particu-
larly when applying these techniques before, during, and 
after various cognitive-behavioral, pharmacological, and 
neurosurgical treatments. One key prediction from our first 
hypothesis is that, at baseline, the number of high voltage 
spindles (or the beta band oscillations) will be reduced in 
the basal ganglia of individuals with TS, and that when pres-
ent, smaller regions of the frontal and somatosensory cor-
tices will participate in these oscillations. We predict that 
the number of high voltage spindles will increase following 
successful treatment with both dopamine D

2
 antagonists and 

alpha-2 adrenergic agonists.
Our second hypothesis can also be tested directly using 

MEG and dense array EEG recordings (Jeanmonod et al., 
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2003). Compared to age-matched controls, we would expect 
to see evidence of thalamocortical dysrhythmia as evidenced 
by an increase of MEG power at the theta-delta interface and 
an associated increase of coherence both within this domain 
and between it and the beta-range (Llinas et al., 2005). We 
also predict that individuals whose tics remit in adulthood 
will show less thalamocortical dysrhythmia than adults with 
active TS. Similarly, recordings of neural oscillations before, 
during, and after neurosurgical interventions for adults with 
severe, persistent, refractory, self injurious tics are likely to 
lead to a better understanding of these phenomena.

Our third hypothesis is best tested in the context of Habit 
Reversal Training. We predict that successful Habit  Reversal 
Training will lead to enhanced alpha coherence between 
prefrontal, mesiofrontal, sensorimotor, and motor cortical 
regions as measured using MEG and dense array EEG. We 
also anticipate that charting the developmental time course 
of measures of alpha coherence, and the volume and myelin-
ization status of various cortical regions, particularly the 
dorsal lateral and mesial prefrontal regions, may advance 
our understanding of the neurobiological determinants of the 
natural history of TS.

VII. Future Directions

Along with a deepening appreciation of the clinical 
 phenomenology of TS and related disorders, recent progress in 
genetics, neuroanatomy, systems neuroscience, and functional 
in vivo neuroimaging has set the stage for a major advance 
in our understanding of TS and related disorders. Success in 
this area will lead to the targeting of specific brain circuits for 
more intensive study. Diagnostic and prognostic advances can 
also be anticipated; for example, which circuits are involved 
and to what degree? How does that degree of involvement 
affect the patient’s symptomatic course and outcome?

Given this potential, TS can be considered a model disor-
der for the study of the dynamic interplay of neurobiologi-
cal systems during development. It is likely that the research 
paradigms utilized in these studies and many of the empirical 
findings resulting from them, will be relevant to other disor-
ders of childhood onset and will enhance our understanding 
of normal development.
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I. Introduction

Virtually all life forms on planet Earth cyclically adapt 
their behavior to a 24-hour period, in close conjunction with 
the 24-hour changes in the environment imposed by the rota-
tion of our planet around its axis (Turek & van Reeth, 1996). 
The most obvious example of such a 24-hour rhythm is the 
sleep/wake cycle: both sleep and wake episodes normally 
occur only at specific times of the day. However, there are 
many more such circadian rhythms, for example in body 
temperature and the levels of several hormones.

Although the presence of circadian rhythms has long been 
noted, only relatively recently the concept of an internal time-
keeping system in the brain has been established (Panda, 
Hogenesch & Kay, 2002; Schwartz, 1997). Experiments in both 
animals and humans showed that in an environment devoid of 
all external time cues, day/night rhythms persist with a period 

close to 24 hours (hence the name circadian, meaning approx-
imately 1 day). Besides being governed by the circadian time-
keeper, the sleep/wake cycle is influenced by other factors 
such as homeostatic systems, which becomes readily apparent 
when we skip a night of sleep (Dijk & Lockley, 2002).

Perhaps because sleep takes up such a large part of our 
lives, we tend to take normal sleep/wake regulation for 
granted. This adds to the huge burden imposed on the life 
of patients when sleep is not following its normal pattern. 
Sleep and circadian disorders affect the personal and social 
lives of patients, but also their professional opportunities and 
their safety.

Our understanding of sleep and its disorders has gained 
a lot of momentum with the advance of molecular biology. 
Not only has this resulted in the elucidation of the molecular 
basis of sleep and circadian mechanisms in various animal 
models, but also opened up the way to understand human 
(patho)physiology. It is exciting to note that very recent dis-
coveries have already been implemented in clinical practice, 
for example in new diagnostic techniques but also in the 
development of specific, rational therapeutic strategies.

In this chapter we give a brief overview of sleep and cir-
cadian neurology. Furthermore, we will describe our current 
understanding of the biological clock, and of the brain’s con-
trol of sleep and wakefulness. Finally, to illustrate the leaps 
in knowledge we have made, not only in animal models but 
also toward human pathophysiology, we will describe the 
advances in two prototypical disorders: narcolepsy and the 
advanced sleep phase syndrome.

▼ ▼

▼
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II. General Aspects of Sleep 
and Circadian Rhythms

A. What Is Sleep, and Why Do We Sleep?

Although we spent about one third of our lifespan asleep, 
it is actually not easy to clearly define what sleep is. An 
often used definition of sleep is the following: “Sleep is a 
state of immobility with greatly reduced responsiveness, 
which can be distinguished from coma or anesthesia by its 
rapid reversibility” (Siegel, 2005). An additional character-
istic is the typical alternation between sleep and its coun-
terpart, wakefulness. However, this timing mechanism can 
easily be overcome by homeostatic factors: When sleep is 
prevented for a while, the organism tries to recover the lost 
amount. Finally, sleep is not a uniform state varying only 
in depth. Halfway through the twentieth century a curious 
fact was discovered: Parts of the sleep period are character-
ized by high levels of brain activity, accompanied by vigor-
ous eye movements (Aserinsky & Kleitman, 1953). Rapid 
eye movement (REM) sleep, as it was called, is so distinct 
that the other sleep stages are collectively called non-REM 
(NREM) sleep.

We are confronted with the need for sleep on a daily 
basis. Like hunger and thirst, sleep is a basic biological 
drive we cannot ignore. Although being a compulsive need, 
the fact is that we do not exactly know why we sleep. The 
lack of an answer does not mean that there is a lack of 
research. However, most of this research is based on the 
study of physiological and behavioral changes resulting 
when an organism is deprived of sleep. This poses an inher-
ent methodological problem: It is impossible to remove 
sleep without influencing numerous other physiological 
processes.

It is clear that sleep, or sleep-like states in lower animals, 
is essential for life: Total sleep deprivation in rodents and 
flies can cause death more quickly than food deprivation 
(Everson, Bergmann & Rechtschaffen, 1989). This is also 
true when selective sleep deprivation is applied, for example 
only removing REM sleep. Currently, there are a number of 
theories pertaining to the function of sleep (Siegel, 2005). 
The fact that sleep is characterized by a lowered body metab-
olism (evidenced in a drop in oxygen consumption, heart 
and respiratory rates, and body temperature) suggest a role 
in energy conservation as well as in body recuperation. The 
latter may be even more specific in the form of nervous sys-
tem recuperation, or neocortical maintenance. Sleep is also 
implied in more specific functions, such as brain develop-
ment and emotional regulation. The role of sleep in the con-
solidation of memory is perhaps most widely known, although 
there still is a lively debate on this topic (Stickgold & Walker, 
2005; Vertes & Siegel, 2005). Whether there are functions 
of sleep that are specific for REM or for NREM sleep is 
another area of uncertainty.

B. Sleep in the Animal Kingdom

Sleep is not a unique human behavior, and is widely 
present throughout the animal kingdom. In lower animals 
however, it becomes difficult to establish if real sleep is 
present, and the behavior is better described as a rest/activ-
ity cycle. However, in most vertebrates there is a behavioral 
state that has obvious characteristics of sleep. Within the 
animal kingdom, there is a fascinating variety of sleep dura-
tion and sleep patterns, of which the relevance is not com-
pletely understood (Siegel, 2005). For example, carnivores 
sleep more than omnivores, which sleep more than herbi-
vores. Herbivores show an inverse correlation between body 
mass and sleep duration that is not found in carnivores and 
omnivores.

Within comparable species, there may be large dif-
ferences in the amount and depth of sleep, depending for 
example on living environment. Macaque monkeys live in 
densely forested areas and are not easily visible in their sur-
roundings. Macaques display a long and consolidated sleep 
period. Baboons, however, sleep in trees, but in large open 
spaces. For their safety, baboons choose to sleep in trees as 
high as possible, and have a very light sleep, easily disturbed 
by small signs of imminent danger. Both bats and shrews are 
small animals with a very high metabolic rate during wake-
fulness. Bats sleep over 20 hours per day with a clear drop 
in metabolism. Shrews, on the contrary, sleep much less, and 
are almost continuously active. Interestingly, shrews have 
an average lifespan of only two years, compared to over 15 
years in bats, perhaps supporting the energy conservation 
hypothesis.

C. Circadian Rhythms

The rotation of the earth results in a predictable and con-
stant change in our environment, through cyclic changes in 
light and temperature. The various daily rhythms displayed 
in animal and human behaviors are not just the result of 
these environmental changes however. Instead, natural selec-
tion has favored the evolution of endogenous, autonomic cir-
cadian clocks regulating various body functions. By keeping 
track of time, these internal clock mechanisms enable organ-
isms to anticipate daily environmental changes and thus 
tailor behavior and physiology to the requirements of that 
particular time of the day.

The sleep/wake cycle is the most obvious example of a 
circadian rhythm. However, there are many more physiologi-
cal processes that cycle with a period of about 24 hours. 
Examples include body temperature, heart rate and blood 
pressure, respiratory rate, and the levels of various hor-
mones. The concept of an endogenous clock or pacemaker 
originated from experiments showing that the mentioned 
circadian rhythms persisted in animals, even when they were 
placed in a continuously dark environment, with a constant 
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temperature. These early experiments were soon replicated 
in humans, using long-term isolation experiments, where 
all external time cues (Zeitgebers) were eliminated. From 
these data, it became clear that the endogenous pacemaker in 
various animals does not have a period of exactly 24 hours. 
This so-called free-running period varies among different 
 species. Importantly, external time cues, especially the light/
dark cycle, can synchronize (entrain) the endogenous clock, 
so that the resulting behavioral and physiological rhythms do 
exactly follow a 24-hour period.

D. Homeostatic and Circadian
Sleep Regulation

The sleep/wake cycle is not solely under circadian con-
trol. Homeostatic regulatory mechanisms pose another 
important influence on sleep-propensity. Sleep propensity 
clearly builds up when the time spent awake increases. 
 Furthermore, an extended period of wakefulness (i.e., sleep 
loss) is followed by a compensatory increase of sleep after-
ward. Several experimental paradigms have been developed 
to disentangle the circadian and homeostatic contribu-
tions to sleep regulation. Examples include constant rou-
tine studies in which the influence of environmental and 
behavioral factors are kept as constant as possible over the 
 experimental period, so that the 24-hour variation measured 
in a variable can be attributed mainly to the endogenous 
pacemaker. Forced desynchrony studies use a sleep/wake 
schedule with a period clearly different from 24 hours (e.g., 
20 or 28 hours) that is forced upon the subjects, under con-
stant dim-light conditions that do not entrain the circadian 
pacemaker. In this paradigm there is an increasing loss of 
synchronization between the rhythms imposed by the cir-
cadian pacemaker and the artificially induced sleep/wake 
cycle. This makes it possible to determine the influence of 
both circadian and homeostatic processes on a certain vari-
able under study.

Based on data derived from experiments as just described, 
Borbély was the first to propose a mathematical model for the 
regulation of sleep, including the circadian and the homeo-
static process (see Figure 26.1). This so-called two-process 
model still has an important place in our understanding of 
the sleep/wake cycle. More recently, an ultradian process 
governing the cycling of the different stages of sleep during 
the rest period has been added, resulting in a three-process 
model (Borbély & Achermann, 1999).

III. Sleep and Circadian Neurology

A. Characteristics of Normal Sleep

The study of sleep really took off with the invention of 
electroencephalography. Soon the idea that sleep is a passive 

bodily state was abandoned, and it became clear that “sleep 
is a dynamic behavior, not simply the absence of waking. 
Sleep is a special activity of the brain, controlled by elabo-
rate and precise mechanisms” (Hobson, 1989). Nowadays, 
the architecture and stages of sleep are described using a 
combination of physiological variables (EEG, electro-ocu-
lography (EOG), and electromyography (EMG)). Still in use 
are the sleep stage criteria developed by Rechtschaffen and 
Kales in 1968 (Rechtschaffen & Kales, 1968). Using these 
measurements, sleep is broadly divided into two states with 
independent controls and functions: non-REM and REM 
sleep. NREM sleep is further divided into four stages with 
an increasing depth, mainly determined on the basis of EEG 
criteria (see Table 26.1).

After sleep onset, the different stages of sleep are encoun-
tered in a characteristic order. Sleep is entered in stage I non-
REM sleep, which lasts for a few minutes. Sleep is easily 
interrupted during this stage. Besides a role in the initial 
wake-to-sleep transition, stage I may also occur as a tran-
sitional stage during the rest of the night. Stage II, heralded 
by the occurrence of sleep spindles and K-complexes in 
the EEG, follows, typically lasting about 30 minutes. The 
arousal threshold in this stage is increased compared to 
stage I. During the progression of stage II, there is a gradual 
appearance of high-voltage slow waves (delta activity) in 
the EEG. When delta waves are present for more than 20 
percent of time, stage III is entered, soon followed by stage 
IV with more than 50 percent of slow waves. Stages III and 
IV (together called slow wave sleep) are the deepest stages 
of sleep, with the highest arousal threshold. When around 
1.5 hours have passed since sleep-onset, the first episode of 
REM sleep is entered.

Sleep SleepSleep

(Circadian) time

Figure 26.1 Schematic representation of the two-process model of 
sleep regulation. In this model, sleep timing is governed by the interaction 
between two processes. The sleep homeostat (process S, red line) represents 
the increasing need for sleep during the wake period and the decreasing 
need for sleep due to sleeping. Process C (green lines) represents the influ-
ence of the circadian clock on the boundary between sleep and wake: high 
during the day, low during the night. When S is high and the sleep boundary 
determined by C is lower, sleep results. Sleep continues until C begins to 
rise again and S has decreased sufficiently.
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REM sleep is characterized by a mixed-frequency EEG 
that resembles the waking EEG, together with a striking 
reduction of muscle tone and the characteristic jerky eye 
movements. The arousal threshold during REM sleep is low, 
and it is this stage when most of our dreams occur. After 
about 15 minutes, a whole sleep cycle is started again, begin-
ning with the lighter non-REM stages. When the progression 
through the different stages of sleep is plotted against time, 
a so-called hypnogram is derived (see Figure 26.2). From 
this, it becomes clear that a normal night of sleep consists 
of four to six sleep cycles as just described. The contents of 
the cycle change during the night: In the early hours, there is 
a large amount of slow wave sleep and relatively low REM 
sleep. Toward the morning, the amount of slow wave sleep 
diminishes, and REM sleep increases. The total amount of 
sleep varies greatly between persons, with a normal range as 
wide as five to 10 hours of sleep per night.

B. Symptoms of Sleep Disorders

Sleep disorders can be divided in several groups based 
on the main complaint. The first (and probably most com-
mon) complaint is too little sleep, or insomnia, which most 
often is psychophysiological. The opposite is hypersomnia, 

or too often and/or too long sleep. The amount and structure 
of sleep can be normal, but the timing disturbed—this is the 
hallmark of circadian disorders of sleep. Finally, there is a 
range of unwanted phenomena that can occur around and/or 
during sleep (such as restless legs, muscle jerks, sleepwalk-
ing, nightmares, etc.).

In every patient, one should inquire about the basic 
aspects of nighttime sleep, such as habitual sleep times, 
sleep hygiene, trouble falling asleep, frequent awakenings, 
and others. Not only the night should be evaluated—the day-
time deserves attention as well. For example: A complaint 
of involuntary sleep episodes during the day, when there has 
been an opportunity to have enough nighttime sleep, always 
deserves further investigation. In addition to these general 
aspects, specific symptoms of sleep disorders should be 
evaluated. These include respiratory disturbances (snoring, 
witnessed apneas), abnormal motor behavior during sleep, 
and specific features of narcolepsy (such as cataplexy).

In addition to the patient’s history, many sleep disorders 
require laboratory investigations for diagnosis. One of the 
mainstay tools is overnight polysomnography (PSG), which 
can be performed in a sleep clinic but also ambulatory. PSG 
consists of EEG, EMG, and EOG recordings to score sleep 
according to the Rechtschaffen and Kales criteria, together 

Table 26.1 Human Sleep Stages

 Wakefulness Non-REM sleep  REM sleep

  Stage I Stage II Stage III Stage IV 

EEG Posterior alpha (8–13 Hz), Decrease of  Sleep spindles  Delta waves Delta waves  Mixed frequency,
  mixed with frontocentral  alpha activity  (14 Hz),  (<4 Hz)  (<4 Hz)  sawtooth waves
  beta (>13 Hz)  (<50%) K complexes 20–50%  >50%
EMG   Normal Slightly Slightly Diminished Diminished Absent
(muscle tone)   diminished  diminished
EOG Waking eye  Slow, rolling  Slow eye  Slow eye Slow eye  Rapid eye movements
  movements  eye movements  movements  movements  movements

8 hours

S
ta

ge

I

Wake

REM

II

III

IV

Sleep onset

Figure 26.2 Schematic representation of a hypnogram in a healthy control subject, showing the different 
sleep stages as the night advances. In this example, there are 5 sleep cycles (from light NREM to slow-wave 
to REM sleep) during the night. Note that the amount of slow-wave sleep (stage III and IV) decreases during 
the night, whereas the amount of REM sleep increases.
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with additional channels to record breathing effort, nasal and 
oral airflow, and limb movements. Excessive daytime sleepi-
ness (EDS) can be objectively documented using a Multiple 
Sleep Latency Test (MSLT). During the MSLT, patients are 
asked to lie down and try to sleep during five 20-minute nap 
opportunities over the day. EDS is characterized by a mean 
sleep latency of less than 8 minutes. In addition, the prema-
ture occurrence of REM sleep during these short nap oppor-
tunities supports a diagnosis of narcolepsy. Besides keeping 
a sleep diary, wrist-worn actigraphy can be used to moni-
tor rest/activity cycles over several days or weeks. Although 
rest/activity rhythms are not necessarily identical to sleep/
wake rhythms, this can nevertheless give a fair indication of 
abnormal circadian timing (see Figure 26.9).

The range of sleep and circadian disorders has been 
brought together in a diagnostic and coding manual, the 
international classification of sleep disorders (ICSD, 2005). 
This diagnostic system provides a rational and systematic 
framework for an accurate and standardized diagnosis. This 
not only facilitates clinical practice, but is highly important 
for research studies as well.

C. Genetic Aspects of Sleep Disorders

Although many sleep disorders run in families, only a few 
have a known genetic basis. Like most other complex disor-
ders, sleep disorders result from the coordinated contribution 
of genetic and environmental factors as well as gene–envi-
ronment interactions. Evidence for genetic contribution is 
becoming available in several frequent sleep disorders. Fam-
ily studies in restless legs syndrome reported linkage with 
12q12-q21 and 14q13-q21, and an association study sug-
gested that polymorphisms of monoamine oxidase-A con-
fer susceptibility to this condition (Trenkwalder, Paulus & 
Walters, 2005). Human Leukocyte Antigen (HLA) polymor-
phisms are strongly associated with narcolepsy, but also with 
several other sleep disorders including sleepwalking, REM 
sleep behavior disorder, and Kleine-Levin syndrome (Tafti, 
Maret & Dauvilliers, 2005). One of the most challenging 
tasks is to find genetic susceptibility factors to the obstruc-
tive sleep apnea syndrome, the most prevalent hypersomnia. 
Preliminary quantitative genetic analyses suggest potential 
linkage with chromosomes 2p and 19p, once confounding 
effects such as obesity are accounted for (Patel, 2005). Also 
the probability of moderate to severe sleep disordered breath-
ing is significantly higher in patients with apolipoprotein E4, 
independently of age, sex, body mass index, and ethnicity 
(Kadotani et al., 2001).

Up until now, only three diseases have been reported to 
result from single gene mutations: a rare form of primary 
insomnia, fatal familial insomnia, and familial advanced sleep 
phase syndrome. Fatal familial insomnia (FFI) is character-
ized by an increasing inability to initiate and maintain sleep 
(ultimately leading to complete agrypnia), together with 

autonomic and somatomotor disturbances. FFI is caused 
by a point mutation at codon 178 of the prion protein gene, 
which is responsible for the degeneration of specific tha-
lamic nuclei (Medori et al., 1992). A missense mutation in a 
single patient with chronic insomnia was reported at position 
192 in exon 6 of the gene coding GABA-A beta-3 subunit 
(Buhr et al., 2002). More detailed studies have been carried 
out in familial advanced sleep phase syndrome, a rare but 
striking circadian disorder. These findings will be described 
in detail later in the chapter.

IV. Neurobiology of Sleep and 
Circadian Rhythms

A. Circadian Biology

1. The Master Pacemaker

In the last three decades, compelling evidence has been 
collected that the endogenous master clock resides in a part 
of the anterior hypothalamus, the suprachiasmatic nucleus 
(SCN) (Buijs & Kalsbeek, 2001; Reppert & Weaver, 2002). 
Destruction of the SCN abolishes circadian rhythms in 
behavior, hormonal levels, metabolic rate, and body tem-
perature (Moore & Eichler, 1972; Stephan & Zucker, 1972). 
When SCN tissue is isolated and kept in culture, a near 24-
hour cycle of neuronal firing persists. When individual SCN 
neurons are kept in culture, circadian oscillations in firing 
rate persist as well, with small differences in period from 
cell to cell. The final piece of the puzzle was provided by 
experiments of Ralph et al. (1990): They transplanted fetal 
SCN material into the brains of (arrhythmic) SCN-lesioned 
hamsters, and showed this to restore circadian rhythmicity. 
Moreover, the resulting circadian period in the acceptor ani-
mal was determined by the donor.

As mentioned earlier, the SCN can function autono-
mously, without external time cues. An important aspect of 
circadian rhythms in intact animals however, is the fact that 
the circadian period is entrained by external influences, most 
notably the light/dark cycle. This entrainment is mediated by 
a specialized pathway providing photic input to the SNC: the 
retino-hypothalamic tract (Moore & Lenn, 1972). The retinal 
cells of the retinohypothalamic tract form a distinct popu-
lation of photoreceptive cells involved in vision. The SCN 
has dense projections to various other parts of the hypothala-
mus, through which its influence on behavior and endocrine 
rhythms is mediated (Saper et al., 2005). Most SCN effects 
rely on this direct neuronal interaction, although in part para-
crine signaling using diffusible factors may be involved (Sil-
ver et al., 1996).

2. Central and Peripheral Oscillators

Isolated SCN neurons all have slightly different periods 
and phases, and the average of these individual  pacemakers 
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makes up the final output. This concept is supported by stud-
ies using mouse chimeras in which the SCN is composed 
of a mixture of wild-type and Clock mutant neurons. The 
resulting circadian period depends on the proportion of 
wild-type and mutant cells in the SCN (Low-Zeddies & 
Takahashi, 2001). Several mechanisms have been proposed 
that underlie the coupling between individual SCN neurons, 
such as synaptic transmission, gap junctions, as well as para-
crine mechanisms.

SCN neurons are not the only cells that express circadian 
oscillations. In fact, there are circadian oscillators through-
out the body. Several genes making up the intracellular clock 
mechanism (see next) have been found to be rhythmically 
expressed in other brain areas as well as various peripheral 
organs (Buijs et al., 2001; Yamazaki et al., 2000). In con-
trast to SCN neurons, these slave oscillators sustain their 
24-hour oscillations for a few days only when kept in cul-
ture, deprived of master clock input. It is thought that the 
collective SCN output synchronizes the timing of peripheral 
oscillators, which in turn regulate local rhythms in physiol-
ogy and behavior. This hierarchical system confers precise 
period and phase control as well as stability of the wide-
spread physiological systems that are regulated.

3. The Molecular Inner Workings of the Clock

Our conceptualization of the molecular mechanisms of 
the mammalian circadian clock has been greatly aided by 
the data available from the fruit fly Drosophila melanogaster 
(Panda et al., 2002). Most of the genes involved in the fly 
circadian clock have orthologs in mammals, and the gen-
eral principles of interacting transcriptional feedback loops 
are similar. The specific differences between the molecular 
clock mechanisms in different species have been reviewed 
elsewhere (Young & Kay, 2001). Here, we will discuss the 
main parts of the mammalian (mouse model) clock. For details, 
see several recent reviews (Allada et al., 2001; Bromham 
& Penny,2003; Cermakian & Boivin, 2003; Lowrey & 
 Takahashi, 2004; Panda et al., 2002; Reppert et al., 2002).

The intracellular clock mechanism is based on several 
interacting positive and negative transcriptional feedback 
loops that result in oscillating RNA and protein levels of key 
clock component (see Figure 26.3). The basic drive of the 
system forms the cycling transcriptional enhancement by two 
transcription factors, CLOCK and BMAL1. When CLOCK 
and BMAL1 heterodimerize, they can activate the transcrip-
tion of three period genes (Per1-3) and two cryptochrome 
genes (Cry1-2) by binding to E-box elements in their pro-
moters. The resulting protein products (PER1-3 and CRY1-
2) constitute the basic negative feedback loop: PER and CRY 
proteins dimerize and are phosphorylated, after which they 
reenter the nucleus and directly repress the transcriptional 
activity of the CLOCK/BMAL1 complex, thereby inhibiting 
their own production (see Figure 26.3, red loop).

On top of this basic negative feedback loop (which in 
itself would be sufficient to generate oscillations) several 
other regulation loops are imposed. For example, a positive 
feedback loop is formed by another gene whose transcrip-
tion is activated by the CLOCK/BMAL1 complex: Rev-
Erbα. REV-ERBα then inhibits Bmal1 transcription. As a 
result, when the CRY/PER complex represses the activity of 
CLOCK/BMAL1, this not only diminishes Cry and Per tran-
scription, but the transcription of Rev-Erb α as well, thereby 
releasing the repressing effect of REV-ERB α and reactivat-
ing Bmal1 and Clock transcription (see Figure 26.3, green 
loop). The various transcriptional feedback loops result in 
the rhythmic regulation of the various genes, with Bmal1 
RNA levels peaking 12 hours out of phase relative to Per 
and Cry RNA. Further refinement and control of the period 
of oscillations is provided by post-translational processes, 
most notably phosphorylation, degradation, and regulated 
nuclear entry of the proteins in the various feedback loops. 
Key components in this part of the clock are the phosphory-
lation enzymes casein kinases 1 (CK1) δ and ε. CK1 δ/ε 
phosphorylate the PER, CRY, and BMAL1 proteins, target-
ing them for degradation. Furthermore, CK1 δ and ε form 
part of the PER/CRY multimeric complex.

There is partial compensation of function between various 
members of the clock gene family, as the clock continues to 
oscillate after single gene mutations in several components, 
although often the circadian period under constant condi-
tions is altered (Reppert et al., 2002). However, PER and 
CRY outputs of the negative feedback loop are critical for 
maintaining a functional clock, as disruption of either the 
Per1-2 genes together or both Cry genes result in acute and 
total behavioral arrhythmicity under constant conditions. 
Recent studies in monogenetic human circadian disorders 
have provided the first evidence for a functional homology 
of the human clock with that of the mouse (see later).

One of the mechanisms through which the synchronized 
molecular oscillation can be transduced into local rhythms 
is through the local clock-controlled genes (CCGs). These 
CCG for example can contain E-box enhancers that can be 
controlled directly by CLOCK/BMAL1 heterodimers. Using 
various high throughput DNA techniques (such as microar-
rays), many CCG currently are being identified. It is one of 
the challenges of the years to come, to identify the mecha-
nisms through which the molecular clockwork in the SCN 
finally results in peripheral rhythms and ultimately behavior.

B. Sleep Biology

The study of the neural correlates underlying the differ-
ent states of consciousness started in first half of the twenti-
eth century. Soon a number of key structures were proposed. 
Based on his famous study of the encephalitis lethargica 
epidemic, Von Economo (1930) pointed to a crucial role for 



Disorders of Sleep and Circadian Rhythms 415

the hypothalamus, as lesions in the posterior hypothalamus 
resulted in excessive sleepiness, whereas injury to the ante-
rior hypothalamus resulted in severe insomnia. Moruzzi and 
Magoun (1949) focused on the hypothalamus/midbrain wake-
promoting regions and showed that stimulation of the reticular 
formation in the brainstem induced waking. Several excellent 
reviews are available that give a comprehensive overview of 
the neuronal systems involved in the regulation of sleep and 
wakefulness (Espana & Scammell, 2004; Hobson & Pace-
Schott, 2002; Pace-Schott & Hobson, 2002; Saper, Scammell 
& Lu, 2005). Here we will give a short overview of the most 
important systems and their interaction (see Figure 26.4).

Classical view regarded conscious states as a continuum 
from hypervigilance induced by stimulants going down to 
normal wakefulness, drowsiness, sleep, torpor, and hiberna-
tion, and ending with coma. This point of view was essen-
tially based on the intensity of both external and internal 
somatosensory inputs thought to be essential for the excita-
tion of the brain. Accordingly, wakefulness was considered 
to be the active state of the brain, and sleep was considered 
as a passive state following the decrease or the absence of 
sensory inputs. As mentioned before, this view is not cor-
rect: sleep is a vital and active state during which specific 

brain structures display high levels of neuronal activity com-
parable to those of wakefulness.

1. Wakefulness

Experiments in the 1930s using the so-called Encéphale 
Isolé and Cerveau Isolé in the cat model, indicated that 
the first preparation does not affect wakefulness whereas 
the second induces a state of continuous sleep. This was 
interpreted as the existence of a center for wakefulness 
between the two sections (i.e., the brainstem). Transsec-
tions at the level of hypothalamus further revealed that the 
anterior hypothalamus is implicated in sleep and the pos-
terior hypothalamus is involved in wakefulness. The devel-
opment of electrophysiology led to the reticular formation 
theory with the demonstration that the stimulation of the 
reticular formation neurons without stimulating senso-
rial afferents induces wakefulness (Moruzzi et al., 1949). 
The ascending activating reticular formation was therefore 
long considered as the active wakefulness system. How-
ever, a mediopontine pretrigeminal preparation resulted in 
a state of continuous wakefulness up to two to three days, 
and a chronic Cerveau Isolé preparation demonstrated that 
wakefulness could recover, suggesting that some rostral 
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Figure 26.3 Schematic representation of the basic components of the mammalian molecular circadian clock. The core of the clock 
consists of two transcriptional feedback loops. The negative loop (shown in red) leads to decreased Per/Cry transcription (shown in 
red), by inhibiting CLOCK/BMAL1 mediated transcriptional activation. The positive loop (shown in green) results in increased Per/
Cry transcription, as Per/Cry mediated inhibition of CLOCK/BMAL1 activity decreases REV/ERBα expression, and thus de-represses 
(increases) Bmal1 transcription. Degradation and nuclear entrance of the various components is regulated in various ways, for example 
through CK1 mediated phosphorylation of the PER/CRY complex. Per: Per 1-3; Cry: Cry 1-2; CK1: CK1 δ and ε.
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structures are likely to be involved in the generation and 
maintenance of wakefulness (Villablanca, 1965).

The ascending reticular activating system originates from 
monoaminergic and cholinergic nuclei from rostral pons 
and the midbrain (see Figure 26.4A). Lesions of dopamine-
containing neurons of the substantia nigra and the ventral 
tegmental area abolish the behavioral response despite a 
cortical desynchronization. Lesions of norepinephrine-con-
taining neurons of the locus coeruleus have limited effect 
on wakefulness. However, cooling these neurons decreases 
wakefulness whereas their electrical stimulation induces 
cortical desynchronization and wakefulness. Note also that 

pharmacological inhibition of the catecholamine systems 
induces somnolence whereas stimulants (amphetamine or 
cocaine) induce hyperexcitability through increased cat-
echolamine release.

Although acetylcholine seems necessary for the cortical 
desynchronization, lesions of both pontine and basal fore-
brain cholinergic neurons have limited effect on vigilance 
states despite a slowing of the cortical activity. However, 
almost all cholinergic neurons are found more active during 
wakefulness than during slow wave sleep and acetylcholine 
release parallels this activity. Acetylcholine producing neu-
rons from the pedunculopontine and laterodorsal tegmentum 

Figure 26.4 Schematic drawings of the various brain areas involved in the regulation of sleep and wakefulness, and in NREM/REM sleep regula-
tion. A. Ascending arousal systems in the brainstem and posterior hypothalamus send projections throughout the forebrain. Cholinergic neurons in the 
pedunculopontine and laterodorsal tegmental areas (PPT/LDT) activate many forebrain targets, including the thalamus. Neurons in the locus coeruleus 
(LC), dorsal and median raphé, tuberomammillary nucleus (TMN), substantia nigra and ventral tegmental area (SN/VTA), and basal forebrain (BF) 
excite many cortical and subcortical targets. The reticular formation projects to the thalamus, hypothalamus, and basal forebrain. B. Hypocretin (Orexin) 
neurons in the lateral hypothalamic area innervate all of the ascending arousal systems, as well as the cerebral cortex. C. NREM sleep and D. REM 
sleep pathways. Neurons of the ventrolateral preoptic nucleus (VLPO) produce GABA and galanin, and inhibit all the arousal systems during NREM 
sleep. Many of these cells are active during REM sleep as well. REM sleep is driven by a distinct population of cholinergic PPT/LDT neurons. During 
wakefulness and NREM sleep, these cells are inhibited by norepinephrine, serotonin, and histamine, but during REM sleep, the aminergic neurons 
fall silent, thus disinhibiting the LDT/PPT REM-generating neurons. These cholinergic neurons also produce the atonia of REM sleep by activating 
the medial medulla, which inhibits motor neurons. The medial medulla also reduces excitatory signals from the LC that normally increase motor tone. 
ACh: acetylcholine; DA: dopamine; DR: dorsal raphé; HA: histamine; HCRT: hypocretin; NE: norepinephrine. Figure reprinted with permission from 
Espana et al. (2004).
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nuclei (PPT/LDT) project to thalamic-relay and reticular 
nuclei and are essential in promoting wakefulness and inhib-
iting rhythmic pacemaker thalamic activity, which character-
izes slow wave sleep (see Figure 26.4A).

The rostral structures implicated in wakefulness include 
the newly discovered hypocretin (orexin) neurons from the 
lateral hypothalamus, the histaminergic (tuberomammillary) 
nucleus from the posterior hypothalamus, and the cholinergic 
neurons from the basal forebrain with widespread excitatory 
projections to the cortex and caudally to the midbrain and 
the brainstem monoaminergic nuclei (see Figure 4A, B).

2. Non-REM (Slow Wave) Sleep

The EEG during slow wave sleep (SWS) is character-
ized by a widespread cortical synchronization with rhythmic 
activities in the delta (0.5–4 Hz) and sigma range (12–15 Hz). 
Electrical stimulation of solitary nucleus induces cortical 
synchrony, whereas its lesion induces a state of total insom-
nia, clearly indicating that this structure is involved in the 
generation of sleep. However, the fact that continuous slow 
waves are induced by the Cerveau Isolé preparation indi-
cates that other rostral structures are involved as well. This 
is corroborated by observations in humans that lesions of the 
anterior hypothalamus produce total insomnia. It was also 
reported that electrical stimulation of the preoptic region can 
readily induce slow wave sleep.

More recent experiments using neurotoxic lesions of the 
preoptic area indicated a state of insomnia, which could be 
reversed by microinjections of muscimol into the posterior 
hypothalamus. It is noteworthy that a complete lesion of 
the thalamus suppresses spindle activity while delta activ-
ity persists. More recently it was demonstrated that SWS 
is generated by a reciprocal thalamocortical circuit, with a 
cortical pacemaker responsible for the slow component and 
a thalamic pacemaker (reticular thalamic nucleus) respon-
sible for sigma activity (Llinas & Steriade, 2006). Therefore, 
some structures are permissive of SWS expression such as 
the solitary nucleus and the preoptic area, and some others 
are implicated in the generation of rhythmic oscillations that 
characterize this state such as the thalamus and thalamo-
cortical network (see Figure 26.4C).

The serotonergic hypothesis of sleep had a widespread 
impact for over 10 years, and still exerts major influences 
in this field. The main discovery by Jouvet was that a total 
lesion of the raphé nucleus induces a complete insomnia. This 
was corroborated by the fact that parachlorophenylalanine 
(a tryptophane hydroxylase inhibitor) induces a complete 
insomnia, which can be reversed by serotonin injections. 
However, in the early 1980s, experimental evidence was pro-
vided indicating that neurotoxic lesions of serotonin neurons 
decreases sleep but is followed by a gradual recovery, and 
that cooling the dorsal raphé nuclei can induce sleep. More-
over, it was demonstrated that raphé neurons are electrically 
silent during sleep and serotonin release parallels this pattern  

of activity. However, local injection of serotonin into the pre-
optic area induces sleep with a delay, probably through the 
synthesis and accumulation of a yet unknown substance at 
this level.

Microinjection of adenosine into the preoptic area potently 
induces sleep (Portas et al., 1997), and it is well known that 
caffeine (inhibitor of the adenosine receptors) increases 
wakefulness (Yanik, Glaum & Radulovacki, 1987).

More recently the ventrolateral preoptic (VLPO) nucleus 
was identified as the major sleep-inducing structure (Sherin 
et al., 1996) containing specific sleep-active neurons (Gallo-
pin et al., 2000). The major activity of the VLPO is inhibitory, 
through GABAergic (and probably galaninergic) projections 
to all previously mentioned hypothalamic and brainstem 
wake-promoting systems.

3. REM Sleep

In 1962, Jouvet demonstrated that a section rostral to the 
brainstem induces a complete disappearance of REM sleep, 
whereas after a section caudal to the brainstem all REM-
related activities are still present. Further lesion experiments 
demonstrated the essential role of the pontine tegmentum 
in the generation of REM sleep (see Figure 26.4D). Elec-
trophysiological and immunohistochemical investigations 
in the brainstem revealed the presence of REM-on cells in 
the gigantocellular and sublaterodorsal nuclei and REM-off 
cells in the locus coeruleus, the dorsal raphé, and the peri-
aqueductal gray matter.

Neuronal networks generating the different aspects of 
REM sleep phenomenology are now well understood. Corti-
cal desynchronization is under the control of mesopontine 
tegmentum neurons (which project to the intralaminar and 
reticular thalamic nuclei) and the magnocellular nucleus 
(which projects to the posterior hypothalamus, the thalamus, 
and the basal forebrain). More recently it was proposed that 
REM-on neurons from the peri-locus-coeruleus region send 
glutaminergic projection to the medial septum, and regulate 
theta rhythms during REM sleep (Lu et al., 2006). Muscle 
atonia is under the control of magnocellular neurons, which 
send inhibitory projections to the spinal motoneurons. These 
neurons receive afferents from the locus coeruleus. A few 
pontine tegmentum neurons directly project to the spinal 
motoneurons. Note that lesions of the peri-locus-coeruleus 
induce REM sleep without atonia.

Cholinergic stimulation at the level of the pontine reticu-
lar formation readily induces REM sleep. This effect is more 
specifically obtained if a cholinergic agonist (carbachol) is 
injected into the dorsal pontine reticular formation at the 
vicinity of the peri-locus coeruleus. In addition, as men-
tioned earlier, cholinergic neurons of the laterodorsal and 
the pedunculopontine tegmentum are REM-on cells (i.e., 
increase their activity prior and during REM sleep). A neu-
rotoxic lesion of these nuclei produces a disappearance of 
REM sleep for up to three weeks.
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4. Higher Order Regulation

By now, the overall picture of the different brain areas that are 
involved in the generation of the different states of conscious-
ness is rather complete. But how do these different regions 
interact to generate the orchestrated changes between wake-
fulness and sleep, and between the different stages of sleep? 
Reciprocal interactions between sleep- and wake-promoting 
regions may be responsible for generating discrete behavioral 
states. More specifically, the sleep-promoting VLPO and the 
wake-promoting TMN/LC/DR have direct inhibitory projec-
tions to each other. This mutual inhibitory influence results in 
a bistable switching system, known in electrical engineering as 
a flip-flop (see Figure 26.5) (Saper, Chou & Scammell, 2001). 
This sleep switch results in self-reinforcing firing patterns, 
and avoids intermediate states between wakefulness and sleep. 
Recently, a similar model describing inhibitory interactions 
between REM-on and REM-off structures has been proposed 
in the regulation of the REM/NREM cycle (Lu et al., 2006).

One other property of the sleep flip-flop is its sensitivity to 
external perturbations. To function properly, a stabilizing factor 
is needed, for example keeping the system in the wake position 
during the day. A string of discoveries on the pathophysiology 
of the sleep disorder narcolepsy recently pinpointed the hypo-
cretin system to have exactly such a function.

V. Disorders of Sleep 
and Circadian Rhythms

A. Narcolepsy as a Prototypical 
Sleep Disorder

1. Clinical Features

Narcolepsy is a primary sleep disorder, with an esti-
mated prevalence of three to five per 10,000 in the  Western 

 population (Overeem et al., 2001). Excessive daytime 
sleepiness is the principal symptom. Patients may report 
a continuous feeling of sleepiness throughout the day, but 
more typically EDS is expressed by the occurrence of sud-
den episodes of irresistible sleepiness. EDS in narcolepsy is 
best described as an inability to stay awake for longer peri-
ods of time rather than a disorder with an increased need or 
amount of sleep (Overeem et al., 2001). Although patients 
fall asleep multiple times during the day, the total amount 
of sleep over 24 hours is not increased  (Broughton et al., 
1998). The second cardinal symptom of narcolepsy—and 
the most specific—is cataplexy: sudden attacks of skeletal 
muscle paralysis with preserved consciousness, triggered 
by emotions. In fact, narcolepsy patients may become 
literally “weak with laughter.” All striated muscles may 
be involved during cataplexy, except the extraocular and 
respiratory musculature. Although laughter is the strongest 
trigger, various emotions may induce a cataplectic attack 
such as unexpectedly meeting an acquaintance, scoring a 
goal in sports, or merely thinking about the punch line of 
a joke.

Sleep paralysis, hypnagogic hallucinations, and auto-
matic behavior often are reported by narcoleptic patients. 
More recently, it has become clear that disturbed nocturnal 
sleep is an integral feature of the disorder. This nocturnal 
sleep fragmentation can actually be described as an inability 
to stay asleep for longer periods of time, again pointing to a 
dysregulation of timing and maintenance of sleep and wake-
fulness as the primary pathophysiological mechanism. Noc-
turnal sleep recordings in narcoleptic patients show a short 
sleep onset, and frequent stage-shifts and arousals. Daytime 
recordings in a MSLT show a mean sleep onset latency of 
less than 8 minutes, and frequently two or more sleep onset 
REM periods (SOREMP: REM sleep occurring within the 
20 minutes of a MSLT nap).

VLPO

TMN
DR
LC

SLEEP

WAKE

HCRT

Figure 26.5 Schematic and simplified illustration of the hypothalamic sleep switch 
(Saper et al., 2001). Basically, the sleep and wake promoting areas in the brain have recip-
rocal inhibition connections, resulting in a bistable flip-flop switch. The hypocretin system 
stabilizes the switch in the wake position by excitatory projections to the wake areas.
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2. Genetics of Human Narcolepsy

Human narcolepsy in its typical form is a sporadic dis-
ease. However, first degree relatives still have a 10 to 40 
times increased risk of developing narcolepsy compared to 
the general population. True familial narcolepsy, with patients 
in multiple generations is rare, accounting for 1 to 2 percent 
of all narcoleptics. Around 20 monozygotic twin reports are 
available. Depending on how strict concordance criteria are 
applied, five to seven of those are concordant for the dis-
ease. In addition to genetic factors, most cases of narcolepsy 
require environmental factors for the disease to develop.

In the early 1980s the first reports emerged on the asso-
ciation of sporadic narcolepsy and specific HLA subtypes. 
At first an association was established with the (serologi-
cally determined) subtype DR2, but molecular typing at the 
DNA level pinpointed the HLA-DQ1 marker B1*0602 to be 
the main factor involved. Over 90 percent of sporadic narco-
lepsy patients are positive for HLA-DQB1*0602, compared 
to about 25 percent of the general population. As there are 
several autoimmune disorders closely associated with spe-
cific HLA types, these findings implied an autoimmune gen-
esis for narcolepsy as well (see later). The increased risk of 
family members to develop narcolepsy is not fully explained 
by the HLA association. Furthermore, HLA-negative famil-
ial cases of narcolepsy have been described. Therefore, there 
may be other genetic factors involved in the pathophysiology 
of the disease. So far, there have been reports showing asso-
ciations with polymorphisms in the tumor necrosis factor-α, 
and the catechol-O-methyltransferase genes. The latter may 
also modulate disease severity, and response to treatment 
with stimulants. Few genome-wide screenings studies have 
been performed up till now in familial narcolepsy, yield-
ing linkage to two (large) genomic regions on chromosome 

4p13-q21(Nakayama et al., 2000) and 21q (Dauvilliers et al., 
2004; Kawashima et al., 2006). However, no further data is 
available on (candidate) genes from these regions, and their 
association with the disease.

3. Hypocretin Defects in Animal Narcolepsy

Toward the end of the 1970s, research into the patho-
physiology of narcolepsy received an enormous boost with 
the discovery of a natural animal model in dogs. Canine 
narcolepsy is strikingly similar to the human condition, and 
cataplexy is the most prominent feature. In dogs, cataplexy 
is triggered easily by playing or when palatable food is pre-
sented (see Figure 26.6). Besides the clinical resemblance, 
there are striking similarities at the physiological and phar-
macological levels (Baker, 1985; Foutz et al., 1979; Nishino 
& Mignot, 1997). W.C. Dement at Stanford University estab-
lished the first colony with different breeds of narcoleptic 
animals. Although most donated dogs had a sporadic form 
of narcolepsy, it turned out that in some of these animals 
(Doberman Pinschers and Labrador Retrievers) the narco-
lepsy phenotype is transmitted as an autosomal recessive 
trait with full penetrance (Baker, 1985; Foutz et al., 1979).

Using the dog model, a cloning effort was initiated in the 
early 1990s to identify the canine narcolepsy gene, desig-
nated canarc-1. In 1999, a critical region was finally estab-
lished, which contained only one known gene: Hcrtr-2 (Lin 
et al., 1999). Hcrtr-2 codes for the hypocretin receptor-2, one 
of the two receptors for the hypothalamic peptides hypocre-
tin-1 and -2 (also known as orexin-A and -B). The hypocre-
tin system was described in 1998, and first implicated in the 
regulation of feeding (de Lecea & Sutcliffe, 1999;  Sakurai 
et al., 1998). In both narcoleptic Labradors and Dobermans, 
Hcrtr-2 cDNAs were significantly shorter in affected 

Figure 26.6 Attack of cataplexy, here elicited by a piece of palatable food, in a Doberman Pinscher with the heritable 
form of narcolepsy. Note the head drop, and the main involvement of the hind limbs.
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dogs than in controls, suggesting a deletion in the transcripts. 
In the Dobermans, a so-called short interspersed nucleotide 
element (SINE) was found to cause aberrant splicing of the 
receptor mRNA, resulting in a truncated peptide (see Fig-
ure 26.7) (Lin et al., 1999). In the Labradors, a single base 
change in the 5  splice site consensus sequence results in 
skipping of exon 6 (see Figure 26.7) (Lin et al., 1999). Both 
mutations result in a receptor lacking the intracellular end, 
and therefore an absence of function.

Only two weeks after the publication of the canine nar-
colepsy gene, Yanagisiwa’s group, which discovered the 
hypocretins a year before, reported on the phenotype of pre-
prohypocretin knock-out mice (Chemelli et al., 1999). Infra-
red video recordings during the active period showed peculiar 
episodes of sudden behavioral arrest, which were short-lived 
and from which the animal abruptly recovered. Furthermore, 
it was found that the hypocretin knock-outs had several sleep 
abnormalities, including an increased but fragmented amount 
of sleep during the dark period, and a decreased REM latency 
as well as sleep-onset REM periods. Together, these data con-
vincingly showed that mice lacking the hypocretin peptides 
develop narcolepsy (Chemelli et al., 1999).

4. Hypocretin Defects in Human Narcolepsy

Shortly after the implication of the hypocretin system 
in the pathogenesis of narcolepsy in animals, we were able 
to publish the first evidence of hypocretin involvement in 
the human disorder. We measured hypocretin-1 levels in the 
CSF of nine narcoleptic patients and eight control subjects. 
While in controls, a very stable concentration of hypocre-
tin-1 was found (between 250 and 285 pg/ml); seven out of 
nine patients had no detectable hypocretin-1 in their CSF 
(Nishino et al., 2000). These findings quickly were followed 
by larger studies, and it is now clear that over 90 percent 

of patients with sporadic, HLA DQB1*0602 positive narco-
lepsy are hypocretin deficient (Nishino et al., 2001; Ripley 
et al., 2001). Furthermore, hypocretin-1 deficiency is highly 
specific for narcolepsy: Levels were normal in a large group 
of patients with various other sleep disorders (see Figure 
26.8) (Mignot et al., 2002). In the recent revised version of 
the International Classification of Sleep Disorders, hypocre-
tin-1 measurements therefore have been incorporated as a 
diagnostic tool for narcolepsy (ICSD, 2005).

By now, a number of neuropathological studies in post-
mortem brain tissue have been performed. Using both in situ 
hybridization in frozen brain tissue, and immunohistochem-
istry on fixed human brains, it was shown that there is no 
detectable hypocretin mRNA or peptide in the hypothalamus 
of narcoleptic subjects (Peyron et al., 2000; Thannickal et al., 
2000). In addition, one of the studies found a significantly 
increased number of reactive astrocytes in the hypothala-
mus, suggesting neuronal degeneration. As two colocalizing 
markers in hypocretin neurons, dynorphin and NARP, also 
were shown to be absent in narcoleptic brains, it is likely that 
human narcolepsy results from a selective degeneration of 
hypocretin-producing neurons (Blouin et al., 2005; Crocker 
et al., 2005). The cause of such a neurodegenerative process 
remains unknown. Mainly based on the strong HLA asso-
ciation, the prevailing hypothesis states that an autoimmune 
reaction may be responsible, but direct evidence for this is 
lacking as of yet (Overeem et al., 2006).

5. From Hypocretin Defects to Symptomatology

Pharmacological data gathered over the last 30 years 
implicated a number of neurotransmitter systems in the vari-
ous symptoms of narcolepsy. Most currently available stim-
ulant medications (such as amphetamine-like compounds) 
primarily act by increasing dopaminergic  neurotransmission 
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narc. Doberman narc. Labrador
Wild type

ATG TGA

TCTCAGTGGTGAGTTT
Wild type +5

TCTCAGTGGTGAATTT
narc. Labrador +5

AATTCTGTGATTTATAAAACAAGATTTTATTATTTTGGCTTTCATTCCAGGTGAAAT
Wild type +1−35

CACCCAGGGATCCCAAAACAAGATTTTATTATTTTGGCTTTCATTCCAGGTGAAAT
narc. Doberman +1−35

Canine SINE

Figure 26.7 Schematic representation of the hypocretin receptor-2 gene in dogs. Hcrtr-2 consists of 7 exons. Exon sequences 
are shown in italic. Mutations in both narcoleptic Dobermans and Labradors are boxed in red. In Dobermans, an insertion of a 
canine short interspersed nucleotide element (SINE) was found near the 5' splice site of exon 4, resulting in aberrant splicing and a 
premature stop codon at position 932. In Labradors, a G to A transition in the 5' splice junction consensus sequence results in dele-
tion of exon 6 and a truncated receptor as well (Lin et al., 1999). Figure adapted from Lin et al. (1999) and Overeem et al. (2001).
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(Nishino et al., 1997). More recent data also point to an 
important additional role of histaminergic transmission. 
Cataplexy is considered to result from an imbalance of cho-
linergic and monoaminergic neurotransmission at the brain-
stem level (Nishino et al., 1997). Compounds that increase 
monoaminergic (mainly adrenergic) tone are potent anticata-
plectics. All these data are based on the effects of symptom-
atic treatment however, and therefore do not give precise 
information on the underlying primary defects. For example, 
it is unlikely that narcolepsy is a state of continuous hypo-
vigilance due to decreased dopaminergic signaling, although 
dopaminergic drugs are beneficial. If this would be the case, 
one would expect, for example, an increase in the amount of 
sleep over 24 hours, which is not the case.

Given the combined data in human patients and in sev-
eral animal models, the hypocretin deficiency is likely to be 

the primary defect causing narcolepsy. Currently, models are 
developed to link the hypocretin deficiency to the clinical 
symptoms. For EDS, the sleep switch model of Saper and col-
leagues (2001) gives an excellent explanation. Although the 
flip-flop arrangement of wake- and sleep-promoting systems 
yields a network that results in discrete stages of consciousness 
and avoids intermediate states, it is inherently an unstable sys-
tem, sensitive to slight disturbances. To function properly, it is 
necessary to stabilize the switch. For the waking position, the 
hypocretin system is situated exactly just to do that. The excit-
atory projections of hypocretin neurons to the several wake 
promoting systems (including the TMN, DR, and LC) form 
a “finger on the switch,” keeping it in the wake position (see 
Figure 26.5) (Overeem et al., 2002; Saper et al., 2001). Loss 
of hypocretin transmission results in an unstable sleep switch, 
which nicely predicts the  symptomatology of narcolepsy: in 

Figure 26.8 CSF hypocretin-1 levels in various categories of sleep disorders (Mignot et al., 2002). Each dot represents a single patient. Hypocretin-1 levels 
below 110 pg/ml were determined to be diagnostic for narcolepsy. Concentrations above 200 pg/ml best determine healthy controls. Levels below the detec-
tion limit of the assay are shown as 0. The number of subjects with values in each category is shown. Note that undetectable hypocretin levels are specific for 
narcolepsy, especially narcolepsy with typical cataplexy. In the group of neurological disorders, three patients had undetectable levels as well, all had  Guillain 
Barré Syndrome (for details, see Ripley et al. (2001)). Figure reprinted with permission from Mignot et al. (2002).



422 Disorders of Sleep and Circadian Rhythms

essence an unstable, fragmented sleep/wake pattern character-
ized by frequent jumps between wakefulness and sleep.

For cataplexy, the theoretical framework is less clear. 
Recently, Saper and colleagues proposed a flip-flop mecha-
nism for the control of REM sleep as well (Lu et al., 2006). 
In this model, loss of hypocretin signaling is thought to result 
in a fragmentation of REM sleep, and possibly a dissocia-
tion of REM sleep leading to features such as atonia, which 
may result in cataplexy. However, the episodic character of 
cataplexy and more importantly its triggering by emotions 
remains unexplained. Therefore, other mechanisms may be 
involved. Based on the fact that strong emotions such as 
laughter can induce subclinical signs of motor inhibition 
even in healthy subjects (Overeem, Lammers & van Dijk, 
1999), we have proposed the view that cataplexy may be 
an atavism of tonic immobility (Overeem, Lammers & van 
Dijk, 2002). Tonic immobility denotes a condition in which 
an animal is rendered immobile when faced with danger. In 
this view, this behavior may have been suppressed by the 
development of the hypocretin system, only to reemerge as 
cataplexy when hypocretin transmission is impaired.

Recent studies in which the activity of hypocretin neurons 
was measured in freely moving rats may support this view. 
The hypocretin neurons are relatively silent during most of 
the day, but are activated most when the animals are con-
fronted with emotional stimuli, such as previously unencoun-
tered types of food, or a new environment (Lee, Hassani & 
Jones, 2005; Mileykovskiy, Kiyashchenko & Siegel, 2005). 
It was hypothesized that the hypocretin system is necessary 
to prevent the onset of motor inhibition during this kind of 
situation (Mileykovskiy et al., 2005). In the following years, 
we will have the opportunity to combine the vast amount of 
data gathered and create truly integrative and mechanistic 
models of the pathophysiology of narcolepsy.

B. ASPS as a Prototypical Circadian Disorder

1. Clinical Features

Circadian rhythm disorders are caused primarily by alter-
ations in the endogenous circadian pacemaker or by a mis-
alignment between the endogenous circadian rhythm and the 
externally imposed sleep/wake schedule (Reid & Zee, 2004). 
Several variants exist—endogenous disturbances, such as 
the delayed sleep phase type, the advanced sleep phase type, 
the nonentrained type; and exogenous disturbances, such as 
jet-lag or shift-work-induced sleep disorder.

The prevalence of advanced-sleep-phase syndrome 
(ASPS) in the general population is unknown, but con-
sidered to be very low. However, the prevalence may be 
underestimated as mild forms may not always be perceived 
as pathologic. Patients with ASPS have habitual sleep and 
wake times that are more than three hours earlier than soci-
etal means. A typical complaint is persistent and irresistible 

sleepiness in the late afternoon or early evening, interfer-
ing with desired activities during that time. Even when sleep 
onset is forcefully delayed, ASPS patients wake up very early 
in the morning. When social or professional obligations 
demand regular delayed sleep onset, this results in chronic 
sleep curtailment often with EDS. Interestingly, in contrast 
to healthy people who tend to delay their sleep/wake times 
when permitted (e.g., during weekends or holidays), ASPS 
patients even more profoundly advance their schedule under 
these circumstances (Jones et al., 1999). When sleep/activ-
ity periods are recorded over consecutive days, for example 
using actigraphy, ASPS patients show an advanced time of 
falling asleep at night and waking up in the morning during 
entrained conditions. Furthermore, during free-running con-
ditions (without external time cues) they show a circadian 
period of less than 24 hours (see Figure 26.9).

2. Familial Forms of ASPS

Earlier reports of ASPS in younger patients already 
hinted at a genetic predisposition. Billiard described a 15-
year-old girl with early evening sleepiness and early bed-
times together with early morning awakenings (Billiard et 
al., 1993). Symptoms had been present since childhood, and 
there was a report of similar symptoms in her mother and 
maternal grandfather. In 1999, Chris Jones and Louis Ptá ek 
described the first three families in which ASPS segregated 
as an autosomal dominant trait with high penetrance (Jones 
et al., 1999). For this, they developed strict diagnostic crite-
ria to mark family members as affected, including specific 
bed and wake-up times, nocturnal sleep quality, and exclu-
sion of other possible causes of sleep/wake disturbances. The 
affected individuals regularly fell asleep at about 7 or 8 P.M. 
and woke up at about 4 A.M. This was further reflected in sig-
nificantly higher Horne-Östberg scores for “morningness” 
(Horne & Ostberg, 1976). In addition to the clinical assess-
ment, part of the subjects was studied using laboratory poly-
somnography and actigraphy, which confirmed the clinical 
diagnosis of a strikingly advanced (>4 hours) sleep/wake 
cycle. Circadian phase estimations using core body tem-
perature curves and plasma melatonin levels again showed 
similar phase advancement. Finally, one affected subject 
was studied for 18 days in time-isolation. The free-running 
period, determined both by rest/activity and body tempera-
ture, was significantly shortened to 23.3 hours (compared 
to the normal value of 24.2 hours). With this study, the exis-
tence of monogenic circadian rhythm variants in humans 
was clearly established, opening the way to determine the 
genetic substrates involved (see below). By now, multiple 
ASPS pedigrees have been described, in the United States as 
well as in Japan (Reid et al., 2001; Satoh et al., 2003).

3. Molecular Biology of Human ASPS

In the largest ASPS family described to date a linkage anal-
ysis was initiated, yielding a single marker on the  telomere 
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of chromosome 2q (Toh et al., 2001). The critical region was 
defined further using additional marker sets. In the final crit-
ical region an attractive candidate gene was identified: Per2, 
a human ortholog of the Drosophila period gene. Based on 
the short period phenotypes of period mutants in flies and 
mice (Zheng et al., 1999), it was hypothesized that loss-of-
function of hPer2 could lead to a phase advance. Sequencing 
studies then demonstrated a base change resulting in a serine 
to glycine substitution at amino acid 662 (S662G) (Toh et 
al., 2001). In the same seminal study, it was further dem-
onstrated that this amino acid change has functional conse-
quences. First, it was shown that position 662 of hPER2 is 
within the CK1ε binding site. Second, it was shown that the 
mutation diminished the phosphorylation of PER2 by CK1ε. 
In the models for the mammalian clock, PER2 is a posi-
tive regulator of the Bmal1 feedback loop (see Figure 26.3, 
through repression of REV/ERBα), so a phase-advance of 
hPer2 could advance this whole loop. The exact mechanisms 
through which alterations in PER phosphorylation lead to 
this phase-advance is not known. It is thought that PER 
phosphorylation by CK1 leads to its degradation during the 
circadian cycle. Consequently, hypophosphorylation of the 

mutant hPer2 could increase PER accumulation through 
impaired degradation, finally leading to an increased tran-
scription of Bmal1, resulting in shortening of the circadian 
period and a sleep/wake phase advance. This study was the 
first to genetically dissect part of the human circadian clock, 
and to show its functional homology with other mammalian 
species.

Recently, another study showed the power of human cir-
cadian disorders due to single gene mutations, to further 
understand the clock function at the molecular level. Xu 
et al. (2005) performed a mutation screening of circadian 
candidate genes in another family with ASPS. They found 
a point mutation in the DNA sequence of CK1δ causing a 
threonine-to-alanine substitution in a region of the protein 
that is highly conserved across species. In vitro enzymatic 
assays showed that the mutant CK1δ had decreased activ-
ity in the phosphorylation of substrates, including PER1-3. 
Next, the mutant allele was introduced into Drosophila, 
and mutant flies were shown to have an elongated circadian 
period when compared to wild-type lines. In contrast to the 
effects of the CK1δ in flies, transgenic mice carrying the 
mutant gene had significantly shorter free-running periods 
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Figure 26.9 Schematic representation of rest/activity rhythms using actigraphy, over 7 consecutive 
days under light-dark conditions and free-running in the absence of time clues. Yellow and purple bars 
represent rest (sleep) periods. In the control subject (upper half) there is a sleep period at the usual hours. 
Furthermore, an endogenous rhythm close to 24 hours is maintained during free running conditions. 
A patient with advanced sleep phase syndrome shows a markedly advanced (earlier) moment of fall-
ing asleep and waking up during light/dark conditions. Additionally, during free running conditions, the 
endogenous circadian period is shorter than 24 hours (seen as a gradual shift in the sleep wake cycle). 
Figure adapted from Taheri and Mignot (2002).



under total dark conditions. Taken together, both in vitro and 
in vivo data directly show that CK1δ is a core clock compo-
nent (see Figure 26.3). However, the findings also point to 
the complexity of the clock system, as the same mutation 
resulted in opposite effects on circadian period when intro-
duced in flies and mice. Even though individual components 
are highly conserved across different species, the activity of 
these components and their combined network activity may 
be completely different.

VI. Conclusions

Over the last decades we have learned a tremendous amount 
about sleep, the intriguing behavior that we express during a 
third of our lifespan. The same holds true for the pervasive 
influence of our internal clock, and its interaction with the 
environment. The time has come to integrate the vast amount 
of data gathered into rational and functional models of higher 
order sleep/wake regulation. This will make it possible not 
only to understand the variety of sleep/wake and circadian 
disorders, but may also open up avenues toward new, rational 
therapies. Furthermore, they may help us to understand the 
elusive functions of sleep and to combat self-inflicted condi-
tions such as jet-lag and the effects of shift work.

The advances in the field illustrate the power of basic 
(animal) research in general, and of molecular biology 
in particular. The narcolepsy–hypocretin success story is 
a prominent case in point. Within two years, the leap was 
made from the discovery of a new neurotransmitter system, 
the cloning of the hypocretin receptor mutation in narco-
leptic dogs, to the demonstration that human narcolepsy is 
caused by hypocretin defects. Molecular genetics of human 
sleep disorders can also provide direct confirmation of basic 
research, as illustrated by the Per gene mutations in human 
ASPS. Moreover, such studies can complement animal data, 
as the CK1δ mutation in ASPS proved for the first time that 
CK1 is a core clock component. In the years to come, we 
will take on the more prevalent (but also more complex) dis-
orders of sleep and waking, such as sleep apnea and the rest-
less legs syndrome. Furthermore, we may further understand 
normal variants, such as the large differences in sleep need 
between individuals.

Of course, the ultimate goal is not only to understand human 
sleep disorders, but also to develop new, rational therapies. In 
order to fulfill this goal, the fields of pharmacogenetics and 
pharmacogenomics need further attention and effort.

For molecular biology in general, one of the future chal-
lenges will be to link genetic factors to complex phenotypes 
such as behavior. As the sleep/wake cycle and other 24-hour 
rhythms have such a clear behavioral phenotype, the circa-
dian system forms a unique opportunity to gain such a direct 
understanding of the cellular and molecular mechanisms 
connecting genes to behavior.
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The prevalence and unfortunate consequences of chronic 
pain states have become the focus of intense research  interest. 
Using molecular genetics and pharmacology in rodents and 
a range of related techniques as well as functional imaging 
in man, many of the molecular events that underlie dam-
age sensing and the eventual perception of pain have been 
identified. Although mechanisms of acute pain perception 
and the transduction of chemical and thermal stimuli are 
increasingly well understood, the mechanisms that underlie 
neuropathic pain (pain that results from direct damage to 
the nervous system) are still the subject of vigorous debate. 

Damage to, and altered electrical excitability of, peripheral 
damage-sensing neurons seems to play a significant role.  A 
consensus is now emerging that there is also an important 
role for neuro-immune cell interactions in the early stages 
of the establishment of chronic pain. In this review we 
focus on the cells involved in the establishment of chronic 
pain states, the molecular mechanisms involved in alter-
ing pain thresholds, and the interplay between the immune 
system and neurons implicated in pain pathways.

I. Incidence of Chronic Pain

Disease-associated chronic pain states are extremely 
common. They include pain resulting from viral-induced 
damage, for example HIV-associated neuropathy and post-
herpetic neuralgia, chronic inflammatory conditions of 
unknown etiology, and pain induced by damage to nerves 
(e.g., diabetic neuropathy, neuropathy associated with some 
anti-neoplastic drugs such as vincristine, or  physical trauma). 
If we include conditions such as chronic back pain then the 
number of people suffering these conditions is remarkably 
large. A range of surveys of random population samples in 
European countries suggests that at any one time 1 in 12 of 
the population is suffering some form of chronic pain (Wood 
& Waxman, 2005). The majority of people are likely to expe-
rience an episode of chronic pain during their lifetime.

▼ ▼
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Drug treatment of chronic pain states is thus an extremely 
important area of clinical practice. Unfortunately, most anal-
gesic drugs are associated with some side effects. Aspirin-
like drugs that block arachidonic acid metabolism are highly 
effect anti-inflammatory agents, useful in chronic inflamma-
tory conditions such as rheumatoid arthritis. However they 
may cause GI problems and stomach bleeding (Cox-1 inhibi-
tors) or cardiovascular problems (Cox-2 inhibitors). Because 
these drugs are taken by such a high proportion of the popu-
lation, the number of deaths attributable to side effects is 
high—in the range of 10,000 to 20,000 per annum in the 
United States.

Opioid analgesics are highly effective, but the associ-
ated problems of respiratory depression, constipation, and 
addiction limit the usefulness of these drugs for all but fairly 
severe pain conditions. In addition the underlying mecha-
nisms responsible for chronic pain may be different from 
those that subserve the evolutionarily useful ability to detect 
acute or inflammatory pain. Spontaneous pain and mechani-
cal allodynia (noxious response to light touch) are the hall-
marks of human chronic pain, but these phenomena are rarely 
modeled in animals and as a result are incompletely under-
stood. Identifying the molecular mechanisms that underlie 
chronic pain is thus of great importance for the design of 
new analgesics.

II. Neurons Involved in 
Damage Sensing

The skin, muscle, and viscera are all innervated with 
 specialized sensory neurons that detect tissue-damaging 
stimuli and signal such events both to the central nervous 
system and to the local environment. The cell bodies are 
grouped together in ganglia containing 10,000 to 20,000 
neurons that are found on either side of the spinal cord at 
every spinal level (dorsal root ganglia). The two trigeminal 
ganglia, similar in function to the dorsal root ganglia, are 
located in the head and are responsible for sensation in the 
face.

Probably more is known about DRG sensory neurons 
than any other neuronal subtype, because it is easy to culture 
the neurons and characterize them electrophysiologically, 
with histochemical markers, and in terms of their special-
ized sensory modality in vivo. Despite this, some confusion 
reigns in the field of nociceptive sensory neurons, partly 
because the cells themselves show a degree of plasticity in 
terms of their expression of markers and partly because of 
misconceptions about the characteristics of nociceptive neu-
rons.  It has become a conventional view that small diameter 
sensory neurons with unmyelinated fibers are involved in 
damage sensing, and light touch and proprioreceptive neu-
rons have large diameter cell bodies and are myelinated 
with fast conduction velocities. In fact, a high proportion of 

myelinated fast conducting sensory neurons are nociceptive 
(Lawson, 2005), and express TrkA, the high affinity NGF 
receptor, as well as Nav1.8, a voltage-gated sodium chan-
nel particularly associated with damage-sensing neurons. 
About 20 percent of rat alpha/beta fast fibers are nociceptive 
(Djourhi &  Lawson, 2005).

There is also increasing evidence that nonneuronal cells 
(e.g., keratinocytes and endothelial cells) may play a role 
as primary sensors of tissue damage, for example mechani-
cal stress, indirectly signaling to sensory neurons through 
chemical mediators such as ATP. This kind of mechanism is 
particularly well documented in visceral pain and discussed 
further later. Other cell types may also release mediators 
in response to tissue damage that have a profound effect 
on pain thresholds and pain perception. Thus macrophages 
and microglia expressing P2X receptors have been impli-
cated in the development of neuropathic pain (Tsuda et al., 
2004). Similarly, the absence of major phenotypic effects of 
deleting sensory neuron thermosensitive TRP receptors in 
transgenic mice suggests that other heat sensitive channels 
present in keratinocytes may be signaling indirectly and/or 
in concert with receptors that are present on sensory neurons 
(Chung et al., 2003).

III. Damage Sensing

The specialized ionotrophic and metabotrophic recep-
tors that are activated by tissue damage have been cata-
logued over the past several years. In addition, receptors 
for growth factors, cytokines, and inflammatory molecules 
such as interleukins that are expressed on neurons involved 
in pain pathways have been demonstrated to play a role 
in altering pain thresholds (Rutkowski et al., 2002). Now 
that whole genome sequence information is available, 
identifying transcripts encoding homologues of genes of 
known function (e.g., thermosensors) has become routine. 
 However, determining function and ascribing physiologi-
cal significance to new receptors remains a labor-intensive 
and time-consuming process. Efforts on this front have pro-
vided many insights into the molecules involved in noci-
ceptive signal transduction and the regulation of peripheral 
pain thresholds.

A number of approaches to identifying genes involved 
in pain pathways have been used successfully. Expression 
 cloning has been used to define receptors activated by chem-
ical mediators known to elicit a sensation of pain. When 
expressed either in xenopus oocytes or mammalian cells, 
cDNA fractions that confer sensitivity to externally applied 
ligand (e.g., ATP or capsaicin) can be subfractionated until a 
single cDNA encoding the receptor of interest is identified 
(e.g., Caterina et al., 1997).

Homology cloning, where clones of related sequence 
are identified on the basis of their cross-hybridization to 
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other unrelated cDNA, has been extremely productive, for 
 example, in the identification of channels related to the 
Transient Receptor Potential receptor found to be gated 
by noxious heat, low pH, and capsaicin (e.g., Peier et al., 
2002). This approach now has been overtaken by the bioin-
formatic analysis of related sequences in databases derived 
from whole genome sequencing projects. A complete 
description of all potential expressed ion channel encod-
ing genes has been provided using this methodology (Yu & 
Catterall, 2004). However, homology cloning of mamma-
lian counterparts of genes implicated in pain-like behavior 
in genetically amenable organisms such as Drosophila or 
C. elegans is still being used effectively to identify genes 
that may play a related role in higher organisms (Tobin & 
Bargman, 2004).

Another approach involves identifying genes that are 
selectively expressed in cell types involved in pain pathways. 
By subtracting transcripts present in other tissues from cDNA 
present in sensory neurons, a cohort of genes likely to have a 
role in nociceptor function can be identified (Akopian et al., 
1999). Bioinformatic analysis of tissue-specific transcripts 
identified by microarray analysis has extended this approach 
to the identification of genes present in nociceptors.

Microarray technology also allows the scanning of 
expressed genes in normal and pathophysiological states 
to try to find altered expression of transcripts that may 
underlie pain pathology. Costigan et al. (2002) found 
effects similar to those reported by Wang et al. (2003) 
with about 240 genes dysregulated three days after axot-
omy. This powerful approach does have limitations, how-
ever. Small changes in gene expression are hard to detect. 
Splice variant differences, particularly involving small 
exon substitutions, are not detectable with presently avail-
able arrays. In addition, dramatic alterations in mRNA 
expression in a small subset of neurons may be swamped 
by background levels of the transcript in other tissues. Per-
haps most importantly, transcriptional regulation may not 
be the principal site of gene dysfunction. For example, the 
redistribution of voltage-gated channels within the mem-
brane of a damaged nerve may produce major excitability 
changes that are not a consequence of altered transcrip-
tional regulation.

Classical gene mapping using inbred strains of mice and 
quantitative trait loci mapping or analysis of candidate genes 
in man also have identified important molecules in pain path-
ways (Yang et al., 2004). Studies in man are particularly sig-
nificant. Some heritable pain insensitivity syndromes have 
mapped to neurotrophic factors (NGF-β) and their receptors 
(TrkA), demonstrating the important role of the neuronal cell 
types dependent on such trophic support for pain sensation. 
More recently ion channel mutations have been implicated 
in both chronic and inflammatory conditions and in heritable 
insensitivity to pain.

IV. Chemical Mediators of Nociception

It is relatively easy to characterize the locus of actions of 
endogenous mediators that elicit a sensation of pain using 
the genetic approaches described earlier. Damaged tissues 
release a range of molecules that have been shown to elicit a 
sensation of pain. Proteolytic cascades acting on soluble pre-
cursor molecules generate peptides involved in altering pain 
thresholds. Other mediators include lipids and nitric oxide 
that may signal between cells, as well as intracellular media-
tors that act downstream of algogenic compounds that also 
play a role in inducing pain or altering pain thresholds.

ATP is present in all cells at millimolar levels, and as a 
consequence is released into the extracellular environment 
on tissue damage. Both G-protein-coupled (GPCR) as well 
as ionotropic receptors on sensory neurons are activated by 
ATP. The ATP-gated cation channel P2X3 is expressed by 
nociceptive neurons, and has been assessed as an analgesic 
target by antisense studies, the generation of null mutant 
mice, and the development of specific pharmacological 
antagonists (North, 2003). There appears to be a strong 
case that this receptor plays a role in both inflammatory 
and neuropathic pain. Barclay et al. (2002) used antisense 
oligonucleotides administered intrathecally to functionally 
down-regulate P2X3 receptors. After seven days of treat-
ment, P2X3 protein levels were reduced in the primary affer-
ent terminals in the dorsal horn. After partial sciatic ligation, 
inhibition of the development of mechanical hyperalgesia 
as well as significant reversal of established hyperalgesia 
were observed within two days of antisense treatment. The 
time course of the reversal of hyperalgesia was consistent 
with down- regulation of P2X3 receptor protein and func-
tion. Despite these observations, there is no evidence that 
P2X3 receptors are up-regulated in neuropathic pain. There 
does in fact seem to be down-regulation of P2X3 follow-
ing L5/L6 spinal nerve ligation in rats (Kage et al., 2002). 
A significantly reduced number of small diameter neurons 
exhibited a response to α, β−methyleneATP (a P2X3 selec-
tive agonist), but large diameter neurons and some small 
neurons retain their expression of functional P2X3 recep-
tors. TNP-ATP is a potent antagonist of P2X3 receptors, but 
is metabolically unstable and also acts on P2X1-4 subtypes. 
Nevertheless TNP-ATP is capable of completely reversing 
tactile allodynia, albeit in a transient fashion over a period 
of about an hour (Tsuda et al., 1999).

More recently a potent stable antagonist of P2X3 and 
P2X2/3 heteromultimers has been developed. This compound, 
A317491 (Jarvis et al., 2002), reverses mechanical allodynia 
and thermal sensitivity in a rat neuropathic pain model. P2Y 
receptors may also play a regulatory role in neuropathic pain. 
Okada (2003) showed that intrathecal administration of P2Y 
receptor agonists UTP and UDP produced significant anti-
allodynic effects in a rat sciatic nerve ligation model.
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Proteolytic cascades give rise to kinins, blood-derived 
local-acting peptides that have broad effects mediated by 
the B1 and B2 G-protein-coupled bradykinin receptors. The 
 kallikrein-kinin system controls blood circulation and kid-
ney function, and promotes inflammatory pain, and wound 
healing in damaged tissues (Marceau & Regoli, 2004).

Lipid mediators, particularly prostaglandins, have long 
been known to play an important role in lowering pain thresh-
olds. Their synthesis is blocked by anti- inflammatory drugs 
(NSAIDS) that inhibit the metabolism of arachidonic acid by 
cyclooxygenase enzymes. Many effects of prostanoids appear 
to mediate via GPCRs and the subsequent activation of pro-
tein kinases that alter the properties of voltage-gated channels. 
More short-lived lipids such as hydroperoxy- eicosatetranoic 
acids also derived from arachidonic acid can act directly on 
ion channels such as TrpV1 to depolarize sensory neurons 
(Hwang et al., 2000). A whole family of GPCRs have been 
found to be associated with sensory neurons in a fashion remi-
niscent of the expression of GPCRs associated with olfaction 
in the olfactory epithelia. As yet the range of ligands that acti-
vate these MAS-like receptors and their possible role in regu-
lating nociceptor excitability are incompletely understood 
(Dong et al., 2001; Han et al., 2002).

Cannabinoids as well as opioids can inhibit pain pathways. 
CB1 receptors both on sensory neurons and within the CNS 
are known to be useful targets for agonists with analgesic 
activity in neuropathic pain (Fox et al., 1999). In the partial 
sciatic ligation model of neuropathic pain CB-selective ago-
nists WIN55, 212–2, CP-55,940, and HU-210 produced com-
plete reversal of mechanical hyperalgesia within three hours 
of subcutaneous administration. Zhang et al. (2003) showed 
that chronic pain models associated with peripheral nerve 
injury, but not peripheral inflammation, induce CB2 receptor 
expression in a highly restricted and specific manner within 
the lumbar spinal cord. Conventional opioid drugs have been 
shown unequivocally to be useful in treating acute inflam-
matory and certain neuropathic pain conditions, for example 
diabetic neuropathy (Rowbotham et al., 2003). More con-
troversial is the role of the nociceptin/orphanin FQ system 
in regulating neuropathic pain. Initial reports suggested that 
nociceptin had analgesic effects in neuropathic pain models. 
In contrast, Mabuchi et al. (2001) have used a nociceptin/
orphanin FQ antagonist, JTC-801, to demonstrate attenuation 
of thermal hyperalgesia in neuropathic pain models.

V. Mechanosensation

Mechanosensation is the least understood sensory modal-
ity in molecular terms. Early ideas of primary mechanosen-
sors focused on the mammalian acid sensing ion channels 
(ASICs), which are members of a channel superfamily 
involved in mechanosensation in nematode worms (MEC-4 
and MEC-10 mutants) and are highly expressed in sensory 

neurons (Waldmann & Lazdunski, 1999). There are four 
identified genes encoding ASIC subunits, ASIC1 to ASIC4, 
with two alternative splice variants of ASIC1 and ASIC2 
taking the number of known subunits to six. Although pro-
tons are the only confirmed activator of ASICs, the homol-
ogy between ASICs and MEC channels, coupled to high 
levels of expression of ASICs in sensory neurons, has led 
to the hypothesis that these channels function in mechano-
transduction (Lewin & Stucky, 2000). ASIC subunits are 
found at appropriate sites to contribute to mechanosensa-
tion. However, studies show staining for ASIC subunits 
along the length of the fibers, not a specific enrichment at 
the terminals. Expression in sensory terminals is necessary 
for a role in the transduction of either acidic or mechanical 
stimuli. Moreover, the finding that the majority of αβ-fibers’ 
sensory terminals are immunoreactive for ASICs is at odds 
with the long-known observation that low threshold mech-
anoreceptors are not activated by low pH (see Lewin & 
Stucky, 2000). Thus, Welsh et al. (2001) have proposed that 
ASICs may exist, like MEC-4 and MEC-10, in a multipro-
tein transduction complex that through an unknown mecha-
nism masks the proton sensitivity of these channels.

Studies of knock-out mice do not support a role for ASICs 
as mechanotransducers in mammals. Using the neuronal 
cell body as a model of the sensory terminal mechanically 
activated currents in dorsal root ganglion (DRG) neurons 
have been characterized (Drew et al., 2004). Neurons from 
ASIC2 and ASIC3 null mutants were compared with wild-
type controls. Neuronal subpopulations categorized by cell 
size, action potential duration, and isolectin B4 (IB4) bind-
ing generated distinct responses to mechanical stimulation 
consistent with their predicted in vivo phenotypes. In partic-
ular, there was a striking relationship between action poten-
tial duration and mechanosensitivity as has been observed 
in vivo. Putative low threshold mechanoreceptors exhibited 
rapidly adapting mechanically activated currents. Con-
versely, when nociceptors responded they displayed slowly 
or intermediately adapting currents that were smaller in 
amplitude than responses of low threshold mechanorecep-
tor neurons. No differences in current amplitude or kinetics 
were found between ASIC2 and/or ASIC3 null mutants and 
controls. Ruthenium red blocked mechanically activated cur-
rents in a voltage-dependent manner, with equal efficacy in 
wild-type and knock-out animals. Analysis of proton-gated 
currents revealed that in wild-type and ASIC2/3 double 
knock-out mice, the majority of low threshold mechano-
receptors did not exhibit ASIC-like currents but exhibited 
a persistent current in response to low pH. These findings 
are consistent with another ion channel type being impor-
tant in DRG mechanotransduction. Lazdunski’s group also 
investigated the effect of ASIC2 gene knock-out in mice on 
hearing, cutaneous mechanosensation, and visceral mecha-
nonociception. Their data also failed to support a role of 
ASIC2 in mechanosensation (Roza et al., 2004).
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In both Drosophila (NAN) and C. elegans (OSM-9) 
mutants,  members of the transient receptor potential 
(TRP) family of channels have been implicated in mecha-
noreception. To date no channels with close homology 
to either NOMPC or NAN have been reported in mam-
mals but TRPV4 shows moderate homology to OSM-9 
(26% amino acid identity, 44% identity or conservative 
change; Liedtke et al., 2003). TRPV4 is widely expressed 
in rodents with the highest expression levels in the kidney 
and significant expression in liver, heart, testes, and brain. 
Interestingly, expression is also seen in cochlea, trigeminal 
ganglia, and Merkel cells, all of which are associated with 
mechanosensation, although the channel does not appear 
to be expressed at high levels by sensory neurons them-
selves. When heterologously expressed, TRPV4 is gated by 
hypotonicity and also by phorbol esters, lipids, and mod-
erate temperatures. Gating by multiple stimuli also has 
been demonstrated for the related TRPV1 channel and has 
led to the suggestion that this channel acts as an integrator 
of multiple sensory stimuli. In the tail pressure behavioral 
assay, which measures nociceptive thresholds in response 
to compression of the tail, it was found that TRPV4 nulls 
had thresholds around twice those of controls, whereas von 
Frey withdrawal thresholds were unchanged. Overall, it is 
unclear if TRPV4 can be directly mechanically activated 
or if it participates in the detection of mechanical stimuli 
in situ; the striking phenotype reported by Suzuki et al. 
(2003) using electrophysiology is at odds with the rela-
tively sparse expression of TRPV4 in DRG neurons.

In addition to TRPV4, a role for TRPV1 has been pos-
tulated in bladder mechanosensation and the polycystins, 
distantly related to TRP channels, may have a mechano-
sensory function (Nauli et al., 2003). Birder et al. (2002) 
demonstrated that, despite having apparently morphologi-
cally normal bladders, TRPV1 knock-out mice had defi-
cits in voiding reflexes and spinal signaling of bladder 
volume. Distension of the bladder is known to evoke ATP 
release; however, the absence of TRPV1 caused a reduc-
tion in the amount of ATP released from both stretched 
whole bladders or from hypotonically swelled urothe-
lial cells. Moreover, stimulation of cultured urothelial 
cells with capsaicin evoked ATP release, suggesting that 
TRPV1 activation is both necessary and sufficient to evoke 
ATP release. No group has reported gating of TRPV1 by 
mechanical stimuli and cutaneous mechanosensation is 
seemingly normal in TRPV1 nulls (Caterina et al., 2000). 
Hence the role of TRPV1 in this pathway remains to be 
determined; perhaps mechanical stimuli gate TRPV1 via 
a chemical (possibly a lipid) mediator, electrophysiologi-
cal analysis of mechanically stimulated urothelial cells 
may be informative.

Polycystin 1 (PC1) regulates Ca2+ and K+ channels via 
modulation of G-protein signaling pathways (Delmas et al., 
2002) whereas PC2 is a Ca2+ permeable cation channel. Both 

have similar membrane topology to TRP channels. Muta-
tions in either gene can cause polycystic kidney disease. 
Nauli et al. (2003) showed that the normal function of these 
proteins is pivotal to mechanosensation by the cilia of kidney 
epithelial cells. In animals lacking functional PC1 the normal 
increase in intracellular Ca2+ levels evoked by fluid stress of 
the cilium was either greatly reduced or absent. In wild-type 
cells removal of external Ca2+ inhibited such responses and 
the use of antibodies against the external domain of PC2 
suggested that Ca2+ entry is via these channels. The authors 
postulate that PC1 (which has a large extracellular domain) 
may act as a mechanosensor that subsequently activates the 
tightly associated PC2 channel. Finally TrpA1 has been 
shown to be activated by mustard oil and involved in inflam-
matory responses, and responses to noxious cold although its 
role as a primary mechanosensor is not supported by studies 
of knock-out mice (Bautista et al., 2006).

Chemically mediated mechanosensation may also 
be a factor in noxious mechanosensation or allodynia. 
 Endothelial cells release a number of factors, including 
nitric oxide, ATP, and substance P in response to changes 
in blood flow.  Cockayne et al. (2000) showed that mice 
lacking the P2X3 receptor displayed marked bladder hypo-
reflexia, demonstrating reduced micturition frequency and 
increased bladder volume. They also showed that normally 
P2X3 receptors are present on sensory nerves innervating 
the bladder.  Subsequent work by the same group showed 
that bladder distension evoked a graded release of ATP and 
the response of sensory fibers to bladder distension was 
attenuated in P2X3 knock-outs. Cook et al. (2002) showed 
that when keratinocytes or fibroblasts were mechanically 
lysed in the vicinity of sensory neurons, neurons were 
depolarized by ATP acting at P2X receptors. This raises 
the possibility that some noxious mechanical stimuli may 
activate nociceptors via damage to nearby cells and conse-
quent ATP release. Nakamura and Strittmatter (1996) had 
previously proposed that P2Y1 purinergic receptors might 
contribute to touch-induced impulse generation. They 
identified this GPCR from an expression-cloning screen 
of Xenopus oocytes expressing DRG cRNAs; it was found 
that eggs expressing P2Y1 responded, via mechanically 
evoked ATP release, to a puff of external buffer with an 
inward current

VI. Thermoreception

Some TRP channels are also thermosensitive and seem to 
underlie the responses to noxious heat found in whole organ-
isms as well as in sensory neurons in culture. These chan-
nels exhibit distinct thermal activation thresholds (>43˚ C for 
TRPV1, >52˚ C for TRPV2, >36˚ C for TRPV3, >27–35˚ C for 
TRPV4, <25–28˚ C for TRPM8, and <17˚ C for TRPA1), and are 
expressed in primary sensory neurons as well as other  tissues. 
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Rather puzzlingly, behavioral responses to noxious heat do not 
seem to be substantially compromised in TRPV1 null mutants, 
but other TRPs are likely to play a cooperative role in tempera-
ture sensing in both sensory neurons and the skin  (Peier et al., 
2002; Woodbury et al., 2004).

VII. Voltage-gated Channels and the 
Transmission of Information to the 

Central Nervous System

Sodium channels comprise a family of 10 structurally 
related proteins that are expressed in spatially and tempo-
rally distinct patterns in the mammalian nervous system. 
As these channels underlie electrical signaling in nerve and 
muscle, the discovery that some sodium channels are selec-
tively expressed in sensory neurons focused attention on 
these isoforms as potential analgesic drug targets. Sodium 
channel blockers that act as anesthetics at high doses are 
highly effective analgesics at lower concentrations (Strich-
artz, 2002). The sodium channels Nav1.8 and Nav1.9 are 
selectively expressed within the peripheral nervous sys-
tem, predominantly in nociceptive sensory neurons, and 
Nav1.7 is found in both sympathetic and nociceptive sen-
sory neurons, and has been shown to play a critical role 
in inflammatory pain using nociceptor-specific knock-out 
mice (Nassar et al., 2004). In addition, an embryonic chan-
nel Nav1.3 and a beta subunit, β-3, have been found to be 
upregulated in DRG neurons in some chronic neuropathic 
pain states.

Nav1.3, which is present in relatively high levels at embry-
onic stages, is normally present at low levels in the adult 
rat peripheral nervous system. Peripheral axotomy or other 
forms of nerve damage lead to the reexpression of Nav1.3 
and the associated beta-3 subunit in sensory neurons, but not 
in primary motor neurons (Waxman et al., 1994). Nav1.3 is 
known to recover (reprime) rapidly from inactivation (Cum-
mins et al., 2001). Peripheral axotomy has been shown to 
induce the expression of rapidly repriming TTX-sensitive 
sodium channels in damaged DRG neurons, and this event 
can also be reversed by the combined actions of GDNF and 
NGF (Boucher et al., 2000; Leffler et al., 2002). Concomi-
tant with the reversal of Nav1.3 expression by GFNF, ecto-
pic action potential generation is diminished and thermal 
and mechanical pain-related behavior in a rat CCI model is 
reversed (Boucher et al., 2000).

Nav1.3 is also up-regulated in nociceptive dorsal horn 
neurons following experimental spinal cord injury, and this 
up-regulation is associated with pain; antisense knockdown 
of Nav1.3 reduces levels of Nav1.3 in these dorsal horn 
neurons, attenuates their hyperexcitability, and ameliorates 
the pain behavior in spinal-cord injured animals (Hains 
et al., 2003). A similar up-regulation of Nav1.3 within dorsal 
horn neurons accompanies the development of allodynia and 

hyperalgesia in the chronic constriction injury model of neu-
ropathic pain and these again are ameliorated by antisense 
knockdown of Nav1.3 (Hains et al., 2004). Moving further 
into the CNS, second-order dorsal horn neurons project to 
third-order neurons in the thalamus. After spinal cord con-
tusion injuries at the T9 thoracic level, Nav 1.3 protein has 
been found to be up-regulated within thalamic neurons in 
ventroposterior lateral (VPL) and ventroposterior medial 
nuclei (Hains et al., 2005). Extracellular unit recordings 
showed increased spontaneous discharge, and enhanced 
responses to innocuous and noxious peripheral stimuli, as 
well as expanded peripheral receptive fields. The increased 
spontaneous discharge of these thalamic neurons contin-
ues after acute, high spinal cord transection, showing that 
thalamic hyperactivity has become autonomous and is not 
dependent on an increased ascending barrage from neu-
rons at or close to the spinal cord contusion site. Intrathecal 
administration of antisense oligodeoxynucleotides directed 
against Nav1.3 caused a reduction in Nav1.3 expression 
in thalamic neurons and reversed the electrophysiological 
alterations that occurred after spinal cord contusion injury 
(Hains et al., 2006). Upregulation of Nav1.3 within thalamic 
neurons also occurs, and is accompanied by increased levels 
of background firing and evoked hyper-responsiveness, after 
chronic constriction injury of the sciatic nerve (Zhao et al., 
2006a). Taken together, these data suggest that Nav1.3 reex-
pression both peripherally and centrally may play a signifi-
cant role in increasing neuronal excitability, contributing to 
neuropathic pain after nerve and spinal cord injury.

Lindia et al. (2005) have questioned some aspects of 
these conclusions in a study where they used antisense oli-
gonucleotides and reported them to be ineffective in ame-
liorating neuropathic pain in the spared nerve injury model, 
despite a 50 percent reduction in Nav1.3 immunoreactivity 
within DRG; they observed only a relatively small number of 
axotomized DRG neurons expressing Nav1.3 in this model. 
Their results are not directly comparable with those of Hains 
et al. (2003, 2004, 2005), however, due to differences in pain 
models and in Nav1.3 antisense sequences, and possible dif-
ferences in tissue penetrability. Nonetheless, the results of 
Lindia et al. (2005) are important in demonstrating an anal-
gesic role of low-dose systemic sodium channel blockers; 
the thesis that sodium channel over-activity underlies neuro-
pathic pain is thus still supported, although their results do 
not demonstrate an essential role of any individual sodium 
channel isotype in the model that they studied.

Nav1.8 is expressed mainly in nociceptive neurons 
 (Akopian et al., 1996; Djouhri et al., 2003). This channel 
contributes a majority of the sodium current underlying the 
depolarizing phase of the action potential in cells in which 
it is present (Blair & Bean, 2003; Renganathan et al., 2001). 
Functional expression of the channel is regulated by inflam-
matory mediators, including prostaglandins and NGF, and 
both antisense and knock-out studies support a role for the 
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channel in contributing to inflammatory pain and noxious 
mechanosensation (e.g., Akopian et al., 1999). Antisense 
studies have also suggested a role for this protein in the 
development of neuropathic pain (Lai et al., 2002), and a 
deficit in ectopic action propagation has been described in 
the Nav1.8 null mutant mouse (Roza et al., 2003). However, 
neuropathic pain behavior at early time points seems to be 
normal in the Nav1.8 null mutant mouse (Kerr et al., 2000).

Recent studies have demonstrated that Nav1.8 is the sole 
functional voltage-gated sodium channel in sensory neurons 
at low temperatures, as it escapes the inactivation that dis-
ables other voltage-gated channels (Zimmerman et al., 2006). 
The ability to transmit information about tissue damage at 
low temperatures, shared with the sodium channels of cold-
blooded animals, may explain the remarkably specific tissue 
expression of this evolutionarily ancient channel, which is 
found only in damage-sensing neurons. Another characteris-
tic of this channel, however, seems to be an important factor 
in its ability to transmit information about tissue damage. 
This is the relatively positive potential at which the channel 
activates and inactivates, combined with its repriming char-
acteristics, and its interplay with the voltage-gated sodium 
channel Nav1.7 with which it is frequently coexpressed in 
nociceptors (Rush et al., 2005). Nav1.7 is a critical player in 
inflammatory pain. Transgenic mice that no longer express 
Nav1.7 in nociceptive neurons show an almost complete 
inability to experience altered inflammatory pain thresh-
olds (Nassar et al., 2004). Even more dramatically, gain of 
function mutations that result in enhanced Nav1.7 activity in 
man cause the dominant heritable condition erythromelalgia 
(erythermalgia), in which chronic episodic pain is evoked by 
even mild warmth. A number of different allelic mutants of 
Nav1.7 have been shown to cause this condition as a result of 
the altered biophysical properties of the channel that include 
hyperpolarizing shifts in the voltage-dependence of activa-
tion, slowed deactivation, and an increase in the channel’s 
response to small, slow depolarizations, all of which con-
tribute to hyperexcitability in sensory neurons (Dib-Hajj et 
al., 2005; Han et al., 2006; Rush et al., 2006; Waxman & 
Dib-Hajj, 2005).

Interestingly, related human mutations that show defec-
tive inactivation of Nav1.7 cause a related paroxysmal pain 
condition, where mechanical stimulation causes intense pain 
(Fertleman et al., 2006) Nav1.7 is thus a critical modulator 
of pain pathways, and to emphasize this, human loss of func-
tion Nav1.7 mutants are completely refractory to pain, while 
showing no other sensory deficits (Cox et al., 2006).

Insights from the study of human erythromelalgia mutants 
have provided some remarkable insights into the interplay 
between Nav1.7 and Nav1.8 in sensory signaling. Rush 
et al. (2006) showed that Nav1.7 mutants could render sympa-
thetic neurons hypoexcitable, while rendering DRG neurons 
hyperexcitable. Thus the same mutations have directly oppo-
site effects in different neuronal subtypes. The reason for 

this is that Nav1.8 is still able to sustain action potentials in 
the DRG neurons at the slightly depolarized potential caused 
by the Nav1.7 mutations, and the depolarizations cause inac-
tivation of the TTXs channels that are found in sympathetic 
neurons that do not express Nav1.8.

Given our knowledge about the importance of particular 
sodium channel isoforms in pain pathways it is disappoint-
ing that isotype specific drugs have been so hard to develop. 
Conotoxins (small peptides from marine snails with channel 
blocking function) have been identified that block Nav1.8, 
and it may be that as with calcium channel blockers, natural 
products may provide useful sodium channel blocking anal-
gesic drugs (Bulaj et al., 2006). Another possible route to 
analgesia is to block channel trafficking in a specific way.

Identification of annexin II/p11, which binds to Nav1.8 
and facilitates the insertion of functional channels in the cell 
membrane (Okuse et al., 2002), may provide a target that can 
be used to modulate the expression of Nav1.8 and hence the 
level of Nav1.8 current in nociceptive neurons.

Nav1.9 is also expressed in nociceptive neurons (Dib-Hajj 
et al., 1998, 2002) and underlies a persistent sodium cur-
rent with substantial overlap between activation and steady-
state inactivation (Cummins et al., 1999) that has a probable 
role in setting thresholds of activation (Baker et al., 2003), 
suggesting that blockade of Nav1.9 might be useful for the 
treatment of pain. The phenotype of Nav1.9 knock-out mice 
shows few deficits in pain processing, however, and the sig-
nificance of this channel as a drug target important in altering 
pain thresholds is still unclear. (Priest et al., 2005). Present 
evidence nonetheless makes a number of sodium channels 
highly attractive analgesic drug targets, with Nav1.7 clearly 
validated in both animal models and man.

A. Potassium Channels

Potassium channels also play an essential role in deter-
mining neuronal excitability. A variety of voltage-gated and 
nonvoltage-gated potassium channels present in sensory 
neurons have been found to alter in their expression after 
nerve injury. Of the voltage-gated K channels, Kv1.4 seems 
to be expressed specifically in small diameter mainly noci-
ceptive sensory neurons, and the expression of the mRNA 
encoding this channel is lowered in a Chung model of neu-
ropathic pain (Rasband et al., 1999). Knock-out studies have 
highlighted a significant role for TREK1—an osmosensitive, 
mechanically and thermally gated potassium channel present 
in nociceptive neurons (Alloui et al., 2005). In the absence 
of this channel, C-fibers and nociceptive sensory neurons 
are sensitized to noxious thermal and mechanical stimuli. In 
animal models of neuropathic pain, for example, a chronic 
constriction injury (CCI) model of neuropathic pain, the 
voltage-gated potassium channels Kv 1.2, 1.3, 1.4, 2.2, 4.2, 
and 4.3 mRNA levels in the ipsilateral DRG are reduced by 
two-thirds, compared to the contralateral side of the same 
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animal No significant changes in Kv 1.5, 1.6, 2.1, 3.1, 3.2, 
3.5, and 4.1 mRNA levels were detectable in the ipsilateral 
DRG. Passmore et al. (2003) have provided evidence that 
KCNQ potassium currents (responsible for the M-current) 
may also play a role in setting pain thresholds. Retigabine 
potentiates M-currents, and leads to a diminution of noci-
ceptive input into the dorsal horn of the spinal cord in both 
neuropathic and inflammatory pain models in the rat. Finally 
the TASK-1, -2, and -3 channels (tandem of P domains in 
a weak inwardly rectifying K+ channel TWIK-related K+ 
channels) that are activated by low pH are also expressed in 
nociceptive neurons, although no knock-out data about their 
function are as yet available (Rau et al., 2006).

B. Calcium Channels and 
Transmitter Release

As voltage-gated calcium channels play a critical role in 
neuronal signaling through the regulation of neurotransmitter 
release, inhibition of these channels in electrically hyperex-
citable neurons may lead to analgesia. Of the various cal-
cium channel subtypes investigated, there is strong evidence 
of a role for Cav2.2 and the T-type calcium channel 3.2 in 
pain pathways. Mouse null mutants of N-type Cav2.2 cal-
cium channels show dramatic diminution in neuropathic pain 
behavior in response to both mechanical and thermal stimuli 
(Kim et al., 2001). In addition, two highly effective analgesic 
drugs used in neuropathic pain conditions selectively target 
calcium channel subtypes. The conotoxin ziconotide blocks 
Cav2.2 alpha subunits, and the widely prescribed drug gaba-
pentin binds with high affinity to α−2δ subunits of calcium 
channels (McGivern, 2006).

Ziconotide, a toxin derived from marine snails, blocks 
Cav2.2 channels with high affinity and has been found to 
have analgesic actions in animal models and man (McGivern, 
2006). Intrathecal ziconotide blocks established heat hyper-
algesia in a dose-dependent manner and causes a reversible 
blockade of established mechanical allodynia. Intrathecal 
ziconotide was found to be more potent, longer acting, and 
more specific in its actions than intrathecal morphine in this 
model of post-surgical pain, although with many side effects 
(Prommer 2006).

Voltage-gated calcium channels comprise a single alpha 
subunit and show structural homology with sodium channels, 
but the accessory subunits associated with these channels 
are more complex. The functional calcium channel com-
plexes contain four proteins: α1 (170 kDa), α2 (150 kDa), 
β (52 kDa), δ (17–25 kDa), and γ (32 kDa). The α2δ sub-
units are up-regulated severalfold in damaged dorsal root 
ganglia neurons, although the functional consequences of 
this increased expression remains unclear. α2δ-1 up-regu-
lation in neuropathic pain correlates well with gabapentin 
 sensitivity (Luo et al., 2002), suggesting that the α2δ-1 
isoform is the most likely site of action of gabapentin. The 

up-regulation of α2-δ subunits occurs only in a subset of 
animal models of neuropathic pain that result in allodynia. 
Luo et al. (2002) compared DRG and spinal cord α2δ-1 sub-
unit levels and gabapentin sensitivity in allodynic rats with 
mechanical nerve injuries (sciatic nerve chronic constriction 
injury, spinal nerve transection, or ligation), a metabolic dis-
order  (diabetes), or chemical neuropathy (vincristine neu-
rotoxicity). Allodynia occurred in all types of nerve injury 
investigated, but DRG and/or spinal cord α2δ-1 subunit 
up-regulation and gabapentin sensitivity coexisted only in 
mechanical and diabetic neuropathies, providing a possible 
explanation of why gabapentin is effective only in a subset 
of chronic pain states.

The use of knock-out mice has strengthened the case for 
calcium channels as useful drug targets in chronic and neu-
ropathic pain conditions. Cav2.2 is very broadly expressed, 
but after global deletion of Cav2.2 it has proved possible to 
demonstrate major deficits in inflammatory and in particular 
neuropathic pain in this transgenic mouse using the Seltzer 
model (Kim et al., 2001). Thermal and mechanical thresh-
olds are dramatically stabilized in the mutant mouse. A role 
for Cav2.2 in chronic pain is consistent with a known anal-
gesic role for N-type calcium channel blockers.

Antisense oligonucleotides to Cav3.1, 3.2, and 3.2 
showed that only knock-down of the T-type channel Cav3.2 
had an effect on pain perception (Bourinet et al., 2005). 
The antisense treatment resulted in major anti-nociceptive, 
anti-hyperalgesic, and anti-allodynic effects, suggesting 
that Cav3.2 plays a major pronociceptive role in acute and 
chronic pain states. Taken together, the results provide direct 
evidence linking Cav3.2 T-type channels to pain perception 
and suggest that Cav3.2 may offer a useful new molecular 
target for the treatment of pain

VIII. Microglial Interactions and 
Chronic Pain

Peripheral inflammation and nerve damage were recog-
nized to result in increased microglial activity in the dorsal 
horn innervated by the damaged nerves several years ago (Fu 
et al., 1999). Recently, the injection of activated microglia 
into the dorsal horn has been shown to induce neuropathic 
pain, while depletion of activated microglia has been found to 
block pain induction (Hains et al., 2006; Inoue, 2006; Frank 
et al., 2005; Tsuda et al., 2003). Intraspinal administration of 
microglia in which P2X4Rs had been induced and stimulated 
produced tactile allodynia in naive rats (Tsuda et al., 2003). 
These observations have heightened interest in the mediators 
that are responsible for microglial recruitment and activation, 
and the mechanism by which pain pathways are sensitized by 
these cells.

Candidate molecules for microglial recruitment and acti-
vation include fractalkine and various chemokines such as 
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CCL2 that could be released from damaged sensory neu-
rons (Abbadie et al., 2003). Exogenous fractalkine causes 
increased responsiveness of lumbar wide dynamic range 
neurons to brush, pressure, and pinch applied to the hind 
paw. One day after spinal nerve ligation (SNL), minocy-
cline attenuates after-discharge and responses to brush and 
pressure, presumably through block of microglial activation 
(Owolabi et al., 2006). Mice lacking the chemokine recep-
tor chemotactic cytokine receptor 2 (CCR2) have a marked 
attenuation of monocyte recruitment in response to inflam-
matory stimuli. In acute pain tests, responses were equivalent 
in CCR2 knock-out and wild-type mice, and inflammatory 
pain was slightly diminished. Strikingly, the development 
of mechanical allodynia after neuropathic injury was totally 
abolished in CCR2 knock-out mice. Chronic pain resulted in 

the appearance of activated CCR2-positive microglia in the 
spinal cord. This recruitment and activation of macrophages 
and microglia both peripherally and centrally may contribute 
to inflammatory and neuropathic pain states.

There is also a requirement for extracellular ATP acting 
through P2X4 receptors on microglia for the establishment 
of neuropathic pain. Inoue and collaborators showed that 
the expression of the P2X4 receptor is enhanced in spinal 
microglia in a peripheral nerve injury model, and blocking 
P2X4 receptors produces a reduction of the neuropathic pain 
(Tsuda et al. 2003).

Cytokines such as interleukin-1 and-6 (IL-1 and IL-6) 
and tumor necrosis factor alpha (TNF-alpha) in the dorsal 
horn are increased after nerve lesion and, though mechanis-
tic details are not yet fully understood, have been implicated 
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Figure 27.1 Mediators and receptors implicated in nociception and pain. Primary sensory neurons are activated by 
chemical thermal and mechanical stimuli at specialized terminals in the skin, nerve, and viscera. The biophysical properties 
of the receptors may be sensitized by inflammatory mediators released from damaged tissue. Voltage-gated sodium channels 
transmit information about tissue damage. Nav1.9 may be involved in setting inflammatory pain thresholds, and Nav1.7 is 
required for altered pain thresholds in inflammatory pain states. Nav1.8 is the only channel to function at low temperatures, 
and sustains action potential propagation at relatively depolarized potentials in nociceptive sensory neurons. Nav1.3 is up-
regulated in neuropathic pain states. Endogenous opioid and cannabinoid receptors can mute nociceptive responses in the 
periphery and the CNS, and are the site of action of many effective analgesics. Neurotransmitters released in the spinal cord 
include glutamate, a variety of neuropeptides such as substance P and trophic factors such as BDNF. Inflamed states result 
in altered expression of pre- and post-synaptic receptors enhancing input into the CNS. Pathological input resulting from 
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as BDNF that alter spinal cord physiology to cause chronic pain pathway activation.
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in contributing to nerve-injury pain. They may be released 
on ATP binding to activated microglia.

Inflammatory cytokines such as IL-1, IL-6, and TNF are 
not only released from activated microglia, but they may 
also release the neurotrophin BDNF. Coull and collabora-
tors have suggested that BDNF released on ATP-treatment 
of activated microglia may alter the properties of lamina 1 
neurons to render GABA excitatory rather than inhibitory 
(Coull et al., 2004). Surprisingly BDNF released from noci-
ceptors does not seem to play any role in neuropathic pain, 
although it has important pro-inflammatory actions (Zhou 
et al., 2006b).

Katsura et al. (1996) have made a case for Src-family 
kinases (SFKs) involvement within spinal cord microglia 
in mechanical hypersensitivity after peripheral nerve injury. 
Nerve injury induced an increase in SFK phosphorylation 
in the ipsilateral dorsal horn, and SFKs were activated only 
in microglia rather than neurons or astrocytes. Intrathecal 
administration of the Src-family tyrosine kinase inhibi-
tor 4-amino-5-(4-chlorophenyl)-7-(t-butyl)pyrazolo[3,4-d] 
pyrimidine (PP2) suppressed nerve injury-induced mechani-
cal hypersensitivity but not heat and cold hypersensitivity.

IX. Human Functional Imaging Studies

The central pathways involved in acute and chronic pain 
perception have been explored extensively using functional 
imaging (Apkarian et al., 2005). Although it has been a dis-
appointment that functional imaging has failed to have any 
predictive power in terms of diagnosis, it has shed light on 
the complexity of central nervous system response to noxious 
input, and the widely distributed regions of the central ner-
vous system that are activated in chronic pain states. fMRI 
and PET have allowed, for example, brain activation patterns 
to be compared between normal and chronic pain sufferers 
in response to an identical painful stimulus. In chronic pain 
patients, such stimuli lead to enhanced responses in pain pro-
cessing areas, including the insular and cingulate cortices, 
suggesting that peripheral input is amplified somewhere along 
pain processing pathways (Dunley et al., 2005). This validates 
imaging techniques, but so far has provided little help in terms 
of defining new pain targets.

X. Conclusion

In Figure 27.1, we contrasted the role of ion channels in 
normal and injured primary sensory neurons, and the role of 
immune system cells within the central nervous system in 
modulating pain pathways and neuronal excitability.

We now understand the molecular basis of chemical and 
thermal activation of nociceptors, the channels involved in 
electrical signaling, and the mediators that change peripheral 

pain thresholds. Emphasis recently has shifted to the role of 
immune system cells in modulating chronic pain pathways; 
the development of therapeutic agents based on these obser-
vations is a time-consuming process, but there is good rea-
son for optimism that new classes of analgesic drugs will 
be developed acting through molecular mechanisms defined 
over the past few years.
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I. Migraine Is a Common Disabling 
Episodic Disorder

Migraine is a common primary headache disorder, typi-
cally characterized by disabling attacks of severe throbbing 
unilateral headache, accompanied by nausea, supersensitivity 
to sound and light, and head movement, lasting about a day. 
In one-third of patients there is a preceding aura that typically 
lasts 20 to 60 minutes. It usually consists of  homonymous 

visual symptoms, such as flashing zigzag lights and visual 
loss, which begin paracentrally and slowly expand over min-
utes as a hemifield defect. Migraine auras may also include 
other transient focal neurological symptoms. Table 28.1A 
summarizes the diagnostic criteria for migraine according 
to the International Headache Society (Headache Classifi-
cation Committee of The International Headache Society, 
2004). The disease is broadly classified into:

▲ Migraine with aura (previously called classic(al) 
migraine), where at least some of the attacks are temporally 
associated with distinct transient focal neurological aura 
symptoms

▲ Migraine without aura (previously called common 
migraine), where there are no associated neurological 
symptoms of a focal nature (Silberstein et al., 2002).

Many patients believe that their attacks are precipitated by 
specific trigger factors as listed in Table 28.1B. However, when 
such patients are exposed to “their” trigger factor in a double-
blind, placebo-controlled design, the outcome is seldom so 
clear, with the notable exception of nitric oxide donors, which 
are reliable triggers (Afridi et al., 2004; Iversen, 2001).

A. Epidemiology

Migraine may begin at any age, but rarely begins after 
the age of 50 years. The peak incidence in females is at age 
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12 to 13 years for migraine with aura and at age 14 to 17 
years for migraine without aura. In males, the incidence of 
migraine peaks several years earlier: migraine with aura at 
age 5 years and migraine without aura at age 10 to 11 years 
(Haut et al., 2006). The overall prevalence of migraine in 
the general population is at least 12 percent, of which two-
thirds is female. Peak prevalence is around age 40 years 
(Lipton et al., 2001; Scher et al., 1999). The median attack 
frequency is 18 migraine attacks per year; about 10 per-
cent of migraine patients have attacks at least once weekly 
(Goadsby et al., 2002). Migraine is rated by WHO among 
the most disabling chronic disorders (Menken et al., 2000). 
Migraine has been estimated to be the most costly neuro-
logical disorder in the European community at more than 
€27 billion per year (Andlin-Sobocki et al., 2005) and 
costs the United States some $19.6 billion per year (Stewart 
et al., 2003).

B. Comorbidity

Migraine patients, especially those with migraine with 
aura, also have an increased risk (comorbidity) of a number 
of other episodic brain disorders (Goadsby et al., 2002). The 
highest and most consistently found increased risks are for:

▲ Epilepsy—two- to four-fold (Haut et al., 2006; 
Ludvigsson et al., 2006)

▲ Depression and anxiety disorders—two- to 10-fold 
(Breslau & Davis, 1993; Breslau et al., 2003; Radat & 
Swendsen, 2005)

▲ Patent Foramen Ovale—three-fold (Bousser & Welch, 
2005)

▲ Stroke—three- to 14-fold increased risk depending on 
age and cofactors such as smoking and use of oral contra-
ceptives (Bousser & Welch, 2005)

Migraineurs with a high attack frequency have a 16-fold 
increased risk of white matter and cerebellar lesions  visible 
on MRI (Kruit et al., 2004). The increased risk for all these 
 diseases is bidirectional, suggesting common  underlying 
mechanisms, including a shared genetic background, increased 
excitability, neurovascular changes, and aberrations in the 
serotonin metabolism.

II. The Migraine Attack: Clinical Phases 
and Pathophysiology

Migraine attacks may consist of up to four distinct phases, 
although not every patient will experience all:

▲ Up to one-third of patients, at least sometimes, may 
experience premonitory symptoms for several hours before 
the aura or headache phase begins; these warning symp-
toms may include mood changes (e.g., depression or irrita-
tion), hyperactivation, fatigue, yawning, neck pain, smell 
disturbances, craving for particular food such as sweets or 
chocolate, and water retention resulting in swollen ankles 
and breasts (Giffin et al., 2003).

▲ Up to one-third of patients may have transient visual, 
sensory, motor, brainstem, or cognitive aura symptoms 
in at least some of their attacks; these focal neurological 
symptoms spread or march consecutively, usually last up to 
an hour, but sometimes may go on for several hours to days 
(Russell & Olesen, 1996).

▲ The headache phase, with headache and associated 
symptoms such as nausea, vomiting, and sensitivity to light, 
sound, and head movement; this phase may range from four 
to 72 hours but usually lasts for a day.

▲ The recovery phase, which may take several hours to 
sometimes several days (Giffin et al., 2005; Kelman, 2006).

The pathophysiology of the individual phases of the 
attack, once the attack has started, is now beginning to be well 
understood and will be discussed later (Table 28.2). What is 
essentially unknown is why and how migraine attacks are 
triggered (discussed in SectionVI).

III. The Premonitory Phase
and the Hypothalamus

Very little is known about the pathogenesis of the 
 prodromal warning symptoms. Patients report a distinctive 
collection of symptoms in the hours before an attack, known 
as premonitory symptoms (Giffin et al., 2003;  Kelman, 2004). 
These are remarkably stereotyped and can be  reproducibly 

Table 28.1 International Headache Society 
Features of Migraine (Headache Classification 

Committee of The International Headache 
Society, 2004)

A: Repeated episodic headache (4–72 hrs) with the following features:
Any two of: Any one of:
• Unilateral • Nausea/vomiting
• Throbbing • Photophobia and phonophobia
• Worsened by movement 
• Moderate or severe 

B.  Triggers Believed to Precipitate Migraine Attacks (Lance & Goadsby, 
2005)

• Altered sleep patterns: becoming tired or oversleeping
• Skipping meals
• Overexertion
• Weather change
• Stress or relaxation from stress
• Hormonal change, such as menstrual periods
• Excess afferent stimulation: bright lights, strong smells
• Chemicals: alcohol or nitrates
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triggered in some patients by nitroglycerin infusion (Afridi 
et al., 2004). In the rodent, in vivo D

2
 receptor activation 

can lead to experimentally induced yawning (Mogilnicka 
& Klimek, 1977; Protais et al., 1983; Serra et al., 1986; 
Yamada et al., 1986). Similarly, apomorphine, a dopamine 
agonist, elicits yawning in migraineurs at doses that do not 
affect age-matched control groups (Blin et al., 1991). Apo-
morphine has also been reported to induce headache in 86 
percent of migraine sufferers but none in age-matched con-
trol individuals (del Bene et al., 1994). Dopamine receptor 
agonist administration was reported to markedly worsen the 
headache in two patients with prolactinoma-associated head-
ache (Levy et al., 2003). Conversely the dopamine recep-
tor antagonist domperidone taken during the premonitory 
phase prevented the occurrence of migraine in uncontrolled 
 trials (Amery & Waelkens, 1983; Waelkens, 1981, 1984). 
It recently has been reported that, similar to dorsal horn 
 neurons (Levant & McCarson, 2001; Levey et al., 1993; 
van Dijken et al., 1996), there are dopamine receptors in the 
trigeminocervical complex of the rat (Bergerot & Goadsby, 
2005). These are inhibitory in function (Bergerot et al., 
2005). The only dopaminergic neurons known to innervate 
the spinal cord come from the hypothalamic nucleus A11 
region (Skagerberg et al., 1982), with electrical stimulation 
suppressing the firing of spinal wide dynamic range neurons 
through D

2
 receptors (Fleetwood-Walker et al., 1988). Taken 

together the available, albeit limited, data point to a possible 
dopaminergic/hypothalamic involvement in the premonitory 
phase of migraine.

IV. The Migraine Aura

A. Cortical Spreading Depression (CSD)
in Experimental Animals

It is now well accepted that the migraine aura is not due 
to reactive vasoconstriction, as was previously believed for 
several decades, but rather is neurally driven and most likely 
caused by the human equivalent of the cortical spreading 
depression (CSD) of Leao (Haerter et al., 2005; Lauritzen, 
1994). In experimental animals, CSD is a short-lasting (< 1 min) 
 intense and steady depolarization of neuronal and glial cell 
membranes that spreads into contiguous areas of brain cortex 
at a rate of 2 to 5 mm/min, regardless of functional cortical 
divisions or arterial territories. It is accompanied by a transient 
total loss of neuroglial membrane integrity, a massive influx 
of Ca2+ and Na+, and a massive efflux of K+ causing highly ele-
vated extracellular K+ levels. This results in a spreading wave 
of brief excitation followed by a longer-lasting inhibition of 
spontaneous and evoked neuronal activity that traverses the 
cortex at a rate of about 3 to 5 mm/min.

In experimental animals, the electrophysiological changes 
are associated with characteristic triphasic cerebral blood 

flow (CBF) changes. Initially, there is a small and very brief 
reduction in CBF. This is followed by a profound increase 
of the CBF for several minutes. The third phase consists of 
a reduction of the CBF that may last for up to an hour and 
is accompanied by a loss of the cerebrovascular response to 
hypercapnia (Piper et al., 1991). CSD appears to be a self-
defense mechanism of the brain to strong stimuli and can 
be triggered by electrical stimulation of brain tissue, corti-
cal trauma, cerebral ischemia, or cortical application of high 
concentrations of K+ or neuroexcitatory amino acids such as 
glutamate (Somjen, 2001).

B. CSD and the Migraine Aura

There is a considerable body of clinical evidence that 
CSD is the likely basis of migraine aura. Visual aura symp-
toms typically spread or march from the center of the visual 
field to the periphery at a speed of approximately 3 mm/min 
when translated to the visual cortex (Lashley, 1941). This is 
very similar to the propagation rate of CSD in experimen-
tal animals. The positive (e.g., scintillations, paraesthesias) 
and negative (e.g., scotomata, paresis) phenomena of the 
migraine aura could be well explained by the initial transient 
hyperexcitation front of CSD followed by neuronal depres-
sion. Most importantly however, functional neuroimaging 
studies in humans convincingly have demonstrated that the 
CBF changes that occur during migraine aura are very simi-
lar to those observed in experimental animals during CSD. 
Using functional MRI, Hadjikhani and colleagues (2001) 
found a focal increase in BOLD signal spreading into the 
occipital cortex at a rate of 3.5 mm/min. The cortical direc-
tion and speed of the spread were congruent with the visual 
experiences of the patient. The increased BOLD signal was 
followed by a decrease. This pattern would suggest an initial 
brief rise of CBF, followed by a longer lasting oligemia as 
seen in experimental CSD.

Although the evidence that CSD causes the migraine aura 
is mounting, there is much debate as to whether CSD may 
trigger the rest of the migraine attack as well through acti-
vation of the trigeminovascular system (see later). Although 
there is some evidence from animal experiments (Bolay et 
al., 2002), direct human evidence for this intriguing hypoth-
esis is still lacking (Goadsby, 2001). We will discuss this 
issue at the end of the chapter, in the section describing the 
mechanisms for the migraine headache.

V. The Headache Phase

A. The Trigeminal Innervation of 
Pain-Producing Intracranial Structures

Surrounding the large cerebral vessels, pial vessels, 
large venous sinuses, and dura mater is a plexus of largely 
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 unmyelinated fibers that arise from the ophthalmic division 
of the trigeminal ganglion and in the posterior fossa from 
the upper cervical dorsal roots (McNaughton, 1938, 1966). 
Trigeminal fibers innervating cerebral vessels arise from 
neurons in the trigeminal ganglion that contain substance 
P (Edvinsson et al., 1983) and calcitonin gene-related pep-
tide (CGRP) (Edvinsson et al., 1987), both of which can be 
released when the trigeminal ganglion is stimulated either in 
humans or cat (Goadsby et al., 1988). Stimulation of the cra-
nial vessels, such as the superior sagittal sinus (SSS), is cer-
tainly painful in humans (Wolff, 1963). Human dural nerves 
that innervate the cranial vessels largely consist of small 
diameter myelinated and unmyelinated fibers that almost 
certainly subserve a nociceptive function.

B. Peripheral Connections: Plasma 
Protein Extravasation

Moskowitz and colleagues have provided a series of 
experiments to suggest that the pain of migraine may be 
a form of sterile neurogenic inflammation (Moskowitz 
& Cutrer, 1993). Although this is clinically unproven, the 
model system has been very helpful in understanding some 
aspects of trigeminovascular physiology and pharmacology 
(Moskowitz & Cutrer, 1993). Neurogenic plasma protein 
extravasation (PPE) can be seen during electrical stimula-
tion of the trigeminal ganglion in the rat. PPE can be blocked 
by ergot alkaloids, indomethacin, acetylsalicylic acid, and 
serotonin-5HT

1B/1D
 agonists (triptans) such as sumatriptan 

(Moskowitz & Cutrer, 1993). There are structural changes 
in the dura mater that are observed after trigeminal ganglion 
stimulation (Dimitriadou et al., 1991). These include mast 
cell degranulation and changes in post-capillary venules 
including platelet aggregation (Dimitriadou et al., 1992). 

Although it is generally accepted that a sterile inflammatory 
response would cause pain, it is not clear whether such a 
response actually does occur in migraine and whether it is 
sufficient of itself, or requires other stimulators or promoters 
to be painful.

Although plasma extravasation in the retina, which is 
blocked by sumatriptan, can be seen after trigeminal gan-
glion stimulation in experimental animals, no such changes 
are seen with retinal angiography during acute attacks of 
migraine or cluster headache (May et al., 1998). A limitation 
of this study was the probable sampling of both retina and 
choroid elements in rat, given that choroidal vessels have 
fenestrated capillaries. More importantly however, although 
most established acute anti-migraine drugs proved effective 
in blocking experimental PPE (see earlier), the PPE model 
has proved not completely predictive of anti-migraine effi-
cacy of putative anti-migraine drugs in humans. Despite 
showing high efficacy in blocking experimental PPE, sub-
stance P, neurokinin-1 antagonists, specific PPE block-
ers: CP122,288 and 4991w93, the endothelin antagonist 
 Bosentan, and the neurosteroid ganaxolone all failed in 
clinical trials testing acute anti-migraine efficacy (May & 
Goadsby, 2001;  Peroutka, 2005).

1. Sensitization and Migraine

Although it is as yet unclear whether there is a signifi-
cant sterile inflammatory response in the dura mater during 
migraine, it is clear that some form of sensitization takes 
place during attacks, since allodynia is common. About two-
thirds of patients complain of pain from nonnoxious stimuli, 
allodynia (Burstein et al., 2000; Selby & Lance, 1960). A 
particularly interesting aspect is the demonstration of allo-
dynia in the upper limbs ipsilateral and contralateral to the 
pain. This finding is consistent with at least third-order neu-
ronal sensitization, such as sensitization of thalamic neurons, 
and firmly places important parts of the pathophysiology of 
migraine within the central nervous system. Sensitization 
in migraine may be peripheral with local release of inflam-
matory markers, which would certainly activate trigemi-
nal nociceptors. More likely in migraine there is a form of 
central sensitization, which may be classical central sensi-
tization (Woolf, 1996), or a form of disinhibitory sensitiza-
tion with dysfunction of descending modulatory pathways 
(Knight et al., 2002). Just as dihydroergotamine (DHE) can 
block trigeminovascular nociceptive transmission (Hoskin et 
al., 1996), probably at least by a local effect in the trigemino-
cervical complex, DHE can also block central sensitization 
associated with dural stimulation by an inflammatory soup 
(Pozo-Rosich & Oshinsky, 2005).

C. Neuropeptide Studies

Electrical stimulation of the trigeminal ganglion in both 
humans and the cat leads to increases in extracerebral blood 

Table 28.2 Neuroanatomical Processing 
of Vascular Head Pain

 Structure Comments

Target innervation:  
• Cranial vessels Ophthalmic branch of 
• Dura mater  trigeminal nerve 
1st Trigeminal ganglion Middle cranial fossa
2nd Trigeminal nucleus Trigeminal n. caudalis 

 (quintothalamic tract)  & C
1
/C

2
 dorsal horns

3rd Thalamus Ventrobasal complex
  Medial n. of posterior 
   group
  Intralaminar complex
Modulatory Midbrain Periaqueductal grey matter
 Hypothalamus ?
Final Cortex • Insulae
  • Frontal cortex
  • Anterior cingulate cortex
  • Basal ganglia
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flow and local release of both CGRP and SP. In the cat, tri-
geminal ganglion stimulation also increases cerebral blood 
flow by a pathway traversing the greater superficial petrosal 
branch of the facial nerve, again releasing a powerful vasodi-
lator peptide, vasoactive intestinal polypeptide (VIP) (May 
& Goadsby, 1999). Interestingly, the VIP-ergic innervation 
of the cerebral vessels is predominantly anterior rather than 
posterior, and this may contribute to this region’s vulnerabil-
ity to CSD. In combination with the higher neuron/glial cell 
ratio, resulting in a lower glial K+ reuptake buffer capacity, 
this may explain why the aura mostly commences poste-
riorly. Stimulation of the more specifically vascular pain-
producing superior sagittal sinus (SSS) increases CBF and 
jugular vein CGRP levels (Zagami et al., 1990).

Human evidence that CGRP is elevated in the head-
ache phase of migraine, both spontaneous (Gallai et al., 
1995; Goadsby et al., 1990), and triggered attacks (Juhasz 
et al., 2003), although not in less severe attacks  (Tvedskov 
et al., 2005), cluster headache (Fanciullacci et al., 1995; 
Goadsby & Edvinsson, 1994) and chronic paroxysmal 
hemicrania (Goadsby & Edvinsson, 1996). These data 
broadly support the view that the trigeminovascular sys-
tem may be activated in a protective role in these condi-
tions. Moreover, NO-donor triggered migraine, which is 
in essence typical migraine, also results in increases in 
CGRP that are blocked by sumatriptan, just as in spon-
taneous migraine (Juhasz et al., 2005). Recently, a spe-
cific nonpeptide CGRP antagonist, BIBN4096BS (Doods 
et al., 2000), demonstrated acute anti-migraine efficacy 
in a proof-of-concept trial (Olesen et al., 2004), firmly 
establishing blockade of the CGRP pathway as a novel 
and important new emerging treatment principle for acute 
migraine (Goadsby, 2005a). At the same time, the lack of 
any effect of CGRP blockers on PPE (Grant et al., 2005) 
suggests that this would not be the basis for the action of 
these new medicines.

D. Central Connections: The 
Trigeminocervical Complex

Fos immunohistochemistry is a method for looking at acti-
vated cells by plotting the expression of Fos protein. While 
after meningeal irritation with blood, Fos expression is noted 
only in the trigeminal nucleus caudalis, stimulation of the 
SSS in the cat (Kaube et al., 1993) and monkey (Goadsby 
& Hoskin, 1997) induces Fos-like immunoreactivity in the 
trigeminal nucleus caudalis and in the dorsal horn at the C

1
 

and C
2
 levels. Similar activation profiles were obtained after 

SSS stimulation when using 2-deoxyglucose measurements 
(Goadsby & Zagami, 1991) and after stimulation of a branch 
of C

2
, the greater occipital nerve, when measuring metabolic 

activity (Goadsby et al., 1997).
In experimental animals one can record directly from tri-

geminal neurons that have both supratentorial trigeminal input 

and input from the C
2
 dorsal root via the greater occipital 

nerve. Stimulation of the greater occipital nerve for five 
minutes results in substantial increases in responses to supra-
tentorial dural stimulation, which can last for over an hour 
(Bartsch & Goadsby, 2002). Conversely, stimulation of the 
middle meningeal artery dura mater with the C-fiber irritant 
mustard oil sensitizes responses to occipital muscle stimula-
tion (Bartsch & Goadsby, 2003). Taken together these data 
suggest convergence of cervical and ophthalmic inputs at the 
level of the second order neuron (Bartsch & Goadsby, 2005). 
Moreover, stimulation of a lateralized structure, the middle 
meningeal artery, produces Fos expression bilaterally in both 
cat and monkey brain (Hoskin et al., 1999). This group of 
neurons from the superficial laminae of trigeminal nucleus 
caudalis and C

1/2
 dorsal horns should be regarded function-

ally as the trigeminocervical complex (Bartsch & Goadsby, 
2005).

These data demonstrate that trigeminovascular noci-
ceptive information comes by way of the most caudal 
cells. This concept provides an anatomical explanation for 
the referral of pain to the back of the head in migraine. 
Moreover, experimental pharmacological evidence sug-
gests that some abortive anti-migraine drugs, such as 
ergot derivatives, acetylsalicylic acid, and several triptans, 
can have actions at these second order neurons that reduce 
cell activity and suggest a further possible site for thera-
peutic intervention in migraine (Goadsby, 2005d). This 
action can be dissected out to involve each of the 5-HT

1B
, 

5-HT
1D

, and 5-HT
1F

 receptor subtypes (Goadsby, 2004) 
and are consistent with the localization of these receptors 
on peptidergic nociceptors. Interestingly, triptans also 
influence the CGRP promoter (Durham et al., 1997), and 
regulate CGRP secretion from neurons in culture  (Durham 
& Russo, 1999). Remarkably the effects of triptans may 
be activity-dependent in the sense that at least 5-HT

1D
 

receptor expression on the cell surface depends on neu-
ronal activation (Ahn & Basbaum, 2006). Furthermore, 
the demonstration that some part of this action is post-
synaptic with either 5-HT

1B
 or 5-HT

1D
 receptors located 

nonpresynaptically (Maneesi et al., 2004) offers a pros-
pect of highly anatomically localized treatment options 
(Goadsby, 2005b).

1. Higher Order Processing

Following transmission in the caudal brain stem and high 
cervical spinal cord information is relayed rostrally.

Thalamus. Processing of vascular nociceptive signals 
in the thalamus occurs in the ventroposteromedial (VPM) 
thalamus, medial nucleus of the posterior complex, 
and in the intralaminar thalamus (Zagami & Lambert, 
1990). It has been shown by application of capsaicin 
to the SSS that trigeminal projections with a high 
degree of nociceptive input are processed in neurons, 
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particularly in the VPM thalamus and in its ventral 
periphery (Zagami & Lambert, 1991). These neurons 
in the VPM can be modulated by activation of GABA

A
 

inhibitory receptors (Shields et al., 2003), and perhaps 
of more direct clinical relevance by propranolol though a 
β

1
-adrenoceptor mechanism (Shields & Goadsby, 2005). 

Remarkably, triptans through 5-HT
1B/1D

 mechanisms can 
also inhibit VPM neurons locally, as demonstrated by 
micro-iontophoretic application, suggesting a hitherto 
unconsidered locus of action for triptans in acute 
migraine (see Figure 28.1) (Shields & Goadsby, 2006). 
Human imaging studies have confirmed activation of 
thalamus contralateral to pain in acute migraine, cluster 
headache, and in SUNCT (short-lasting unilateral 
neuralgiform headache with conjunctival injection and 
tearing) (Cohen & Goadsby, 2004).

Activation of modulatory regions. Stimulation of 
nociceptive afferents by stimulation of the SSS in the cat 
activates neurons in the ventrolateral periaqueductal grey 
matter (PAG) (Hoskin et al., 2001). PAG activation in 
turn feeds back to the trigeminocervical complex with an 
inhibitory influence (Knight & Goadsby, 2001). PAG is clearly 
included in the area of activation seen in positron emission 
tomography (PET) studies in migraineurs (Weiller et al., 
1995). This typical negative feedback system will be further 
considered later as a possible mechanism for the symptomatic 
manifestations of migraine (Cohen & Goadsby, 2004).

Another potentially modulatory region activated by stimula-
tion of nociceptive trigeminovascular input is the posterior hypo-
thalamic grey. This area is crucially involved in several primary 
headaches, notably cluster headache, SUNCT, paroxysmal 
hemicrania, and hemicrania continua (Cohen & Goadsby, 2004; 
Matharu & Goadsby, 2005). Moreover, the clinical features of 
the premonitory phase, and other  features of the disorder, sug-
gest dopamine neuron involvement.  Orexinergic neurons in 
the posterior hypothalamus  (Beuckmann & Yanagisawa, 2002; 
Ebrahim et al., 2002) can be both pro- and anti-nociceptive 
(Bartsch et al., 2004), offering a further possible region whose 
dysfunction might involve the perception of head pain.

E. Central Modulation of Trigeminal Pain

1. Brain Imaging in Humans

Functional brain imaging studies with PET have demon-
strated activation of the dorsal midbrain, including the peri-
aqueductal grey (PAG), and the dorsal pons, near the locus 
coeruleus, in migraine without aura (Cohen & Goadsby, 
2004). In spontaneous episodic (Afridi et al., 2005a) and 
chronic migraine (Matharu et al., 2004), and in nitroglyc-
erin-triggered attacks (Afridi et al., 2005b), activation of the 
dorsolateral pons was seen (see Figure 28.2). These areas are 
active immediately after successful treatment of the headache 
but are not active interictally. The activation corresponds with 
the brain region that cause migraine-like headache when 
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Posterior hypothalamus

Periaqueductal grey matter
(PAG)
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Trigeminal ganglion
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thalamus

Cervical
muscle

&
joints

−−−

+

+

+

Figure 28.1 Illustration of some elements of migraine biology. Dural vessels and dura mater, and upper 
(C

1/2
) cervical muscles and joints all project to neurons on the upper cervical spinal dorsal horn and trigemi-

nal nucleus caudalis that may be labeled the trigeminocervical complex. The input is excitatory (+). This 
input then projects to trigeminovascular neurons in the ventroposteromedial thalamus (+) after crossing the 
midline. Descending brain systems from, for example, locus coeruleus, posterior hypothalamus (PH), and 
periaqueductal grey matter (PAG) have inhibitory influences (−) on trigeminocervical neurons. Although the 
sum of stimulating these structures is inhibitory it is noteworthy that individual neurons from PAG or PH can 
facilitate nociception (after Ferrari & Goadsby, 2006).
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stimulated in patients with electrodes implanted for pain con-
trol (Raskin et al., 1987). Similarly, excess iron in the PAG 
of patients with episodic and chronic migraine (Welch et al., 
2001), and chronic migraine can develop after a bleed into 
a cavernoma in the region of the PAG (Goadsby, 2002), or 
with a lesion of the pons (Obermann et al., 2006). What could 
dysfunction of these brain areas lead to?

2.  Animal Experimental Studies of 
Sensory Modulation

Stimulation of nucleus locus coeruleus, the main central 
noradrenergic nucleus, reduces CBF through an α

2  
-adreno-

ceptor-linked mechanism in a frequency-dependent manner 
(Goadsby et al., 1982). This reduction is 25 percent overall 
but maximal in the occipital cortex. In parallel there is extra-
cerebral vasodilatation. In addition, activation of the mid-
brain dorsal raphe nucleus, the main serotonin-containing 
nucleus in the brain stem, can increase CBF (Goadsby et al., 
1985a, 1985b). Stimulation of PAG will inhibit SSS-evoked 
trigeminal neuronal activity in cats (Knight & Goadsby, 
2001), whereas blockade of P/Q-type voltage-gated Ca2+ 
channels in the PAG facilitates trigeminovascular nocicep-
tive processing (Knight et al., 2002), with the local GAB-
Aergic system in the PAG still intact (Knight et al., 2003).

3. Electrophysiology of Migraine in Humans

Welch (2005) summarized the arguments to support the 
hypothesis that migraine is due to a hyperexcitable brain 
state, which results in susceptibility to migraine attacks. 
The evidence comes from clinical studies applying a wide 
range of technologies, including psychophysical, corti-
cal visual control, functional MRI, magnetoencephalogra-
phy, evoked and event-related potentials, and transcranial 
magnetic stimulation. Furthermore, the high bidirectional 
comorbidity of migraine with epilepsy and the migraine-
prophylactic efficacy of at least two anti-epileptic agents 

also seem to support the concept that the migraine brain 
is hyperexcitable. However, there is much discussion as to 
how to interpret the different findings (Kaube & Giffin, 
2002). An attractive alternative explanation is provided by 
Schoenen and colleagues (Schoenen et al., 2003), who pos-
tulate that the essence of the migrainous brain is that it does 
not habituate to signals in a normal way.  Contingent negative 
variation (CNV), an event-related potential, is abnormal in 
migraineurs compared to controls. Changes in CNV predict 
attacks and preventive therapies alter and normalize such 
changes. Further research into this area is clearly needed.

F. Can CSD Trigger the Mechanisms 
for the Headache Phase?

Another controversial area is whether CSD can initiate 
the migraine headache cascade. Haerter and colleagues 
(2005) reviewed the experimental animal evidence that CSD 
might activate the trigeminal sensory system, presumably by 
depolarizing perivascular trigeminal terminals at meningeal 
and dural blood vessels. KCl-induced CSD in the rat parietal 
cortex activates ipsilateral trigeminal nucleus caudalis neu-
rons and CSD causes a long-lasting blood flow increase in 
the rat middle meningeal artery and a dural plasma protein 
leakage that can be inhibited by ipsilateral trigeminal nerve 
section (Bolay et al., 2002). Chronic daily, but not acute 
administration of migraine prophylactic drugs in rats, dose 
and duration dependently suppressed KCl-induced CSD fre-
quency by 40 to 80 percent, and increased the trigger thresh-
old for inducing CSD (Ayata et al., 2006), although there 
is one study to suggest topiramate can acutely inhibit CSD 
 (Akerman & Goadsby, 2005).

Goadsby (2001), however, reviewed a number of mainly 
clinical arguments that go against the hypothesis that CSD 
may also trigger the headache mechanisms. The fact that 
migraine aura occurs in only up to one-third of migraine 

Figure 28.2 Positron emission tomography (PET) scans from groups of patients with episodic 
and chronic migraine studied during acute pain. Activation in the dorsal rostral pons is a constant 
finding in PET studies in migraine and may represent a crucial area that mediates important aspects 
of the pathophysiology of the disorder.
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patients makes it difficult to explain how CSD might be 
involved in the majority of migraineurs in whom attacks 
are not associated with aura. The only explanation to rescue 
the “CSD headache trigger” hypothesis would be that CSD 
might occur in clinically silent subcortical areas of the brain 
without propagating through all six cortical laminae within 
the neocortex (Haerter et al., 2005). Direct human evidence 
for such events is difficult to obtain and, apart from possi-
bly one case (Woods et al., 1994), is lacking. Other clinical 
observations that argue against the role of CSD in trigger-
ing the headache are that the headache may occur at the 
same side of the aura, instead of the expected opposite side 
if CSD would have triggered the trigeminovascular system, 
and that aura may sometimes occur after the headache has 
started.  Furthermore, aura appears to be not confined to 
migraine; it is reported with attacks of cluster headaches 
(Bahra et al., 2002; Silberstein et al., 2000), paroxysmal 
hemicrania (Matharu & Goadsby, 2001), and hemicrania 
continua (Peres et al., 2002). Finally, intranasal ketamine 
could abort migraine aura without affecting the ensuing 
headache (Kaube et al., 2000). From this discussion, it is 
clear that the exact role of CSD in triggering migraine head-
ache mechanisms in humans remains unclear and needs fur-
ther investigation.

G. Migraine Symptoms in Relationship 
to the Pathophysiology

Migraine primarily seems an episodic brain disorder with 
impaired central sensory processing (Goadsby et al., 2002). 
Patients complain of pain in the head that is throbbing, but 
there is no reliable relationship between vessel diameter and 
the pain, or its treatment (Friberg et al., 1991; Limmroth et 
al., 1996). They complain of discomfort from normal lights 
and the unpleasantness of routine sounds. Some mention 
otherwise pleasant odors are unpleasant. Normal move-
ment of the head causes pain, and many mention a sense of 
unsteadiness as if they have just stepped off a boat, having 
been nowhere near the water. All these features suggest that 
normal sensory input is processed abnormally.

The anatomical connections of, for example, the pain path-
ways are clear, the ophthalmic division of the trigeminal nerve 
subserves sensation within the cranium and explains why the 
top of the head is headache, and the maxillary division is facial 
pain. The convergence of cervical and  trigeminal afferents 
explains why neck stiffness or pain is so common in primary 
headache. The genetics of ionopathies (see later) is opening up 
a plausible way to think about the episodic nature of migraine. 
However, where is the lesion, what is actually the pathology?

There is not a photon of extra light that migraine patients 
receive over others, nor do they hear more decibels of 
sound or do they smell more odor units. Accordingly, for 
photophobia, phonophobia, and osmophobia, the basis of 

the problem must be abnormal central processing of a nor-
mal signal. Perhaps electrophysiological changes in the 
brain have been mislabeled as hyperexcitability, whereas 
dyshabituation might be a simpler explanation (Goadsby, 
2005c). If migraine was basically an attentional problem 
with changes in cortical synchronization (Niebur et al., 
2002), hypersynchronization, all its manifestations could 
be accounted for in a single overarching pathophysiological 
hypothesis of a disturbance of subcortical sensory modula-
tion systems. Though it seems likely that the trigeminovas-
cular system and its cranial autonomic reflex connections, 
the trigeminal-autonomic reflex (May & Goadsby, 1999), 
act as a feed-forward system to facilitate the acute attack, 
the fundamental problem in migraine is in the brain. Unrav-
eling its basis will deliver great benefits to patients and 
considerable understanding of some very fundamental neu-
robiological processes.

VI. The Migraine Trigger Threshold: 
Repeated Recurrence of Attacks

A. How Are Migraine Attacks Triggered?

The disease migraine rather arbitrarily is defined as hav-
ing had at least five attacks of migraine without aura or at 
least two attacks of migraine with aura. One of the reasons 
for this is that it is said many people may experience a few 
sporadic attacks of migraine throughout life and no more. 
There are no data to argue this point either way. On this basis 
it has been suggested that the migraine attack is not abnor-
mal; rather, the repeated occurrence of attacks is abnormal 
(Ferrari, 1998). In this respect, migraine is very similar to 
that other classical and often comorbid episodic brain dis-
order, epilepsy.

In order to understand the disease migraine, we must 
understand how migraine attacks are triggered and why 
patients get recurrent attacks. It is not unlikely that at least 
part of the answer is in an imbalance between the individual’s 
trigger threshold (“defense”) and the “attack” by migraine 
triggers. Here we discuss the growing evidence that the 
disease migraine might be due to a genetically determined 
reduced threshold for migraine triggers and that attacks may 
occur when migraine triggers are particularly strong or fre-
quent; when there is a temporarily further reduction of the 
threshold due to endogenous factors such as menstruation, 
sleep deprivation, or (relaxation after) stress, that can facili-
tate the triggering of an attack; or when there is a tempo-
ral coincidence of both triggering and facilitating factors. 
Understanding the mechanisms involved in the triggering 
of migraine attacks will help to identify novel treatment tar-
gets for urgently needed specific prophylactic agents to pre-
vent migraine attacks. An important initial step to achieve 
these goals is to unravel the genetic basis of the migraine 
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threshold and to decipher the common pathways for trigger-
ing migraine attacks.

B. Genetic Epidemiology

Migraine often runs in families (Kors et al., 2004). 
 Population-based studies have confirmed that the risk of 
migraine in first-degree relatives is 1.5- to 4-fold increased. 
The familial risk appeared greatest for patients with migraine 
with aura, with a young age at onset and a high attack sever-
ity and disease disability (Russell & Olesen, 1995; Stewart 
et al., 1997, 2006).

Some authors concluded, on the basis of different heri-
tability estimates, that migraine with and without aura are 
different entities (Ludvigsson et al., 2006; Russell & Ole-
sen, 1995; Russell et al., 2002). It seems very unlikely in 
view of a number of clinical and genetic arguments that 
migraine is different, rather the aura component may have 
some heritable biological distinction. These include the 
high comorbidity of attacks with and without aura within 
migraineurs and the remarkable intrapersonal variability 
of the disease presentation in the various stages of life; 
for example, with aura as a child, without aura as a young 
adult, and aura without headache after age 50. Further-
more, an Australian study, in over 6,000 twin pairs, iden-
tified disease subtypes (latent classes) by using so-called 
latent class analysis on the basis of the patterns and sever-
ity of the symptoms (Nyholt et al., 2004). The results did 
not support the hypothesis that migraine with and without 
aura are distinct disorders. A Finnish study of over 200 
migraine families suggested that there is a continuum from 
pure migraine with aura at the neural end of the spectrum 
to pure migraine without aura at the headache end of the 
spectrum, and migraine with both with and without aura in 
between (Kallela et al., 2001). In conclusion, the different 
migraine subtypes appear to be different clinical expres-
sions of the same disorder.

Studies of twin pairs are the classical method to investi-
gate the relative importance of genetic and environmental 
factors. In twin pairs drawn from the general population, the 
pair-wise concordance rates for migraine were significantly 
higher among monozygotic than among dizygotic twin 
pairs, indicating that genetic factors are important in the 
susceptibility to migraine. However, as these concordance 
rates never reached 100 percent, environmental factors must 
be involved as well, making migraine a true multifactorial 
complex disorder (Gervil et al., 1999; Honkasalo et al., 
1995; Mulder et al., 2003; Ulrich et al., 1999). The relative 
importance can be estimated from a very large population-
based twin study investigating 30,000 twin pairs from six 
countries (Mulder et al., 2003). The heritability was 40 to 50 
percent, and shared environmental factors were considered 
to have a minor effect on the susceptibility to migraine. This 
finding is in accordance with that of a comparison between 

twins raised together and raised apart (Svensson et al., 2003; 
Ziegler et al., 1998).

C. Finding Genes for Complex Disorders: 
The Migraine Gene Highway

The identification of genes for multifactorial disorders 
is hampered by a number of complicating factors. Multiple 
genes contribute to the susceptibility, each contributing gene 
displays a relatively low penetrance, and the phenotypic 
expression is modulated by variable endogenous and exog-
enous nongenetic factors. Furthermore, complex disorders 
usually are very prevalent and may start at older ages, com-
plicating a reliable distinction between affected and nonaf-
fected populations.

To identify genes for migraine, several genetic approaches 
have been applied. The first, and thus far most successful 
approach, has been the identification of genes in families 
with rare, monogenic subtypes of migraine. This has been 
done by using traditional linkage analyses (testing several 
hundreds to thousands of genetic markers spread over all 
chromosomes and selecting those markers, i.e., the chro-
mosomal region best segregated with the disease), posi-
tional gene cloning techniques, and mutation analysis. This 
approach is based on the hypothesis that monogenic rare 
subtypes and multifactorial common types of migraine 
share common genes and related biochemical pathways for 
the trigger threshold and initiation mechanisms of attacks. 
Thus, the rare monogenic variant may serve as a genetic 
and/or functional model for the common complex types. In 
the latter case, the functional changes caused by the caus-
ative gene mutations are more relevant that the genes them-
selves, as they might hint at shared pathogenic pathways; the 
genes identified in the monogenic variant may not neces-
sarily be involved in the common forms. So far, genes for 
three monogenic subtypes of migraine have been identified: 
Familial Hemiplegic Migraine (FHM), Sporadic  Hemiplegic 
Migraine (SHM), and CADASIL. The details of these find-
ings, and the implications for the common forms of migraine, 
will be explained later.

A second linkage analysis approach that is often used 
in complex traits is affected sib-pair analysis. With this 
approach, chromosomal areas that are shared by affected 
siblings with a probability higher than by chance alone 
are being identified. This is then followed by case-control 
association studies testing single nucleotide polymorphisms 
(SNPs) in candidate genes in the shared regions. The goal 
is to identify SNPs, and thus gene alleles, that statistically 
differ in frequency between cases and controls and cause 
increased susceptibility to the disease. A third, hypothesis-
driven approach is direct testing of candidate genes in case-
control association studies. An interesting new twist to this 
approach will be the possibility of nonhypothesis driven test-
ing for genome-wide association by scanning hundreds of 
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thousands of SNPs in extended and clinically homogenous 
populations (Hirschhorn & Daly, 2005).

D. Familial Hemiplegic 
Migraine (FHM) Genes

FHM is a rare, severe, monogenic subtype of migraine 
with aura, characterized by at least some degree of hemipa-
resis during the aura (Ferrari, 1998). The hemiparesis may 
last from minutes to several hours or even days. Patients are 
frequently initially misdiagnosed with epilepsy. Apart from 
the hemiparesis, the other headache and aura features of the 
FHM attack are identical to those of attacks of the common 
types of migraine. In addition to attacks with hemiparesis, 
the majority of FHM patients also experience attacks of 
“normal” migraine with or without aura (Ducros et al., 2001; 
Terwindt et al., 1998b).

As in the common forms of migraine, attacks of FHM may 
be triggered by mild head trauma. Thus, from a clinical point 
of view, FHM seems a valid model for the common forms 
of migraine (Ferrari, 1998). Major clinical differences, apart 

from the hemiparesis, include that FHM in 20 percent of the 
cases may also be associated with cerebellar ataxia and other 
neurological symptoms such as epilepsy, mental retarda-
tion, brain edema, and (fatal) coma. Thus far, three genes for 
FHM have been published, but based on unpublished linkage 
results in several families, there are more to come.

E. The FHM1 CACNA1A Gene

The first gene identified for FHM is the CACNA1A gene 
on chromosome 19p13. It is responsible for approximately 50 
percent of all families with FHM (see Figure 28.3). The FHM1 
gene encodes the ion-conducting, pore-forming α

1A
 subunit of 

Ca
v
2.1 (P/Q-type), voltage-gated, neuronal calcium channels 

(Ophoff et al., 1996). The main function of  neuronal P/Q-type 
calcium channels is to modulate release of neurotransmitters, 
both at peripheral neuromuscular junctions as well as central 
synapses, mainly within the cerebellum, brainstem, and cere-
bral cortex (Catterall, 1998). Over 50  CACNA1A mutations 
have been associated with a wide range of clinical phenotypes 
(Haan et al., 2005) (see also Figure 28.3). These include pure 
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Figure 28.3 The CACNA1A gene with mutations. The Ca
v
2.1 pore-forming subunit of P/Q-type voltage-gated calcium channels is located in the 

neuron membrane and contains four repeated domains, each encompassing six transmembrane segments. Positions of mutations and associated clinical 
phenotypes are depicted in the schematic representation of the protein. (CACNA1A ref. seq.: Genbank Ac. nr. X99897)
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forms of FHM (Ophoff et al., 1996), combinations of FHM 
with various degrees of cerebellar ataxia (Ducros et al., 2001; 
Ophoff et al., 1996), or fatal coma due to excessive cerebral 
edema (Kors et al., 2001), and disorders not associated with 
FHM such as episodic ataxia type 2 (Jen et al., 2004; Ophoff 
et al., 1996), progressive ataxia (Yue et al., 1997), spinocer-
ebellar ataxia type 6 (Zhuchenko et al., 1997), and absence 
(Imbrici et al., 2004) and generalized epilepsy (Haan et al., 
2005; Jouvenceau et al., 2001).

Interestingly, in several FHM families, FHM1 CACNA1A 
mutations also were found in family members who had only 
“normal” nonparetic migraine but no FHM. This suggests 
that gene mutations for FHM may also be responsible for 
the common forms of migraine, probably due to different 
genetic and nongenetic modulating factors.

F. The FHM2 ATP1A2 Gene

The ATP1A2 FHM2 gene on chromosome 1q23 encodes 
the α

2
 subunit of a Na+,K+ pump ATPase (De Fusco et al., 

2003; Marconi et al., 2003). This catalytic subunit binds Na+, 
K+, and ATP, and utilizes ATP hydrolysis to exchange Na+ ions 
out of the cell for K+ ions into the cell. Na+ pumping provides 

the steep Na+ gradient essential for the transport of gluta-
mate and Ca2+. The gene is predominantly expressed in neu-
rons at neonatal age and in glial cells at adult age (De Fusco 
et al., 2003; Vanmolkot et al., 2003). In adults, an important 
function of this specific ATPase is to modulate the reuptake 
of potassium and glutamate from the synaptic cleft into the 
glial cell. Mutations in the ATP1A2 gene are responsible for 
at least 20 percent of FHM cases (see Figure 28.4) and have 
been associated with pure FHM (De Fusco et al., 2003; Riant 
et al., 2005; Vanmolkot et al., 2006) and FHM in combi-
nations with cerebellar ataxia (Spadaro et al., 2004), alter-
nating  hemiplegia of childhood (Bassi et al., 2004; Swoboda 
et al., 2004), benign focal infantile convulsions (Vanmolkot 
et al., 2003), and other forms of epilepsy (Haan et al., 
2005).

In an Italian family a variant in the ATP1A2 gene seg-
regated with basilar migraine, a subtype of migraine with 
aura characterized by aura symptoms attributable to the 
brainstem and both occipital lobes (Ambrosini et al., 2005). 
Unfortunately, no functional studies were reported, preclud-
ing a definite conclusion as to whether this gene variation is 
also causally linked to basilar migraine. Of note, in two non-
FHM migraine families ATP1A2 variants were identified, 
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suggesting that this gene may be involved in the susceptibil-
ity to common forms of migraine (Todt et al., 2005).

G. The FHM3 SCNA1 Gene

The SCNA1 gene on chromosome 2q24 encodes the alpha 
subunit of a neuronal voltage-gated sodium (Na

v
1.1) chan-

nel. The Na
v
1.1 channel is mainly responsible for the genera-

tion and propagation of neuronal action potentials. Different 
mutations in this gene are known to be associated with epi-
lepsy and febrile seizures (for review, Meisler & Kearney, 
2005). Recently, Dichgans and colleagues (2005) found a 
novel Q1489K mutation in three German FHM families of 
common ancestry. Another new SCNA1 mutation was found 
in a North-American FHM family confirming the relation-
ship between SCNA1 and FHM3 (Vanmolkot et al., unpub-
lished observations; also see Figure 28.5).

H. Sporadic Hemiplegic Migraine (SHM)

Hemiplegic migraine patients are not always clustered in 
families. Sporadic patients, without affected family mem-

bers, often are seen and may sometimes represent the first 
“FHM patient” (de novo mutation) in a family (Thomsen et 
al., 2003a). Apart from sharing the clinical phenotype with 
the common forms of migraine, similar to FHM, SHM and 
normal migraine also show a remarkable genetic epidemio-
logical relationship. SHM patients have a highly increased 
risk of also suffering from typical migraine with aura and 
their first-degree relatives have a highly increased risk 
of both migraine with and without aura (Thomsen et al., 
2003b). Although in an initial study, CACNA1A mutations 
were found in only 2 of 27 SHM patients (Terwindt et al., 
2002), a recent, much larger study (de Vries et al., unpub-
lished data) did find mutations in the FHM genes in a higher 
proportion of SHM patients, confirming a genetic relation-
ship between FHM and SHM.

I. Migraine as a Cerebral Ionopathy?

The next question we need to address is, what is the 
evidence that a dysfunction of ion flux or transportation 
is involved in the pathogenesis of the common forms of 
migraine? At this point in time, the evidence is primarily 
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circumstantial, but growing and ranging from clinical argu-
ments to genetic, clinical neurophysiological, and neuro-
pharmacological evidence.

First, migraine shares strikingly similar clinical charac-
teristics with established channelopathies such as FHM and 
SHM (see earlier), but also with episodic neuromuscular 
disorders such as myotonia and periodic paralysis (Ferrari 
& Goadsby, 2006). These include the episodic presentation 
of the symptoms; a similar distribution for duration and fre-
quency of the attacks; similar trigger factors for attacks such 
as emotion, stress, food, alcohol and weather changes; and 
a similar gender-related expression with an onset of attacks 
mostly around puberty and amelioration after age 40.

Second, FHM1 CACNA1A and FHM2 ATP1A2 gene 
mutations have been found in patients with only the common 
forms of migraine, without the FHM phenotype.  Furthermore, 
some (but not all) linkage and association studies do suggest 
a role of FHM genes in normal migraine (Haan et al., 2005). 
Size and homogeneity of the study populations in such stud-
ies are clearly important complicating factors.

A third line of evidence comes from clinical neurophysi-
ologal studies in migraineurs. Ambrosini and colleagues 
(2005) found single fiber abnormalities, suggesting an 
altered release of acetylcholine at the neuromuscular junc-
tion, which is mainly controlled by P/Q-type Ca

v
2.1 chan-

nels. Terwindt and colleagues (2004), however, could not 
replicate these findings in FHM1 patients with demon-
strated gene mutations. Sandor and colleagues (2001) found 
 evidence of subclinical cerebellar dysfunction. A higher pro-
portion of migraine patients than healthy controls showed a 
systematic horizontal deviation when subjected to an auto-
mated sensitive test for cerebellar coordination. As P/Q-type 
Ca

v
2.1 channels are highly expressed in cerebellar Purkinje 

cells, this finding seems to suggest a dysfunction of Ca
v
2.1 

channels in Purkinje cells of migraineurs, although again 
eye movement problems have not been replicated by others 
(Wilkinson et al., 2006).

Finally, neuropharmacological animal experiments sug-
gest that application of selective blockers of P/Q-type Ca

v
2.1 

channels within areas of the brainstem that have been asso-
ciated with important migraine mechanisms (see first part 
of this chapter), can modulate these mechanisms. These 
include inhibition of the release of CGRP and neurogenic 
inflammation (Asakura et al., 2000), facilitation of trigemi-
nal firing (Knight et al., 2002), and modulation of nocicep-
tive transmission in the trigeminocervical complex (Shields 
et al., 2005).

J. Functional Consequences 
of FHM Gene Mutations

Understanding the functional consequences of gene muta-
tions is crucial to the understanding of the disease pathways. 
For the FHM genes, this has been studied in cellular  models, 

in knock-out mouse models, and in transgenic knock-in 
mouse models carrying a human pathogenic mutation.

1.  Functional Studies in Cellular Models for FHM1 
CACNA1A Mutations

Several FHM and episodic ataxia type 2 mutations have 
been analyzed with electrophysiological techniques in neu-
ronal and nonneuronal cell models (Cao et al., 2004; Hans 
et al., 1999; Imbrici et al., 2004; Jouvenceau et al., 2001; 
Kraus et al., 1998, 2000; Tottene et al., 2002). Although epi-
sodic ataxia type 2 CACNA1A mutations all show a dramatic 
decrease or even complete loss of current density (Guida 
et al., 2001; Imbrici et al., 2004; Jen et al., 2001; Jeng et al., 
2006; Jouvenceau et al., 2001; Spacey et al., 2004; Wan  et al., 
2005; Wappl et al., 2002), FHM1 mutations cause different 
effects on channel conductance, kinetics, and/or expression 
in transfected cells (Cao et al., 2004; Hans et al., 1999; Kraus 
et al., 1998, 2000; Tottene et al., 2002, 2005).

The most consistent change found with FHM1 mutations, 
when tested in a single channel configuration, was a hyper-
polarizing shift of about 10 mV of the activation voltage 
(Hans et al., 1999; Kraus et al., 1998; Tottene et al., 2005). 
The change in calcium influx, however, could alter during 
high neuronal activity. Mutant T666M and V714A channels 
have a low conductance mode that may sometimes switch to 
the wild-type state (Hans et al., 1999). For other FHM muta-
tions, like R583Q and D715E, accumulation of inactivated 
channels was observed during repetitive stimulation (Kraus 
et al., 2000). Such phenomena could contribute to the parox-
ysmal presentation of symptoms.

The gain-of-function effects found in single channel test 
models, in theory, will lead to an easier opening of channels 
in neurons. The overall change in calcium influx, however, 
is difficult to predict and seems to depend, at least partly, 
on the model that is being used. For instance, Cao and col-
leagues (2004) found evidence for reduced calcium influx at 
the whole cell level in transfections of cultured mouse hippo-
campal neurons. What will happen in the mutant brain will be 
determined by the delicate interplay between the functional 
effects of a particular mutation, the different channel proper-
ties and density, the different channel subunits, and the direct 
and indirect cellular environment. The observation that dif-
ferent auxillilary beta-subunits of calcium channels can 
modulate the consequence of FHM mutations certainly adds 
to the complexity of predicting calcium channel functioning 
(Mullner et al., 2004). It seems, therefore, more appropriate 
to study the functional consequences of gene mutations in 
knock-in mouse models carrying human pathogenic mutat 
ions (see next).

2.  Functional Studies in Naturally Occurring 
Cacna1a Mouse Mutants

Naturally occurring mouse mutants with Cacna1a mis-
sense mutations (Tottering, Rocker, Rolling Nagoya) or 



452 Migraine as a Cerebral Ionopathy with Impaired Central Sensory Processing

Cacna1a truncation mutations (Leaner) display different 
combinations and severities of various types of epilepsy 
and ataxia (Pietrobon, 2005). A reduction in calcium cur-
rent density appears to be the main effect of these mutated 
P/Q-type channels (Dove et al., 1998; Lorenzon et al., 1998; 
Mori et al., 2000; Wakamori et al., 1998), with a change in 
channel kinetics for the Leaner and Rolling Nagoya mutants 
(Dove et al., 1998; Lorenzon et al., 1998; Mori et al., 2000). 
Two  Cacna1a-null (knock-out) mouse models were gener-
ated showing ataxia, dystonia, and lethality at a young age 
(Fletcher et al., 2001; Jun et al., 1999). The total Ca2+ influx 
in cerebellar cells and neurotransmission at the neuromus-
cular junction was reduced in these mice. Loss of P/Q type 
channels could be (partly) compensated for by N-, R- and 
L-type channels. Moreover, leaner mice showed an increased 
threshold for CSD and a reduced release of  cortical  glutamate 
(Ayata et al., 2000).

3.  Functional Studies in FHM1 Cacna1a Knock-in 
Mouse Mutants

Very recently, a knock-in mouse model was gener-
ated, carrying the human FHM1 R192Q mutation (van den 
 Maagdenberg et al., 2004). Unlike the natural Cacna1a 
mutant mouse models, transgenic R192Q mice exhibit no 
overt clinical phenotype or structural abnormalities. This 
is very similar to the human situation: the R192Q mutation 
causes only mild FHM attacks, very similar to the com-
mon forms of migraine, albeit with hemiparesis, without 
other neurological symptoms. Extensive functional analysis 
revealed multiple gain-of-function effects. These include 
increased Ca2+ influx in cerebellar neurons; increased 
release of neurotransmitters at the neuromuscular junction, 
both spontaneous and upon stimulation at low Ca2+; and in 
the intact animal, a reduced trigger-threshold for CSD that 
propagates with increased velocity. It seems that whole-
animal studies may be better suited to dissect the effects of 
mutations and to understand the integrated physiology of the 
disease. Other studies aiming at functional changes within 
the brainstem are under way and will shed more light on the 
important question whether migraine-related mechanisms 
within the trigeminocervical complex are also affected.

4.  Functional Studies in Cellular Models for FHM2 
ATP1A2 Mutations

Functional analysis of mutated proteins revealed inhi-
bition of pump activity, decreased affinity for K+, and 
decreased catalytic turnover resulting in reduced reuptake 
of K+ and glutamate into glial cells (De Fusco et al., 2003; 
Segall et al., 2005).

5.  Functional Studies in Atp1a2 Knock-out 
Mouse Models

Two groups have generated α2-subunit deficient (Atp1a2-
null) mice (Ikeda et al., 2004; James et al., 1999). These mice 

died immediately after birth because of severe motor deficits 
and absent respiration (Ikeda et al., 2003; James et al., 1999). 
Atp1a2-null fetuses of 18.5 days revealed selective neuronal 
apoptosis in the amygdala and piriform cortex in response to 
neural hyperactivity (Ikeda et al., 2003). Atp1a2-null mice 
on 129sv genetic background displayed frequent generalized 
seizures and died within 24 hours after birth (Ikeda et al., 
2004). Epilepsy is also a feature of the clinical phenotype in 
humans with ATP1A2 mutations. Heterozygous Atp1a2+/− 
mice are viable. Their heart shows a hypercontractile state 
with positive inotropic response and resembles what typi-
cally is seen after the administration of cardiac glycosides 
(James et al., 1999). In addition, they revealed enhanced fear 
and anxiety behaviors after conditioned fear stimuli; this is 
probably due to neuronal hyperactivity in the amygdala and 
piriform cortex (Ikeda et al., 2003). There are no Atp1a2 
knock-in models available.

6.  Functional Studies in Cellular Models for the 
FHM3 Mutation

Functional consequences of the Q1489K SCN1A muta-
tion have been analyzed in the highly homologous SCN5A 
protein. This missense mutation is located within a domain 
critical for fast inactivation of the sodium channel. It causes 
a two- to four-fold increased acceleration of recovery from 
fast inactivation (Dichgans et al., 2005). This would predict 
enhanced neuronal excitation and release of neurotransmit-
ters. Unfortunately, no knock-out or knock-in mouse mutants 
are available for this gene.

K. A Common Mechanism for 
Triggering FHM Attacks

Three different genes encoding three very different pro-
teins with apparent different mechanisms now have been 
associated with FHM. How can we fit these apparently very 
diverting mechanisms into one (final) common pathway? 
There is one obvious candidate, cortical spreading depression 
(Moskowitz et al., 2004). Mutations in the FHM1 calcium 
gene cause increased neuronal release of neurotransmit-
ters, and in the cortex, more specifically the neuroexcitatory 
amino acid glutamate (Pietrobon et al., unpublished data) 
that can induce, maintain, and propagate CSD. Mutations 
in the FHM2 sodium, potassium pump gene cause reduced 
reuptake of K+ and glutamate from the synaptic cleft into 
the glia cell. Mutations in the FHM3 sodium channel gene 
result in hyperexcitability and most likely increased release 
of neurotransmitters in the synaptic cleft. The overall result 
is increased levels of glutamate and K+ in the synaptic cleft 
resulting in an increased propensity for CSD. This would 
easily explain the aura of FHM attacks. More controversial, 
however, is whether the enhanced tendency for CSD might 
also be responsible for triggering the headache phase, for 
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example, by activation of the trigeminovascular system (for 
discussion see earlier).

Lastly, the most important question that remains to be 
answered is whether the same mechanisms also are involved 
in the common forms of migraine with and without aura. 
Interestingly, although drugs with migraine prophylactic 
activity belong to a wide range of pharmacological classes 
(e.g., anti-epiletics and blockers of calcium channels and 
serotinergic, beta-adrenergic, and histaminergic recep-
tors), they all seem to share anti-CSD activity (Akerman & 
Goadsby, 2005; Ayata et al., 2006). CSD inhibition may thus 
be a promising model system to contribute to the develop-
ment of preventive medicines.

An interesting compound to watch in this respect will 
be Tonabersat, which has entered clinical trials in migraine. 
Tonabersat (SB-220453) inhibits CSD, CSD-induced nitric 
oxide (NO) release, and cerebral vasodilation. It does not 
constrict isolated human blood vessels, but does inhibit tri-
geminally induced craniovascular effects (Goadsby, 2005b). 
Tonabersat is inactive in the human NO-model of migraine, 
as is propranolol (Tvedskov et al., 2004b), although valproate 
showed some activity in that model (Tvedskov et al., 2004a). 
If proven effective, it would be the first migraine  prophylactic 
agent developed on the basis of the CSD hypothesis.

L. Cadasil

Cerebral Autosomal Dominant Arteriopathy with 
 Subcortical Infarcts and Leucoencephalopathy (CADA-
SIL) is a severe arteriopathy caused by mutations in the 
Notch3 gene on chromosome 19p13 (Joutel et al., 1996). 
CADASIL is clinically characterized by recurrent subcor-
tical infarcts, white matter lesions on MRI, dementia and 
other  neurospychiatric symptoms, and most relevant here, 
migraine with aura in 40 percent of patients (Joutel et al., 
1996; Tournier-Lasserve et al., 1993). Migraine is usually 
the presenting symptom, approximately 10 years before 
the other symptoms become apparent. The Notch3 gene is 
involved primarily in the regulation of arterial differentiation 
and maturation of vascular smooth muscle cells (Domenga et 
al., 2004).  Neuronal effects have not been found. Why muta-
tions in this gene would cause migraine is unclear. Because 
of the apparent primarily vascular effects of the gene, the 
CADASIL-migraine relationship may be seen as a support 
for an important contribution of blood vessels to migraine 
pathogenesis, although there is no direct evidence for this 
hypothesis. Alternatively, cerebral ischaemia may serve as a 
focus for CSD, which would then set off migraine aura and 
migraine attacks.

Notch3 CADASIL mouse models are available, but do 
not seem to express a CADASIL-like cerebral phenotype. 
This is true for both a conventional transgenic mouse model, 
over-expressing mutant Notch3 in vascular smooth muscle 
cells (Ruchoux et al., 2003), and a R142C knock-in mouse 

model (Lundkvist et al., 2005). The former model showed 
compromised cerebrovascular reactivity and impaired CBF 
autoregulation probably due to decreased relaxation or 
increased resistance of cerebral vessels. Studying both neu-
ronal and vascular changes in these mice may prove invalu-
able in further dissection of the triggering mechanisms for 
migraine attacks.

M. Vascular Retinopathy and Migraine

A rare syndrome, clinically characterized by a combination 
of cerebroretinal vasculopathy, Raynaud phenomenon, migraine, 
pseudotumour cerebri, and variable other forms of vascular dys-
function, has been linked to chromosome 3p21 in three families 
(Ophoff et al., 2001; Terwindt et al., 1998a). Migraine is clearly 
part of the syndrome (Hottenga et al., 2005). Identification of the 
responsible gene for this neurovascular syndrome will evidently 
be important for a wide range of vascular disorders, including 
the pathogenesis of migraine.

N. Other Candidate Genes 
and Loci for Migraine

1. Linkage Studies

A number of genome-wide linkage studies have found 
significant or suggestive linkage for migraine and non-FHM 
loci, two of which have been replicated in independent sam-
ples. Linkage to chromosome 6p12.2-p21.1 in a large family 
with migraine with and without aura from northern Sweden 
(Carlsson et al., 2002) was confirmed in Australian patients 
(Nyholt et al., 2005), albeit with low evidence for linkage. 
Linkage to 4q24 in 50 Finnish families with migraine with 
aura (Wessman et al., 2002) was confirmed in a study in 
289 Icelandic patients with migraine without aura (Bjorns-
son et al., 2003); both the Finnish and Icelandic populations 
are considered genetic isolates. Other migraine loci that have 
been found, but not yet replicated, are 1q31 (Gardner et al., 
1997), 11q24 (Cader et al., 2003), 14q21.1-q22.3 (Soragna 
et al., 2003), 15q11-q13 (Russo et al., 2005), and Xq24-28 
(Nyholt et al., 1998). The variety in loci reported is probably 
a reflection of the genetic heterogeneity of migraine.

2.  Linkage Studies Using Quantitative Trait and 
Trait Component Analyses

Nyholt and colleagues (Lea et al., 2005a; Nyholt et al., 
2005) used a quantitative trait analysis in 790 independent sib-
pairs, selected from a large Australian sample of 12,245 twins, 
that were concordant for LCA migraine class. They found sig-
nificant linkage on chromosome 5q21 for a severe migraine 
phenotype with pulsating headache. Interestingly, they also 
found certain loci for specific migraine characteristics such 
as phonophobia, photophobia, nausea/vomiting, and pulsating 
quality of the headache, again with low evidence for linkage.



454 Migraine as a Cerebral Ionopathy with Impaired Central Sensory Processing

A Finnish study used the individual clinical symptoms 
of migraine (trait component analysis) to determine affec-
tion status in genome-wide linkage analyses of 50 migraine 
 families (Anttila et al., 2006). The previously identified 
chromosome 4q24 locus (Wessman et al., 2002) now was 
found to link to several traits. Novel loci were identified 
for pulsation trait on 17p13, an age at onset trait on 4q28, 
and a trait combination phenotype (International Headache 
Society full criteria) on 18q12. Furthermore, suggestive or 
nearly suggestive evidence of linkage was observed for pho-
nophobia and aggravation by physical exercise. The use of 
symptom components of migraine rather than the full end 
diagnosis is a promising novel approach to stratify samples 
for genetic studies.

How relevant linkage findings for individual symptoms 
are, however, remains to be proven. It is reasonable to sug-
gest that such findings might reflect only general sensitivities 
rather than migraine-specific relationships. That is, patients 
showing linkage, for example to the photophobia gene locus 
might show a tendency for photophobia under a variety of 
conditions (e.g., influenza or stomach pain). Another exam-
ple is, how relevant would it be for the understanding of the 
pathogenesis of myocardial infarction and the development 
of preventive treatments for this disease, to find the gene for 
pain irradiating into the left arm? Another critical point is that 
migraine patients usually show a variable and changing pat-
tern of symptoms over their lifetime. For instance, they may 
have severe nausea and vomiting together with aura as part 
of their migraine attacks at young age, may “lose” the aura 
and vomiting in their twenties to have attacks of migraine 
without aura, to end up with attacks of isolated aura’s with-
out headache or other associated symptoms. It seems that the 
presence of the individual clinical characteristics are time-
locked rather than gene-locked, and that asking the patient 
for their symptoms may give different answers when asked 
at different stages in life.

3. Association Studies

In complex diseases, multiple genes are expected to 
 contribute to the phenotype. Each gene has only a limited 
contribution. Finding such genes by using the classical link-
age in family material with common forms of migraine may 
therefore be difficult. Association studies are considered 
a powerful alternative to detect genes if they confer mod-
erate to high increased susceptibility to disease. However, 
there are a number of important pitfalls when conducting 
such studies. Many association studies in migraine have, 
for example, been conducted with insufficient sample sizes, 
inadequate definition of patients, inadequate control sam-
ples, and most importantly, replication in a separate study. 
Detailed overview of the numerous association studies in 
migraine have been published (Montagna et al., 2005). The 
latter review (Montagna et al., 2005) also provides an excel-
lent overview of the many association studies that have been 

done on the relationship between migraine and genes for 
dopamine receptors and genes involved in the metabolism 
and transportation of serotonin (5-HT). In brief, none of the 
associations have been convincingly replicated. Here, we 
shall discuss only briefly those associations that have been 
replicated at least once.

The enzyme 5,10-methylenetetrahydrofolate reductase 
gene (MTHFR) plays a role in maintaining homocysteine 
levels. An association between the C677T variant in MTHFR 
and migraine with aura has been found in several clinic-based 
(and therefore selected) study populations (Kara et al., 2003; 
Kowa et al., 2000; Lea et al., 2004; Oterino et al., 2004) but 
also, and most importantly, in a large sample taken from the 
general population (Scher et al., 2006). This makes MTHFR 
the first migraine risk gene at the population level. The asso-
ciation was found to be enhanced in the presence of another 
variant (A1298C) in the same gene (Kara et al., 2003), and in 
combination with an angiotensin I-converting enzyme (ACE) 
DD/ID genotype (Lea et al., 2005b). If replicated, this would 
indicate also the first gene–gene interaction to be involved 
in modulating the risk for migraine. Other replicated asso-
ciations, but only in selected clinic-based samples, include 
associations with a progesterone receptor (PGR) Alu inser-
tion in two independent populations (Colson et al., 2005); the 
estrogen receptor 1 (ESR1) in two independent populations 
for the G594A polymorphism (Colson et al., 2005), although 
Oterino and colleagues (2006) found an association only for 
 the G325C polymorphism (3-fold increased risk) but not for 
the G594A polymorphism; the tumor necrosis factor gene 
 in two separate studies (Rainero et al., 2004; Trabace et al., 
2002); and variants in the ACE (Kowa et al., 2005; Lea et al., 
2005b; Paterna et al., 2000). Remarkably, in one study the 
ACE-DD variant seemed to have a slight protective effect 
against migraine in male patients (Lin et al., 2005). Also for 
ESR1 and PGR variants a synergistic effect increasing the 
risk for migraine has been observed (Colson et al., 2005).

VII. Conclusions

Migraine is a highly prevalent, multifactorial, episodic 
disorder of the brain, with high impact on patients and soci-
ety. Changes within the trigeminocervical complex and tri-
geminovascular system, mainly leading to abnormal central 
sensory processing, are crucial pathophysiological mecha-
nisms of the migraine attack. Interfering with these neuro-
vascular mechanisms offers new avenues for novel specific 
acute treatments of the migraine attack, hopefully not asso-
ciated with potential cardiovascular complications.  Effective 
and well-tolerated treatments to prevent attacks, rather than 
abort once started, are dearly needed. New insights into 
the genetics and molecular biology of the migraine trigger 
threshold suggest that migraine might be a cerebral ionopa-
thy resulting in enhanced propensity for CSD as a  potential 
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triggering mechanism for migraine aura and possibly other 
symptoms of the attack. Similar mechanisms might be 
involved in changing the modulatory role of the trigemi-
nocervical complex on central trigeminal pain and other 
sensory signal transmission. Pharmacological interventions 
aimed at normalizing the disturbed ion homeostasis might 
offer new avenues for the development of novel specific 
migraine prophylactic treatments.
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I. Introduction

The inherited peripheral neuropathies, now collectively 
called Charcot-Marie-Tooth (CMT) disease, were first 
described in 1886 by Charcot and Marie in France and inde-
pendently by Tooth in England (Charcot & Marie, 1886; 
Tooth, 1886). These neurologists recognized that individu-
als with this disease shared a similar clinical phenotype, 
including weakness and atrophy of muscles innervated 
by the  peroneal nerve and a characteristic foot deformity. 
In addition, they also noted that the disease clustered within 
families, suggesting that it had a genetic etiology. Dejerine 
and Sottas (1893) further extended the phenotype of CMT 
 disease to include patients with particularly severe motor 

and  sensory deficits with onset in infancy, and Roussy and 
Levy (1926) identified cases of CMT in which the patients 
had both tremor and ataxia.

With the advent of reliable techniques to measure the 
conduction velocity of human peripheral nerves, Dyck and 
Lambert (1968) and Harding and Thomas (1980a,b) dem-
onstrated that patients with CMT could be divided into two 
clinical groups: one with relatively slow nerve conduction 
velocities and pathological evidence of demyelination, 
which they called CMT type 1; and a second with relatively 
normal nerve conduction velocities and pathologic evidence 
of axonal degeneration, which they designated CMT type 
2. Patients in both groups, however, had atrophy, weakness, 
and sensory loss, predominantly in the distal legs, which had 
developed during the first two decades of life, and which 
segregated predominantly as an autosomal dominant trait.

Linkage studies using minor blood group antigen poly-
morphisms to identify the genetic etiology of CMT were 
first carried out by Bird and coworkers (1982), who showed 
that a gene causing CMT type 1 in several large families 
was linked to the Duffy blood group locus on chromosome 
1. Interestingly, linkage studies using DNA polymorphisms 
(Lupski et al., 1991; Raeymaekers et al., 1991) demonstrated 
that the most common form of CMT type 1, renamed CMT1A, 
was caused by a 1.4 Mb duplication on the short arm of chro-
mosome 17, which included a region containing the myelin 
structural gene, PMP22. Deletion of this same region, in con-
trast, was found to cause hereditary neuropathy with liability 
to  pressure  palsies (HNPP) (Chance et al., 1993), an inherited 
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condition in which individuals are susceptible to  episodes 
of focal weakness and sensory loss due to small areas of 
demyelination from minor trauma. An inherited neuropathy 
caused by a genetic defect in the major myelin structural 
protein, myelin protein zero (MPZ), which had been mapped 
to the short arm of chromosome 1 also was soon identified 
(Hayasaka et al., 1993) and renamed CMT1B. In fact, this 
same genetic defect also was found in the families initially 
described by Bird and colleagues in which the disease gene 
had been linked to  chromosome 1 and the Duffy blood group 
locus. Finally, the gene locus of an X-linked form of CMT, 
now renamed CMTX1, was mapped, and mutations  identified 
in the GJ1 gene encoding the gap junction protein, connexin 
32 (Cx32) (Bergoffen et al., 1993).

Over the last 10 years, more than 30 genes have been 
identified that cause inherited neuropathy (www.molgen.
ua.ac.be/CMTMutations/), most of which, surprisingly, are 
not uniquely expressed in peripheral nerve. These include 
genes involved in myelination, genes involved in vesicular 
transport, genes involved in mitochondrial  function, and 
genes involved in axonal transport, suggesting that the 
peripheral nervous system is particularly vulnerable to a 
wide range of genetic insults. Although the reasons for 
this vulnerability are not known, they are likely a result of 
the set of unique biological and physiological processes in 
the peripheral nervous system. The biological background 
 relevant to the function of the peripheral nervous system 
is thus reviewed in the  following section.

II. Biological Background

Most peripheral nerves contain both motor and sensory 
axons enclosed within a single nerve sheath or epineurium. 
Within this sheath, however, groups of motor and sensory 
axons are further enclosed within smaller diameter tubu-
lar structures, called endoneurium. During development, 
Schwann cell precursors from the neural crest migrate out 
and contact the developing peripheral axons (Harrison, 
1924; Le Douarin & Dupin, 1993) where they ensheath 
them in bundles. These Schwann cells further differentiate 
into myelinating or nonmyelinating Schwann cells. Dur-
ing this process of “radial sorting” (Webster, 1993), cells 
 destined to become myelinating Schwann cells establish a 
one-to-one association with axons, the promyelinating stage 
of Schwann cell development, and then initiate the program 
of myelination. This includes concentric wrapping of the 
axon by the Schwann cell membrane and transcription of 
a set of myelin-specific genes (Scherer, 1997; Webster, 
1993). In contrast, cells destined to become nonmyelinat-
ing Schwann cells do not establish a one-to-one relationship 
with axons, continue to ensheath bundles of axons, and do 
not activate this set of myelin-specific genes (Mirsky & Jessen, 
1996; Webster, 1993).

Interestingly, the choice whether or not to become a 
myelinating Schwann cell is directed by the axon, at least 
in part, by means of a signal-transduction cascade activated 
on the Schwann cell surface by an axon-associated form of 
 neuregulin-1 (Nave, 2006; Taveggia et al., 2005). For this 
reason all immature Schwann cells are essentially equipo-
tent, and have the potential to become either myelinating or 
nonmyelinating cells, depending on the input from the inter-
acting axon. In addition, interruption of Schwann cell-axonal 
contact, as during the process of Wallerian degeneration, can 
reverse the differentiation process, returning the Schwann to 
an immature phenotype (Scherer et al., 1997).

One of the major functions of the myelin sheath is to 
increase axonal conduction velocity without a signifi-
cant increase in axonal diameter. This is accomplished by 
 saltatory conduction (from the Latin, saltare, to hop or 
dance). During this process nerve impulses jump between 
the electrically excitable regions of the axon, called nodes 
of Ranvier, where a high density of voltage-sensitive sodium 
channels are clustered between the electrically insulated 
areas ensheathed by myelinating Schwann cells. Conduction 
velocity of an axon is determined both by the length of the 
average myelin internodal segment and the diameter of the 
myelinated fiber. Because most peripheral nerves are mixed, 
carrying both sensory and motor fibers, their axon popula-
tions contain both large and small diameter myelinated axons 
with differing conduction velocities. The average conduction 
velocity for such a mixed nerve is thus determined by the 
speed of its largest diameter, fastest conducting myelinated 
fiber population (Siegel, 2006).

Recent investigations of myelinated axons and their 
nodes of Ranvier have demonstrated a surprising structural 
complexity (Arroyo & Scherer, 2000; Kazarinova-Noyes & 
Shrager, 2002; Rasband et al., 2006; Salzer, 2003). As can 
be seen in Figures 29.1, 29.2, and 29.3, the myelin sheath 
consists of two separate subdomains, one compact, the other 
noncompact, each of which contains a unique, nonoverlap-
ping set of protein constituents. In the compact region the 
myelin structural proteins MPZ, PMP22, and MBP are 
localized to either the major dense- or intraperiod-lines of 
the two dimensional repeating myelin structure. The adja-
cent noncompact region of myelin is also composed of two 
subdomains, called the paranode and the juxtaparanode. The 
paranodal region consists of loops of Schwann cell  membrane 
attached to the underlying axonal surface by tight junctions 
(sometimes called axo-glial junctions) and to themselves by 
reflexive gap junctions, which together act to electrically 
insulate the axon.

The paranodal region of the Schwann cell membrane 
contains Cx32, which makes up the reflexive gap junctions, 
Neurofascin 155, which is part of the Schwann cell portion of 
the axo-glial junction, and MAG; the underlying axonal sur-
face, in contrast, contains Neurofascin 186, Caspr, Contactin 
and βIVspectrin, all of which are involved in the structure of 
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the axonal side of the axo-glial junction. The juxtaparanodal 
region, the portion of Schwann cell and underlying axonal 
membrane adjacent to the paranode, contains potassium 
channels and Caspr 2, both expressed on the axonal surface. 
The organization of the nodal region, at least in the peripheral 
nervous system, is clearly regulated by Schwann cell contact 
with the axonal surface, probably through the Schwann cell 
protein gliomedin interacting with the axonal protein Neu-
rofascin 186 (Eshed et al., 2005). These complex cellular 

structures formed by myelinating Schwann cells and their 
axons are analogous in many respects to the neuromuscular 
junction formed between motor axons and muscle cells; both 
are highly ordered multicomponent systems formed by the 
interaction of two distinct cell types in order to carry out a 
specific biological function related to nerve transmission.

Nerve development and associated Schwann cell differenti-
ation, myelination, and its maintenance, and the establishment 
of an electrically insulated node of Ranvier capable of salta-
tory conduction provide at least in part, a biological framework 
for understanding the pathogenesis of all types of peripheral 
neuropathy, including CMT. In fact, one might anticipate that 
inherited peripheral neuropathies would be caused by mutations 
that alter crucial aspects of this biological process, such as the 
critical interactions between Schwann cells and their axons at 
the paranodal region, or the process of myelin compaction. For 
the purpose of developing rational treatments, each of these 
sites should be  considered potential targets of therapy.

The maintenance and regulation of axonal transport is 
also important for understanding the pathogenesis of periph-
eral neuropathy. Axonal transport is necessary to support 
neuronal and axonal energy metabolism and thus to maintain 
and regulate axonal membrane voltage for saltatory conduc-
tion. Although neurons are polarized cells, some more than 
a meter long, metabolic reactions occur mainly in their cell 
body, so that nutrients and their byproducts must be trans-
ported down to the distal portion of the cell and back by 
the energy-dependent activity of axonal transport. Disrup-
tion of axonal transport thus could lead to neuronal dys-
function, axonal damage, demyelination, and/or neuropathy 
 (Chevalier-Larsen & Holzbaur, 2006; Roy et al., 2005).

Figure 29.1 Graphic representation of Schwann cell differentiation into myelinating and nonmyelinating Schwann cells. 
Myelinating Schwann cells establish one-to-one relationships with axons, concentrically wrapping a single axon.  Nonmyelinating 
Schwann cells, however, do not form a myelin sheath and surround bundles of axons.

Figure 29.2 Electron micrograph of normal mouse sciatic nerve. 
Note the different axonal populations within the nerve, whose composi-
tion reflects the presence of large and small diameter myelinated axons. 
(With permission from de Waegh and Brady, 1990.)
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During the transport process neurons move a wide vari-
ety of cellular constituents including proteins, protein com-
plexes, cytoskeletal elements, lipids, membrane vesicles, 
including synaptic vesicle precursors, endosomes, and lyso-
somes, and organelles such as mitochondria and ribosomes. 
The transport process itself is mediated by the protein motors 
kinesin and cytoplasmic dynein, and takes place on a system 
of microtubular cables, both in the antegrade and retrograde 
directions (Duncan & Goldstein, 2006). Disruption of axo-

nal transport can cause axonal metabolic and energy deficits, 
which can lead to axonal damage and dysfunction, producing 
neurological signs and symptoms (Chevalier-Larsen & Hol-
zbaur, 2006; Roy et al., 2005). One of the hereditary spastic 
paraplegias, for example, SPG10, in which there is dysfunc-
tion the long motor tracts to the legs, is caused by a point 
mutation in the kinesin KIF5A heavy chain gene, demon-
strating that a disruption in axonal transport is the cause of 
this syndrome (Blair et al., 2006: Fichera et al., 2004; Reid 

Figure 29.3 Structural organization of myelinated PNS axons. A. Graphic representation of a myelinated PNS axon highlight-
ing the domains of the nerve in cross section. B. Teased sciatic nerve fiber viewed by confocal immunofluorescence depicting 
axonal domains. The node is stained for βIV-Spectrin (green), the paranodes for Caspr (blue), and the juxtaparanodes for Kv1.1 
(red). (With permission from Salzer, 2003.)
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et al., 2002). In addition, a form of hereditary motor neuron 
disease has recently been identified due to mutation in the 
dynactin-1 gene, encoding one of the proteins that is neces-
sary for cytoplasmic dynein to interact with microtubules, 
again implicating alteration of an axonal transport motor in 
the pathogenesis of this neurodegenerative disease (Jablonka 
et al., 2004; Puls et al., 2005).

Importantly, axonal transport also is altered in both Trem-
bler mice and patients with CMT1A (Brady et al., 1999; 
Sahenk, 1999; Watson et al., 1994), so that an axonal transport 
defect may contribute to axonal degeneration even in demy-
elinating neuropathies. Consistent with this notion, Krajewski 
and coworkers have found that loss of axons rather than slowed 
conduction velocities is the major cause of neurological dis-
ability in patients with CMT1A (Krajewski et al., 2000).

The mechanisms underlying the regulation of axonal 
energy metabolism are also important for understanding the 
pathogenesis of CMT2. Zuchner and colleagues, for exam-
ple, have recently found that the inherited axonal neuropa-
thy CMT2A is caused by mutations in the gene encoding 
mitofusin 2 (MFN2), a protein involved in the regulation 
of mitochondrial fusion (Zuchner et al., 2004; Zuchner & 
Vance, 2006). Mitochondria are known to fuse into syncicial 
chains, presumably in order to redistribute their metabolic 
components such as tRNAs and rRNAs. Mutations in MFN2 
disrupt mitochondrial fusion, and also lead to a reduction 
in mitochondrial ATP synthesis. Interestingly, MFN2 muta-
tions may also alter axonal transport of mitochondria, sug-
gesting that a mitochondrial transport defect may contribute 
to the pathogenesis of CMT2A.

Abnormalities of mitochondrial function also have been 
implicated in several other forms of inherited neuropa-
thy. Mutations in GDAP1, for example, cause CMT4A, an 
autosomal recessive demyelinating neuropathy. GDAP1 is a 
putative glutathione transferase, predominantly expressed 
in neurons and localized to mitochondria, suggesting that 
abnormalities of mitochondrial function are involved in its 
pathogenesis (Pedrola et al., 2005). In addition, mutations in 
the small heat shock proteins HSP27 and HSP22 have both 
been found to cause autosomal dominant forms of CMT2, 
designated CMT2F and CMT2L. Small HSPs like HSP27 
and HSP22 have been shown to protect against H

2
O

2
-medi-

ated cell death (Mehlen et al., 1995), and neuronal cell lines 
transfected with mutant HSP22 or HSP27 showed a reduced 
viability (Irobi et al., 2004). Also, Hsp27 has been shown 
to be directly responsible for a stable mitochondrial mem-
brane potential through an increase and maintenance of the 
reduced form of the redox modulator glutathione. Taken 
together these data suggest that maintenance of axonal 
energy metabolism is important for axonal homeostasis, 
and that alterations in mitochondrial function and/or axonal 
transport of mitochondria can lead to axonal damage and 
neurodegeneration. Manipulating the function of mitochon-

dria and/or axonal transport are thus areas of potential thera-
peutic importance for patients with CMT.

Defects in axonal transport and mitochondrial function 
are not only important for understanding inherited periph-
eral neuropathy, but also have been implicated in the patho-
genesis of a number of other neurodegenerative disorders, 
including Alzheimer disease (AD), Parkinson disease (PD), 
Huntington’s disease (HD), Friedreich’s ataxia (FA), and 
amyotrophic lateral sclerosis (ALS) (Chevalier-Larsen & 
Holzbaur, 2006; Roy et al., 2005). Mutations in the gene 
encoding superoxide dismutase 1 (SOD1), for example, the 
cause the most common type of familial ALS (FALS), pro-
duce an altered SOD1 protein that is abnormally localized 
to mitochondria and decreases its respiratory function, sug-
gesting that altered axonal energy metabolism is involved 
in the pathogenesis of FALS (Pasinelli et al., 2004). The 
defect in FA is in a mitochondrial protein, involved in both 
iron homeostasis and respiration, and the FA mutations can 
cause oxidative stress in affected neurons, leading to axonal 
degeneration and apoptosis (Lodi et al., 2006). In addition, 
several of the known mutations causing familial PD have 
been shown to alter the function of complex I of the respira-
tory chain, implicating a defect in oxidative metabolism in 
the pathogenesis of PD (Savitt et al., 2006). Maintenance of 
axonal transport and axonal energy metabolism is thus likely 
important for preventing many of the most common neuro-
degenerative diseases, as well as CMT. A schematic drawing 
of a myelinated internode is shown in Figure 29.4, and the 
locations where alteration in cellular function could cause 
neuropathy are indicated.

Figure 29.4 Graphic representation of a myelinated axon. Those pro-
teins associated with neuropathy, for example, MPZ, PMP22, and Cx32, are 
depicted in their respective intracellular locations.
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III. The Clinical Phenotypes of CMT1B

Mutations in the gene encoding the major PNS myelin 
protein, myelin protein zero (MPZ), cause the inherited 
demyelinating neuropathy designated CMT1B. To date there 
are over 90 different mutations in MPZ known to cause 
peripheral neuropathy in patients. An initial review of the 
phenotypic spectrum of CMT1B suggested that mutations 
in the MPZ gene could produce a wide variety of clinical 
phenotypes, including congenital demyelinating neuropathy, 
Dejerine-Sotas syndrome (a severe early onset demyelinat-
ing neuropathy), and so-called CMT1B, an adult onset dis-
ease similar to CMT1A. In several recent and more detailed 
 studies of the clinical phenotypes of patients with MPZ muta-
tions, however, these individuals could be divided into two 
distinct phenotypic groups: one with slow nerve conduction 
velocities and onset of symptoms during the period of motor 
development, and a second with essentially normal nerve 
conduction velocities and the onset of symptoms as adults 
(Hattori et al., 2003; Shy et al., 2004). There was essentially 
no clinical overlap between the early onset and late onset 
groups, and both were clinically and physiologically distinct 
from patients with CMT1A caused by a duplication of the 
PMP22 gene region. This is graphically demonstrated in 
 Figure 29.5, in which the nerve conduction velocities of a 
group of CMT1B patients are plotted along with those of 
a cohort of patients with CMT1A.

Although the molecular mechanisms causing these two 
forms of CMT1B are not yet known, these data are important 
since they suggest that MPZ mutations can also be divided into 
two pathogenic groups: one that affects the process of myelina-
tion and/or myelin development, causing delayed motor devel-
opment and slowed nerve conduction velocities; and a second, 

which is associated with clinically normal myelin development 
and normal nerve conduction velocities, but which causes axo-
nal degeneration and weakness in later life. The identification 
of these two distinct clinical presentations of neuropathy in 
patients with MPZ mutations thus has clear implications for 
the molecular and cellular pathogenesis of the disease process, 
as well as for the function of MPZ in myelination.

IV. Myelin Protein Zero (MPZ)

MPZ, a transmembrane protein of 219 amino acids, is 
a member of the immunoglobulin supergene family. It has 
a single immunoglobulin-like extracellular domain of 124 
amino acids, a single transmembrane domain of 25 amino 
acids, and a single cytoplasmic domain of 69 amino acids 
(Lemke & Axel, 1985; Uyemura et al., 1995). MPZ is also 
post-translationally modified by the addition of an N-linked 
oligosaccharide at a single asparagine residue in the extra-
cellular domain, as well by the addition of sulfate, acyl, and 
phosphate groups (D’Urso et al., 1990; Eichberg & Iyer, 
1996).

MPZ, like other members of the immunoglobulin super-
family, is a homophilic adhesion molecule (Filbin et al., 
1990). Heterologous cells expressing MPZ adhere to each 
other in an in vitro cell interaction assay (Xu et al., 2001); 
absence of MPZ expression in vivo in MPZ knockout mice 
produces poorly compacted myelin sheaths (Giese et al., 
1992). Interestingly, overexpression of MPZ also disrupts 
myelination by inhibiting Schwann cell wrapping of axons, 
also consistent with an adhesive function for the protein. 
Glycosylation and acylation of MPZ are also necessary for 
adhesion, since acylation at cysteine residue 153 (Gao et al., 

Figure 29.5 Correlation between nerve conduction velocity (NCV) and early or late onset phenotypes for patients with 
MPZ mutations. Areas in gray represent the mean NCV ± SD for CMTIA patients described by Laura et al., 2003.
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2000), formation of the C21-C98 disulfide bond (Zhang & 
Filbin, 1994), and glycosylation at asparagine residue 93 
(Filbin & Tennekoon, 1993) are each necessary for MPZ-
mediated adhesion in vitro. In addition, alteration of glyco-
sylation at asparagine 93 also causes peripheral neuropathy 
in patients. Taken together, these data demonstrate that MPZ 
plays an essential role in myelination, probably by holding 
together adjacent wraps of myelin membrane through MPZ-
mediated homotypic interactions. A schematic diagram of 
MPZ and the location of a number of its known mutations is 
shown in Figure 29.6.

Consistent with its role as an adhesion molecule, crystal-
lographic analysis of the extracellular domain of rat MPZ 
demonstrates that it forms a compact sandwich of beta-sheets 
held together by a disulfide bridge, similar to that of other 
members of the Ig-superfamily. In the crystal structure each 

Ig-domain monomer interacts by way of a four-fold inter-
face to form a homotetramer, a doughnut-like structure with 
a large central hole, as well as by way of a separate adhe-
sive interface. This structure suggests that MPZ monomers 
interact within the plane of the Schwann cell membrane to 
form a lattice of homotetramers, which in turn could interact 
with similar structures on the opposing membrane surface 
to mediate myelin  compaction (Shapiro et al., 1996) as is 
shown in Figure 29.7.

This model of MPZ structure thus suggests that muta-
tions in MPZ could cause neuropathy by altering pro-
tein–protein interactions at one of these two major 
crystallographic interfaces, thereby inhibiting homotypic 
adhesion. Supporting this notion, some MPZ mutations in 
critical residues cause either early or late onset neuropa-
thy, as shown in Table 29.1. In addition, mutations that 
are known to alter glycosylation, such as N93S or T95M 
(Blanquet-Grossard et al., 1996) and homotypic adhesion 
cause peripheral neuropathy. There is little correlation, 
however, between the clinical phenotype of patients and 
the location of the MPZ mutation. In addition, mutations 
in the cytoplasmic domain of the protein can also abol-
ish MPZ-mediated adhesion in vitro, and can cause neu-
ropathy in patients (Xu et al., 2001). The simple structural 
model of MPZ-mediated adhesion derived from the crystal 
structure of the extracellular domain of the protein is thus 
probably incomplete. 

Consistent with a more complex model of MPZ struc-
ture and function, the cytoplasmic domain of MPZ is also 

Figure 29.6 Graphic representation of the secondary structure of MPZ 
highlighting those residues associated with early (red) and late (blue) onset 
neuropathy. Note the numbering system for the mutations does not include 
the 29 amino acid leader peptide that is cleaved before insertion into the 
myelin sheath.

Figure 29.7 Tetrameric assembly of MPZ. The extracellular domains 
of MPZ form homotetramers in cis (A) and each homotetramer interacts 
in trans with another homotetramer on the opposing membrane surface (B, 
perpendicular view; C, side view). (With permission from  Shapiro et al., 
1996.)
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 necessary for MPZ-mediated homotypic adhesion. Deletion 
of 28 amino acids from the carboxy-terminus of the protein 
abolishes adhesion in vitro (Filbin et al., 1999), and nonsense 
mutations within the cytoplasmic domain cause particularly 
severe forms of demyelinating peripheral neuropathy in 
patients (Mandich et al., 1999). Interestingly, coexpression 
of an MPZ truncated within the cytoplasmic domain with 
a wild-type MPZ in heterologous cells also inhibits MPZ-
mediated adhesion, suggesting that the cytoplasmic domains 
can interact or can influence the structure and function of 
the extracellular domain. A PKC substrate motif, RSTK, 
located between amino acids 198 and 201 of the cytoplas-
mic domain, is also necessary for MPZ-mediated adhesion 
in vitro, and mutation of this residue in a patient causes 
 peripheral  neuropathy (Xu et al., 2001).

In addition, we have also found that both RACK1, an acti-
vated PKC binding protein, and a 65 kDa protein identified 
through a yeast two-hybrid screen (p65), interact with the cyto-
plasmic domain of MPZ (Hrstka et al., 2004; In press, 2007) to 
phosphorylate MPZ at its PKC substrate motif. Phosphoryla-
tion is necessary for MPZ-mediated adhesion in vitro. Although 
the mechanisms by which the cytoplasmic domain regulates 
homotypic adhesion are not known, MPZ clearly participates 
in an adhesion-mediated signal transduction cascade, similar 
to that of other adhesion molecules such as the cadherins and 
the integrins by interacting with the cell cytoskeleton. A model 
of the protein interactions within the cytoplasmic domain of 
MPZ are shown schematically in Figure 29.8.

The absence of MPZ expression not only disrupts myelin 
compaction, but it also causes dysregulation of myelin-spe-
cific gene expression and abnormalities of myelin protein 
localization in Schwann cells (Menichella et al., 2001; Xu 
et al., 2000). MPZ thus has two separate functions in the 
peripheral nervous system. The first, a predominantly struc-
tural function, is to hold together adjacent wraps of myelin 
membrane through MPZ-mediated homotypic interactions. 
The second, a regulatory function, perhaps mediated by a 
MPZ signal transduction cascade, is to modulate the pro-
cess of myelin assembly and/or myelin maintenance. The 
clinical phenotype of patients with mutations in MPZ thus 
also might be expected to reflect these two separate roles of 
 protein function.

V. Cellular and Molecular Mechanisms of 
Neuropathy Caused by MPZ Mutations

The cellular and molecular mechanisms underlying the 
clinical phenotypes of CMT1B currently are not well under-
stood, but there are a few reasonable possibilities. The late 
onset MPZ mutants could exert their cellular effects by 
 altering the process of axonal transport and/or axonal energy 
metabolism. Individuals with late onset mutations have 
essentially normal nerve conduction velocities, so that the 
structure of their nodes of Ranvier must be relatively intact, 
and their saltatory conduction must occur normally. Interac-
tions between their Schwann cells and axons, however, are 
likely disturbed, since patients develop a length-dependent 
axonal neuropathy, in spite of the fact that MPZ is expressed 
only in myelinating Schwann cells. This could be a direct 
consequence of altered myelin structure on myelinated axons; 
it also could be, however, an indirect effect due to changes 
in the MPZ-mediated signal transduction cascade, altered 
myelin turnover, or abnormalities of myelin  remodeling or 
repair. Consistent with this interpretation, we have identi-
fied a patient with an R198S mutation, located within the 
intracellular PKC recognition site of MPZ that alters both 
MPZ-mediated signal transduction and homotypic adhesion, 
and causes a mild, late onset neuropathy.

In contrast, early onset mutants probably interfere with 
the process of myelin development. This could be due to 
more severe abnormalities of myelin structure, leading to 
dysmyelination, demyelination or Schwann cell damage. 
In addition, early onset mutants could have dominant nega-
tive or gain of function properties due to protein misfolding 
or altered protein interactions. Wrabetz and coworkers, for 

Figure 29.8 Graphic representation of the MPZ mediated signal 
transduction cascade. The cytoplasmic domain of MPZ facilitates 
homotypic adhesion through interactions with p65, RACK 1, and PKC-
α, ultimately resulting in the phosphorylation of two serine residues, 
199 and 204. (Schematic courtesy of J. Lilien and J. Balsamo, University 
of Iowa.)
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Table 29.1 Patient Mutations Disrupting
 cis/trans Homotypic Interactions

A) Mutations Affecting The Four-Fold Interface (cis)

 Early Onset: R69C, R69H, R69S
 Late Onset: S15F, E68V, R69H

B) Mutations Affecting The Adhesive Interface (trans)

 Early Onset: S49L, H52R
 Late Onset: D46V, A47V, H52R
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example, have demonstrated that mice expressing the S34C 
mutation, causing early onset CMT1B in patients, have 
compact myelin that likely incorporates the mutant protein, 
but have abnormal myelin packing compared to wild-type 
animals (Wrabetz et al., 2006). In addition, Kirschner and 
coworkers have found myelin packing abnormalities in nerve 
biopsies from patients with both early and late onset forms 
of CMT1B (Kirschner et al., 1996; Kirschner et al., submit-
ted), suggesting that mutant forms of MPZ are incorporated 
into the myelin sheath and alter myelin structure in patients 
with both clinical phenotypes.

As noted earlier, the pathogenesis of an MPZ mutation 
depends, at least in part, on its ability to be transported to 
the cell surface and incorporated into the myelin sheath. 
In order to identify the ability of mutant MPZs to be trans-
ported to the cell surface, we and others have analyzed MPZ 
expression in a heterologous cell transfection assay. cDNAs 
encoding the mutant proteins or controls were fused at the 
carboxy-terminus to a green fluorescent protein (GFP) 
cDNA and the construct transfected into Cos7 or HeLa cells. 
The location of the mutant fusion protein was then identi-
fied by fluorescence microscopy. As can be seen in Figure 
29.9, some mutant proteins, such as R69C associated with 
an early onset phenotype, are retained within the cell, prob-
ably within the ER. Some mutant proteins, however, can be 
transported to the cell surface in this assay, and thus could be 
incorporated into the myelin sheath. These include one from 
the early onset group, H52R, and two from the late onset 
group, H10P and T95M. Interestingly, expression of the 
mutant proteins does not alter the transport of the wild-type 
proteins in this assay, suggesting that interactions between 
wild-type and mutant MPZ within the cell are unlikely to 
play a role in disease pathogenesis.

VI. R69C Mutation

Analysis of a nerve biopsy specimen from a patient 
with early onset neuropathy caused by the R69C mutation, 
shown in Figure 29.10, demonstrates absence of the large 
myelinated fiber population, uniformly myelinated inter-
nodes that are shorter than normal, but also with  significant 
evidence of demyelination and/or remyelination. Nerve 
conduction velocities in this patient are very slow, and 
motor and  sensory amplitudes are reduced (Bai et al., 2006). 
These findings strongly suggest that the R69C mutation 
has a major cellular effect on myelin development, rather 
than on myelin maintenance. Since the R69C  protein is not 
transported to the cell surface in our transfection assay, 
its effect on myelination may be due to a gain of function 
mechanism. Interestingly, the myelin sheath looks mor-
phologically normal in smaller myelinated axons from this 
same patient, and immunoelectron microscopy of MPZ 
expression in these Schwann cells is also normal. Perhaps 

the level of R69C protein expression is important for its 
 pathogenesis: high levels of expression in large myelinated 
fibers cause Schwann cell apoptosis; lower levels of expres-
sion in smaller myelinated fibers can be incorporated into 
the myelin sheath, which looks  morphologically normal, 
although shorter than  wild-type.

VII. H10P Mutation

Recently we have obtained peripheral nerve samples 
at autopsy from a patient with an H10P mutation (see 
Figure 29.11). This mutation causes a late onset axo-
nal degeneration, but without significant effect on nerve 
conduction velocities. Consistent with the clinical and 

Figure 29.9 Cell surface expression of mutant MPZ proteins. Cos7 
cells transiently transfected with MPZ-fluorescent fusion proteins (green) 
and stained with anti-calnexin antibody (red). Wild-type MPZ and 3 out 
of 4 mutants (one early onset, H52R, and two late onset, H10P and T95M) 
are transported to the cell surface, whereas the early onset mutant, R69C, is 
not. Colocalization of R69C with calnexin indicates ER retention (yellow). 
(Unpublished data, J. Kamholz, Wayne State University.)
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 electrophysiological phenotype, the peripheral nerve 
myelin from this patient appears normal at the light micro-
scopic level. There are, however, numerous large axo-
nal swellings, mainly at the paranodal regions, as well as 
increased numbers of Schmidt-Lantermann inscisures (Li 
et al., 2006). In addition, a proteinaceous material that con-
tains MPZ has accumulated between the abaxonal surface 
of the Schwann cell and the axon, suggesting an abnormal-
ity of myelin maintenance or MPZ turnover. Interestingly, 
antibodies raised to an  N- terminal peptide with an H10P 
mutation recognize the mutant peptide but not its wild-type 
counterpart  (unpublished data), suggesting that the H10P 
mutation alters the structure of the N-terminus of MPZ. 
This mutant structure could lead to abnormal MPZ interac-
tions, a change in myelin packing, and altered myelin pro-
tein turnover.  Neither how the cell recognizes this altered 
myelin structure nor how it subsequently causes axonal 
degeneration is  currently understood.

VIII. Summary and Conclusions

In this chapter we have summarized the history and biologi-
cal background of inherited demyelinating peripheral neuropa-
thy, and described what is currently known of the pathogenesis 
of CMT1B, caused by mutations in myelin protein zero (MPZ). 
From this analysis, we believe there are four key findings cur-
rently relevant to understanding the pathogenesis of CMT1B. 
The first is the molecular description of the developmental 
pathway of Schwann cell  differentiation and myelination, and 
the identification of the key molecules involved in the regula-
tion of this process. The second is the description of the crystal 
structure of the extracellular domain of MPZ, and the demon-
stration that MPZ is a homotypic adhesion molecule. The third 
is the identification of a large cohort of more than 90 patients 
with MPZ  mutations. The fourth, and perhaps most important, 
is the finding that patients with MPZ mutations can be divided 
into two phenotypic classes, early and late onset, suggesting 

Figure 29.10 Nerve biopsy results from patient with R69C mutation. 
Toluidine blue staining of a 20-year-old sural nerve biopsy demonstrates the 
formation of onion bulbs, indicating chronic demyelination and remyelin-
ation (A). Similar staining of a recent biopsy sample from the other sural 
nerve demonstrates analogous axonal loss and pathology (B). (With per-
mission from Bai et al., 2006.)
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Figure 29.11 Autopsy results from peripheral nerve samples of patient 
with H10P mutation. Toluidine blue staining of lumbar dorsal root (B) and 
tibial nerve (D) of H10P patient indicate a reduction in density of myelin-
ated nerve fibers in addition to several enlarged nerve fibers (B) and for-
mation of regenerative clusters (D), compared to control sciatic nerve (A). 
Teased fiber analysis of H10P nerve demonstrates the segmental nature of 
the enlargement (C). These enlargements were found by EM to be associ-
ated with an accumulation of amorphous material in the intralaminar (E) 
and periaxonal spaces (F). (With permission from Li et al., 2006.)
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that an abnormality of either myelin development or axonal/
glial interactions is the cause of CMT1B neuropathy.

Of these four key findings, two focus on a detailed analy-
sis of the molecular biology of MPZ and nerve development, 
and the other two focus on the identification of patients with 
MPZ mutations and their careful clinical and  physiological 
evaluation. Elucidation of the molecular pathogenesis of 
CMT1B, and probably most inherited diseases, thus requires 
advances in the molecular and cellular biology of the 
affected gene or protein, as well as in the clinical descrip-
tion and natural history of the disease. This amalgamation 
of hypothesis-driven cellular and molecular biology research 
with the more descriptive clinical evaluation of patients is 
not only important for understanding the pathogenesis of the 
disease process, but also, more importantly, for monitoring 
the results of new treatments for the disease. A truly work-
able molecular medicine enterprise for the future will thus 
require a close collaboration of molecular biologists with an 
interest in disease mechanisms and clinicians with an  interest 
in molecular and cellular biology.
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I. Introduction

Multiple sclerosis, the most frequent inflammatory demyelin-
ation disease, provides an extremely complex clinical and histo-
logical picture. The variegated neurological defects are caused by 
circumscript lesions, which are distributed throughout the white 
matter of the central nervous system (CNS), and which are char-
acterized by inflammatory and degenerative changes. There is 
prominent inflammation with round cell infiltrates, local edema 
formation, and glial  activation. At the same time the MS lesion 
presents with destruction of myelin sheaths and myelin forming 
oligodendrocytes, as well as with degeneration of the local axons.

There is evidence that these seemingly incoherent 
changes ultimately are caused by an autoimmune attack, 
where brain-specific T cells are led to attack the body’s own 
brain. This  autoimmune pathogenesis raises numerous ques-
tions, most of them directly relevant for diagnosis and treatment 
of the disease. For example, which is the origin of the autoim-
mune T cells? Where do they come from, and in which cir-
cumstances are they entering the brain? How can they mount 
an immune attack in the CNS, which is reputed to suppress 
immune responses within its own confines? How do the auto-
aggressive T cells interact with local CNS cells, and how do 
they finally trigger a pathogenic cascade, which ends up in 
degeneration of myelin structures and neuronal processes? 
And, most importantly, will it be possible to interrupt thera-
peutically the autoimmune attack specifically and at an 
early stage?

This chapter attempts to summarize our present insight in 
the immune mechanism of MS and to answer the questions 
raised as far as presently possible.

II. Autoimmunity versus Self-Tolerance

If we weigh the possibility that MS ultimately is caused 
and driven by an autoimmune reaction, it is crucial to 
know the mechanisms by which the immune system nor-
mally tolerates self tissues, and in which circumstances 
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it initiates an attack against the own organisms. Indeed, 
the capacity of distinguishing between self (i.e., compo-
nents of the organism) and potentially dangerous nonself, 
is a hallmark of multicellular organisms. All along the 
evolutionary phyla self–nonself discrimination is found 
in different versions. In vertebrates, it is the immune sys-
tem, which must distinguish most sharply between self, 
desirable components of the own body, and nonself struc-
tures. Immune responses react against foreign, potentially 
dangerous invaders with the ultimate aim to destroy and 
eliminate them; at the same time, however, they tolerate 
the organism’s own cells and tissues.

The immune system learns to distinguish between self and 
potentially dangerous nonself structure in primary immune 
organs, the site, where the mature immune repertoires are 
generated. T cells learn self-tolerance in the thymus, B cells, 
instead, in the bone marrow. During T and B cell differentia-
tion, the maturing cells go through cellular milieus, where 
they are confronted with stromal cells, which present  a spec-
trum of organ-specific self antigens, which grossly represent 
the universe of tissue specific self-antigens found on the 
body’s different organs and tissues. Each encounter between 
a young T cell and these stromal cells contributes to immu-
nological self-tolerance.

Although in the case of B cell tolerization these processes 
remain still largely obscure, there is an emerging picture of 
intrathymic tolerization of T cells (Kyewski & Klein, 2006). 
The thymus is the site where the diverse T cell receptor rep-
ertoire is created, and, implicitly, where self-tolerance is gen-
erated. Both processes are the results of contact interactions 
between the T cell on the one side, and the stromal cells—
thymus epithelium and thymic dendritic cells (DCs)—on the 
other (Ladi et al., 2006). In a first step, T cells develop in 
the cortex to reach a stage close to maturity. At this point the 
“pre-T cell” population includes many self-reactive clones, 
cells that have receptors reacting against structures of regu-
lar tissues. Most of these self-reactive T cells are purged out 
in a subsequent step of maturation, when they leave the cor-
tical milieus and enter into the thymic medulla. In this new 
milieu, the fresh T cells encounter now medullary epithelial 
cells and DCs, which again, like cortical epithelium, expose 
on their surface self antigens. But in the medulla, exposure 
of T cells to self antigens results in physical elimination of 
the self-recognizing T cells.

At this point, the emerging T cell repertoire is purged of 
potentially hazardous self-reactive T cells. However, where 
would the many autoantigens come from? Medullary epithe-
lial cells form mosaics composed of cell groups that produce 
genuine organ-specific self-antigens, thus mimicking pan-
creatic islet cells, liver, and many others. Interestingly, the 
self antigens presented within the thymus medulla include 
most, if not all determinants of CNS and testis, the classical 
organs enjoying immune privilege (Kyewski & Klein, 2006). 
Both organs are secluded from blood circulation by a tight 

endothelial blood-tissue barrier, and thus they would be out 
of reach to T cells irrespective of their specificity for self or 
nonself antigen.

In general, thymic depletion of autoreactive T cell clone 
works quite reliably, but still, the mechanism is leaky. 
 Especially with regard to CNS self-antigens, thymic elimi-
nation of complementary, CNS autoreactive T cells is far 
from complete. In fact, the immune repertoire of healthy 
rodents and humans abounds with myelin-specific T cell 
clones. Thus, organ-specific autoreactive T cell clones consti-
tute a  sizeable proportion of the circulating mature immune cell 
compartment.

The leakiness of central thymic tolerance mechanisms may 
appear frightening. Autoreactive T cells sneaking through neg-
ative selection could attack at any time specific tissues. For-
tunately, however, the central self-tolerance is complemented 
by tolerogenic mechanisms acting in the peripheral immune 
system, the lymph nodes, and spleen. There, T cells are 
silenced and in some cases even eliminated, when confronted 
to their (self-) antigen in the absence of adequate costimula-
tory molecules. These structures are up-regulated in antigen 
presenting cells in response to danger signals, for example, 
pathogen-associated molecular patterns (PAMPs). In addition, 
autoreactive T cells are kept in check by coinhibitory signals 
and specialized immune regulatory immune cells.

There are several scenarios, however, to break tolerance, 
the most popular one via antigenic mimicry, a concept refer-
ring to sequence similarities between peptides from microbes 
and autoantigens. An autoreactive T cell can be activated erro-
neously by a microbial peptide, which shares crucial struc-
tural features with a self-antigen. Upon such activation, the 
cross-reactive T cell is primed to attack the tissues producing 
and presenting the self-antigen in question. Alternatively, 
autoreactive T cells can be activated by microbial superan-
tigens or by antigen-nonspecific proinflammatory factors of 
the innate immune system, which are abundantly expressed 
in the inflammatory milieu. Finally, loss of tolerance might 
occur by weakening of the regulatory mechanisms. However, 
as we will discuss later, the brain tissue might make use of 
another tolerogenic mechanism, immune ignorance, that is, 
the inability of autoreactive T  cells to get in contact with 
body antigens due inaccessibility of the organ.

III. Immune Reactivity in the CNS

A. Immune Privilege

Healthy CNS tissues provide a barren ground for the 
unfolding immune reactions. Indeed, more than half a cen-
tury ago, Sir Peter Medawar noted that tissues grafted on 
brain cortex of normal rabbits are much less readily rejected 
than similar grafts transplanted on a skin bed (Medawar, 
1948). Brain-grafted skin was not attacked by the recipient’s 
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immune system, but tolerated; the graft enjoyed a privileged 
situation. Medawar’s school extended this type of immu-
nological nonreactivity to other organs, coining the term 
immune privilege (Barker & Billingham, 1977).

The immune privileged status of the central nervous 
 system (CNS) is maintained by a number of structural 
peculiarities, which distinguish the organ from other tis-
sues, and which stand against successful immune reactions. 
First, brain and spinal cord parenchyma are secluded from 
the rest of the body. Its blood vessels are lined by special-
ized endothelial cells interlaced by tight junctions forming a 
blood–brain barrier (BBB) that holds back most blood-borne 
macromolecules and cells. Furthermore, in contrast to most 
other tissues in the body, the CNS lacks a fully organized 
lymphatic vasculature, which would drain CNS interstitial 
fluid into the periphery and allow the exit of antigen laden 
antigen  presenting cells into lymph nodes and spleen.

Second, and most important, the normally functioning CNS 
tissues form a milieu unfavorable to an unfolding immune 
response. The CNS tissue fails to contain professional antigen 
presenting cells, dendritic cell (DC) population, which would 
be able to activate naïve, antigen unexperienced T cells. There 
may be some DCs in the leptomeninges or in the choroid 
plexus (Matyszak & Perry, 1996; Serafini et al., 2000), but in 
the CNS parenchyma it is the microglia, specialized phago-
cytes derived from bone-marrow progenitors, that serves as 
the brain’s first-line police (Kreutzberg, 1996). Microglial 
cells are able to spot intruded microbes, and also respond 
to other potential threats, such as those surrounding neuro-
nal degeneration (vide infra). However, in the healthy CNS, 
microglial cells are not efficient antigen presenting cells. They 
are armored with pattern recognition receptors of the innate 
immune system, receptors that recognize microbial struc-
tures, along with extruded nucleic acids. But in health, resting 
microglial cells rarely produce MHC antigens and costimula-
tory molecules in levels sufficient to allow antigen presenta-
tion and activation of T lymphocytes. In general, intact CNS 
tissues lack most of the structures that are required by immune 
cells to survive and to properly function in order to achieve 
a productive immune response. This deficit includes, besides 
MHC and costimulatory molecules, cell adhesion molecules, 
cytokines, and chemokines.

The conspicuous lack of immune molecules in healthy CNS 
tissues is by no means due to the incapacity of neural cells of 
producing these structures, but to the active repression of their 
production by electrically active neurons. In fact, neuronal 
activity not only represses immune-relevant gene expression 
on local glia cells, but on the neuronal membrane itself.

Tissue culture studies indicated that mature, functional 
neurons fail to express MHC class I proteins. These can, 
however, be induced readily by paralyzing the neurons, for 
example using the sodium channel blocker tetrodotoxin and 
simultaneous stimulation with pro-inflammatory cytokine 
interferon-γ(IFN). Such treatment leads to the graded induc-

tion of all components required for the formation of MHC 
class I molecules: These include, besides class I heavy and 
light chains (β2-microglobulin), the TAP family of peptide 
transporters (Neumann et al., 1995). Once these gene ele-
ments are derepressed, the neurons expose structurally intact 
MHC class I protein on their membrane, and are able to pres-
ent class-I-bound peptides to specific CD8+ T cells. As a con-
sequence, class I induced neurons presenting viral peptide are 
recognized and attacked by virus-specific cytotoxic T cells 
(Medana et al., 2000).

Apart from this classically immunological role, MHC 
class I expression may have nonimmune, developmental 
functions. In one study, MHC class I expression was detected 
in certain neurons, especially in the developing CNS (Huh 
et al., 2000), whereas another group related MHC class I 
expression to synaptic plasticity (Oliveira et al., 2004).

By which mechanisms could neuronal activity repress MHC 
repression? It is known that neuronal membrane activity affects 
gene expression in several complex ways. Calcium fluxes have 
a central role in these signaling cascades that involve transcrip-
tion factors like the cyclic-AMP-response-element-binding 
protein (CREB), c-fos and NF-AT (nuclear factor of activated T 
cells) and NF-κB (nuclear factor-κB), and that initiate diverse 
programs of gene expression (West et al., 2002). Electrically 
active neurons intensively interact with surrounding glial cells. 
The signals used include soluble mediators, molecules involved 
in surface contacts, but also ion fluxes that act on neighboring 
cells. But the signaling is by no means unidirectional; the glial 
cells themselves talk back to the neuron modifying neuronal 
function (Fields & Stevens-Graham, 2002).

Anti-inflammatory mediators come in manifold guise. 
These agents include anti-inflammatory cytokines, receptor 
antagonists, and neurotransmitters. Previous studies estab-
lished that neurotrophins are particularly efficient mediators 
of MHC class I repression. In organotypic explant cultures 
of neonatal hippocampus tissue, addition of antibodies neu-
tralizing neurotrophins facilitates induction of MHC class 
II proteins on microglia cells, and addition of exogenous 
neurotrophins reverses their expression (Neumann et al., 
1998). Interestingly, several neurotrophic factors act also in 
vivo as anti-inflammatory agents. Thus, infusion of soluble 
NGF  (Villoslada et al., 2000), or local deposition by engi-
neered, NGF secreting T cells (Flügel et al., 2001b) reduced 
or  suppressed Experimental Autoimmune Encephalomyelitis 
(EAE) in rodents or primates.

B. Inflammation—Degeneration

The brain’s immune-privileged status is efficient, but 
it is conditional. Although immune privilege in the CNS 
is reliably upheld in health, there are diverse pathologi-
cal  conditions that facilitate de novo induction of immune 
genes. These conditions include autoimmune inflam-
mation, such as in MS and in animal models, EAE. The 
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diseases are created by autoimmune T cells that enter the 
CNS, release there pro-inflammatory mediators powerful 
enough to overcome the anti-inflammatory regulation by 
neurons. Consequently, the immune-privileged CNS milieu 
is mutated to a milieu permissive and supportive of immune 
reactions (Huang et  al., 2000). Similar changes are noted 
in CNS responses to microbial infections. The infected tis-
sue displays expression of MHC antigens as well as cyto-
kines and cell adhesion molecules required for immune 
reactions. These genes, however, are activated mainly via 
responses knitting together innate and adaptive immune 
reactivity. Microglia cells are the first-line sentinels chan-
neling this response, sensing intruded foreign structures, 
toll-like receptors, and other pattern recognition receptors 
(Nguyen et al., 2002).

The most intriguing pathological condition, which furthers 
local immune reactivity in the CNS tissue, revolves around 
neuronal degeneration. Indeed, neural cell degeneration and 
inflammation are tightly connected, and their relationship is 
reciprocal. Inflammatory responses go along with endog-
enous neurodegenerative processes, as they underlie for 
example Alzheimer’s and Parkinson disease, amyotrophic 
lateral sclerosis, and adrenoleukodystrophy, but also with 
neurodegeneration following exogenous noxes, such as 
trauma, ischemia. As pointed out earlier, it seems that in all 
these situations, the weakening of neuronal function relaxes 

repression of immune genes, and thus creates a milieu that 
supports inflammation and immune reactivity.

Much of our insights into paradegenerative inflammation 
come from rodent models based on the disruption (axotomy) 
of peripheral nerves. In the facial nerve model developed in 
the group of Georg Kreutzberg, the facial nerve, a purely 
motor nerve, is clipped or crushed in its peripheral part. 
As a response to this mechanical lesion, degenerative pro-
cesses migrate back into the nerves central origin, the facial 
nucleus, which is embedded in the brainstem. Dependent 
on the circumstances, neuronal degeneration can result in 
apoptotic death, or remain sublethal. As a hallmark of the 
degenerative response, the synapses touching the neuronal 
somata are removed, “stripped” from the neuronal membrane 
by  activated microglia cells, which in the end form a tight 
sheath surrounding the neuron (Raivich et al., 1999).

Activation is not the only change in the facial nucleus trig-
gered by the peripheral nerve lesion. Neuronal  degeneration 
kicks off a large-scale remodeling of the local microenvi-
ronment. In particular, expression of genes relevant for 
immune responses are induced following neurodegeneration 
(Moran & Graeber, 2004). As a result, the immune privileged 
CNS tissue turns hospitable for immune reactions. Indeed, in 
the facial nerve model, the lesioned nucleus spontaneously 
attracts immune cells in untreated rodents (Raivich et al., 
1998). In animals with ongoing EAE, the degenerating facial 

Figure 30.1 Immune cell (CD4+ cells, left) infiltration and MHC class I (right) up-
regulation in the degenerating facial nerve nucleus of rats 3 days following facial nerve 
axotomy and tEAE induction by transfer of 3 × 106 MBP-specific T cells. Upper panels: 
counter-lateral nonlesioned facial nerve nucleus. Lower panels lesioned nucleus. Immuno-
histochemistry. Magnification bar: 10 µm.
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nucleus becomes densely infiltrated, whereas the counter-
lateral intact nucleus remains free of inflammatory cells 
(see Figure 30.1) (Maehlen et al., 1989). Conversely, focal 
CNS inflammatory reactions can cause neurodegeneration 
with disruption of local axons. Injection of pro-inflamma-
tory cytokines into corticospinal tracts of rat subclinically 
 sensitized against myelin oligodendrocyte glycoprotein 
(MOG) creates local infiltrations with destruction of myelin 
and axons (Kerschensteiner et al., 2004).

These experimental models describe the behavior of auto-
immune, pathogenic T cells, and it should be kept in mind 
that autoimmunity represents a pathogenic exaggeration 
of physiological immune responses. Thus, the behavior of 
autoimmune T cells within the CNS stands for the behavior 
of T cells participating in a fresh immune response against 
foreign antigen.

IV. MS—Immune Pathogenesis?

Many neurologists and immunologists are convinced 
that MS has an autoimmune pathogenesis, a concept that 
leads them to design therapies directed at autoimmune pro-
cesses. But, what is the evidence that supports the autoim-
mune hypothesis? Further, if indeed there are autoimmune 
responses driving the pathogenesis of MS, are they primary 
or are they merely secondary consequences of other patho-
genic  processes?

These are not easy questions. In animal models, ultimate 
proof of T cell mediated autoimmune diseases demands 
transfer of the disease. For example, CNS autoreactive T cells 
have been isolated from rodents with actively induced EAE. 
The T cells were propagated in cultures as pure lines, and, 
when transferred into naïve animals, they mediated classi-
cal acute EAE (Ben-Nun et al., 1981). Obviously, transfer 
of suspected autoimmune effector cells from MS patients 
to healthy recipients is impossible, which foils attempts to 
 formally prove a putative autoimmune pathogenesis of MS.

Understanding the pathogenesis of MS is further complicated 
by the enormously complex and varied nature of the disease. 
Course and clinical picture are rarely the same in two patients. 
To add another dimension of complexity, lesion patterns can 
be divided in several distinct archetypes, each one suggesting a 
distinct inflammatory effector pathway. The following lines of 
evidence support the autoimmune concept of MS.

A. Genetic Control of Disease Susceptibility

Clearly, susceptibility to MS is strongly influenced by genetic 
factors. Consider, for example, disease concordance in monozy-
gotic (identical) and dizygotic twin pairs. In monozygotic twins 
the probability that both siblings develop the disease is high, 
1:3. In sharp contrast, in dizygotic twins, whose genetic 
 similarity corresponds to nontwin brothers and sisters, the 

probability of double affection is much lower, 1:25 (Willer 
et al., 2003). The high concordance in monozygotic twins 
points to the importance of genes. However, the fact that in 
these identical twins concordance is lower than 100 percent 
leaves room for additional, nongenetic factors, as contrib-
uted by the environment. Large scale genomic screenings 
have established that most, probably a large number of genes 
can affect the development of MS, but is has been extremely 
 difficult to identify such factors beyond doubt (Dyment 
et al., 2004).

Numerous gene polymorphisms have been proposed as 
“MS genes,” but few if any have stood the test of time. The 
only class of genes that contribute to MS receptiveness without 
any doubt are class II genes of the human Major Histocompat-
ibility Complex, HLA. Most importantly, a firm association 
of HLA DR2 and MS was discovered as early as in 1973, 
(Jersild et al., 1973), and confirmed later in numerous pop-
ulations. DR2 is an “immune” gene par excellence, which 
controls and directs T cell immunity against self and foreign 
antigens on several levels. As a class II gene, DR2 influences 
the clonal composition of CD4+ T cell repertoire. In the 
mature immune response, DR2 binds a large, though limited 
spectrum of (auto)antigenic peptides and presents them to 
the antigen receptors of specific CD4+ T cells. Indeed, DR2 
analogs strongly control autoimmune reactions against brain 
structures in experimental models, both in rodents as in pri-
mates (‘t Hart et al., 2001). Considering these functions, 
the association of DR2 with MS suggests a participation of 
immune reactivity in the pathogenesis of the disease.

B. Myelin-specific Antibodies and T Cells in 
MS Patients and Humanized Mice

Having studied a large panel of MS plaque samples, biopsies 
as well as necropsies, Lassmann and Lucchinetti distinguished 
four particular patterns of structural changes (Lassmann et al., 
2001). The first pattern is dominated by round cell infiltrates 
and activated macrophages and microglia cells, suggesting 
a T cell driven, macrophage executed pathogenesis, such as 
seen in classical rodent models of EAE. Although this obser-
vation per se by no means proves autoimmune T cells as the 
actual pathogens, there is additional evidence of such a role. 
Oksenberg et al. (1993) cloned the genes of TCR sequence out 
of MS lesions and found sequences similar or even identical 
with TCR β chains of myelinbasic protein (MBP)-specific T 
cell clones isolated from the peripheral blood of MS patients. 
Later, Fugger and colleagues introduced both receptor chains 
of an MS-derived, MBP-specific T cell into the genome of a 
mouse transgenic for human DR2. A proportion of these dou-
ble-transgenic, “humanized” mice developed EAE, with CNS 
lesions that recapitulated at least part of the active MS lesion 
(Madsen et al., 1999). These findings support, but don’t prove, 
autoimmune attacks in the development of at least some MS 
lesions.
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Autoimmune B cells and their autoantibody products, espe-
cially those binding MOG, could have a role in the  development 
of another class of MS lesions, Lassmann’s pattern II. Pattern 
II lesions show large-scale demyelination with myelin debris 
often decorated with immunoglobulin and activated comple-
ment (Storch et al., 1998a). These changes strongly resemble 
the lesions induced in monkeys by  immunization with recom-
binant MOG protein, where autoantibodies are known to have 
an active demyelinating function (Genain et al., 1995a). In line 
with these reports, soluble anti-MOG autoantibodies have been 
extracted recently from CNS tissue from MS patients (O’Connor 
et al., 2005). Possibly the most significant argument in favor of 
pathogenic autoantibodies comes from a recent study of rare 
cases, where pattern II lesions were identified in biopsies. In 
these patients, removal of circulating autoantibodies led to 
 alleviation of neurological defects (Keegan et al., 2005).

C. Immunomodulatory Therapies

The ultimate argument for autoimmunity in MS would be 
a successful therapy specifically removing the autoimmune 
effector cells. Such a radical therapy is not available today, 
but several of the drugs currently used for treatment of MS 
are deemed to act by modifying immune cells. Interferon-β 
and copaxone, for example, have multiple effects, such as the 
ability to drive putatively pathogenic Th1 T cells into the ben-
eficial Th2 lineage (Neuhaus et al., 2001). Th1 to Th2 conver-
sion also appears to be the mechanism underlying vaccination 
with altered peptide ligands, APL. These are synthetic pep-
tides analogous to major autoantigenic peptide epitopes on 
myelin proteins, which act as partial agonists. They do activate 
myelin-specific T cells but instead of driving them to the Th1 
lineage, they push the T cells to the regulatory Th2 side. Vac-
cination with MBP-analog APL were beneficial in some, but 
not in all patients (Bielekova et al., 2000; Kappos et al., 2000). 
Then, blockade of migration (Miller et al., 2003) and physical 
deletion of T cells (Coles et al., 1999) are associated with a 
reduction of MS relapses and the lesion load in the CNS.

D. The Active MS Plaque Resembles 
Lesions of EAE Models

Although as mentioned, MS lesions are highly diverse, and 
have been separated into several archetypes, each one repre-
senting the result of distinct pathogenic pathways, there seems 
to be a common denominator. The early, florid MS lesion com-
monly is dominated by a stereotypic set of changes. Fresh MS 
plaques are dominated by conspicuous inflammatory infil-
trates, mainly arranged around small postcapillary venules, but 
also disseminating into the surrounding parenchymal areas. 
These infiltrates are composed of mononuclear cells, including 
CD8+ T cells and monocytes/macrophages. The normally tight 
BBB is ruptured, causing formation of local edemas. Then, one 
finds activation of glial cells (astrocytes as well as microglial 

cells). Finally, axonal myelin sheaths and myelin-forming oli-
godendrocytes are destroyed, and there is marked disruption of 
local axonal processes. All these changes are seen also in some, 
though not all, EAE models, which are undisputedly caused by 
a T cell autoimmune attack (Storch et al., 1998b).

Thus, it appears fair to state that so far the autoimmune 
concept of MS still waits to be proven, but that there is impres-
sive indirect evidence in support of this concept. Obviously, 
there is a strong need to develop technologies that allow the 
identification and characterization of putative immunological 
effector cells of their target structures in CNS and immune 
system, and which will be of help in using this knowledge for 
the development of more specific and efficient therapies.

V. Animal Models of MS—Experimental 
Autoimmune Encephalomyelitis (EAE)

Research into the pathogenesis of human diseases is 
tightly restricted by ethical and biological limitations. In the 
case of autoimmune diseases, for example, identification of 
a putative pathogenic autoimmune agent cannot be done by 
its transfer to another healthy human recipient. Instead we 
depend on suitable experimental animal models. This need 
is particularly obvious for diseases of the CNS, which are 
especially complex, and whose lesions cannot be routinely 
biopsied for recovery and study of the changed tissue.

Animal models should represent the human disease as 
closely as possible and should allow approaches that are 
impossible in human research, namely the direct study of the 
lesioned tissue and the evaluation of the pathogenic function 
of cellular and molecular processes over time.

Experimental Autoimmune Encephalomyelitis (EAE) in 
its multiple variants is used commonly as a model for MS. 
Although no single EAE variant represents human MS in all 
aspects and in its entire complexity, there are different EAE 
versions that quite faithfully represent particular features of 
the human disease. This chapter will describe some of the 
most representative EAE variants.

A. Induction of EAE and Its Target 
Autoantigens

Rivers and colleagues often are quoted as the pioneers 
of EAE. They induced demyelinating encephalomyelitis in 
rhesus monkeys after repeated (>50 times) inoculation with 
rabbit CNS (Rivers et al., 1933). Based on this observa-
tion, subsequent research extended active EAE induction to 
a  large number of additional species, especially rodents (see 
Table 30.1), and thus opened a new and enormously produc-
tive field of research. Among many other accomplishments, 
EAE studies led to the formulation of complete Freund’s 
adjuvant mycobacteria in mineral oil/water emulsion of 
overriding immunogenicity (Freund et al., 1947).
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Table 30.1 Selected Rodent and Primate EAE Models

    MS Features  MHC
Species Strain Antigen, Reference Mode of Induction Disease Pattern and Pathology References Restriction

MOUSE-EAE
C57BL6 MOG (aa 35-55) aEAE, pEAE Chronic-progressive Demyelination, acute  Mendel et al. (1995);  H-2b

     inflammation,   Bernard et al. (1997) 
     axonal damage  
C3H.SW MOG (aa 35–55) aEAE Chronic Inflammation, Mendel et al. (1995) H-2b

     demyelination   
SJL Spinal cord  aEAE Relapsing-remitting Demyelination,  Lublin et al. (1981);  H-2s

  homogenate    inflammation  Brown et al. (1982) 
 MBP aEAE Relapsing-remitting Demyelination,  Pettinelli et al. (1982);  
     inflammation  Lublin (1985);  
      Merrill et al. (1992) 
 PLP aEAE, pEAE Relapsing-remitting Demyelination,  Tuohy et al. (1988); 
     inflammation  Sobel et al. (1990);  
      Kuchroo et al. (1992) 
 MOG (aa 92–106) aEAE Severe acute Inflammation,  Amor et al. (1994);  
     demyelination  Tsunoda et al. (2000) 
 MOBP (myelin-associated/  aEAE Acute Inflammation Holz et al. (2000) 
  oligodendrocyte basic    
  protein) (aa 37–60)    
 CNPase (2′,3′-cyclic  aEAE Acute Inflammation Morris-Downes 
  nucleotide 3′-     et al. (2002) 
  phosphodiesterase)     
 Oligodendrocyte-specific  aEAE Acute Inflammation Morris-Downes 
  glycoprotein (OSP)     et al. (2002) 
B10.S CNS homogenate aEAE Resistent  Linthicum &  H-2s

      Frelinger (1982)  
 MOG aEAE Resistent  Maron et al. (1999) 
ASW MOG (aa 92–106) aEAE Depending on  Acute inflammation, Tsunoda et al. (2000) H-2s

    Bordetella   demyelination  
    pertussis application: +    
    secondary progressive (SP)-    
    primary progressive (PP)   
      
Biozzi Spinal cord  aEAE Relapsing-remitting Inflammation,  Baker et al. (1990) H-2g7

  homogenate     demyelination  
     in relapse phases   
 MBP (aa 12–26; aEAE Native MBP:  Inflammation Amor et al. (1996) 
  21–35)   resistant, MBP   
    12–26 and MBP   
    21–35: mild acute   
 MOG (aa 1–22;  aEAE Chronic relapsing Inflammation, no  Amor et al. (1994); 
  43–57; 134–148)   (MOG 1–22)   demyelination  Smith et al. (2005)
   Chronic  acute Native 
    (MOG 35–55)  ‘MOG: demyelination 

(Continued)
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Table 30.1 Selected Rodent and Primate EAE Models—Cont’d

    MS Features  MHC
Species Strain Antigen, Reference Mode of Induction Disease Pattern and Pathology References Restriction

 PLP (aa 56–70) aEAE Chronic relapsing Inflammation,  Amor et al. (1993) 
     demyelination  
 Ab-crystallin  aEAE Acute mild Inflammation Thoua et al. (2000) 
  (aa 1–16)     
 Glial fibrillary  aEAE Acute severe Inflammation Amor et al. (2005) 
  acidic protein GFAP      
NOD MOG (aa 35–55) aEAE Chronic relapsing Inflammation, Bernard et al. (1997) H-2g7

    remitting  demyelination  
BALB/c Spinal cord  aEAE  resistant   Levine and   H-2d

  homogenate      Sowinski (1974);  
      Teuscher et al. (1987);  
      Linthicum &  
      Frelinger (1982) 
 MBP (aa 59–76) aEAE, pEAE aEAE resistant,  Inflammation,  Abromson- 
    pEAE: acute  demyelination  Leeman et al. (1995) 
 MOG (aa 35–55) aEAE Partially resistant,  Inflammation Zhu et al. (2006) 
    mild acute   
 PLP (aa 40–59) aEAE Resistant  Hurwitz et al. (2002) 
PL/J MBP (aa 1–37  aEAE Chronic relapsing Demyelination,  Zamvil et al. (1985a);  H-2u

  and 89–169)     acute inflammation  Zamvil et al. (1985b) 
      
 MOG (aa 35–55) aEAE Relapsing-remitting Demyelination,  Kerlero de   
     acute inflammation  Rosbo et al. (1995)
 PLP (aa 43–64) aEAE, pEAE Chronic relapsing Demyelination,  Kerlero de 
     acute inflammation  Rosbo et al. (1995) 

RAT EAE
 Lewis MBP (aa 68–88) aEAE, pEAE Acute, relapses  Inflammation Ben-Nun et al. (1981) RT1-l
    after cyclosporine   
 PLP aEAE pEAE Weak acute Inflammation Chalk et al. (1994);  
      Stepaniak et al. (1995);  
      Yamamura et al. (1986) 
 MOG (an 35-55) aEAE, pEAE Weak acute, after  Inflammation,  Adelmann et al. (1995);  
    native MOG  demyelination with   Johns et al. (1995);  
    chronic progressive  native MOG  Linington et al. (1993)
 S100β (aa 76-91) Passive Weak acute Inflammation Kojima et al. (1994) 
 GFAP pEAE Weak acute Inflammation Berger et al. (1997);  
      Wekerle et al. (1994) 
Dark Agouti  Spinal cord aEAE  Chronic relapsing  Inflammation,  Lorentzen et al. (1995) RT1-av1
 (DA)  homogenate  in-complete FA EAE  demyelination  
 MBP (aa 62-75) EAE, pEAE Acute Inflammation Miyakoshi et al. (2003);  
      Stepaniak et al. (1995);  
      Stepaniak et al. (1997);  
      Smeltz et al. (1998) 
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  aEAE, pEAE Chronic,  Inflammation,  Papadopoulos et al.  
   Relapsing-  demyelination  (2006); Stefferl et al. 
    remitting   (2000); Storch et al. 
      (1998b)
 BTN  aEAE No disease Inflammation Stefferl et al. (2000) 
 Butyrophilin     
 (aa 74–90)     
Brown  MBP pEAE Acute Inflammation Happ et al. (1988) RT1-n
 Norway (BN)      
 Rat spinal cord aEAE Acute Inflammation Levine &  
      Sowinski (1975) 
 MOG aEAE Chronic  Inflammation,  Stefferl et al. (1999) 
    progressive  demyelination  
PVG MBP Active resistant,   Acute Inflammation Ben-Nun  RT1-c
   pEAE susceptible    et al. (1982) 

NONHUMAN-
 PRIMATE-EAE
 Macaca mulatta  Rabbit brain  aEAE Acute and  Inflammation,  Rivers et al. (1933); Mamu-
 (Rhesus monkey)  extract   chronic progressive  demyelination  Kabat et al. (1947) DPB1*01, 
       outbred
 Brain extract  aEAE Acute and  Inflammation  
  with adjuvant   chronic  with necrosis  
  MOG (aa 4–20,  aEAE Acute and  Inflammation  Brok et al. (2001);  
  35–50, 94–116)   chronic  with necrosis  Kerlero de 
      Rosbo et al. (2000) 
 MBP (aa 61–82,  aEAE, pEAE Acute and  Inflammation  Rose et al. (1994);  
  80–105, 170–186)   chronic  with necrosis  ‘t Hart et al. (2005);  
      Meinl et al. (1997) 
Macaca fascicularis  Brain homogenate aEAE Acute and chronic relapsing Inflammation,  Stewart et al. (1991);  Outbred
 (Cynomolgus     necrotic lesions   Massacesi et al. (1992) 
 monkey)      
 MBP aEAE Acute and chronic relapsing Inflammation Massacesi et al. (1992);  
     necrotic lesions  Stewart et al. (1991)
Macaca nemestrina Brain homogenate  aEAE Relatively resistant   Brok et al. (2001) 
  and MBP
Common marmoset  Myelin homogenate aEAE Acute – chronic  Inflammation,  ‘t Hart et al. (1998);  Caja-  
 Calithrix jacchus    progressive  demyelination,   Mancardi et al. (2001) DRB*W1201,
     necrotic lesions   outbred
 MBP aEAE, pEAE Mild acute Inflammation, Genain et al. (1995a); 
     no demyelination  Genain et al. (1995b); 
      Mancardi et al. (2001) 
 PLP active Mild acute Inflammation,  Genain & Hauser (1997) 
     no demyelination  
 MOG (aa 1–124, Active relapsing remitting, secondary  Inflammation,  ‘t Hart et al. (1998);  
  14–36)   progressive  demyelination  Genain & Hauser (2001) 
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The clinical character of active EAE—severity and neu-
rological defects—is variably between individual models; it 
depends strongly on the species/strain of the experimental 
organism, the neural autoantigen, and the type of adjuvant 
(see Table 30.1).

Most EAE models are driven by T cells and macro-
phages, but less so by B cells. This was formally proven by 
the  isolation of CD4+ T cells reactive against defined brain 
autoantigens and their transfer of EAE to naïve recipients 
(Ben-Nun et al., 1981; Mokhtarian et al., 1984). The T cell 
transfer approach demonstrated that encephalitogenic poten-
tial is by no means limited to myelin-specific T cells, but that 
many, if not all CNS proteins can act as targets of autoim-
mune responses (see Table 30.1) (Wekerle et al., 1994).

Naturally occurring MS-like autoimmune CNS diseases 
in animals, such as comparable to autoimmune diabetes mel-
litus in the NOD mouse, are not known. However, there are 
several T cell receptor (TCR) transgenic mice (i.e., mice with 
defined autoimmune TCR α and β chains inserted into their 
germline) that develop spontaneous CNS inflammation (see 
Table 30.2). The immune repertoires of these mice are dom-
inated by T cells responsive to defined antigens. The first 
myelin-specific TCR-transgenic mice had T cells that recog-
nize MBP Ac1-10 in MHC class II I-A

u
 context (Goverman 

et al., 1993). When kept in a conventional, “dirty” environ-
ment, some of these mice (14–40%) developed spontaneous 
EAE. Under SPF conditions, the mice remained healthy, 
which may point to environmental factors contributing to 
the trigger of the autoimmune attack. Spontaneous EAE also 
was noted in other TCR transgenic mice, specific for MBP, 
proteolipid protein (PLP), and MOG. Lafaille et al. detected 
that EAE incidence rises to 100 percent in MBP reactive 
TCR transgenic, RAG-2 knock-out that lack an endogenous 
adaptive immune system (Lafaille et al., 1994). In the dou-
ble-transgenic mice, EAE development was suppressed by 
transfers of CD4+CD25+  regulatory T cells (Furtado et al., 
2001). Another interesting set of transgenic mice with spon-
taneous EAE carry human myelin-specific TCRs derived 
from peripheral blood lymphocytes of patients with MS. 
 Disease incidence in this humanized TCR transgenic mice 
also was increased in RAG-deficient mice (Madsen et al., 
1999). Most recently, two groups described double-trans-
genic mice with MOG- specific T and B cells, which develop 
at a high rate spontaneous optico-spinal EAE in the presence 
of an intact immune system (Krishnamoorthy et al., 2006), 
and (Bettelli et al., 2006a) a model, which underlines the 
potential importance of T-B interactions in triggering and 
shaping autoimmune responses (see Table 30.2).

B. The EAE Lesion: Pathology 
and Distribution

The hallmarks of active MS lesion comprise acute infil-
tration by inflammatory cells, gliosis (astrocytic activation) 

demyelination (sometimes coincident with some remyelin-
ation), axonal degeneration. Most EAE models just partially 
reflect part of, but not the complete spectrum of this pathol-
ogy (see Table 30.2). Thus, classical MBP-induced EAE 
lesions are characterized by acute inflammation of the CNS 
with breakdown of the BBB and gliosis, but not large-scale 
demyelination (see Table 30.2). Like in MS, EAE infiltrates 
are formed mainly by T cells and activated macrophages and 
preferentially arranged around small venules and the sur-
rounding parenchyma. In addition, the autoaggressive cells 
infiltrate deeply into the parenchyma of CNS white and gray 
matter, as revealed in studies using encephalitogenic T cells 
labeled with fluorescent proteins (green fluorescent protein, 
GFP; see Figure 30.2).

Neuronal degeneration seems to be a less prominent fea-
ture of acute EAE models and axonal pathology is mostly 
transient (Aboul-Enein et al., 2006; Smith et al., 2000). Overt 
destruction of axons with degenerative response, however, is 
seen regularly in chronic EAE (Gold et al., 2006; Kornek et 
al., 2000) (see Table 30.2).

Recently, gray matter (cortical) lesions and diffuse axonal 
damage in “normal appearing white matter” (the tissue sur-
rounding demyelinating plaques) during disease progression 
came into the focus of MS research (Kutzelnigg et al., 2005). 
Clearly, gray matter lesions are noted in models of chronic 
EAE (e.g., MOG EAE in marmosets and in LEWI.W and 
LEWI.ARI rats (Gold et al., 2006; Merkler et al., 2006; Pome-
roy et al., 2005) ), and can be induced experimentally by depo-
sition of inflammatory stimuli in the gray matter of primed 

Figure 30.2 GFP+ MBP-specific T cells in spinal cord gray matter 
4 days after induction of tEAE by intravenous transfer of 3 × 106 cells. 
Magnification bar: 10 µm. Green: MBP-specific T cells. Red: Map-2+ 
neuronal cells and processes.
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Table 30.2 Representation of MS Hallmarks by EAE Models

  MS Clinic and Lesion 
 MS Course Distribution MS Pathology MS Pathomechanisms

Acute demyelinating encephalmy-
elitis (ADEM): “classical” EAE 
models: Mouse: SJL mice:  MOG-
aEAE/tEAE Rat: Lewis rat: MBP-
aEAE/tEAE Non-human primate: 
Rhesus monkey: Myelin, MBP, 
MOG aEAE

Spinal cord lesions (pareses, vegeta-
tive signs): Most mouse and rat 
EAE models e.g.: Mouse: C57BL6 
MOG aEAE (Mendel et al., 1995; 
Bernard et al., 1997)

Rat: Lewis rat EAE (Ben-Nun et al., 
1981)

Acute inflammation with peri-
venous round cell infiltrates: 
All EAE models

CD4+ T cells: Underlie pathogen-
esis of most “classical” EAE 
models: Proof of concept: Adop-
tive transfer EAE (Ben-Nun et al., 
1981; Huitinga et al., 1990)

Depletion of CD4+ T cells abro-
gates EAE

Protective role of CD4+ 
“ regulatory” T cells:

Relapsing remitting (RR): Mice: 
SJL: MBP, PLP-aEAE (Pettinelli 
et al., 1982; Lublin, 1985; Merrill 
et al., 1992; Tuohy et al., 1988; 
Sobel et al., 1990; Kuchroo et al., 
1992) (B6 × SJL) F1: MOG-aEAE 
(Skundric et al., 2003; Zhang et al., 
1997) PL/J: MOG aEAE (Kerlero
de Rosbo et al., 1995) Rat: DA: 
MOG (Papadopoulos et al., 2006; 
Stefferl et al., 2000; Storch et 
al., 1998b) Nonhuman primate: 
Marmoset: Myelin, MOG (‘t Hart 
et al., 1998)

Cerebral lesions: brain stem, cerebel-
lar involvement (ataxia, spinning):

Mouse: C3/HEJ PLP (aa 190–209, 
215–232), TcR transgenic IFN-γ 
deficient mice (Wensky et al., 2005)

Rat: Panencephalitis in S100β-EAE of 
Lewis rats (Kojima et al., 1994)

Nonhuman primate: Most EAE 
models in rhesus and common 
marmosets (‘t Hart et al., 2005)

Demyelination/remyelination: 
T cell- and macrophage-medi-
ated: chronic EAE models 
in mice, e.g. MOG peptide 
aa 35-55-induced EAE in C57/
BL6 mice

Antibody-contribution: aEAE 
with MOG (extracellular part, 
refolded protein) in suscep-
tible mice, rats and non-human 
primates (Iglesias et al., 2001; 
‘t Hart et al., 2005)

CD8+ T cells: tEAE with myelin-
specific CD8+ T cells (Huseby 
et al., 2001; Sun et al., 2001; 
Cabarrocas et al., 2003; Ford & 
Evavold, 2005)

CD8+ T cell mediated axonal trans-
action (Medana et al., 2001)

Protective role of CD8+ T cells: 
(Najafian et al., 2003; Sun et al., 
1988; Abdul-Majid et al., 2003; 
Hu et al., 2004; Koh et al., 1992)

Primary/secondary progressive 
(PP, CREAE): Mice: C57BL6 
MOG aEAE (Mendel et al., 1995; 
Bernard et al., 1997) Rat: DA: 
MOG (Papadopoulos et al., 2006; 
Stefferl et al., 2000; Storch et al., 
1998b) Nonhuman primate: Com-
mon Marmoset, MOG (aa 1-125) 
(‘t Hart et al., 1998; Genain & 
Hauser, 2001)

Spontaneous autoimmune encepha-
lomyelitis: Mouse: T cell receptor 
transgenic mice (Bettelli et al., 
2003; Brabb et al., 1997;  Ellmerich 
et al., 2005; Goverman et al., 
1993; Krishnamoorthy et al., 2006; 
Lafaille et al., 1994; Waldner et al., 
2000; Wensky et al., 2005)

Optic neuritis: Mice: MOG EAE in 
C57BL6 mice (Shao et al., 2004), 
MOBP-EAE in SJL/J mice Kerlero 
de Rosbo, 2004 38192 /id} T cell 
receptor transgenic mice (Bettelli 
et al., 2003; Krishnamoorthy et al., 
2006; Waldner et al., 2000)

Rat: MOG-EAE in DA and Lewis 
rats (Optic neuritis) (Stefferl et al., 
2000; Storch et al., 1998b; Berger 
et  al., 1997; Sakuma et al., 2004)

Devic’s disease (Optic neuritis and 
myelitis): Combined T cell trans-
genic and B-cell transgenic (both 
anti-MOG) C57BL6 mice, sponta-
neous disease  (Krishnamoorthy 
et al., 2006)

Cortical lesions: Nonhuman primate: 
MOG-EAE in marmosets (Merkler 
et al., 2006; Pomeroy et al., 2005)

Mice and rats: MOG EAE in LEWI.
W and LEWI.ARI rats (Gold et al., 
2006), EAE induction after focal 
lesioning: (Kerschensteiner et al., 
2004; Phillips et al., 1995; Sun 
et al., 2004)

Axonal pathology, neurodegen-
eration: Chronic EAE in mice 
and rats (Kornek et al., 2000; 
Gold et al., 2006)

Marmoset, myelin homogenate 
aEAE (‘t Hart et al., 1998; 
Mancardi et al., 2001)

Diffuse inflammation and 
axonal injury in the normal 
appearing white matter: No 
model available (Gold et al., 
2006)

B-cells and anti-myelin anti-
bodies: Local depositions of 
antibodies and complement in 
EAE lesions

Application of demyelinating anti-
bodies  (Linington et al., 1988)

Generation of B cell-transgenic 
(anti-MOG) mice (Litzenburger 
et al., 1998)

Degenerative component of demy-
elination and axonal pathology 
(Hobom et al., 2004; Lev et al., 
2004; Linker et al., 2002; Offen 
et al., 2000)

        

animals (Kerschensteiner et al., 2004; Phillips et al., 1995; 
Sun et al., 2004). However, none of the currently  available 
models presents the global neural degenerative changes in 
normal  appearing white matter seen in MS (see Table 30.2).

The distribution of the pathological lesions in conven-
tional EAE differs significantly from the one in MS. The 

predilection sites of MS, brainstem, cerebellum, optic nerve, 
and periventricular area of the forebrain typically are spared 
in most EAE variants. Instead, classical EAE lesions (e.g., 
after transfer of MBP specific T cells) predominantly start 
up in the spinal cord, forming a stereotypic caudal-cranial 
gradient. However, other distribution patterns can be pro-
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duced even within the same strain by changing the induc-
ing conditions. Transfer of MOG or S100b-specific T cells 
into Lewis rats leads to much more widespread inflamma-
tion of the CNS, involving forebrain and optic nerves. The 
 factors that determine the distribution of EAE lesions remain 
unknown. Besides the nature and distribution of the auto-
antigen, genetic variations and the cytokine response have 
been named as essential factors (Abromson-Leeman et al., 
2004), C3H/HeJ; PLP (Krishnamoorthy et al., 2006; Muller 
et al., 2005; Wensky et al., 2005). Thus, “atypical” EAE aris-
ing in IFN-γ deficient, RAG-2 k.o. TCR transgenic mice 
show a predilection of pathological lesions relocated into the 
brainstem and cerebellum (see Table 30.2) (Wensky et al., 
2005). Isolated optic neuritis is observed in MOG-TCR 
transgenic mice of C57BL6 H-2b background (Bettelli et al., 
2003). These mice crossed with MOG B cell transgenic mice 
resulted in an optico-spinal pathology affecting the optic 
nerve and spinal cord (Krishnamoorthy et al., 2006).

Degenerative changes of the CNS create local milieus par-
ticularly attractive for autoimmune inflammation. This has 
been most impressively demonstrated in the facial nerve axot-
omy model (Kreutzberg, 1996). Transection of the peripheral 
facial nerve combined with induction of EAE led to the infil-
tration of the facial nerve nucleus located within the brain-
stem, a CNS area that usually is spared during classical EAE. 
Importantly, inflammation occurred selectively in the lesioned 
but not in the contralateral healthy facial nerve nucleus (see 
Figure 30.1) (Flügel et al., 2000; Konno et al., 1990; Maehlen 
et al., 1989). Peripheral axotomy triggers retrograde neuronal 
degeneration, which in the facial nucleus allows production 
of chemotactic factors (Flügel et al., 2001a) and a host of 
MHC determinants (see Figure 30.1), cell adhesion molecules 
and costimulatory proteins (Moran & Graeber, 2004), which 
together create an “immune-friendly” islet within the gener-
ally “immune- hostile” CNS tissue.

C. Clinical Courses in EAE

MS is a chronic disease often with lifelong course. 
 Classical active and adoptive transfer EAE models (such as 
MBP-induced EAE in the Lewis rat) are, however, monopha-
sic diseases (see Table 30.1). The animals develop clinical 
disease, which arises after a disease-free prodromal period, 
and after recovery the animals are largely protected against 
reinduction of EAE.

Only a few models show a relapsing remitting (RR) dis-
ease course, such as observed in many MS patients. The RR 
course is represented in SJL/J or Biozzi mice immunized 
with PLP or MBP, respectively (McRae et al., 1995; Sobel 
& Kuchroo, 1992) (see Table 30.2). The cause of relapses in 
these models was related to determinant spreading, a con-
secutive expansion of brain target antigens recognized by 
encephalitogenic T cells following individual bouts of EAE 
(Lehmann et al., 1992; McRae et al., 1995; Yu et al., 1996).

MOG-induced EAE in C57BL/6 mice, the most widely 
used murine model, takes a primary chronic disease course 
(Mendel et al., 1995). A secondary progressive disease 
course was achieved by adding Bordetella pertussis to MOG92-
106 immunization in A.SW mice (H-2s) (see Tables 30.1, 30.2).

D. EAE Genetics

There is no doubt that susceptibility to MS is strongly 
influenced by genetic factors, and this is true for inducibility 
of EAE as well. But, apart from the disease favoring HLA 
haplotype (HLA-DRB1*1501 allele), neither linkage analy-
ses nor association studies were successful in indisputably 
identifying additional candidate genes.

The susceptibility for EAE induction varies strongly 
between different strains and, like in MS, is strongly 
 influenced by genes within the inside and outside of the 
MHC. The contribution of MHC-associated genes was stud-
ied in inbred rodent strains congenic for either the entire or 
parts of the MHC. The importance of the MHC has been dem-
onstrated in congenic Lewis rats with different MHC haplo-
types but identical non-MHC genomic background. Lewis 
rats carrying the RT1.N haplotype are super- responsive, the 
same rat strain with the RT1.L haplotype is a poor responder, 
and the middle position is taken by Lewis rats of the RT1.
AV1 haplotype (Becanovic et al., 2004). The influence of 
non-MHC genes, however, became clear in another set of 
congenic rats: DA, LEW.1AV1, PVG.1AV1, and ACI rats 
all carry the identical RT1.AV1 haplotype, and, yet, their 
 susceptibility to MOG-induced EAE varies considerably. 
ACI rats are poor responders, PVG.1AV1 and LE.1AV1 are 
moderately affected, and DA rats develop severe disease (see 
Table 30.1).

A most effective technique to evaluate the importance 
of distinct genes in EAE pathogenesis relies on transgenic 
manipulation of the rodent germline. Introduction of genes 
via injection of DNA fragments into a fertilized egg, or trans-
gene transfer via lentiviral vectors has been achieved in most 
species used for EAE studies. However, knock-out technol-
ogy (i.e., the targeted elimination or disruption of defined 
genes) is still limited to mice due to lack of  suitable embry-
onic stem cells in other species. These technologies have 
provided a wealth of important new information about the 
role of disease-modifying genes including cytokines, adhe-
sion molecules, costimulatory factors, proteases (Gran et al., 
2004; Grewal & Flavell, 1996; Linker et al., 2005; Owens 
et al., 2001; Wong et al., 1999).

E. Pathogenesis of EAE: Autoimmune
 T and B Cells

For an extensive period of time, there was a general 
consensus that αβTCR+ myelin-reactive CD4+ T cells, the 
culprits of classical EAE, are typical TH1 lymphocytes 
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producing the pro-inflammatory cytokines IFNγ and IL-2 
as markers. This was based on the observation that indeed 
CD4+ T cell populations that transfer EAE contain lympho-
cytes expressing the TH1 phenotype (Ben-Nun et al., 1981; 
Kuchroo et al., 1992; Pettinelli & McFarlin, 1981; Zamvil 
et al., 1985b). This concept conflicted, however, with  studies 
that  neutralized IFN-γ with antibodies (Billiau et al., 1988) 
or induced EAE in IFN-γ-deficient mice (Krakowski & 
Owens, 1996; Willenborg et al., 1996); in both situations 
absence of IFN-γ had a paradoxical, enhancing effect on 
EAE. Recent work resolved this seeming contradiction. It 
led to the  discovery of a newly recognized subset of CD4+ 
T cells  (TH-17 cells), which produce IL-17 as marker cyto-
kine, rather than IFN-γ (Langrish et al., 2005; Park et al., 
2005), and that these cells require a mix of TGF-β, and IL-6 
for lineage decision, instead of IL-12 (Bettelli et al., 2006b; 
Veldhoen et al., 2006).

TH2 cells, the CD4+ lymphocytes producing IL-4 and IL-
10, which are traditionally credited with a function as bene-
ficial regulators in autoimmunity, may also have a pathogenic 
role, though under special conditions. MBP Ac1-11-specific 
TH2 CD4+ T cells of B10.PL mice (H-2u) were capable of 
transfering EAE to immune-compromised, RAG-deficient 
mice (Lafaille et al., 1997). Also, Th2-like T cells may be 
involved in allergic shock responses by mice primed to 
myelin peptides in the absence of full-blown clinical EAE 
(Pedotti et al., 2001).

As mentioned before, in MS brain lesions, it is CD8+ 
rather than CD4+ T cells that dominate the inflammatory 
infiltrates and expand there clonally (Babbe et al., 2000). 
In EAE, CD8 T cells rarely were considered as pathogenic 
effectors, but were described repeatedly in the function regu-
latory cells ( Abdul-Majid et al., 2003; Hu et al., 2004; Koh 
et al., 1992; Najafian et al., 2003; Sun et al., 1988). Only 
recently were myelin autoreactive CD8+ T cells identified as 
mediators of autoimmune brain inflammation. Independent 
groups characterized MBP (aa 79-87) specific CD8+ T cells 
in C3H mice (Huseby et al., 2001) and MOG (aa 40-55) (Sun 
et al., 2001) or 37-46 (Ford & Evavold, 2005) specific CD8+ 
T cells in C57BL6 mice.

Although T cells are the specific effectors in controlling 
location, character, and course of the autoimmune response 
in the CNS, they are not the only inflammatory cells required 
to bring about EAE. They are supported by members of the 
innate immune system, well-known makers of proinflamma-
tory and cytotoxic mediators such as cytokines, proteases, 
reactive oxygen species. Indeed, depletion of macrophages, 
which are abundantly found in EAE lesions, mitigates or 
prevents clinical EAE (Huitinga et al., 1990). Also mast cells 
contribute to EAE during T cell priming in the periphery as 
well as during the CNS inflammation as demonstrated in 
mast cell deficient mice, which reveal reduced pathogenesis 
in active and adoptive transfer EAE (Brenner et al., 1994; 
Gregory et al., 2005; Secor et al., 2000).

Mature B cells are clearly not required for the induction 
of purely “cellular” EAE. B cell deficient mice immunized 
with antigen or receiving transfers of encephalitogenic T 
cells readily develop acute and chronic EAE (Dittel et al., 
2000; Fillatreau et al., 2002; Hjelmström et al., 1998; Svens-
son et al., 2002; Wolf et al., 1996). Yet, autoantigen-specific 
B cells may substantially contribute to the pathogenesis of 
 disease, for example, by releasing myelin-specific B cell anti-
bodies binding to myelin, and thus initiate myelin destruction. 
This has been convincingly shown in the case of antibodies 
directed against MOG, a prime target autoantigen located at 
the outer myelin sheath. Anti-myelin  antibodies may act via 
opsonization of the myelin sheaths or by a direct toxic effect 
on oligodendrocytes (Marta et al., 2005). The importance of 
the antibody component in EAE pathogenesis is undermined 
by the fact that putatively “resistant” EAE models (e.g., BN 
rats) become susceptible and develop chronic demyelinating 
EAE after immunization against structurally intact MOG, 
which induces a demyelinating antibody response (Stefferl 
et al., 1999).

There may be additional ways that myelin-specific B 
cells amplify the pathogenic potential of T cells. Recently, 
two groups described double-transgenic mice that develop 
spontaneous EAE at young age. The mice have immune rep-
ertoire containing large proportions of MOG specific T and 
B cells (Bettelli et al., 2006a; Krishnamoorthy et al., 2006). 
It appears that both lymphocyte populations interact on 
different levels—privileged presentation of MOG, release 
of cytokines, production of demyelinating antibodies—to 
achieve the MS-like disease.

VI. B Cell Autoimmunity in Multiple 
Sclerosis

One prominent diagnostic feature of MS is the pres-
ence of oligoclonal bands of immunoglobulins (OCBs) in 
the cerebrospinal fluid (CSF). Due to their distinct electric 
charge they can be separated by electrophoresis. If these 
have been produced by a limited number of B cell clones, 
 electrophoresis separates them into discrete individual 
bands. In  contrast, in polyclonal mixtures, the single bands 
overlap and form together a broad coherent smear, as is the 
case in blood immunoglobulins.

In MS, OCBs are produced by a few immunoglobulin 
secreting B cell clones, located either in the leptomeningeal 
membranes surrounding the CNS tissues, or within the tissue 
itself. These are by no means exclusive to MS, but are noted 
also in other CNS conditions, mainly infections, and most 
MS patients do display OCBs, which makes them a useful 
diagnostic tool. Sequence analyses established genealogies of 
clonal B cells suggesting an antigen-driven immune response 
as the origin, but the target antigens (or autoantigens) remain 
to be established. Additional hints for B cell participation in 
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MS comes from histology of the lesion and from therapy. 
B cells have been described from the  beginning of modern 
immunocytochemistry, mainly within fresh plaques (Esiri, 
1980). Like in CSF B cells, parenchymal infiltrate B cells 
show evidence of antigen driven activation.

The opticospinal variant of MS, Devic’s disease, 
poses a particular enigma. A major proportion of patients 
have serum antibodies binding to aquaporin, a water chan-
nel involved in water homeostasis, and expressed, besides 
renal epithelia, also in astrocyte endfeet (Lennon et al., 
2005). Autoantigen turned out to be aquaporin (Lennon et 
al., 2005). A highly visible study of MS patients correlated 
autoantibodies binding recombinant MOG protein with a 
more violent course (Berger et al., 2003), a trial that has been 
reproduced in some, but not all succeeding studies.

Finally, and particularly promising, there seems to be a 
subset of MS patients who respond well to plasmapheresis. 
A recent retrospective study indicates that the responders 
have lesions of a type suggesting a pathogenesis comprising 
humoral autoantibodies as demyelinating agents (Keegan 
et al., 2005).

VII. Immune Demyelination

Destruction of periaxonal myelin sheaths is the hallmark 
of the MS lesion. It can be brought about either by inflam-
matory factors damaging the myelin sheath directly or more 
indirectly by injuring the myelin-forming glia cells, the oli-
godendrocyte. There are several mechanisms potentially 
contributing to either mode.

The most selective and possibly most efficient way to 
destroy central myelin is via humoral autoantibodies that 
bind to surface structures of the sheath. Fixation of the 
antibodies causes conformational changes in the immuno-
globulin constant Fc part, which allows them to recruit and 
activate complement, and/or macrophages. These then attack 
myelin mostly by perforating myelin membrane and eventu-
ally cause cell death by apoptosis or necrosis.

Obviously, humoral autoantibodies can bind only to anti-
genic structures, which stand out of the surface membrane. 
However, only a limited number of such targets seem to be 
accessible to autoantibodies. The most prominent of these is 
MOG, a member of the immunoglobulin gene superfamily. In 
quantitative terms, MOG represents only a minor component 
among all myelin proteins, but its importance as a potential 
autoantigen rests on its strategic positioning on the myelin sur-
face. MOG is located selectively on the outer surface of central 
myelin, protruding through the glycocalix that envelopes the 
membrane. MOG is not found in the inner wraps of myelin, 
and it is highly selective for the CNS. It is not produced by 
Schwann cells, the myelin-forming cell of peripheral nerves.

In addition to MOG, galactoside cerebroside (GalC), 
a glycolipid is a target for autoantibodies at least in culture 

and in vivo systems of experimental demyelination. Finally, 
it is possible that transmembrane PLP exhibits surface 
 epitopes that could be reached by humoral autoantibodies 
(Jung et al., 1996), although, to our knowledge, direct anti-
myelin cytotoxic effects of anti-PLP autoantibodies have not 
been reported.

As mentioned, the demyelinating potential of an anti-
MOG antibody has been shown first in two studies of 
mouse and rat EAE. The investigators induced classi-
cal EAE in rodent either by active immunization with 
EAE (Schluesener et al., 1987) or by transfer of activated 
encephalitogenic T cells (Linington et al., 1988), and then 
shortly before or during clinical EAE infused a MAb 8-
18C5 (Linington et al., 1984), an antibody specific for a 
conformational epitope of MOG (Brehm et al., 1999). In 
all cases, MOG binding autoantibody strikingly enhanced 
the clinical deficiencies, and histologically, produced large, 
confluent demyelinating plaques surrounding hyperacute 
inflammatory foci.

Similar changes were seen after active immunization of 
rodents (Adelmann et al., 1995; Amor et al., 1994) or pri-
mates (Genain et al., 1995a) with recombinant MOG, but not 
with MOG peptides. Although immunization of MOG peptide 
causes EAE via activation of encephalitogenic T cells, it does 
not induce demyelinating autoantibody responses. Demyelin-
ating autoantibodies are primarily binding to conformational 
determinants on MOG, are, however induced by immuniza-
tion against recombinant (i.e., correctly folded) MOG protein 
(Brehm et al., 1999; von Büdingen et al., 2002).

Finally, Litzenburger et al. (1998) created a transgenic 
knock-in mouse, whose germline J(H) locus was replaced by 
the rearranged immunoglobulin H chain V gene of Lining-
ton’s classic pathogenic MOG-specific MAb 8-18C5. These 
mice produce high titers of MOG binding autoantibodies, but 
do not develop spontaneous EAE. If, however, challenged by 
immunization against a strong T cell encephalitogen (e.g., 
PLP in complete Freund’s adjuvant), the animals produce 
a more intensive clinical EAE with larger  demyelinating 
lesions than their wild-type counterparts.

The observations made in experimental models of auto-
immune demyelination may well hold true for human MS 
as well. There is a particular pattern of MS plaque changes, 
which has been classified by Lassmann and Lucchinetti as 
antibody-mediated (Lassmann et al., 2001). Like in autoan-
tibody-enhanced EAE, in type II lesions, decaying myelin 
is decorated by immunoglobulin and activated complement 
(Lucchinetti et al., 2000). The bound immunoglobulin may 
include anti-MOG autoantibodies, as suggested by direct 
antigen binding studies (Genain et al., 1999) and by immu-
noglobulin elution (O’Connor et al., 2005). Most impor-
tantly, as indicated by a recent limited trial, patients with 
type II plaques seem to respond more vigorously to removal 
of humoral (auto)antibodies by plasmapheresis than patients 
with other lesion patterns (Keegan et al., 2005), a finding 
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that plausibly argues in favor of an active role of humoral 
autoantibodies in at least a subset of MS patients.

Anti-MOG reactive antibodies are found commonly in the 
serum of MS patients, but also in patients with other CNS 
disorders, or even in healthy volunteers (Lindert et al., 1999; 
Xiao et al., 1991). Of note, however, antibodies binding to 
contiguous peptide epitopes are much less tightly restricted 
to MS than are the much rarer anticonformational antibodies, 
the ones resembling demyelinating autoantibodies in EAR 
models (Haase et al., 2001). One study linked anti-MOG 
antibody titers to a particularly progressive course (Berger 
et al., 2003), an observation, which, however seems to have 
been diluted by subsequent trials (Rauer et al., 2006).

Type I lesions of human MS as well as most T cell mediated 
versions of EAE do not present evidence of humoral demyelin-
ation, but seem to be mediated purely by cellular mechanisms. 
Macrophage and T cells seem to attack myelin structures via 
inflammatory factors including pro-inflammatory cytokines, 
contact dependent “death signals,” and free radicals.

The confluent nature of demyelinating plaques suggests 
diffusable factors as mediators of myelin destruction. One 
of the first cytokines suspected to contribute to inflamma-
tory demyelination counts tumor necrosis factor-α (TNF)-α. 
(TNF)-α was reported to lyse myelinating CNS cell cultures 
(Selmaj & Raine, 1988). In vivo, large scale primary demye-
lination was noted in transgenic mice releasing large quanti-
ties of (TNF)-α into brain white matter (Probert et al., 1995), 
an effect that could be reversed by treatment with neutral-
izing anti-cytokine MAbs, and that is not dependent on the 
presence of immunocompetent lymphocytes (Kassiotis et 
al., 1999).

However, it is important to keep in mind that TNF-α has 
diverse functions and activities in the CNS inflammatory dis-
ease. It affects invasion of the CNS tissue by autoimmune T 
cells by controlling their transition from the perivascular cuff 
area into the parenchyma (Riminton et al., 1998), possibly 
by regulating proteases required to cross the  parenchymal 
basement membrane (Agrawal et al., 2006).

Furthermore, dependent on its concentration level in the 
tissue, TNF-α can assume a neuroprotective activity. In neu-
ronal cultures, the cytokine protects neurons from excitatory 
death (Cheng et al., 1994), or from the damaging effect of 
amyloid beta-peptide (Barger et al., 1995). In addition, in 
vivo experiments using mice with deficient TNF-α signaling 
chains argued in favor of TNF-α’s neuroprotective action in 
post-traumatic neuronal degeneration (Diem et al., 2001; Sul-
livan et al., 1999). The ambiguous action of TNF-α in CNS 
inflammatory disease may explain why a therapeutic trial 
testing a TNF-α inhibitor, a therapy with glorious success in 
rheumatoid arthritis (Feldmann & Maini, 2001), failed in the 
treatment of MS (The Lenercept MS Study Group and The 
UBC MS/MRI Analysis Group, 1999).

Like TNF-α, IFN-γ, the other main pro-inflammatory 
cytokine, appears to have a complex role in CNS inflam-

matory demyelination. Surprisingly, transgenic mice defi-
cient of IFN-γ or its receptor, show an enhanced sensibility 
to induction of EAE. Heremans and Billiau were the first 
to show that neutralization of IFN-γ paradoxically enhances 
EAE in some, though not in other strains of mice (Billiau 
et al., 1988). Along this line, susceptibility of IFN-γ or IFNγ 
receptor deficient mice is equal or even higher than in their 
wild-type littermates (Ferber et al., 1996; Krakowski & 
Owens, 1996).

Although there is evidence that the paradoxically pro-
tective effect of IFN-γ in -CFA induced EAE models may 
involve primarily the peripheral immunization phase, and 
the innate response to the mycobacterial adjuvant compo-
nent (Matthys et al., 2000), there may be an additional effect 
on the myelin sheath.

Recently, IFN-γ emerged as a pro-inflammatory cytokine 
with a possible myelinotoxic activity. One study reported 
that in the absence of an intact IFN-γ signaling chain, toxic 
myelin damage is alleviated, and there is evidence that the 
cytokine might act on microglia/macrophage activation and 
mobilization of oligodendrocyte progenitors (Maña et al., 
2006). In a similar system, administration of IFN-γ delays 
remyelination acting directly on the myelinating glia (Lin 
et al., 2006).

Proteases are tightly associated with the unfolding and 
lasting inflammatory anti-myelin response. Proteases are 
commonly present in the cerebrospinal fluid both of ani-
mals with EAE (Gijbels et al., 1993) as well as in patients 
during active phases of MS (Leppert et al., 1998). They 
have numerous and diverse effects in the development of 
inflammatory demyelination. Proteases (e.g., members of 
the MMP family) may contribute to the passage of inflam-
matory cells through the endothelial blood–brain barrier 
and its associated basal laminas (Agrawal et al., 2006). 
Other proteases, released by activated macrophages (Hen-
driks et al., 2005), may directly act from outside on the 
myelin sheath (Scarisbrick et al., 2002). This is in con-
trast with caspases, proteases located within the cell, 
which drive apoptosis of myelinating oligodendrocytes 
(Hisahara et al., 2001). Interestingly, there are particular 
proteases that degrade proteins that inhibit demyelination 
and thus support remyelination in demyelinated plaques 
(Larsen et al., 2003).

A final, as-yet unproven but attractive mechanism of 
myelin destruction involves direct lysis of class I induced 
axons by cytotoxic CD8+ T cell axons. This mechanism 
is speculative, indeed, but it rests on indirect, but com-
plementary pieces of evidence. Firstly, it is important to 
know that, in contrast to T cell mediated EAE models, the 
active MS lesion indeed is dominated by CD8+ T cells, 
potential cytotoxic killer cells (Friese & Fugger, 2005). 
These lymphocytes invade the affected parenchyma, and 
they seem to expand there (Babbe et al., 2000; Skulina 
et al., 2004). Direct cytotoxic effects of CNS  infiltrating 
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CD8+ T cells have not been shown to date, but in another 
putative CD8+ mediated CNS disease, paraneoplastic 
Rasmussen’s encephalomyelitis, CD8+ T cells were shown 
apposed to class I expressing neurons, directing their 
granzyme B vesicular apparatus toward their targets (Bien 
et al., 2002).

That indeed class I induced neurons can be attacked 
directly by CD8+ killer T cells, has been shown in a rodent 
culture system. Rat hippocampus neurons paralyzed by tetro-
dotoxin were induced by interferon-γ treatment to express 
intact class I protein (Neumann et al., 1995), then exposed 
to a viral antigenic peptide. These neurons immediately 
were attacked by virus-specific CD8+ T cells, when cul-
tured together. Interestingly, the killer T cells first attacked 
axons and disrupted them within half an hour in a perforin 
 dependent fashion (Medana et al., 2001).

Obviously, lysis of cultured neurons by virus-specific 
T cells is a situation far remote from the pathogenesis of 
human MS, where a cytotoxic action of myelin-specific 
autoimmune killer T cells on oligodendrocytes would be 
predicted. Again, such interaction has not been shown for-
mally, but in principle, such a mechanism appears feasible. 
Under regular conditions, oligodendrocytes do not expose 
MHC class I nor class II proteins. In fact, developmentally 
enforced production of MHC class I determinants either by 
targeting the polymorphic class I H chain gene into oligo-
dendrocytes (Power et al., 1996; Turnley et al., 1991; Yosh-
ioka et al., 1991), or the class I-inducing IFN-γ gene (Corbin 
et al., 1996; Horwitz et al., 1997) seems to interfere with 
regular myelination of the CNS in transgenic mice (Corbin 
et al., 1996).

However, expression of class I antigens can be induced 
in mature oligodendrocytes, and such class I positive oligo-
dendrocytes qualify as potential targets of class I-restricted 
CD8+ killer T cells. Oligodendrocytes express de novo class 
I in response to virus infections in rodents (Redwine et al., 
2001; Suzumura et al., 1986), and also in humans with viral 
(e.g., JC virus) encephalomyelitis (Achim & Wiley, 1992) 
and MS plaques (Höftberger et al., 2004).

Myelin-specific CD8+ T cells have been described by sev-
eral groups recently. The first report by Huseby et al. (1999) 
described the isolation of MBP-specific CD8+ T cells from 
shiverer mutant mice lacking MBP (see Table 30.2). These 
T cells transferred to naïve recipients severe EAE with 
unconventional neurological defects (Huseby et al., 2001). 
MOG-specific CD8+ T cells were derived from wild-type 
mice immunized against a MOG peptide. These T cells were 
also encephalitogenic, when transferred to hosts expressing 
MHC class I, but not to class I knock-out mice (Sun et al., 
2001). None of these T cells, however, have been directly 
monitored for direct cytotoxic killing of oligodendrocytes 
in vitro or in vivo.

To date, there are good reasons to search for myelin-spe-
cific CD8 T cells, which could have a pathogenic function 

in MS or its experimental models, but such evidence is still 
standing out.

VIII. Beneficial Brain Autoimmunity?

Nature rarely, if ever, produces nonsense. So, is there a 
good reason for the existence of so many autoreactive 
T cells in the healthy immune system? Do we have to con-
sider these cells solely as potential time bombs, threatening 
to attack ourselves throughout our lives? Or could they have 
a  positive, beneficial function?

Irun Cohen was presumably the first to comprehend the 
preformed immune repertoire not only as a shield protecting 
us against intruded exogenous microbes, but as a tool sup-
porting tissue repair and regeneration. Impressed by the abun-
dance of auto-reactive T cells complementary to essentially 
all organ-“specific” self-determinants, he proposed the con-
cept of the Immunological Homunculus (Cohen, 1992). This 
concept implies that the immune system has a positive image 
of the body’s antigenic universe. The homunculus concept 
derives from neurobiology, where the neurological homuncu-
lus describes the contiguous projection of the individual parts 
of the body to correspondingly located regions in motor and 
sensible brain areas. Accordingly, each organ with its specific, 
antigenic structures is projected in the immune repertoire, 
where it forms a complementary immunological homuncu-
lus. This representative internal immune image helps immune 
cells to scan the body’s tissues, for integrity and its loss, and if 
so required, to contribute to tissue restoration.

The homunculus concept of beneficial immunity was veri-
fied experimentally by several groups, most consequently by 
the group of Michal Schwartz (Schwartz et al., 1999). Study-
ing the effect of inflammation on regeneration of spinal cord 
trauma, the workers first explored transfers of macrophages 
into lesions. Blood-derived autologous macrophages instilled 
into the gap between two separated axonal stumps, signifi-
cantly increased axon regeneration as assessed by  histology 
and electrophysiology (Rapalino et al., 1998).

Later the investigators extended their studies to “true” auto-
immune T cells, namely MBP-specific T cell line cells. These T 
cells transfer EAE in intact hosts, but at the same time they exert 
a beneficial effect when infused into rodents suffering from 
traumatic neuron degeneration, such as a partially crushed optic 
nerve (Moalem et al., 1999). The autoimmune therapy strategy 
was reproduced by the group in a variety of different models of 
neuronal degeneration with a variety of brain autoantigens (or 
modifications thereof) as targets (Schwartz & Moalem, 2001). 
Some of these results have been repeated by some (Benner et 
al., 2004), but not other groups (Jones et al., 2004).

Therapeutic use of de facto autoimmune responses has been 
made recently in animal models of Alzheimer’s disease, where 
accumulation of amyloid-derived complexes plays a pivotal 
role in the neurodegenerative process. Immunization of trans-
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genic mice against the Aß peptide led to the resolution of amy-
loid deposits (Schenk et al., 1999). Vaccination of people with 
Alzheimer’s disease against amyloid peptides came to a mixed 
result. A number of the treated patients showed beneficial 
effects with a slowed decline of cognitive capacity, but other 
patients developed meningoencephalitis (Hock et al., 2003). 
The positive treatment effects may be mediated by humoral 
antibodies that bind to aggregated amyloid in the CNS and ini-
tiate their clearance. Hence, current efforts are aimed at devel-
oping protocols that lead to the production of such antibodies, 
while avoiding a cellular autoimmune attack.

Another vaccination approach using humoral antibodies 
is emerging in the field of post-traumatic axonal regenera-
tion. Historically, a monoclonal antibody, which neutralized 
in vitro suppression of axonal migration by CNS myelin 
marked the beginning of this field (Caroni & Schwab, 
1989). After years of search, the target of this MAb was 
identified as Nogo A simultaneously by three groups (Chen 
et al., 2000; GrandPré et al., 2000; Prinjha et al., 2000).

Vaccination with recombinant protein or Nogo-encoding 
DNA is thought to neutralize the inhibitory effect on CNS 
myelin. A problem is that CNS expression may result in T 
cell mediated autoimmunity. Expression outside of CNS may 
undermine CNS targeted effect. Finally, Nogo is not the only 
axonal inhibitor. Myelin-associated glycoprotein (MAG) 
and oligodendrocyte-myelin glycoprotein (OMgp) similarly 
inhibit neuronal outgrowth, interestingly as Nogo signaling 
via Nogo 66 receptor. Obviously, vaccination using active or 
passive immunization appears as a useful strategy to support 
axonal regeneration after traumatic neuronal lesions, but 
like immunotherapy of Alzheimer’s disease, there is a risk of 
inflammatory side effects that have to be contained.
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I. Introduction

A. The Neuromuscular Junction

Despite the considerable knowledge that has accrued 
 concerning central synapses, the neuromuscular junction 
(NMJ) remains a protypic synapse, although its structure 
is rather different from those of the CNS. The unmyelin-
ated motor nerve terminals are separated by a 500 A syn-
aptic cleft from the postsynaptic muscle membrane (see 
Figure 31.1). The synaptic cleft contains a basal lamina 
that includes many of the proteins that are found else-
where in extracellular matrices, such as collagens, lami-
nins, fibronectin, and perlecan, but some of the isoforms 

(e.g., collagen IV) are specific (Sanes & Lichtman, 1999, 
2001). These proteins are not only important structural 
elements, but they help anchor some of the key elements 
involved in NMJ development and function. For example, 
perlecan anchors acetylcholine  esterase (AChE) via ColQ, 
a collagen like molecule, and agrin and neuregulins, that 
are secreted from the nerve  terminal, concentrate in the 
basal lamina where they can interact with their targets on 
the postsynaptic membrane. Some of these interactions 
are important for the location of membrane proteins such 
as voltage-gated calcium channels presynaptically (Nishi-
mune et al., 2004) and the dystroglycans post-synaptically 
(Patton, 2003).

The postsynaptic membrane at the neuromuscular junc-
tion forms a series of folds, and these are particularly deep 
and complex in human muscle (Slater, 2003; Wood & Slater, 
2001). The acetylcholine receptors are found at the top one-
third of these folds, whereas the voltage-gated sodium chan-
nels are anchored at the bottom of the folds (diagrammatically 
illustrated in Figure 31.1). The developmental  neurobiology 
of the neuromuscular junction has been an area of very active 
research (Sanes & Lichtman, 2001), and many of the key 
 proteins are relevant to the diseases to be discussed. 
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When the nerve impulse reaches the motor nerve termi-
nal, the depolarization opens voltage-gated calcium channels 
(VGCCs) that are located in active zones along the terminal 
membrane where it abuts the muscle (see Figure 31.1). 
The resulting transient, and highly localized, influx of cal-
cium leads to the release of individual packets or “quanta” 

of acetylcholine (ACh) into the synaptic cleft. About 10,000 
molecules of ACh are stored in each packet and many of 
these succeed in avoiding immediate hydrolysis by AChE. 
This is probably because the density of AChE molecules in 
the  primary  synaptic cleft is lower than that of the AChRs 
on the  postsynaptic membrane, and the hydrolysis of each 
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Figure 31.1 The neuromuscular junction and acetylcholine receptors. (A) Electronmicroscopic image of the human neuromuscular junction. 
The nerve terminal contains a mitochondrion and many synaptic vesicles. The basal lamina can be seen as a thin line between the pre- and post-
synaptic membranes. The tops of the post-synaptic folds are electron dense due to the high density of AChRs. The folds are very long and below 
them the muscle fibrils can be seen in cross-section (courtesy of Prof. Clarke Slater). (B) Diagrammatic representation of the NMJ with the ion 
channels and other molecules that are essential for its normal function and that are targets for autoimmune and genetic diseases.
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molecule of ACh is  relatively slow. Thus the ACh can bind, 
instead, to the acetylcholine receptors (AChRs) on the post-
synaptic membrane. This leads to the opening of the AChR 
associated ion channels and depolarization of the motor end-
plate, which can be measured by an intracellular electrode as 
an endplate potential (EPP) or, under voltage clamp condi-
tions, as an endplate current (EPC; see Figure 31.1). The EPP 
in normal human muscles is around 20 mV, representing the 
release of about 30 packets of ACh. Miniature EPPs (MEPPs) 
are the much smaller depolarizations that occur when a packet 
of ACh is spontaneously released. Their amplitude and dura-
tion are useful indicators of AChR function in disease states 
since they reflect the density of AChRs and the kinetics of the 
individual AChRs.

Under normal conditions, the EPP rapidly depolarizes the 
postsynaptic membrane from its resting potential of around 
−70 mV. When it reaches a critical firing threshold, the volt-
age-gated sodium channels open and an action potential is 
initiated that propagates along the muscle fiber, activating 
the contractile apparatus. The AChRs close spontaneously, 
ACh unbinds, and ACh is hydrolyzed by AChE, thus limit-
ing the duration of the response. Presynaptically, the  calcium 
channels close spontaneously, the resting membrane poten-
tial is restored by efflux of potassium through voltage-
gated potassium channels and the electrochemical gradient 
maintained by the sodium/potassium ATPase. The extent to 
which the EPP exceeds that necessary to initiate the action 
potential usually is called the safety factor for neuromus-
cular transmission (see Wood & Slater, 2001). Interestingly, 
as will be discussed, the pre- and post-synaptic membranes 
communicate with each other, and changes in function on 
one side of the synapse may be reflected by compensatory 
changes on the other.

The neuromuscular junction also has provided a model 
for different disease processes. It is particularly vulnerable 
to circulating factors because it has no blood–brain bar-
rier. In various parts of the world, envenomation (by, for 
instance, snakes, spiders, scorpions) causes neuromuscular 
junction paralysis or hyperexcitability (see Hodgson et al., 
2002; Senanayake et al., 1992 for reviews). Botulism is still 
a major problem in some countries. Poisoning by environ-
mental or self-administered insecticides that block AChE is 
common, and there are a variety of plant extracts that also 
interfere with neuromuscular transmission. By contrast, the 
most common disorders in the western world are caused by 
autoantibodies to the ion channels on the pre- and post-syn-
aptic membranes, or associated proteins. This review will 
concentrate on these conditions and disease mechanisms but 
will not discuss in any detail the immunological aspects of 
these disorders.

Throughout this review, emphasis will be placed on the 
general concepts regarding disease specificity, mechanisms, 
phenotypic variability, and compensatory mechanisms. 
Understanding these still represents a challenge.

II. Autoimmune Disorders

A. Myasthenia Gravis

1. Clinical Features and History

Myasthenia gravis usually presents in young adult or 
adult life as muscle weakness and fatigue, which can be gen-
eralized or limited in distribution. Fatigue can occur during 
any task that requires repetitive movements. Typically the 
extraocular muscles of the eye are involved, causing double 
vision, and ptosis may result from weakness of eye-lid eleva-
tion. Involvement of the facial and bulbar muscles can result 
in loss of smile, poor speech, and choking, and this and 
respiratory muscle weakness can be life-threatening. Cho-
linesterase inhibitors, by prolonging the action of ACh, tend 
to lead to clinical improvement (for reviews of the clinical 
features of MG, see Drachman, 1994; Vincent et al., 2000).

There is a long history of hypotheses regarding the 
molecular basis of myasthenia gravis (MG). At the begin-
ning of the twentieth century it was proposed that the weak-
ness might be due to an autotoxic circulating factor that 
interfered with neuromuscular transmission (see Vincent 
2002 for a review). It was only when the quantal nature of 
neuromuscular transmission was demonstrated in the 1950s 
by Katz and his colleagues that better understanding of the 
disease could be achieved. First it was found that the minia-
ture endplate potentials are reduced substantially in muscle 
biopsies from MG patients (Elmqvist et al., 1964). This 
was interpreted as due either to a reduction in the amount 
of ACh in each quanta or to a reduction in the postsynaptic 
sensitivity to ACh. At that time the existence of receptors for 
ACh was still hypothetical, since there was no direct way 
of measuring them. Quite independently, it was found that 
the snake toxin, α-bungarotoxin, from the Taiwan banded 
Krait, bound irreversibly to the neuromuscular junction, and 
that it bound highly specifically to receptors for ACh (see 
Chu, 2005). It was then possible to show that the number of 
AChRs was reduced at the neuromuscular junctions of MG 
patients using 125I-α-bungarotoxin to measure the AChRs 
(Fambrough, Drachman & Satyamurti, 1973).

The electric organs of eels and rays are derived from 
branchial arch myotubes and related to muscle (see Keesey, 
2005). Each organ is made up of stacks of flat cylindrical 
plates whose ventral surface is studded with AChRs. The 
AChRs were purified from detergent extracts of these tissues 
using Krait neurotoxins, such as α-cobratoxin, for affinity-
chromatography. Patrick and Lindstrom (1973) found that 
rabbits, and subsequently other species, developed muscle 
weakness when immunized with purified Torpedo or eel 
AChR and their weakness responded to cholinesterase inhib-
itors (Patrick & Lindstrom, 1973). Following this seminal 
observation, Lindstrom and colleagues (1976) established 
a radioimmunoprecipitation assay for AChR antibodies and 
showed its specificity for the diagnosis of MG.
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It was not until somewhat later that the subunit structure 
and N-terminal sequences of the AChR subunits could be 
identified, leading eventually to the cloning and expression 
of many species of AChR. The AChR is an oligomeric mem-
brane protein consisting of five subunits (see Figure 31.2): α2, 
β, γ, and δ in embryonic or denervated muscle (fetal form), 
and α2, β, δ, and ε at the adult endplate (adult form). The 
antibodies are measured by immunoprecipitation of 125I α-
BuTx labeled AChR extracted from ischemic human muscle, 
which consists mainly of the fetal form (because ischemia 
causes denervation) or more recently from cell lines expressing 
adult and fetal AChRs, respectively (Beeson et al., 1996). 
AChR antibody titers vary widely between patients, ranging 
from 0 to more than 1000 nm/l, with little correlation with 
clinical severity between individuals. The AChR antibod-
ies are very heterogeneous between and within individuals, 
as demonstrated by studies on their light chains, IgG sub-
classes, and ability to bind to different regions on the AChR 
(Vincent et al., 1987). Nevertheless, within an individual 
the levels correlate well with clinical response to treatments 
such as plasma exchange (Newsom-Davis et al., 1978) and 
immunosuppression with steroids. Most importantly, the role 
of serum antibodies can be demonstrated by passive trans-
fer of purified IgG from MG patients to mice; this results 

in reduced numbers of AChRs and reduced amplitude of 
the miniature endplate potentials in the mouse muscle (like 
those in the patients’ muscles; Toyka et al., 1975).

2. Epidemiology and Clinical Heterogeneity

Ocular MG MG often presents with extraocular mus-
cle weakness (leading to diplopia) and may never spread 
to other muscles. It is still not clear why the extraocular 
muscles are so susceptible, although it is notable that they 
are often the first to be affected during botulism or follow-
ing envenomation with snake neurotoxins. In general they 
should be resistant to fatigue with high blood flow, mito-
chondria content, and metabolic rate (Yu Wai Man et al., 
2005). However, the motor unit sizes are small and the fir-
ing frequencies high, and the extraocular muscles consist of 
twitch and tonic muscle fibers, some of which have multiple 
neuromuscular  junctions rather than a single one in each 
fiber. In these fibers there is no action potential generated; 
rather the endplate potential itself is responsible for activat-
ing the contractile apparatus. Thus any reduction in the end-
plate potential, as would occur when AChRs are lost, could 
have a direct effect on the strength of muscle contraction. 
The multiple-innervated endplates may also contain fetal-
type AChRs (Kaminski & Ruff, 1997), which could make 
them susceptible to the action of antibodies specific for fetal 
AChRs, but this is unlikely to be a significant factor in their 
susceptibility. In fact, overall the extraocular muscles are a 
rich source of adult-type AChRs (McLennan et al., 1997).

One factor that might make the extraocular muscle more 
susceptible in MG is the low expression of complement 
regulators, which are now known to be expressed at higher 
concentration in other muscles (Kaminski et al., 2004); this 
would make them more vulnerable to complement-mediated 
damage. Interestingly in the Lambert Eaton myasthenic syn-
drome (LEMS, see later), in which complement-mediated 
damage is not thou ght to occur, ocular muscle weakness is 
uncommon.

3. Generalized AChR

In Eastern countries, particularly Chinese populations, 
ocular MG is common and frequently occurs in children 
(Zhang et al., 2007). Most patients in the Western world, 
however, progress to generalized weakness, at least if not 
treated promptly. These patients can be divided into early 
onset, late onset, and thymoma-MG, depending on the pres-
ence of AChR antibodies, age at onset, HLA association, and 
thymic pathology (Compston et al., 1980; see Table 31.1). 
The association of early onset MG with HLA B8DR3 hap-
lotype suggests genetic susceptibility to development of MG 
in this age group (Compston et al., 1980). This may relate 
to polymorphic variants in the AChR genes (Djabiri et al., 
1997) as well as in the major histocompatibility, HLA, genes 
(Giraud et al., 2004; Vandiedonck et al., 2004). However, 
there is no evidence that the AChR antibody characteristics 
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Figure 31.2 The two forms of the acetylcholine receptor. The acetyl-
choline receptor is a pentameric membrane protein that occurs in an adult 
and fetal isoform. Acetylcholine (ACh) and alpha-bungarotoxin (α-bunga-
rotoxin) bind to sites on the interfaces between the α and adjacent  subunits. 
Many of the antibodies in myasthenia bind to a main immunogenic region 
on the two α subunits. Other antibodies are specific to the γ subunit and 
if present in mothers can cause fetal paralysis by inhibiting fetal AChR 
 function.
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or pathogenic mechanisms characteristically differ between 
these three groups, suggesting that the antibodies are the 
common final pathway that can be reached by a number of 
different etiological routes. In the older patients, the HLA 
association is less clear (but not B8DR3) and the thymus 
is essentially normal for age. Importantly, these patients are 
being recognized much more frequently in the population, 
and may well be underdiagnosed or misdiagnosed as stroke 
or motor neuron disease (Vincent et al., 2004).

 4. Neonatal Myasthenia Gravis and Arthrogryposis  
 Multiplex Congenita

A proportion of babies born to MG mothers have tran-
sient respiratory and feeding difficulties, owing to transpla-
cental transfer of maternal AChR antibodies. According to 
the only available study (Hesselmans et al., 1993), the adult 
AChR is expressed at many NMJs in the fetus by 33 weeks 
gestation. The effects on the fetus, therefore, will depend 
not only on the maternal antibody levels but also on the effi-
ciency of transfer at different stages of the pregnancy and 
the specificity of the antibodies for fetal or adult AChR. In 
a few reported cases, mothers with MG have given birth 
to babies with arthrogryposis multiplex congenita, a rela-
tively common condition that arises within any situation 
that reduces fetal movement in utero, and involves fixed 
joint contractures associated with inadequate development 
of the lungs. When associated with maternal antibodies, it 
is not uncommon for several consecutive pregnancies to 
be affected. The mother’s antibodies completely inhibit the 
function of fetal AChR, but do not necessarily have an effect 
on adult AChR function; this explains the fetal paralysis and 
development of deformities (Polizzi et al., 2002). In some 
cases, the maternal antibodies are relatively specific for the 
fetal form and the mother herself is asymptomatic (Vincent 
et al., 1995). An animal model of this condition was induced 
by injecting the maternal plasmas into pregnant mice; the 
offspring were found to be paralyzed and to exhibit fixed 
joint contractures (Jacobson et al., 1999). Maternal anti-
bodies to other antigens are beginning to be considered 

as a possible cause of other developmental disorders (e.g., 
Rothenberg et al., 2004).

5. Etiology

Despite several decades of research, the etiology of MG is 
unknown. An understanding of the etiology should be derived 
from a full characterization of the AChR antibodies since they 
should reflect the precipitating event. All studies have shown 
that the AChR antibodies are heterogeneous and bind variably 
to several sites on the AChR. They are mainly IgG1 and IgG3 
subclasses, which bind and activate complement effectively 
(Vincent et al., 1987). The antibodies, at least those that are 
measured in the radioimmunoprecipitation assays used rou-
tinely for diagnosis, bind with high affinity (or avidity) to 
detergent-extracted human AChR, and do not bind well to 
denatured or recombinant subunits on western blots, and very 
variably to AChR extracted from muscles derived from other 
mammalian species. The binding sites on the AChR were 
therefore defined by competition with monoclonal antibodies 
raised against purified electric fish AChRs (see Tzartos et al., 
1998). The monoclonal antibodies bound mainly to a “main 
immunogenic region” (MIR) on the two AChR alpha subunits 
(Tzartos et al., 1981), and competed with a high proportion of 
MG antibodies. A recent publication, however, demonstrates 
that antibodies to the MIR are not necessarily predominant 
in all patients (Fostieri et al., 2005; although these antibodies 
may be the most pathogenic because of their ability to bind 
 divalently to the AChRs). Moreover, immunization against 
purified fetal-type AChR produced monoclonal antibodies 
that bound to alpha, beta, delta, and gamma subunits (Whiting  
et al., 1986), and competed more variably with antibodies in 
different patients for binding to human AChR.

Overall, the characteristics of the antibodies suggest 
that the human AChR is the immunogen in MG, and that 
the antibodies do not arise as the result of a cross-reaction 
with microbial antigens (e.g., Schimmbeck et al., 1981; 
 Stefansson et al., 1985) or as the result of an imbalance in an 
idiotypic network (Dwyer et al., 1986). An alternative pos-
sibility, however, is that an event that generates a low-affinity 

Table 31.1 Subtypes of Myasthenia Gravis

 Age at Onset HLA Association Thymic Pathology AChR Antibodies

AChR-MG    
Early onset <40 years DR3 B8 Hyperplasia High
Late onset >40 years DR2B7 but not  Normal for age Low
    very strong
Thymoma Variable None known Thymic tumor Moderate
Ocular Variable None known Not known Low or negative
AChR/MuSK  Variable None known Hyperplasia in some Negative
 negative MG
MuSK-MG Variable DR14DQ5 Normal for age Negative
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or cross-reactive antibody may lead, by a process of determi-
nant spreading and somatic mutation, to a high affinity reac-
tion against the AChR (Vincent et al., 1994; and see Vincent 
et al., 1998 for discussion).

6. Pathophysiology

Early studies on neuromuscular junctions in patients’ 
muscle biopsies showed that the main defect was a reduc-
tion in the number of functional AChRs (Fambrough et al., 
1973), and that this was sufficient to explain the reduced 
amplitude of miniature endplate potentials (Elmqvist et al., 
1964) and the patients’ weakness. Indeed there was a corre-
lation between miniature endplate potential amplitudes and 
α-bungarotoxin binding to NMJs (Ito et al., 1978).

The loss of AChRs results from several immunologically 
mediated processes. First some antibodies might produce 
a pharmacological blockade of ACh-induced ion channel 
function. Antibodies to the ACh/α-BuTx binding site are 
found in many MG patients (Vincent & Newsom-Davis, 
1982), but they usually comprise only a small proportion of 
the total AChR antibody population. Some MG sera block 
function substantially in muscle cell cultures (e.g., Wein-
berg & Hall, 1979), and sometimes the effect is transient 
(Bufler et al., 1998), but inhibition of AChR function at 
neuromuscular junction has been shown only in a few stud-
ies (e.g., Burges et al., 1990). However, after an overnight 
incubation in MG sera, a reduction in AChRs can be dem-
onstrated in cell lines. Several authors clearly demonstrated 
that this was the result of cross-linking of AChRs by diva-
lent antibodies (e.g., Appel et al., 1977; Heineman et al., 
1977; Heineman et al., 1978). These studies looked at the 
degradation of 125I-bungarotoxin-labeled AChRs, which are 
normally internalized and degraded with release of 125I into 
the medium. In cultured cells this process has a half-life of 
around 10 to 16 hours, but in the presence of AChR anti-
bodies, the half-life fell to less than 10 hours.

Similar approaches were used in the mouse passive trans-
fer model. 125I-bungarotoxin was injected in to the thoracic 
cavity in order that it could bind to the diaphragm neuromus-
cular junctions before injection of the MG IgG preparation. 
The 125I-bungarotoxin labeling decreased faster compared 
to control treated animals, and the half-life of the AChRs 
was reduced from about 10 days to less than 5 days  (Stanley 
et al., 1978; Wilson et al., 1982a). Moreover, the appear-
ance of new AChRs could be analyzed by pretreating the 
AChRs with cold bungarotoxin, to block specific binding of 
125I-bungarotoxin, and then measuring ex vivo the appear-
ance of new 125I-bungarotoxin binding sites (AChRs). These 
experiments showed that the MG antibodies could increase 
the synthesis rate of new AChRs (Wilson et al., 1982b), as 
well as the degradation rate. Since then, analysis of muscles 
from MG patients has confirmed an increase in the expres-
sion of AChR subunits (Guyon et al., 1998). Thus from these 
studies, the amount of AChR at the NMJ will be a balance 

between the degradation induced by antibodies and the com-
pensatory increase in AChR synthesis.

A major pathogenic mechanism at the neuromuscular 
junction is complement-mediated destruction of the post-
synaptic membrane. This was studied mainly by Engel and 
his colleagues (reviewed in Engel 1984) in MG as well as 
its animal model, EAMG, in rats. They found IgG localized 
to the NMJ (Engel et al., 1977; Sahashi et al., 1977) and 
the distribution tended to correspond to the distribution of 
remaining AChRs (determined by peroxidase-bungarotoxin 
binding). There were deposits of complement components 
C3 and C9, and of the membrane attack complex (MAC), 
and the synaptic cleft was widened and contained debris 
that also immunostained for IgG and complement (Sahashi 
et al., 1980). Interestingly, the amount of the MAC appeared 
to correlate inversely with the number of AChRs, suggest-
ing that the terminal membrane attack complex is directly 
responsible for AChR loss (Engel & Arahata, 1987). The 
results of this process would not only lead to loss of AChR-
containing membrane but also to loss of the post-synaptic 
folds. Most NMJs from MG patients have marked simpli-
fication of the post-synaptic folds even in the absence of 
other damage. Since the voltage-gated sodium channels are 
thought to be situated at the bottom of these folds, their loss 
would have the effect of increasing the threshold for neuro-
muscular transmission, and reducing the safety factor. This 
was demonstrated both in MG and experimental MG by Ruff 
and Lennon (1998). The amount of current that needed to 
be injected post-synaptically (simulating an EPP) in order to 
initiate an action potential was increased at the NMJs, pre-
sumably because the loss of post-synaptic folds had reduced 
the number of voltage-gated sodium channels.

The three main mechanisms considered earlier probably 
vary to some extent between patients, although it is difficult 
to study this since few biopsies are available. It seems very 
likely that there are differences in the degree of complement 
mediated attack according to the specificity and IgG sub-
class of the antibodies, the patient’s complement levels, and 
the ability of the NMJ to repair itself during this process. 
In addition, complement regulatory proteins have been iden-
tified at the NMJ (Kaminski et al., 2003) suggesting another 
disease modifying factor that might be important in individ-
ual patients.

In addition, like most biological systems, the neuromus-
cular junction tries to compensate for the loss of AChRs that 
causes interference with neuromuscular transmission, by 
increasing AChR synthesis, as mentioned previously. In addi-
tion, the motor nerve also seems to recognize the impaired 
neuromuscular transmission. An increase in the number of 
ACh packets released, which correlated inversely with the 
amplitude of the MEPPs at individual endplates (Plomp et al., 
1994), indicates that retrograde signaling from the postsyn-
aptic to presynaptic components can lead to  compensatory 
changes in ACh release. How this occurs and whether it 
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involves modulation of existing nerve terminal proteins or 
synthesis of new proteins, either in the motor neuron cell 
body or at the motor nerve terminal, is still unknown.

Overall, whatever the combination of mechanisms 
involved, the antibodies cause a reduction in the endplate 
potential so that it does not reach the critical firing thresh-
old—either initially or during repeated effort (when the 
release of ACh naturally decreases a little). As a result of 
these changes, there is weakness at rest and/or increasing 
fatigue during sustained efforts.

7. The Thymus in MG

There are two main thymic pathologies in MG patients 
(see Table 31.1). In younger patients, usually under the age 
of 50, the thymus often is enlarged with frequent lympho-
cytic infiltrates and germinal centers, similar to those found 
in lymph nodes. Normally the thymus does not contain many 
B cells or antibody-producing plasma cells, but it does con-
tain muscle-like myoid cells that lie sparsely in the thymic 
medulla and express fetal AChR (Schluepp et al., 1987) and 
other muscle proteins (Mesnard Rouiller et al., 2004). In MG 
these myoid cells may be found at the edge of the germinal 
centers, suggesting that their AChR may stimulate the aber-
rant immune response (Roxanis et al., 2002). It is possible 
that the epithelium of the thymic medulla may also express 
individual AChR subunits, as shown by lacZ reporter gene 
expression in cultured epithelial cells (Salmon et al., 1998). 
The germinal centers contain T and B cells specific for AChR 
(see Roxanis et al., 2003) and AChR antibodies are synthe-
sized by cultured thymic lymphocytes ex vivo  (Scadding 
et al., 1981). Removal of the thymus results in a moderate 
fall in AChR antibody with clinical improvement in a pro-
portion of patients (Vincent et al., 1993), although most also 
require long-term immunosuppressive treatments.

A thymic tumor, thymoma, is found in about 10 per-
cent of MG patients. It usually presents in middle age 
and may be associated with other autoimmune disorders, 
including acquired neuromyotonia (see later). The relation-
ship between the tumor and the disease is not clear. The 
thymoma itself does not contain myoid cells, and AChR 
subunits are present at very low levels, with the exception 
of the adult-specific epsilon subunit (McLennan et al., 
submitted), although epitopes of AChRs may be present 
in the epithelial cells (Marx et al., 1989) as suggested by 
the study mentioned earlier. However, the adjacent normal 
thymus will contain AChR-expressing myoid cells and it 
is possible that abnormal sensitization of T cells to AChR 
epitopes within the thymoma initiates an immune response 
against the epsilon subunit, which then leads, via determi-
nant spreading, to the immune response against the whole 
AChR that typifies MG (discussed in Vincent et al., 1998). 
Thymomas appear to generate mature CD4 and CD8 T 
cells (Buckley et al., 2001) or, in another study using dif-
ferent techniques, naïve T cells (Strobel et al., 2002) that 

may lack regulatory capacity (Strobel et al., 2004). Nev-
ertheless, thymectomy generally does not lead to clinical 
improvement and most patients require immunosuppres-
sive treatments.

8. Myasthenia Gravis without AChR Antibodies

About 10 to 15 percent of all MG patients with general-
ized symptoms do not have detectable AChR antibodies by 
current laboratory methods. Their symptoms are similar to 
those of other MG patients, although bulbar symptoms are 
more common (see later), and they respond well to plasma 
exchange, indicating an antibody-mediated condition. In 
addition, their immunoglobulins passively transfer a defect 
in neuromuscular transmission to mice (Burges et al., 1994; 
Mossman et al., 1986).

Earlier studies indicated that the plasma from a proportion 
of theses patients inhibited 23Na+ ion flux through the AChR 
expressed by various muscle-like cell lines  (Yamamoto 
et al., 1991). The plasma factor involved, however, appeared 
to be an IgM rather than IgG antibody and acted directly 
on ACh induced ion currents, unlike the antibodies in most 
MG patients that do not directly block AChR function (see 
earlier). A more recent study suggests that the non-IgG frac-
tion acts by increasing the rate of desensitization that occurs 
during agonist application in vitro (Spreadbury et al., 2005); 
whether this is relevant to NMJ function in vivo is difficult 
to say. Since the effects seen can be reversed by washing 
(see also Bufler et al., 1998), this has led to the hypothesis 
that the antibodies are low-affinity and directed against the 
AChR. In some patients, at least, this appears to be the case 
(Leite et al., submitted).

 9.  Myasthenia Gravis with MuSK Antibodies 
(MuSK-MG)

In other patients without AChR antibodies, another IgG 
antibody is present. MuSK is a transmembrane protein 
restricted to the neuromuscular junction in adult muscle. 
During development it plays an essential role in orchestrat-
ing the clustering of AChRs under the motor nerve termi-
nal during formation of the NMJ (see Liyanage et al., 2002; 
Sanes & Lichtman, 1999). Its role in adult muscle is not 
clear, but a recent study showed that treatment of normal 
rodent muscle with sRNAi inhibiting MuSK synthesis led 
to a slow dispersal of AChRs from the NMJ (Kong et al., 
2003) and suggests that MuSK is important for maintaining 
postsynaptic structure (see also Lichtman & Sanes, 1998, for 
a recent review).

MuSK therefore was an attractive candidate antigen for 
patients with MG. Antibodies to MuSK were first identified 
by Hoch et al. (2001). The antibodies bound to transfected 
cell lines, immunoprecipitated MuSK from detergent-
extracted cells, and bound to recombinant MuSK on 
ELISA. A subsequent study also demonstrated the antibod-
ies by immunoprecipitation from a muscle cell line (Scuderi 
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et al., 2003). Although originally found in a high propor-
tion of the patients who are negative for AChR antibodies, 
and highly specific for this form of MG (Evoli et al., 2003; 
McConville et al., 2004), it appears that their incidence is 
variable throughout the world and in some countries there 
are few or no MuSK antibody positive patients (see Vincent 
& Leite, 2005; Vincent et al., in preparation). Interestingly, 
the thymus in MuSK antibody positive MG patients is very 
similar to control thymi and differs from that in patients 
with AChR antibodies, or even those with neither antibody 
(Leite et al., 2005).

MuSK-MG is associated with HLA DR14-DQ5 in one 
study (Niks et al., 2006). In contrast to the IgG1 and IgG3 
antibodies in typical MG, the MuSK antibodies are mainly 
IgG4 (McConville et al., 2004). Since IgG4 is not a strong 
activator of complement, this would tend to rule out a role for 
this mechanism, and complement deposition was not found 
at MuSK NMJs (Shiraishi et al., 2005). In addition, there 
was little evidence of AChR loss, again contrasting with the 
findings in MG. Thus it is not clear how the MuSK antibod-
ies cause MG and the downstream effects of interfering with 
MuSK function are not fully understood. Interestingly, a 
recent publication has identified a new intracellular binding 
partner of MuSK, Dok7 (Otago et al., 2006). Knock-out of 
this protein in animal studies leads to defective neuromuscu-
lar junction formation and inherited defects in patients with 
a limb-girdle type of myasthenic syndrome in whom there 
are abnormally small NMJs with normal AChR density but 
decreased total numbers (Beeson et al., 2006; Slater et al., 
2006). Although the NMJs in these genetic disorders are 
abnormally small, the relative preservation of AChR num-
bers and the distribution of muscle weakness are not alto-
gether unlike those found in MuSK patients.

One additional factor that needs to be considered, how-
ever, is that the limb muscles that were studied by  Shiraishi 
et al. (2005) are, in general, relatively resistant to the effects 
of MuSK antibodies. Limb muscle electrophysiology 
(Nemoto et al., 2005) may be normal in MuSK-MG whereas 
facial muscles are abnormal (Farrugia et al., 2006a), suggest-
ing that the MuSK antibodies are most pathogenic in facial 
muscles and that these would be the best muscles in which 
to investigate pathogenic mechanisms. This is also evident 
clinically, since ocular, facial, bulbar, neck, and respiratory 
muscles are the most affected in the majority of MuSK-MG 
patients (Evoli et al., 2003). This has been confirmed in 
magnetic resonance imaging (MRI) studies, which showed 
muscle atrophy in tongue and facial muscles in up to 50 
percent of patients (Farrugia et al., 2006; see Figure 31.3). 
This atrophy was greater than that found in patients with 
AChR antibodies and similar clinical histories, suggesting 
that the MuSK antibodies do have direct effects on muscle 
itself. There is also preliminary evidence (Benveniste et al., 
2005) that the MuSK antibodies may up-regulate a ring-fin-

ger ligase, MURF-1, that is involved in induction of muscle 
atrophy (Glass et al., 2005). Animal studies are required to 
determine the role of MuSK in adult muscle, and to look for 
differences between facial and limb NMJs.

B. The Lambert-Eaton Myasthenic Syndrome

1. Clinical Features and History

The Lambert Eaton myasthenic syndrome was first 
described by Lambert and Eaton and differs clinically in 
several ways from MG. Weakness more commonly involves 
the trunk and legs with ocular involvement uncommon. 
Weakness improves during sustained effort as can be shown 
by electromyography in vivo; the compound muscle action 
potential increases during high frequency stimulation or 
 following a brief period of voluntary contraction. Other 
defining features of LEMS are that the reflexes are absent or 
depressed but may become stronger after voluntary contrac-
tion, and that autonomic symptoms (dry mouth, constipation, 
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male impotence) are frequent, suggesting that the target anti-
gen may be common to certain autonomic systems (reviewed 
by O’Neill et al., 1993).

2. Etiology

LEMS is one of the few autoimmune diseases in which 
there is a clear etiological factor. Small cell lung can-
cer (SCLC) is present in about 50 percent of patients, and 
the evidence strongly suggests that the immune response 
is directed primarily against the tumor in these cases (see 
later). This is analogous to other paraneoplastic autoimmune 
conditions in which an immune response against a tumor, 
often SCLC or gynecological, leads indirectly to neurologi-
cal damage (see Chapter 32). In the remaining 50 percent of 
patients, however, the cause is unknown. Interestingly, like 
early-onset MG patients, the noncancer subgroup is associ-
ated with HLA B8DR3, suggesting a genetic predisposition 
to autoimmunity, but the triggering factor(s) are unknown 
(Wierz et al., 2003). These patients often have other autoim-
mune disorders, such as thyroid disease, vitiligo, pernicious 
anemia, celiac disease, and juvenile onset diabetes mellitus 
(see O’Neill et al., 1993).

3. Pathophysiology

The physiology differs from that in MG. Recordings from 
LEMS muscle biopsies in vitro show that the miniature end-
plate potentials are normal in amplitude but that the end-
plate potentials are very small and the number of packets or 
quanta of ACh released from the NMJ are markedly reduced 
from around 20 per nerve impulse to less than 5 (Elmqvist 
& Lambert 1968, 1971). Repetitive stimulation showed that 
the endplate potential increased during repetitive stimula-
tion and also when extracellular calcium was raised. These 
results suggested a possible defect in the presynaptic voltage 
gated calcium channels (VGCC).

Pioneering work by Andrew Engel and colleagues in the 
1980s used freeze fracture electron microscopic studies of 
motor nerve terminals from healthy individuals and LEMS 
patients to study these channels. Freeze fracture of the NMJ 
reveals double parallel rows of intramembranous particles 
(each about 10–20 nm in diameter), which are present at the 
regions of the motor nerve terminal known as active zones, 
and are thought to represent the VGCCs. In LEMS, there was 
a marked reduction in the number of active zone particles, in 
the number of particles per active zone, and a disruption of 
their organization (reviewed by Engel, 1991).

Independently, it was shown that LEMS is an autoim-
mune disease. Plasma exchange was found to lead to clini-
cal improvement associated with an increase in CMAP 
amplitudes (Lang et al., 1981) and patients also benefit 
from long-term immunosuppressive drugs or intravenous 
immunoglobulin therapy. Crucially, daily injection of LEMS 
plasmas, or IgG fractions, into mice reproduced the prin-

cipal neurophysiologic changes of LEMS with reduced 
endplate potential amplitudes and reduced quantal content 
(Lang et al., 1981). The active zone particles were reduced 
in number and dispersed, as in the human studies  (Fukunaga 
et al., 1983), and strikingly this process was preceded by a 
reduction in the distance between particles, suggesting that 
the divalent antibodies were acting by cross-linking the 
extracellular domain of the VGCCs (Fukuoka et al., 1987a). 
Moreover, IgG could be demonstrated at the presynaptic 
active zones of mice that had received multiple intraperito-
neal doses of LEMS IgG (Fukunaga et al., 1987b). Impor-
tantly, divalent F(ab)

2
 IgG molecules, but not monovalent 

F(ab)s, were able to cause the neurophysiological changes, 
indicating that divalency of the antibody is essential (Peers 
et al., 1993). F(ab)2 IgGs do not fix complement—therefore, 
complement activation is not required, confirming passive 
transfer experiments in complement-dependent mice (Lang 
et al., 1983). These observations implicate cross-linking and 
internalization as the main mechanisms for VGCC loss in 
LEMS; why the antibodies do not activate complement is not 
yet clear as the IgG subclasses have not been identified.

VGCC subtypes are transmembrane proteins comprising 
α1, β, and α2/δ subunits. There are more than eight different 
α1 subunits that contain the Ca2+ conducting channel, and are 
the principal determinants of the functional properties. Dif-
ferent drugs and neurotoxins can be used to distinguish the 
subtypes. In particular, the cone snail derived toxins inhibit 
the function of VGCCs in neurons. ω-Conotoxin (ω-CmTx) 
MVIIC reduces transmitter release at the mouse neuromus-
cular junction, indicating that the α1A (P/Q-type) VGCC are 
involved (Uchitel et al., 1992) and VGCCs extracted from 
human or mammalian cerebellum and prelabeled with 1251- 
ω-Conotoxin (ω-CmTx) MVIIC can be immunoprecipitated 
by LEMS IgG (Lennon et al., 1995; Motomura et al., 1995). 
LEMS IgG reduces VGCC channel activity in cultured human 
embryonic kidney cells that have been engineered to express 
the α1A VGCCs (Pinto et al., 1998) but not those express-
ing the α1B channels. Interestingly, in cultured cerebellar 
granular neurons there was a decrease in α1A VGCC chan-
nel currents accompanied by an up-regulation of other VGCC 
subtypes. This up-regulation (analogous to the increased 
AChR synthesis in NG mentioned earlier) was also dem-
onstrated at the mouse NMJ after passive transfer of LEMS 
IgG, illustrating, again, the ability of the NMJ to compensate 
for disease-induced changes (Giovannini  et al., 2002).

At autonomic synapses between post-gangionic nerves 
and smooth muscle, multiple subtypes of VGCC are involved 
in the release of neurotransmitter, as can be shown by apply-
ing sequentially different neurotoxins to block each sub-
type. The muscle tension generated at different stimulation 
frequencies was reduced in mice injected with LEMS IgG, 
mainly due to reduced activity through the α1A channels 
(Waterman et al., 1997). Thus the effects of LEMS IgG on 
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autonomic synapses are selective for the α1A channels; why 
the patients’ symptoms can be so marked is not clear but 
perhaps there are a higher proportion of P-type VGCCs in 
human autonomic nerve endings.

C. Acquired Neuromyotonia

1. Clinical Features and History

Acquired neuromyotonia (NMT), or Isaac’s syndrome, 
differs from other myasthenia syndromes in being associ-
ated mainly with muscle hyperactivity. The patients usually 
present between 20 and 60 years of age, and clinical features 
include muscle stiffness, cramps, myokymia (visible undula-
tion of the muscle), pseudomyotonia (slow relaxation after 
contraction), and weakness, most prominent in the limbs 
and trunk but found sometimes in isolated muscle groups 
including the face. Typically the myokymia continues during 
sleep, indicating that it is generated peripherally. Increased 
 sweating is common. On electromyography, there are spon-
taneous motor unit discharges occurring in distinctive dou-
blets, triplets, or longer runs with high intraburst frequency 
(see  Newsom-Davis & Mills, 1993). The muscle hyperactiv-
ity is due to hyperexcitability of the motor nerves, generated 
mainly distally, perhaps at the NMJ itself, but in some cases 
more proximally. Cramp fasciculation syndrome may form 
part of the same clinical spectrum (Hart et al., 2002).

2. Etiology

The most common precipitating factor is a thymic 
tumor. About 20 percent of patients with NMT have a thy-
moma that can predate the symptoms or first be identified 
afterward. Some of the thymoma patients have MG as well 
as neuromyotonia (Hart et al., 2002), and the range of auto-
immune diseases that can occur with this tumor is remark-
able. In addition, there are anecdotal reports of associated 
infections, and some patients without thymomas appear 
to have a monophasic illness that recovers spontaneously 
within one to two years. Thus it is likely that some cases 
occur secondarily to infection with a microbe that is either 
cross-reactive with the immune target or nonspecifically 
stimulates autoimmunity.

3. Pathophysiology

There have been no reports of muscle biopsy studies 
and the pathogenic mechanisms are largely inferred from 
in vitro studies (see later). Since NMT may be associated 
with thymomas and other autoimmune diseases or other 
autoantibodies, and the cerebrospinal fluid often contains 
oligoclonal bands, it was proposed that it was autoimmune 
(Sinha et al., 1991). This became clear when it was shown 
that some patients responded to plasma exchange and that 
passive transfer of their IgG to mice resulted in curare resis-
tance of neuromuscular transmission (Sinha et al., 1991). 
Further work indicated that this was due to an increase in 

the number of packets of ACh released, and that the IgG 
also caused prolonged action potentials in the mouse sen-
sory nerves and repetitive activity in dorsal root ganglion 
cultures (Shillito et al., 1995). All these findings were simi-
lar to those of normal tissue in the presence of a low con-
centration of a voltage-gated potassium channel blocker, 
4-aminopyridine. This suggested that loss of voltage-gated 
potassium channels may underlie the electrophysiological 
findings in patients.

VGKC represent a subgroup of a large family of potas-
sium channels. The shaker-type VGKC are targets for the 
snake toxin, α-dendrotoxin, that blocks VGKC Kv1.1, 
1.2, and 1.6. Each VGKC consists of four transmembrane 
α subunits that combine as homomultimeric and heteromul-
timeric tetramers. Kv1.1 and 1.2 are highly expressed in the 
peripheral nervous system, particularly in the juxtaparanodal 
region of the nodes of Ranvier (Devaux et al., 2004). The 
subtype expressed at the motor nerve terminal, however, is 
not known, and α-dendrotoxin has relatively small effects on 
neuromuscular transmission in vitro although it can cause 
repetitive EPPs (Harvey, 2001).

Antibodies to VGKCs can be detected by immunos-
taining of xenopus oocytes or cell lines engineered to 
express the different Kv subtypes individually (Hart et 
al., 1997; Kleopa et al., 2006). In practice, however, they 
are  usually measured by immunoprecipitation of 125I- 
α-dendrotoxin-labeled VGKCs extracted from human 
frontal cortex (Hart et al., 1997; Shillito et al., 1995). 
Since all three Kv subtypes bind dendrotoxin, the speci-
ficity of the antibodies for each subtype is not yet clear, 
and any analysis is likely to be confounded by presence 
of heterooligomers of different Kv subunits that are 
present in the brain extract used as a source of the Kvs. 
Antibodies to Kv1.2 probably dominate in most patients, 
but antibodies to Kv1.6 may be important in some sera 
(Kleopa et al., 2006). There are several reports that the 
antibodies, or IgG fractions, can reduce potassium chan-
nel currents in neuroblastoma cells, Nb-1 (Sonoda et al., 
1996), and in cells transfected with the Kv1.1 or 1.6 sub-
types. Moreover, this does not require complement but 
does require divalent (Fab)2 antibodies (Tomimitsu et al., 
2004). So the immunological mechanisms are likely to 
be similar to those in LEMS. For a recent review, see 
Arimura et al. (2002).

The relationship between thymomas and these antibod-
ies is intriguing. Thymoma epithelial cells express many 
ion channels including sodium and potassium channels 
(Marx et al., 1991). Figure 31.4 illustrates a patient with 
thymoma, with neuromyotonia and Kv1.6 antibodies; 
a second antibody (to glutamic acid decarboxylase) devel-
oped at a time when the patient had improved clinically 
but was still undergoing immunoabsorption treatments. 
The association at different time points with more than 
one antibody is typical of thymoma-related disorders.
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4.  Central Nervous System Disease with VGKC 
Antibodies

Some NMT patients have sensory symptoms, and CNS 
symptoms such as insomnia, hallucinations, delusions, and 
personality change are not infrequent (Hart et al., 2002). Thus 
the spectrum of disease is wider than originally realized, 
which correlates well with the important role of VGKCs in 
all forms of neuronal function. Relatively few patients have 
dominant CNS symptoms, which usually are referred to as 
Morvan’s syndrome, and includes insomnia, memory loss, 
autonomic dysfunction, and neuromyotonia (e.g., Liguori 
et al., 2001). Recently, other patients with VGKC antibod-
ies have been found to have mainly or entirely CNS symp-
toms, often presenting as a nonparaneoplastic form of limbic 
encephalitis with memory loss, seizures, and disorientation 
(Thieben et al., 2004; Vincent et al., 2004). In these patients, 
Kv1.1 antibodies predominate in one study (Kleopa et al., 
2006), but in other respects it is not clear what determines 
the clinical phenotype.

D. Other Autoimmune Ion Channel Diseases

There are increasing numbers of diseases associated with 
autoimmunity to various ion channels or receptors in a vari-
ety of disciplines. Autoantibodies to ganglionic AChR, which 
are present in both the sympathetic and parasympathetic 
nervous systems, have been identified in some patients with 
idiopathic or paraneoplastic autonomic neuropathies and 
appear to be pathogenic, although there is relatively little data 
as yet concerning the pathogenic mechanisms or response of 
the patients to immunotherapies (Vernino & Lennon, 2003). 
Antibodies to GluR3 glutamate receptors were demonstrated 
in Rasmussen’s encephalitis (Rogers et al., 1994), but may 

also be found in other patients with epilepsy (Mantegazza 
et al., 2002), although their presence is still controversial 
(Watson et al., 2004) and two patients have been found to 
have antibodies instead to the alpha7 nicotinic AChR (Wat-
son et al., 2005). Recently antibodies to the NR2 glutamate 
receptors were identified in patients with systemic lupus 
erythematosus and neuropsychiatric symptoms (DeGeorgio 
et al., 2004). These and other recent findings indicate the 
likelihood of further diseases to be identified in the future.

III. Genetic Disorders

A. Congenital Myasthenic Syndromes

In contrast to the autoimmune conditions already dis-
cussed, the congenital myasthenic syndromes (CMS) are 
rare inherited disorders that result from mutations in differ-
ent key proteins at the neuromuscular junction (see Figure 
31.1B and Table 31.2). The mutations and their pathogenic 
mechanisms will not be discussed here, but clinically they 
can be difficult to distinguish from the autoimmune disor-
ders, except that they usually, but not always, present around 
birth or in early childhood and do not respond to immuno-
therapies (see Beeson et al., 2006b, for a review).

The most common disorder is the AChR deficiency syn-
drome. This can be caused either by mutations in the AChR 
genes (usually ε) or in the gene encoding rapsyn that anchors 
the AChR at the postsynaptic membrane (see Figure 31.1). 
In both situations the resulting loss of adult-type AChRs 
from the postsynaptic membrane causes a myasthenic syn-
drome that is similar to MG. The fact that the babies do not 
die at birth and many patients survive well into adult life is 
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because the γ subunit of the AChR (see Figure 31.2) con-
tinues to be synthesized in human muscle and can continue 
to contribute to AChRs at the NMJ. Because some of the 
patients don’t present clinically until adult life, particularly 
a subset of those with rapsyn mutations, the condition can be 
misdiagnosed as autoimmune MG. The limb girdle type of 
CMS associated with Dok-7 mutations (Beeson et al., 2006a; 
Slater et al., 2006) may also present in adult life.

IV. General Concepts

The observations on myasthenia gravis and the other 
autoimmune conditions described here provide a basis for 
understanding the disease processes in general terms and 
demonstrate unequivocally how different types of disease 

process, autoimmune, genetic, toxic, can affect a relatively 
“simple” synapse (see Table 31.2). The main differences 
between clinical and experimental observations on autoim-
mune and genetic disorders are summarized in Table 31.3; 
these are not as obvious as one might expect. Several of the 
CMS do not present at birth or during infancy, and when 
they do may be episodic. Some of the autoimmune diseases 
 present in childhood, although this is rare in Caucasians. 
Thus there can be difficulties in determining whether a 
patient who presents in adult life with a neuromuscular prob-
lem has an autoimmune disease or a delayed onset CMS. If 
the patient does not respond to immunosuppressive thera-
pies, a genetic defect should be considered.

A major distinction between the genetic and autoimmune 
diseases, however, relates to the localization of the target 
molecule and the response to treatments. Whereas genetic 

Table 31.2 Key Proteins at the Neuromuscular Junction and 
Their Involvement in Autoimmune and Genetic Disorders

Location Protein Autoimmune Disease Genetic Disease

Membrane or Acetylcholine  Yes Yes
 extracellular matrix  receptor
 Muscle-specific  Yes One case of congenital
  kinase   myasthenic syndrome
 Voltage-gated calcium  Yes Not yet identified in
  channel   congenital myasthenic 
    syndromes
 Voltage-gated potassium  Yes Not yet identified in congenital
  channel   myasthenic syndromes
 Voltage-gated sodium  None known One case of congenital
  channels   myasthenic syndrome
 Acetylcholine esterase None known Yes

Cytoplasmic Choline acetylase No Yes
 Rapsyn No Yes
 Dok-7 No Yes

Data are found in this chapter and in Beeson et al. (2005).

Table 31.3 Differences between Autoimmune and Genetic Diseases

 Genetic Autoimmune

Age at onset Often at birth or during infancy  Usually but not always adult; 
  but can be later or adulthood  occasionally within first five years
Presentation Usually gradual if not present  Often subacute and rapidly
  at birth but can be episodic  progressive
Course Usually stable or slowly  Often fluctuating
  progressive
Target Any important functional protein Extracellular or membrane proteins 
   accessible to antibodies
Response to immuno- None Usually good
 suppressive treatments



Autoimmune and Genetic Disorders of the Neuromuscular Junction 511

 disorders can involve functional molecules within the cyto-
plasm, such as acetylcholine transferase and rapsyn, as well as 
cell membrane proteins, in general targets for autoimmunity 
are membrane proteins with sufficient extracellular domains 
to provide a target for circulating antibodies to bind.

In all these conditions there is considerable phenotypic 
variability between patients, and in the autoimmune con-
ditions particularly there can also be marked variability 
between patients and from day to day. How can one explain 
these features? Some of the phenotypic differences can be 
due to features of the immune response, such as antibody 
specificity and complement activity, which could modify the 
pathogenic mechanisms. It is also likely that other factors 
affect the ability of the antibodies to reduce neuromuscu-
lar transmission. The neuromuscular synaptic space can be 
thought of as a tiny disk-like space (30 µm diameter, 0.05 µm 
depth) with, on one side, a very high density of AChRs (total 
number approximately 2 × 107 per NMJ). For these AChRs 
to be saturated by antibodies requires a considerable flow of 
extracellular fluid through the synaptic space. Meanwhile, 
new AChRs are being synthesized, probably at an increased 
rate, and the balance between antibody-mediated degrada-
tion and synthesis will also depend on blood flow into the 
muscle and metabolic activity. If one appreciates that differ-
ent individuals will have different antibody levels and affini-
ties and different rates of AChR synthesis and complement 
levels, and that different muscles may have different metabo-
lism and blood flow, it is easy to see how difficult it is to 
predict which muscles are involved and how severely.

Additional factors may be the other proteins at the neuro-
muscular junction. Retrograde signaling must be occurring 
in order to allow the presynaptic release of ACh to increase 
in MG, but how does this occur and will genetic factors 
underlie the patient’s ability to compensate? Structural fea-
tures similarly may well be genetically determined. Rapsyn 
is an intracellular protein that anchors the AChRs (see Figure 
31.1). Experimental autoimmune MG in rats is less easy to 
demonstrate in older animals who are protected apparently 
by the higher concentration of rapsyn at the neuromuscu-
lar junction. Indeed transfection of leg muscles in vivo with 
DNA for rapsyn protected the NMJs from passively trans-
ferred experimental MG (Losen et al., 2005). Therefore 
differences in rapsyn expression in different muscles or in 
different individuals might be another factor that determines 
susceptibility to antibody-mediated degradation. In the 
LEMS and NMT, analogous considerations may apply and 
there is already evidence that compensatory increases in the 
expression of other VGCCs or VGKCs probably may take 
place.

As mentioned in the introduction, neuromuscular trans-
mission is dependent on the EPP reaching a threshold, and 
is therefore (except in the ocular and some other small 
muscles) an all or none process. Anything that increases the 
EPPs sufficiently for threshold to be reached in a number of 

fibers that were previously inactive will produce a substan-
tial benefit. Conversely, if the EPP is only just above thresh-
old, although weakness will not be present, any further small 
decrease in EPP amplitude will lead to transmission failure 
at a significant number of NMJs. It may be that, if one can 
identify more of the determinants of the phenotypic vari-
ability and compensatory mechanisms in these conditions, it 
will help to define new approaches to treatments.
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I. Definition and Frequency

Among the many neurological complications that patients 
with cancer develop, there is a group of disorders, called para-
neoplastic neurologic syndromes (PNS), in which the neu-
rologic dysfunction is immune-mediated. The main targets 
of these immune responses are the neurons and peripheral 
nerves, but any part of the central or peripheral nervous sys-
tem, including retina and muscles, can be involved (Bataller 
& Dalmau, 2004). The trigger of the immune responses is the 
tumor, which by diverse mechanisms breaks immune toler-
ance to proteins normally expressed in the  nervous  system, 
or disrupts the function of neurons or nerve and muscle cells 

by inflammatory or cytokine-related processes. In some 
PNS, one area of the brain or a subset of neurons is involved, 
whereas in others, multiple regions of the nervous system can 
be affected. The resulting syndromes are listed in Table 32.1.

In approximately 70 percent of patients, the develop-
ment of paraneoplastic neurologic symptoms occurs at early 
stages of the cancer, months or sometimes years before the 
tumor is detectable. Therefore, recognition of these disorders 
is not only important for early diagnosis and treatment of 
the tumor, but also for prompt use of immunotherapy before 
the neuronal dysfunction is irreversible. In addition to these 
practical implications, PNS are interesting models of anti-
tumor immune responses that progress to become autoim-
mune disorders capable of reaching antigens behind the 
blood–brain barrier.

The tumors more frequently involved in PNS are those 
that express neuroendocrine proteins such as small-cell 
lung cancer (SCLC) or neuroblastoma, affect organs with 
immunoregulatory functions (thymoma), or derive from 
cells that produce immunoglobulins (plasma cell dyscra-
sias, B-cell lymphomas). About 3 to 5 percent of patients 
with SCLC, 15 to 20 percent with thymomas, and 3 to 
10 percent with B-cell neoplasms develop PNS (Elring-
ton et al., 1991; Ropper & Gorson, 1998; Vernino & 
Lennon, 2004). For other tumors, the frequency of PNS 
is well below 1 percent; the more frequent neoplasms 
include ovary, breast, germ-cell tumors of the testis, and 
 teratomas.
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II. Immune-mediated 
Pathogenic Mechanisms

The best evidence that many PNS are immune-mediated 
comes from the demonstration of antineuronal antibodies 
in the serum and cerebrospinal fluid (CSF) of patients (see 
Table 32.2). These antibodies react with proteins expressed 
by normal neurons and the patient’s tumor (onconeuronal 
antigens). For clinicians, the discovery of these antibod-
ies has been extremely useful (Graus et al., 2004), allow-
ing the development of specific diagnostic tests (discussed 
later). However, only a few antibodies appear to have a direct 
pathogenic role in causing the neurologic dysfunction. The 
rest of the antibodies occur in association with cytotoxic 
T-cell responses that are the main effectors of the neuronal 
degeneration.

A. Antibody-mediated PNS

Antibodies with a direct pathogenic effect are those that 
target cell-surface antigens usually expressed in the periph-
eral nerve or neuromuscular junction. These include anti-
bodies to P/Q-type voltage-gated calcium channels (VGCC) 
in patients with the Lambert-Eaton myasthenic syndrome 
(LEMS) (Motomura et al., 1995), antibodies to the acetyl-
choline receptor (AChR) in patients with myasthenia gravis, 
and antibodies to voltage-gated potassium channels (VGKC) 
in patients with neuromyotonia (Hart et al., 2002). In these 
disorders removal of the antibodies with plasma exchange 
or modulation of the immune response with intravenous 
IgG (IV-Ig) often results in neurologic improvement. The 

pathogenic role of these antibodies has been demonstrated 
by modeling the clinical or neurophysiologic abnormalities 
with passive transfer of serum or IgG to animals (Lang et al., 
2003; Newsom-Davis et al., 2003).

Recent studies indicate that antibodies to VGKC also 
associate with disorders of the central nervous system 
(CNS), such as limbic encephalitis (LE) or Morvan’s syn-
drome (a disorder that includes symptoms of neuromyoto-
nia and encephalitis) (Vincent et al., 2004). Related clinical 
syndromes recently have been described in association with 
antibodies to uncharacterized antigens that are expressed in 
the cell surface of neurons of the limbic system (hippocam-
pal neuropil antigens). These novel antibodies appear to be 
directed to diverse cell surface antigens and occur in patients 
with LE without VGKC antibodies (Ances et al., 2005). 
Because disorders associated with these antibodies usually 
respond to immunotherapy and IgG-depleting strategies, and 
the titers correlate with the symptoms, a direct pathogenic 
role of the antibodies has been implied.

B. T-Cell mediated PNS

In contrast to the previously discussed disorders, the 
majority of PNS of the central nervous system appear to be 
mediated by cytotoxic T-cell responses against intracellular 
onconeuronal antigens. These immune responses usually are 
accompanied by antibodies against the same onconeuronal 
antigens. Attempts to reproduce the neurologic disorders by 
passive transfer of antibodies or animal immunization with 
the recombinant antigens have been unsuccessful (Graus et al., 
1991; Sillevis- Smitt et al., 1995; Tanaka et al., 1994, 1995). 

Table 32.1 Paraneoplastic Syndromes of the Nervous System

Area Involved Classical Syndromes Nonclassical Syndromes

CNS Cerebellar degeneration Brainstem encephalitis
 Limbic encephalitis Stiff-person syndrome
 Opsoclonus-myoclonus Necrotizing myelopathy
 Encephalomyelitis Motor neuron disease
Dorsal root ganglia or Subacute sensory neuronopathy Acute sensorimotor neuropathy
 peripheral nerves Gastrointestinal paresis or  (Guillain-Barré syndrome, plexitis)
  pseudo-obstruction Subacute and chronic sensorimotor
   neuropathies
  Neuropathy of plasma cell dyscrasias 
   and lymphoma
  Vasculitis of the nerve and muscle
  Pure autonomic neuropathy
  Acquired neuromyotonia
Multiple levels  Encephalomyelitis 
Neuromuscular junction LEMS Myasthenia gravis
Muscle Dermatomyositis Acute necrotizing myopathy
  Polymyositis
Eye and retina Cancer-associated retinopathy Optic neuritis
 Melanoma-associated retinopathy 
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Furthermore, these patients usually do not improve with 
IgG-depleting strategies and the response to immunotherapy 
is generally poor. Studies of the CNS of these patients show 
extensive infiltrates of T-cells, neuronophagic nodules, gliosis, 
and microglial activation. The T-cell infiltrates are composed 
of CD4 lymphocytes that predominate in perivascular and 
interstitial regions, and CD8 lymphocytes that usually form 
neuronophagic nodules (Bernal et al., 2002; Jean et al., 1994); 
these T-cells surround neurons and use perforin and granzyme 
B, two membranolytic proteins that induce apoptosis  (see Fig-
ure 32.1; T-cells IgG) (Blumenthal et al., 2006).

These findings have led to the proposal that T-cells are 
the main effectors of these disorders, although a complemen-
tary role of the antibodies cannot be completely ruled out. 
For example, in addition to the T-cell infiltrates, deposits of 
IgG and onconeuronal antibodies frequently are encountered 
in the same brain regions, and most patients have intrathe-

cal synthesis of antibodies. Analysis of the T-cell receptor 
usage and detection of oligoclonal expansion of T-cells have 
suggested that these lymphocytes are driven by antigens 
restricted to the tumor and nervous system (Voltz et al., 1998). 
Although the onconeuronal antigen-specificity of the brain 
infiltrating T-cells has not been established, this specificity 
has been demonstrated in studies using lymphocytes from 
peripheral blood of patients, including classical T-cell prolif-
eration assays (Benyahia et al., 1999), analysis of dendritic 
cells as antigen-presenting cells (Albert et al., 1998; Tanaka 
et al., 1998), and experiments with fibroblasts manipulated to 
express onconeuronal antigens (Tanaka et al., 1999).

The molecular identity of most target antigens has been 
identified by screening diverse cDNA expression libraries 
with patients’ sera. The function of some of these proteins in 
normal neurons is partially known, but their role in the tumor 
cells remains unclear. The main paraneoplastic antigens can 

Table 32.2 Antibodies, Paraneoplastic Syndromes, and Associated Cancers

Well-characterized Paraneoplastic Antibodies*

Antibody Syndrome Associated Cancers

Anti-Hu (ANNA-1) PEM including cortical, limbic, brainstem  SCLC, other
  encephalitis, PCD, myelitis; PSN, 
  autonomic dysfunction
Anti-Yo (PCA-1) PCD Gynecological, breast
Anti-Ri (ANNA-2) PCD, brainstem encephalitis, opsoclonus- Breast, gynecological, SCLC
  myoclonus
Anti-CV2/CRMP5 PEM, PCD, chorea, peripheral neuropathy SCLC, thymoma, other
Anti-Ma proteins** Limbic, hypothalamic, brainstem  Germ-cell tumors of testis, other solid tumors
  encephalitis (infrequently PCD) 
Anti-amphiphysin Stiff-man syndrome, PEM Breast
Anti-recoverin# Cancer-associated retinopathy (CAR) SCLC

Partially-characterized Paraneoplastic Antibodies*

Anti-Tr PCD Hodgkin’s lymphoma
Anti-Zic4 PCD SCLC
Hippocampal neuropil LE Teratoma of the ovary
mGluR1 PCD Hodgkin’s lymphoma
ANNA3 Various PNS of the CNS SCLC
PCA2 Various PNS of the CNS SCLC
Anti-bipolar cells of the retina Melanoma-associated retinopathy (MAR) Melanoma

Antibodies that Occur with and Without Cancer Association

Anti-VGCC LEMS, PCD SCLC
Anti-AChR Myasthenia gravis Thymoma
Anti-VGKC Neuromyotonia, LE Thymoma, others
Anti-nAChR Subacute pandysautonomia SCLC, others

*Well-characterized antibodies are those directed against antigens whose molecular identity is known, or that have been identified 
by several investigators.
**Patients with antibodies to Ma2 are usually men with testicular cancer. Patients with additional antibodies to other Ma proteins are 
men or women with a variety of solid tumors.
#Other antibodies reported in a few or isolated cases include antibodies to tubby-like protein and the photoreceptor-specific nuclear 
receptor.
PEM: paraneoplastic encephalomyelitis; PCD: paraneoplastic cerebellar degeneration; LE: limbic encephalitis; SCLC: small-cell 
lung cancer; VGCC: voltage-gated calcium channels; VGKC: voltage-gated potassium channels; nAChR: neuronal (or ganglionic) 
acetylcholine receptor.
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be divided in several groups (see Table 32.3) (reviewed by 
Musunuru & Darnell, 2001; Rosenfeld & Dalmau, 2000):

▲ RNA binding proteins, including the Hu proteins 
(HuC, HuD, HelN1) that are targets of Hu antibodies, and 
Nova proteins that are targets of Ri antibodies

▲ Antigens involved in axonal outgrowth and guidance 
(CRMP5) that are targets of CV2 antibodies

▲ The Myc-interacting protein antigen (cdr2) that is the 
target of anti-Yo antibodies

▲ Antigens contained in nuclear bodies (Ma proteins) 
that are targets of anti-Ma1 and anti-Ma2 (also called Ta) 
antibodies (Rosenfeld et al., 2001)

▲ The synaptic-endocytic protein, amphiphysin I, that is 
the target of amphiphysin-antibodies

C. The Development of PNS

The central concept in the pathogenesis of most PNS is 
that the ectopic expression of neuronal proteins by a tumor 
triggers the immune response that eventually becomes an 
autoimmune disease causing neuronal degeneration. There 
are probably several mechanisms whereby the involved 
tumors trigger the immune response. There is data indicat-

ing that apoptotic tumor cells are captured and presented 
to the immunological system by dendritic cells (profes-
sional antigen presenting cells) in the regional lymph 
nodes (Albert et al., 1998). This type of antigen presenta-
tion correlates with the frequent clinical identification of 
the tumor at the organ-draining lymph nodes; for example, 
most patients with anti-Hu associated encephalomyelitis 
have tumor localized in the mediastinal lymph nodes and in 
many instances this is the only site where the tumor can be 
detected (Dalmau et al., 1992; Graus et al., 2001). A similar 
mechanism of antigen presentation is clinically suggested 
for patients with PNS associated with breast and ovarian 
cancer (Rojas et al., 2000). Compelling examples are the 
patients with anti-Yo associated cerebellar degeneration in 
whom neoplastic cells with immunohistochemical features 
of breast cancer (i.e., ErbB2 or Her2/Neu) can be detected 
only in the axillary lymph nodes (see Figure 32.2; breast 
PET).

However, the presentation of onconeuronal antigens 
to the immunological system does not always occur at the 
regional lymph nodes. The best example of an alternative 
mechanism of antigen-presentation comes from patients 
with anti-Ma2-associated encephalitis. In young men this 
paraneoplastic disorder usually associates with testicular 

Figure 32.1 Inflammatory infiltrates in the hippocampus of a patient with paraneoplastic anti-Ma2-associated 
encephalitis. A, B. Consecutive tissue sections immunolabeled with CD3, a pan-T-cell marker (A), and CD20, a 
marker of B-cells (B). Note that the predominant infiltrates of T-cells are accompanied by a significant number of 
B-cells. (×100, counterstained with hematoxylin). C, D. Infiltrates of T-cells showing expression of TIA-1, a cytotoxic 
granule-associated protein; arrow points to a neuron in close contact with TIA-1 expressing T-cells. Most of these 
cells use granzyme-B (D) and less frequently perforin (not shown), two membranolytic proteins that induce target cell 
apoptosis (×400, counterstained with hematoxylin). E. Deposits of IgG in neurons (arrows); this type of IgG immu-
nolabeling was identified in approximately 10% of neurons of a small biopsy specimen; no IgM was identified. Glial 
cells did not contain IgG or IgM (×400, counterstained with hematoxylin). Adapted from Blumenthal et al., 2006.
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tumors ( Dalmau et al., 2004). Recent studies demonstrate 
that the paraneoplastic anti-Ma2 immune response can be 
triggered by microscopic tumors confined to the seminifer-
ous tubules (intratubular germ-cell neoplasms, or carcinoma 
in situ of the testis) (Mathew et al., 2006). These tumors 
often are associated with extensive inflammatory infiltrates 
(see Figure 32.3). Since testis is an immunoprivileged organ, 
antigen presentation probably occurs at the tumor site; there 
is evidence that subpopulations of testicular macrophages are 
efficient antigen presenting cells in humoral and cell-medi-
ated immune responses (Bryniarski et al., 2004), and that 
damaged seminiferous tubules express increased amounts of 
cytokines promoting immune responses (Sundstrom et al., 
1999).

The next critical step in the immunopathogenesis of PNS 
relates to how the onconeuronal cytotoxic T-cells recog-
nize antigens that are intracellular and expressed at immu-
noprivileged cells (i.e., neurons) and sites (i.e., behind the 
blood–brain barrier). The involved mechanisms are unclear, 
but the associated antibodies may play a complementary 
role that could be critical at initial stages of the disorder. For 

example, internalization of antibodies causing disruption 
of the target antigens could lead to neuronal degeneration 
and apoptosis releasing antigens to microglia, which are the 
main antigen-presenting cells in the CNS. Activated antigen-
specific T-cells (able to cross the blood–brain barrier) would 
then react with microglial-expressing onconeuronal antigens 
and release proinflammatory cytokines. In this microenvi-
ronment neurons are able to express class I MHC allowing 
direct antigen presentation to the cytotoxic T cells (Neumann 
et al., 1997).

This model would fit with the indicated immunopath-
ological findings in the brain of these patients, including 
intraneuronal deposits of IgG and cytotoxic T-cells sur-
rounding and indenting neurons undergoing degeneration 
(see Figure 32.1) (Blumenthal et al., 2006). The high titers 
of onconeuronal antibodies usually present in patients’ sera 
(allowing some IgG to cross the blood–brain barrier) and 
the frequent detection of intrathecal synthesis of  antibodies 
would support this model in which the antibodies play a crit-
ical role in the initial stages of immune-mediated neuronal  
degeneration.

Table 32.3 Main Paraneoplastic Antigens, Molecular Features, and Function

Antigens Molecular Features and Function

HuC, HuD, HelN-1, HuR (targets of Homologous to the Drosophila proteins Elav, RBp9, and Sex-lethal. Elav: essential for development and
 “Hu antibodies”) (Chung et al., 1996)  maintenance of the nervous system
  Hu proteins contain 3 RNA recognition motifs (RRM); they bind to AU rich elements in the 3´ 

 untranslated regions of several growth-related mRNAs (c-myc, c-fos, GM-CSF, among others)
 Hu proteins are involved in regulating mRNA stability, localization, and translation
  The homology to Elav, the very early expression during mammalian neuronal development, and the RNA 

 binding properties, support a role of the Hu proteins in neuronal growth and differentiation.
  Hu antibodies react with the first 2 RNA binding domains of HuD, HuC, and HelN-1
Nova-1 and -2 (targets of “Ri antibodies”) Contain 3 RNA binding motifs homologous to the KH motifs found in hnRNP-K protein
 (Dredge et al., 2005)  Nova-1 predominantly expressed in hindbrain and ventral spinal cord; Nova 2 is expressed in neocortex 

 and hippocampus
 Nova-1 regulates alternative splicing of pre-mRNA encoding
 GABA(A)Rgamma2, GlyRalpha2, and Nova-1 expression itself
 Nova-1 null mice die post-natally from apoptotic death of spinal and brainstem neurons
 Ri antibodies bind to the 3rd KH domain of Nova-1 and block the Nova-1 RNA interactions
CRMP5 (targets of “CV2 antibodies”) Involved in signaling function in axon outgrowth and guidance
 (Bretin et al., 2005) 
Cdr2 (or cdr62) (target of Yo antibodies) Contains a zinc finger domain and helix-leucine zipper (HLZ) motif typical of proteins that bind to
 (Okano et al., 1999)  DNA as hetero- or homodimers cdr2 interact specifically with the HLZ of c-Myc (both proteins 
  co-localize in the cytoplasm of Purkinje cells)
 Yo antibodies block the interaction between cdr2 and c-Myc
Ma proteins (target of Ma1, Ma2 (or Ta)  Localized to nuclear structures resembling interchromatin granule clusters or “speckles”
 antibodies) (Rosenfeld et al., 2001)  Ma2 contains a polypyrimidine tract, a common feature of ribosomal proteins
 Possibly involved in the coupling of transcription and pre-mRNA processing in neurons and testis
Amphiphysin I (Farsad et al., 2003) Brain specific protein enriched at the synapse
 Major binding partner of several components of the clathrin-mediated endocytic machinery 
   (interacts with dynamin)
  Mutant amphiphysin with amino acid substitutions in the SH3 domain, induces accumulation of 

 intracellular aggregates (amphiphysin, clathrin, AP-2) and block endocytosis
  Amphiphysin antibodies from patients with stiff-man syndrome bind to the C-terminus of the protein 

 that contains SH3



522 Paraneoplastic Neurologic Syndromes

D. Other Immune-mediated Mechanisms

In contrast to the previous disorders in which the tumor 
cells express neuronal proteins that trigger the immune 
response, there are other PNS in which the neoplastic 
cells themselves (myeloma, Waldenstrom’s macroglobu-
linemia) produce immunoglobulins or immunoglobulin 
fragments that affect the function of peripheral nerves 
(Dimopoulos et al., 2000; Ropper & Gorson, 1998). These 
abnormal immunoglobulins may have specific antibody 
activity against nerve antigens, such as myelin-associ-
ated glycoprotein (MAG) and gangliosides (Ilyas et al., 
1992). Pathological studies show widening of the myelin 

 lamellae that correlate with the clinical and electrophysio-
logical features of a predominantly demyelinating sensory 
 neuropathy. In addition, there are abnormal immunoglobu-
lins synthesized by the neoplastic cells that do not have 
specific antibody activity but cause nerve damage through 
deposition of immunoglobulin fragments (amyloid) or 
immunocomplexes.

In other PNS the occurrence of immunological mecha-
nisms is evident, but the molecular identity of the antigens is 
not known. These disorders include, among others, vasculitis 
of the nerve and muscle (T-cell infiltrates), dermatomyositis 
(inflammatory infiltrates of CD4 cells and deposits of IgG 
and complement in vessels leading to muscle ischemia and 

Figure 32.2 Demonstration of a cdr2-expressing tumor in a patient whose paraneoplastic cerebellar degeneration 
preceded by 5 years the detection of the cancer (breast cancer detected only in the axillary lymph nodes). A, B. The 
body FDG-PET obtained in 2005 (B) demonstrates FDG hyperactive abnormalities in the right axillary region that 
were not present in 2003 (A). C, D. Sections of the involved axillary lymph nodes (containing tumor cells) incubated 
with patient’s Yo antibodies. The reactivity of the tumor cells in C (brown cells) was abrogated when the antibodies 
were preabsorbed with the Yo antigen or cdr2 (D), confirming that the tumor reactivity was cdr2-specific (×400, 
counterstained with hematoxylin). Adapted from Mathew et al., 2006, J Neural Sci, 250, 153–155.
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perifascicular atrophy), and polymyositis (infiltrates of CD8 
cells in muscle) (Rudnicki & Dalmau, 2000). High levels 
of circulating cytokines (IL-6, VEGF) have been associ-
ated with a neuropathy resembling a chronic inflammatory 
demyelinating neuropathy in patients with the POEMS syn-
drome (polyneuropathy, organomegaly, endocrinopathy, M 
protein, and skin changes) (Gherardi et al., 1996; Scarlato 
et al., 2005). Patients with the POEMS syndrome usually 
have an underlying sclerotic myeloma, or Castleman’s dis-
ease (angiofollicular lymphoid hyperplasia) (Dispenzieri & 
Gertz, 2005).

III. The Immune Response as an Aid 
to the Diagnosis of PNS

Since PNS usually precede the diagnosis of the cancer and 
similar syndromes can occur without cancer, the recognition 
of PNS can be difficult. For that reason, the discovery of anti-
bodies specifically associated with PNS was a breakthrough 
in the diagnosis of these disorders (Bataller & Dalmau, 2004). 
Among many possible scenarios, the most frequent presen-
tation is a patient who in a matter of days or a few weeks 
develops neurologic symptoms without an apparent cause. 
Initial screening including blood tests and CSF analysis may 
be normal or show inflammatory (no specific) abnormalities 
in the CSF. Radiologic and other imaging studies including 
chest XR; CT of chest, abdomen, and pelvis; and ultrasound 
may suggest a tumor, but in many instances (∼30–50%) can 
be normal. In this setting, the discovery that the patient har-
bors a paraneoplastic antibody, confirms the paraneoplastic 
origin of the symptoms and focuses the search of the tumor 
to a few organs. Depending on the patient’s gender and type 

of antibody, the search may then include additional studies, 
such as body fluorodeoxyglucose-PET (FDG-PET), MRI 
of the breast and axillary nodes, or ultrasound of the testis, 
among others (Younes-Mhenni et al., 2004). The identifica-
tion of mild or questionable findings with any test should be 
viewed with high suspicion for an occult tumor. For example, 
detection of microcalcifications or subtle changes in the tes-
ticular ultrasound of a young man with Ma2 antibodies is 
indication for orchiectomy unless another Ma2-expressing 
tumor is identified (Mathew et al., 2006).

Most paraneoplastic antibodies are detected by immuno-
histochemical and immunoblot techniques, using rat brain, 
human neuronal proteins, or recombinant paraneoplastic 
antigens (see Figure 32.4). Not all paraneoplastic antibod-
ies have the same syndrome specificity; for example, some 
antibodies (i.e., Hu, CV2/CRMP5) can be identified at low 
titers in the serum of cancer patients without PNS (Bataller 
et al., 2004), whereas other antibodies (i.e., Ma2) always 
associate with PNS. The appropriate interpretation of the 
presence or absence of paraneoplastic antibodies in the 
diagnosis of PNS requires the following considerations:

1. Detection of any of the “well-characterized 
paraneoplastic antibodies” (see Table 32.2) in association 
with neurological symptoms of unknown etiology is 
diagnostic of PNS. However, follow-up antibody titers are 
not useful for most antibodies (Llado et al., 2004); two 
possible exceptions are anti-Tr and Ma2 antibodies for 
which titers appear to correlate with the clinical course 
(Bernal et al., 2003).

2. Approximately 40 percent of patients with PNS 
of the CNS do not have detectable antibodies. In these 
patients the diagnosis of PNS relies on the exclusion of 
other etiologies and demonstration of the cancer.

Figure 32.3 Intratubular germ-cell neoplasm or carcinoma in situ of the testis in a patient with paraneoplastic 
anti-Ma2-associated encephalitis. Note the intratubular location of the neoplastic cells (brown staining) demonstrated 
with Oct4, a specific germ-cell tumor marker. A. Inflammatory infiltrates are shown with an arrow. B. Demonstrates, 
at higher magnification, the tumor cells and inflammatory infiltrates (arrow) (A ×100, B ×400, counterstained with 
hematoxylin).
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3. The majority of PNS of the peripheral nerves, 
neuromuscular junction, and muscle do not associate with 
paraneoplastic antibodies. The only exceptions are anti-Hu, 
which associates with sensory neuronopathy (involving 
dorsal root ganglia and nerve roots) and anti-CV2/
CRMP5, which associates with mixed sensorimotor axonal 
neuropathy (Antoine et al., 2001).

4. Paraneoplastic antibodies can assist in determining 
if a patient’s tumor is involved in the PNS. For example, 
the detection of a tumor that does not usually associate 
with a specific immunity should raise suspicion of a 
second primary neoplasm. In these patients if the atypical 
tumor does not react with the paraneoplastic antibodies, 
the search for a second neoplasm should be strongly 
considered.

5. There are antibodies of high diagnostic value that 
associate with syndromes of the peripheral nervous 
system whether they are paraneoplastic or not. These 
antibodies, included in Table 32.2, should not be considered 
paraneoplastic markers. For example, antibodies to 
P/Q-type VGCC occur in LEMS whether the disorder 
is associated with cancer (about 60% of cases) or not 
(Motomura et al., 1997).

IV. Diagnostic Criteria of PNS

Since paraneoplastic antibodies are not always present in 
patients with PNS, and some antibodies can occur in cancer 
patients without PNS, a set of diagnostic guidelines were 
recently proposed by a group of investigators (Graus et al., 
2004). These guidelines take into account:

▲ Whether the syndrome is typical or not (see Table 
32.1). A syndrome is considered typical when the etiology 
is frequently paraneoplastic such as LE or opsoclonus-
myoclonus, among others. Syndromes that usually occur 
without a cancer association are considered atypical (i.e., 
parkinsonism or brainstem encephalopathy).

▲ The type of paraneoplastic antibody; well-character-
ized antibodies are those whose target antigens are known, 
and for which there is extensive clinical experience. Other 
antibodies, for which the experience is limited or the target 
antigens are unknown, are considered “partially character-
ized” antibodies (see Table 32.2).

▲ The presence or absence of cancer.

Based on these criteria and the time period between the 
development of the neurologic symptoms and detection of 

Figure 32.4 Classical paraneoplastic antibodies. A. Reactivity of anti-Hu with human pyramidal cortical neurons 
(tissue obtained from autopsy of a neurologically normal individual). There is predominant reactivity with the nuclei 
of the neurons, sparing the nucleoli. B. Reactivity of anti-Yo with human cerebellar cortex. Note the predominant reac-
tivity with the cytoplasm of Purkinje cells. C. Reactivity of CRMP5/CV2 antibodies with rat brain. There is intense 
reactivity with Purkinje cells and dentrites in the molecular layer. D. Reactivity of anti-Ma2 antibody with neurons 
from human hippocampus. There is reactivity with the cytoplasm of neurons and intense immunolabeling of nuclear 
speckles (arrows) (All panels ×400, counterstained with hematoxylin).
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tthe tumor, two levels of evidence were proposed: definite 
PNS or possible PNS (see Table 32.4).

V. The Clinical Manifestations 
of Paraneoplastic Immunity: Effects 

on the Nervous System

Except for a few autoantigens, such as CDR2 and Tr 
that are predominantly expressed by Purkinje cells of the 
cerebellum (Furneaux et al., 1990; Graus et al., 1998), 
and the novel hippocampal neuronal antigens, the rest of 
the known paraneoplastic antigens are expressed through-
out the nervous system. Therefore, it is unclear why the 
immune responses to these antigens (such as Hu, CRMP5, 
or Ma2) preferentially associate with specific syndromes 
and not with more widespread clinical features. These syn-
dromes include among others, paraneoplastic cerebellar 
degeneration (PCD), LE, opsoclonus-myoclonus, sensory 
 neuronopathy, and LEMS.

Two clinical features shared by most syndromes of the 
CNS are the rapid development of symptoms and the fre-
quent presence of inflammatory findings in the CSF analy-
sis, including moderate lymphocytic pleocytosis, increased 
protein concentration, elevated IgG index, and oligoclonal 
bands (Posner, 1995). The clinical features and immunologi-
cal findings of classical PNS are reviewed here.

A. Paraneoplastic Cerebellar 
Degeneration (PCD)

This disorder usually presents with dizziness, gait 
unsteadiness, oscillopsia, and evolves in a few days or weeks 
to severe cerebellar dysfunction with ataxia of gait and 
extremities. Eventually most patients become wheelchair 
bound, with dysarthria, dysphagia, blurry vision or diplopia, 
but preserved cognitive functions, and absent or very mild 

impairment of sensation and reflexes. At the early stages of 
PCD the brain MRI is usually normal, and as the disease 
progresses, cerebellar atrophy develops.

The pathological hallmark of PCD is loss of the Pur-
kinje cells of the cerebellum as a result of an immune 
attack that usually associates with inflammatory infil-
trates in the cerebellar cortex (rarely present at the time 
of autopsy), deep cerebellar nuclei, and inferior olivary 
nuclei. Almost all well-characterized antineuronal antibod-
ies have been reported in association with PCD (see Table 
32.2). Serological markers that associate with “pure” PCD 
include Yo (Peterson et al., 1992), Tr (Bernal et al., 2003), 
VGCC (Graus et al., 2002), and infrequently Zic4 and Ma2 
antibodies (Bataller et al., 2004). Patients with VGCC may 
have associated symptoms of LEMS that can be overlooked 
if they have severe cerebellar dysfunction (Mason et al., 
1997). Careful clinical evaluation is important as LEMS 
usually responds to treatment of the tumor and immuno-
suppressants but PCD does not.

PCD can be the presentation of a disorder that progresses 
to involve multiple areas of the CNS, called paraneoplastic 
encephalomyelitis. Patients with encephalomyelitis usually 
develop anti-Hu or anti-CV2/CRMP5 antibodies. Between 
30 and 40 percent of patients with PCD do not have detect-
able paraneoplastic antibodies; in these patients the diagnosis 
relies on the exclusion of other etiologies and demonstration 
of the cancer.

PCD rarely responds to treatment. An exception is the group 
of patients with anti-Tr antibodies and Hodgkin’s lymphoma; 
approximately 20 percent show improvement after treating the 
tumor and using corticosteroids, IV-Ig, or plasma exchange.

B. Paraneoplastic Limbic Encephalitis (LE)

Patients with paraneoplastic LE present with anxi-
ety, depression, confusion, delirium, hallucinations, sei-
zures, or short-term memory loss (Gultekin et al., 2000). 

Table 32.4 Diagnostic Criteria of PNS of the CNS

Definite PNS

1) Classical syndrome with cancer diagnosed within 5 years of neurologic symptom development.
2) Nonclassical syndrome that resolves or significantly improves after cancer treatment.
3)  Nonclassical syndrome with cancer diagnosed within 5 years of neurologic symptom development and positive antineuronal 

antibodies.
4) Neurological syndrome (classical or not) without cancer and with well-characterized antineuronal antibodies.

Possible PNS

1) Classical syndrome with high risk of cancer, without antineuronal antibodies.
2) Neurological syndrome (classical or not) without cancer and with partially-characterized antineuronal antibodies.
3) Nonclassical syndrome with cancer diagnosed within 2 years of neurologic symptom development, without antineuronal antibodies.

Recommended diagnostic criteria for paraneoplastic neurologic syndromes (guidelines from the Paraneoplastic Neurological Syndrome 
Euronetwork (Graus et al. 2004); www.pnseuronet.org/about/).
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In  approximately 80 percent of patients the MRI T2 and 
FLAIR sequences show hyperintense symmetric or asym-
metric abnormalities involving the medial temporal lobes 
(see  Figure 32.5). The brain FDG-PET frequently shows 
uptake of FDG in the medial temporal lobes, even when the 
MRI is normal (Fakhoury et al., 1999). Almost all patients 
have an abnormal EEG that includes uni- or bilateral tem-
poral lobe epileptic discharges, or slow background activ-
ity. The combination of clinical, MRI, EEG, and CSF 
findings, along with antineuronal antibody testing, identify 
most cases of paraneoplastic LE (Lawn et al., 2003). Recent 
studies have shown three groups of immune-mediated LE, 

each likely including several subphenotypes (Ances et al., 
2005):

1. LE associated with antibodies to intracellular 
paraneoplastic antigens (Hu, Ma2, CV2/ CRMP5). This 
group of disorders is mediated by cytotoxic T-cell responses 
and, in general, they are poorly responsive to treatment. 
An exception is the subgroup of patients with Ma2 
antibodies, in which 30 percent respond to treatment of 
the tumor and immunotherapy (corticosteroids and IVIg). 
In addition to LE, each autoimmunity may associate with 
other syndromes:

Figure 32.5 MRI of three patients with antibody-associated LE. A, B. Sagittal and coronal MRI FLAIR 
sequences of a patient with paraneoplastic anti-Ma2-associated encephalitis and a germ-cell tumor of the testis. Note 
that the MRI hyperintense abnormalities predominantly involve the medial temporal lobes, diencephalon (hypothala-
mus), and upper brainstem. These findings are typical of this disorder. C. Axial MRI FLAIR sequence of a patient 
with LE, ovarian teratoma, and hippocampal neuropil antibodies. There is mild bilateral FLAIR hyperintensity in the 
medial temporal lobes. D. Patient with VGKC antibodies and nonparaneoplastic LE. The MRI shows asymmetric 
involvement of the medial temporal lobes.
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 a.  Anti-Hu. Patients with this immunity may develop 
dysfunction of any part of the nervous system 
resulting in multifocal symptoms (encephalomyeli-
tis). Other than the limbic system, areas frequently 
affected include brainstem, cerebellum, spinal cord, 
dorsal root ganglia (sensory neuronopathy), and auto-
nomic centers and nerves, resulting in life-threatening 
gastrointestinal paresis, orthostatic hypotension, or 
cardiac dysrhythmias. The most frequently associated 
tumor is SCLC (Graus et al., 2001).

 b.  Anti-Ma2. About 90 percent of patients with this 
immunity develop dysfunction of the limbic system, 
diencephalon, or upper brainstem (Rosenfeld et al., 
2001). Therefore, in addition to the clinical picture of 
LE described earlier, patients may develop hypotha-
lamic symptoms (excessive day time sleepiness with 
low CSF hypocretin levels, and hormonal defi cits), 
complex supranuclear and nuclear ophthalmoparesis 
that usually presents with vertical gaze limitation, 
and a syndrome characterized by severe rigidity and 
hypokinesis. A few patients develop opsoclonus or 
cerebellar ataxia (Dalmau et al., 2004). The MRI 
fi ndings often correlate with the clinical syndrome, 
and may show contrast enhancement. In men younger 
than 50 years, the tumor is almost always in the testis 
(germ-cell tumor); in other patients, the tumor as-
sociation is diverse (cancer of the lung, breast, ovary, 
among others).

 c.  Anti-CV2/CRMP5. These patients may develop LE, 
but more frequently show cerebellar ataxia, axonal 
sensorimotor neuropathy, chorea, uveitis, and optic 
neuritis (Antoine et al., 2001; Vernino et al., 2002; 
Yu et  al., 2001). For this reason, the MRI studies may 
show  abnormalities involving the medial temporal 
lobes combined with FLAIR and T2 abnormalities in 
others areas of the CNS; those with chorea frequently 
show hyperintensities in the striatum and caudate. The 
tumors more frequently involved are SCLC and thy-
moma  (Antoine et al., 2001). In patients with SCLC, 
CV2/CRMP5 antibodies often occur in association 
with anti-Hu antibodies.

2. LE associated with antibodies to VGKC. These 
patients may present with the typical features of LE, but 
when compared with other immunotypes, they are more 
likely to develop hyponatremia, and less likely to have CSF 
pleocytosis, elevated IgG index, or intrathecal synthesis 
of specific antibodies (Ances et al., 2005; Thieben et al., 
2004; Vincent et al., 2004). Only 20 percent of patients 
with VGKC antibodies have an underlying tumor (usually 
SCLC or thymoma); for the other patients the trigger of 
the immune response is unknown. The brain MRI findings 
are similar to other types of LE; in some instances the 
radiologic involvement appears unilateral or can affect 
basal ganglia (Thieben et al., 2004).

Approximately 80 percent of patients with LE and 
VGKC antibodies respond to treatment, including 
corticosteroids, plasma exchange, or IV-Ig. Some patients 
have spontaneous improvement of symptoms. Other than 
LE, patients with VGKC can develop peripheral nerve 
hyperexcitability, autonomic dysfunction, hyperhydrosis, 
rapid eye movement sleep behavior abnormalities, and 
seizures (Iranzo et al., 2005; Liguori et al., 2001; Vincent 
et al., 2004).

3. Antibodies to novel hippoccampal neuropil 
antigens. This is a heterogeneous group of disorders that 
may encompass multiple antigens. The common clinical 
phenotype includes predominant behavioral and psychiatric 
symptoms (that may obscure short-term memory deficits), 
seizures, and brain MRI abnormalities that are less 
frequently restricted to the hippocampus than in classical 
LE (Ances et al., 2005). A subphenotype that includes 
young women with ovarian teratoma frequently develops 
central hypoventilation. FDG-PET may reveal foci of 
hypermetabolism in the frontotemporal lobes, brainstem, 
or cerebellum. Combining MRI and FDG-PET studies, 
the temporal lobes are preferentially affected. Patients 
harboring these novel antibodies are more likely to have 
intrathecal IgG synthesis, CSF pleocytosis, and systemic 
tumors (thymoma, ovarian teratoma) than those with VGKC 
antibodies, and do not develop hyponatremia (Vitaliani 
et al., 2005). The molecular identity of the antigens is 
unknown, but by using immunohistochemical techniques 
they are highly enriched, with specific patterns of 
expression in the hippocampus and sometimes, molecular 
layer of the cerebellum (see Figure 32.6).

In contrast to patients with antibodies to intracellular 
antigens, the encephalitis of patients with hippocampal 
neuropil antibodies improves with immunotherapy and, 
if present, treatment of the associated tumor. As occurs 
with patients with LE and VGKC antibodies, the clinical 
improvement associates with improvement of MRI and 
FDG-PET abnormalities and a decrease of antibody titers 
(Ances et al., 2005).

C. Paraneoplastic Sensory Neuronopathy

Patients with this disorder develop pain, numbness, and 
sensory deficits that can affect limbs, trunk, and cranial 
nerves, including hearing loss (Horwich et al., 1977). In 
addition to the sensory loss, the resulting syndrome includes 
sensory ataxia and decreased or absent reflexes. Nerve con-
duction studies show decreased or absent sensory nerve 
action potentials with normal or near-normal motor-conduc-
tion velocities (Camdessanche et al., 2002). Paraneoplastic 
sensory neuronopathy results from an immune attack against 
the neurons of the dorsal root ganglia, which frequently is 
triggered by a SCLC. Pathological studies show prominent 
infiltrates of T-cells and neuronal degeneration. This disorder 
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may occur in isolation, but often precedes or coincides with 
the development of encephalomyelitis, suggesting a com-
mon pathogenic mechanism. In both instances, detection of 
anti-Hu antibodies is frequent (Molinuevo et al., 1998). Sen-
sorimotor neuropathies associated with anti-Hu antibodies 
often result from mixed involvement of dorsal root ganglia 
and peripheral nerves (Oh et al., 2005). In the latter, serum 
CV2/CRMP5 antibodies can also be present (Camdessanche 
et al., 2002). The anti-Hu associated sensory neuronopathy 
may stabilize or improve with prompt treatment of the tumor 
and corticosteroids (Oh et al.,1997).

D. Paraneoplastic Opsoclonus-Myoclonus

Opsoclonus is an eye movement disorder characterized by 
chaotic, conjugate, arrhythmic, and multidirectional saccades. 
These symptoms often associate with myoclonus and truncal 
ataxia. The tumors more frequently involved are SCLC, and 
breast and gynecological cancers in adults, and neuroblastoma 
in children. The majority of patients do not harbor specific 
paraneoplastic antibodies, but  studies (immunohistochemis-
try, flow cytometry, cDNA library screening) show that many 
patients develop antibodies to cell surface and intracellular 
neuronal proteins of unknown identity (Antunes et al., 2000; 
Bataller et al., 2003;  Blaes et al., 2005).

The best characterized antibody associated with 
opsoclonus -myoclonus is anti-Ri. Patients with anti-Ri con-
stitute a minority (10%) of all cases of paraneoplastic opsoc-
lonus-myoclonus. Anti-Ri usually associates with cancer of 
the breast, gynecological tumors, and SCLC (Luque et al., 
1991). The target antigens are Nova 1 and 2 (Buckanovich 

et al., 1993) (see Table 32.3). Paraneoplastic opsoclonus may 
respond to immunotherapy, but improvement depends on 
tumor control (Bataller et al., 2001). The neuroblastic tumors 
of children with opsoclonus-myoclonus have a better prog-
nosis than those without paraneoplastic syndromes; this has 
been attributed to the anti-tumor immune response (Korfei et 
al., 2005) and tumor-related genetic factors (Gambini et al., 
2003).

E. Lambert-Eaton Myasthenic 
Syndrome (LEMS)

LEMS is one of the most characteristic PNS of the periph-
eral nervous system. The disorder results from antibodies 
against the presynaptic P/Q-type VGCC, which block the 
entry of calcium and interfere with the release of acetylcho-
line vesicles. The transfer of IgG from patients with LEMS 
into mice reproduces the clinical and  electrophysiologic 
 features of the disease (Fukunaga et al., 1983; Lang et al., 
1987). The detection of antibodies to P/Q-type VGCC is used 
as a highly sensitive and specific serologic test for LEMS 
(Motomura et al., 1995).

Patients with LEMS develop proximal muscle weak-
ness and mild involvement of cranial nerves that may 
result in transient ptosis and diplopia. The onset of symp-
toms is usually gradual over months, but occasionally can 
be more acute. Patients complain of fatigue, leg weakness, 
muscle aches, and vague paresthesias. Reflexes usually 
are decreased or abolished and enhance after brief muscle 
contraction (O’Neill, Murray & Newsom-Davis, 1988). 
Similarly, after brief exercise the strength may improve. Dry 

Figure 32.6 Immunohistochemical features of hippocampal neuropil antibodies from a patient with LE and car-
cinoma of the thymus. A. Saggital section of rat brain reacted with the CSF of the patient. Note the intense reactivity 
(brown staining) predominantly involving the neuropil (dendrites, synaptic rich regions) of the hippocampus. Differ-
ent from classical paraneoplastic antibodies that usually react with intracellular antigens (see  Figure 32.4), the target 
antigens of the hippocampal neuropil antibodies are located on the cell surface. B. Reactivity of the patient’s CSF 
antibodies with live rat hippocampal neurons. There is intense reactivity with the cell surface of the neuronal processes 
(A ×5 counterstained with hematoxylin; B ×800 immunofluorescence, oil).
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mouth and other  symptoms of autonomic dysfunction occur 
in 90  percent of the patients.

Approximately 60 percent of patients with LEMS 
have an underlying neoplasm, usually SCLC, or rarely 
other tumors such as lymphoma (Wirtz et al., 2002). 
 Paraneoplastic LEMS may associate with PCD and parane-
oplastic  encephalomyelitis (Mason et al., 1997). Treatment 
of the  tumor and medication that enhances acetylcho-
line release (3,4-diaminopyridine, or combination of pyr-
idostigmine and guanidine) are usually effective (Sanders 
et al., 2000). IV-Ig and plasma exchange improve symp-
toms within two to four weeks, but the benefit is transient. 
Long-term immunotherapy with prednisone or azathioprine 
is an alternative for patients who do not improve with 3,4-
diaminopyridine (Newsom-Davis, 2003).

VI. The Clinical Manifestations of 
Paraneoplastic Immunity: Effects 

on the Tumor

The concept that most PNS result from immune responses 
triggered by the tumor expression of neuronal proteins car-
ries the implication that the immune response also attacks the 
tumor cells. Furthermore, the small size and limited meta-
static burden of tumors associated with PNS have suggested 
that the anti-tumor immune response is clinically effec-
tive in preventing tumor growth (Darnell & Posner, 2003). 
However, the data supporting the efficacy of the immune 
response is scarce and controversial. There are only two 
clinical series, both in patients with SCLC, supporting this 
hypothesis (Graus et al., 1997; Maddison et al., 2001). One 
study was conducted in patients without PNS, and showed 
that those with low titers of anti-Hu antibodies were more 
likely to have limited tumor stage and better response to 
chemotherapy than patients without antibodies (Graus et al., 
1997). In this study the strongest association was between 
the presence of anti-Hu antibodies and increased response 
to chemotherapy; the mechanisms underlying the chemo-
sensitivity were not examined. The second study compared 
SCLC patients with and without LEMS, and found that 
patients with LEMS had longer survival (Maddison et al., 
2001). Because most of these patients developed the neuro-
logic disorder before the tumor diagnosis, a lead-time bias 
could not be ruled out.

Other data supporting clinically effective anti-tumor 
immunity derives from cases of spontaneous tumor regression 
(Byrne et al., 1997; Darnell & DeAngelis, 1993; Gill et al., 
2003; Zaheer et al., 1993). However, some of these patients 
received oncologic treatment and therefore the tumor regres-
sion was not truly spontaneous (Darnell &  DeAngelis, 1993), 
others lacked pathological demonstration of a tumor (Byrne et 
al., 1997), and some did not have detectable immune responses 
or long-term follow-up (Gill et al., 2003; Zaheer et al., 1993).

Rather than effective antitumor immunity, most clinical 
series of PNS suggest that the immune response is triggered 
at early stages of cancer development and that the neurologic 
symptoms forewarn of the presence of a tumor that otherwise 
would have manifested clinically months or years later. In these 
studies most patients developed PNS before the tumor diag-
nosis, and none had spontaneous tumor regression (Dalmau 
et al., 1992; Graus et al., 2001; Hetzel et al., 1990; Lucchinetti 
et al., 1998; Peterson et al., 1992; Rojas et al., 2000; Rojas-
Marcos et al., 2003; Sillevis et al., 2002). Furthermore, two 
series of patients with PNS that examined the effect of immu-
notherapy on tumor growth showed that it did not favor tumor 
progression as one would expect if the antitumor immune 
response was clinically effective (Keime-Guibert et al., 1999; 
Vernino et al., 2004).

A recent study of patients with paraneoplastic anti-Ma2 
associated encephalitis suggests a model of what probably 
occurs in most PNS triggered by the tumor expression 
of neuronal proteins. This study examined 25 men with 
anti-Ma2-associated encephalitis younger than 50 years, 
and found that 19 had testicular germ-cell tumors (Mathew 
et al., 2006). The other six patients underwent extensive 
cancer screening but no tumor was found. Due to relentless 
progression of neurological symptoms, detection of Ma2 
antibodies, and development of subtle changes (microcal-
cifications) in the ultrasound of the testes, these six patients 
eventually had orchiectomy, revealing in all instances a 
microscopic carcinoma in situ or intratubular germ-cell 
neoplasm of the testis. This type of neoplasm is considered 
a common precursor of most testicular cancers, and takes 
approximately five years to become invasive (Montironi, 
2002). The orchiectomy specimens also showed inflamma-
tory infiltrates and tubular fibrosis, resulting in areas of 
scar tissue, resembling a “burnt out” tumor. Findings from 
this study, facilitated by the location of the tumor in an 
easily accessible organ, suggest (1) that the paraneoplas-
tic immune response can be triggered at the microscopic, 
preinvasive stage of tumor development, (2) the antitu-
mor immunity may be partially effective, and (3) in most 
patients the antitumor effects are not sustained enough to 
prevent tumor growth.

VII. Treatment of 
Paraneoplastic Syndromes

The treatment of most PNS of the CNS is complicated by:

▲ The lack of animal models for all classical syndromes; 
only two disorders have been modeled: a rare subphenotype of 
cerebellar degeneration (Sillevis et al., 2000), and stiff-person 
syndrome (Sommer et al., 2005)

▲ The involvement of cytotoxic T-cell mechanisms that 
make these disorders resistant to strategies used for   anti-
body-mediated disorders
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▲ The rapid progression of symptoms and narrow 
window for intervention to prevent irreversible neurologic 
deficits

▲ The logistics of combining oncologic and immu-
nosuppressive therapies in patients with poor clinical 
 condition.

These limitations contrast with the frequent response to treat-
ment of PNS of the peripheral nervous system, such as LEMS 
(as well as myasthenia gravis and neuromyotonia, not included 
in this review), in which the antigens are located on the cell 
 surface and the disorder is directly mediated by antibodies.

Keeping these considerations in mind, the general treat-
ment approach for PNS of the CNS relies on prompt diagno-
sis and treatment of the tumor. Because the simultaneous use 
of chemotherapy and some immunosuppressants may result 
in significant toxicity, two levels of immunologic interven-
tion are suggested. Patients with progressive PNS who are 
receiving chemotherapy should be considered for immuno-
suppression or immunomodulation that may include oral 
or intravenous corticosteroids, IV-Ig, or plasma exchange. 
Patients with progressive PNS, who are not receiving che-
motherapy, should be considered for more aggressive 
immunosuppression that may include oral or intravenous 
cyclophosphamide, tacrolimus, cyclosporine, or rituximab 
(Keime-Guibert et al., 2000; Shams’ili et al., 2006; Vernino 
et al., 2004). Although there is no compelling evidence than 
any of these immunosuppressants is better than another for 
patients with PNS, we favor the use of corticosteroids, IV-Ig, 
and cyclophosphamide.

Considering the critical role of the cytotoxic T-cell 
response in many PNS of the CNS and that the immune 
response is triggered systemically by the tumor, any strategy 
that prevents T-cells from endothelial transmigration into the 
CNS (i.e., antibodies to α-4 integrins or VLA-4) should be 
considered in future clinical trials.
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Mitochondrial Disorders
Salvatore DiMauro and Eric A. Schon

 I. Disorders Due to Mutations in mtDNA

 II. Disorders Due to Mutations in nDNA

 III. Other nDNA Mutations

 IV. Conclusions 

Even making allowance for the biased point of view of 
the authors, it is still fair to say that much of contemporary 
neurology is mitochondrial neurology, not only because 
of the extraordinary development in the past two decades of 
primary mitochondrial encephalomyopathies, that is, neuro-
logical disorders due to molecular defects impairing mito-
chondrial function directly, but also because mitochondrial 
dysfunction is involved in the pathogenic mechanism of 
most, if not all, neurodegenerative disorders.

It is also fair to say that few areas of medicine have seen 
as many conceptual innovations as mitochondrial medicine, 
first and foremost the concept of endosymbiosis, which was 
proposed at the beginning of last century but was popu-
larized in 1967 by Lynn Sagan Margulis (Sagan, 1967). 
 Endosymbiosis occurred about two billion years ago, when 
the atmosphere of the earth, until then composed of hydro-
gen, ammonia, and methane, became increasingly rich in 
oxygen and hydrogen, toxic compounds to most organisms. 
Early eukaryotic cells, threatened by this poisonous environ-
ment, were invaded—and rescued—by bacteria, which had 
not only adapted to the oxygen-rich atmosphere but had devel-
oped means by which oxygen became the  terminal electron 
acceptor of a pathway (the respiratory chain) that “detoxified” 

it to produce water and generated much more energy than 
anaerobic glycolysis. This biological event is oddly reminis-
cent of Prometheus’ mythical gift of fire to humans.

A corollary of endosymbiosis is that all eukaryotic cells, 
including ours, still contain, in addition to their original 
nuclear DNA (nDNA), a genetic “relic” of the  protobacterial 
invaders (a.k.a. mitochondria), namely mitochondrial DNA 
(mtDNA). As two genomes in one cell cannot  function any 
better than two governments in one country, it is hardly 
 surprising that, in the course of evolution, mtDNA has 
given up much of its autonomy (in fact, most of its genes 
have actually been transferred to the nuclear genome) and 
it has become the slave of nDNA. What is more surprising 
is that  clinical scientists ignored mtDNA—whose presence 
was documented in the early 1960s (Nass & Nass, 1963; 
Schatz et al., 1964)—until 1988, when the first mutations 
in mtDNA were associated with human disease (Holt et al., 
1988;  Wallace et al., 1988).

Because mtDNA is a relic, not a fossil, it encodes 13 
functional proteins, all components of the respiratory chain. 
However, mitochondria contain almost 1,300  proteins 
(and counting), essentially all encoded by nDNA, which 
subserve a wide variety of function besides the provision 
of energy. About half of them have “housekeeping” func-
tions, such as protein import and sorting, protein transla-
tion and stability, and nucleic acid metabolism. The rest of 
the  mitochondrial proteins perform specialized functions 
beyond ATP production, including lipid metabolism, the 
TCA cycle, the urea cycle reactions, stress response, and 
one version of programmed cell death (apoptosis) (see 
 Figure 33.1).
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Thus, a neurological classification of mitochondrial dis-
eases might include numerous categories (see Table 33.1):

1. Defects of the respiratory chain, that are, by 
convention, what we refer to under the term mitochondrial 
encephalomyopathies: they have taken center stage since 
1988 and will keep center stage in this review.

2. Defects of other metabolic pathways, such as the 
pyruvate dehydrogenase complex (PDHC), β-oxidation, or 
the Krebs cycle.

3. Defects of nDNA-encoded protein transport, a 
complex machinery that involves mitochondrial targeting, 
chaperone-assisted protein unfolding and refolding, 
and energy-dependent crossing of the outer and inner 
mitochondrial membranes (OMM and IMM).

4. Defects of ancient but long-neglected functions of 
mitochondria—motility, fusion, and fission—are emerging 
as important causes of neurological diseases and will be 
discussed in more detail later.

5. Neurodegenerative disorders are being associated 
with mutations in increasing numbers of mitochondrial 
proteins, including Friedreich ataxia (frataxin), Parkinson 
disease (parkin, Pink1), and amyotrophic lateral sclerosis 
(SOD1). Although the precise functions of these proteins 
is still controversial, their pathogenic roles seem to involve 
iron homeostasis, calcium handling, oxidative stress, and 
eventually, mitochondrially mediated apoptosis (Tieu & 
Przedborski, 2006).

6. To quote the late Anita Harding, “is growing old the 
most common mitochondrial disease of all?” (Harding, 
1992). Almost certainly yes, although it is still debated 

how much of normal aging is due to mtDNA-related versus 
nDNA-related mechanisms (DiMauro et al., 2002).

Let us now return to what is arguably the most important—
and certainly the best known—function of mitochondria, 
energy generation. Oxidative phosphorylation (OXPHOS) 
burns the hydrogen of carbohydrates and fats in our diet with 
the oxygen that we breathe to generate energy (ATP and heat) 
and water (see Figure 33.2). After pyruvate has been oxi-
dized by PDHC and fatty acyl-CoAs have been oxidized by 
the reactions of the β-oxidation spiral, the common resulting 
metabolite, acetyl-CoA, is further oxidized in the Krebs (or 

Table 33.1 Mitochondrial Diseases: 
A Neurological Classification

• Defects of the respiratory chain
  � Mutations in mtDNA
  � Mutations in nDNA
• Defects of other metabolic pathways
  � Defects in PDHC
  � Defects in β-oxidation
  � Defects of the Krebs cycle
• Defects of mitochondrial protein importation
  � Mohr-Tranebjaerg syndrome
  � HSP
• Defects in mitochondrial motility, fusion, and fission
  � Autosomal dominant optic atrophy
  � CMT-2A
  � CMT-4A
• Mutations of mitochondrial protein in neurodegenerative diseases
  � Frataxin (FA), parkin (PD), Pink1 (PD), SOD1 (ALS)
• Aging

Respiratory chain and OxPhos
Stress response

Protein import and Sorting

Nucleic acid metabolism

Morphology and Inheritance

Carriers and Transporters

Protein translation and Stability

General functions (604)

Lipid and Steroid metabolism

Signal transduction

Apoptosis

Intermediate metabolism

Miscellaneous/Unknown

Specialized functions (744)

Amino acid and Nitrogen metabolism

223

118

168

121

88

79

56
40

111

96

96

61
91

1348

Figure 33.1 Pie chart of mitochondrial proteins divided into functional categories subserving general or specialized 
functions.
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TCA) cycle. The reducing equivalents produced by the Krebs 
cycle and by β-oxidation are transferred to either NAD+, gen-
erating NADH, or to FAD, generating FADH

2
. NADH trans-

fers electrons to complex I of the electron-transport chain, 
and FADH

2
 cedes electrons, either from succinate (in the 

Krebs cycle) to complex II or from reduced ETF (electron 
transfer protein, at the end of β-oxidation), to coenzyme Q10 
(CoQ10). The electron transport chain consists of four multi-
meric complexes (complexes I to IV) and two small electron 
carriers (CoQ10 and cytochrome c). The energy generated 
by these reactions pumps protons from the mitochondrial 
matrix (the space within the IMM) to the intermembrane 

space (IMS)—the space between IMM and OMM—at three 
sites (complex I, complex III, and complex IV). This builds 
up a proton gradient across the IMM, so that mitochondria 
are veritable biological capacitors (see Figure 33.2).

In considering disorders due to defects of the respiratory 
chain (mitochondrial encephalomyopathies sensu stricto), 
another unique molecular concept emerges, which has impor-
tant implications for the correct diagnosis, sound genetic 
counseling, and gleaning of physiopathologic mechanisms 
and phenotypic expression, namely, the respiratory chain is 
the only biochemical pathway in the cell dependent on two 
genomes. Of the approximately 90 polypeptides that  compose 
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the respiratory chain (see Figure 33.2), 13 are encoded by 
mtDNA and all others by nDNA: After being synthesized in 
the cytoplasm, they are imported into mitochondria, where they 
are assembled, together with their mtDNA-encoded counter-
parts, into the respective holoenzymes in the mitochondrial 
inner membrane.

Although the small circle of mtDNA (16,569 base-pairs) 
has proven to be a veritable Pandora’s box of diseases, 
 currently known to harbor 192 pathogenic point mutations 
(see Figure 33.3) (Schon, 2006), mutations in nuclear genes 
ought to be even more numerous. The predominance of 
Mendelian mitochondrial diseases is predicated not only 
on the greater number of nDNA- than mtDNA-encoded 

 respiratory chain subunits, but, as mentioned earlier, on the 
many nuclear factors needed for the proper assembly and 
functioning of the respiratory chain, including components 
of the mitochondrial protein import machinery, assembly 
factors for the individual complexes, enzymes involved in 
phospholipid synthesis, and enzymes necessary for the rep-
lication and integrity of mtDNA itself.

Discovery of pathogenic mutations in “the other genome” 
has brought a new type of genetics, mitochondrial genet-
ics, to the attention of practicing physicians. The distinctive 
rules of mitochondrial genetics include maternal inheritance, 
heteroplasmy and the threshold effect, and mitotic segrega-
tion. Briefly, maternal inheritance refers to the fact that all 
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mtDNA comes to the zygote only from the oocyte: thus, as a 
rule, pathogenic mutations of mtDNA (and related diseases) 
are transmitted from a woman to all her children, but only her 
daughters will pass it on to their progeny, with no evidence 
of male-to-child transmission. Heteroplasmy refers to the 
coexistence of mutant and wild-type mtDNAs in the same 
cell, tissue, or individual, and is predicated on the notion that 
mtDNA is present in hundreds or thousands of copies in each 
cell (polyplasmy). A corollary of heteroplasmy is the threshold 
effect: a certain minimum number of mutant mtDNAs will be 
needed to impair oxidative phosphorylation and cause symp-
toms, and the threshold will be lower in tissues that are more 
dependent on oxidative metabolism. Because mitochondrial 
division and mtDNA replication are essentially unrelated to 
the cell cycle, the proportion of mutant mtDNAs in daughter 
cells following cell division may shift (due to random drift) 
and the clinical phenotype may change accordingly (mitotic 
segregation) (DiMauro & Schon, 2003).

From the genetic point of view, mitochondrial diseases 
can be classified into two major groups, those due to muta-
tions in mtDNA, whose transmission is governed by the 
loose rules of mitochondrial genetics, and those due to muta-
tions in nuclear DNA, whose transmission is governed by the 
stricter rules of Mendelian genetics. Each group comes in 
different “flavors,” which are, as expected, more numerous 
for nDNA mutations (see Table 33.2).

Before going any further, we should dispel the notion 
that mitochondrial diseases are of purely academic interest, 
as recent epidemiological data show that they are, in fact, 
among the most common genetic disorders and a major 
burden to society (Schaefer et al., 2004). When studies 
in children and adults are combined and both nDNA and 
mtDNA mutations are considered, the minimum prevalence 
is at least 1 in 5,000. A study of adults with mtDNA muta-
tions in Northern England has shown an overall prevalence 
of 6.57/100,000 (Chinnery et al., 2000), with an especially 

high prevalence of Leber’s hereditary optic atrophy (LHON) 
(3.22/100,000) (Man et al., 2003).

I. Disorders Due to Mutations in mtDNA

Table 33.3 was drawn several years ago but still serves 
the original purpose of summarizing the clinical features 
of six common syndromes to illustrate general principles. 
Detailed clinical descriptions of mitochondrial syndromes 
affecting different systems can be found in Mitochondrial 
Medicine, the first textbook devoted to this topic (DiMauro 
et al., 2006c). The rules of mitochondrial genetics have 
gone a long way to explain the protean clinical features of 
mtDNA-related diseases, although many questions remain 
unanswered, especially those concerning pathogenesis.

Table 33.3 reveals an apparent exception to the maternal 
inheritance rule of mitochondrial genetics: single deletions 
of mtDNA are neither inherited from the mother nor trans-
mitted to the progeny, and disorders due to mtDNA dele-
tions, such as Kearns-Sayre syndrome (KSS), progressive 
external ophthalmoplegia (PEO), and Pearson syndrome 
(PS), are almost always sporadic. This is attributed to the 
“bottleneck” between the oöcyte/oögonium (where the giant 
deletion probably arises) and the embryo, such that only a 
small minority of maternal DNA populates the fetus (Thor-
burn, 2006). However, a few cases of maternal transmission 
of single deletions have been reported, raising the issue of 
how reassuring we can be in counseling carriers of single 
mtDNA deletions. A multicenter retrospective study of 226 
families has confirmed that the risk of a carrier woman to 
have affected children is very small, but still finite (1 in 24 
births) (Chinnery et al., 2004).

The involvement of multiple unrelated tissues, also 
 illustrated in Table 33.3, which is at once bewildering and 
diagnostically useful, is due, of course, to the ubiquitous 

Table 33.2 A Genetic Classification of the Mitochondrial 
Encephalomyopathies

Genetic Classification

• Defects of mtDNA • Defects of nDNA
 — Mutations in protein synthesis genes  — Mutations in respiratory chain subunits
   • tRNA, rRNA, rearrangements    • Complex I, Complex II, CoQ10
 — Mutations in protein-coding genes  — Mutations in ancillary proteins
   • Multisystemic (LHON, NARP/MILS)    • Complex III, Complex IV, Complex V
   • Tissue-specific  — Defects of intergenomic signaling
    • AR-PEO with multiple ∆-mtDNA
    • mtDNA depletion
    • Defective mtDNA translation
  — Defects of protein transport
    • Mohr-Tranebjaerg syndrome
  — Defects of the lipid milieu
    • Barth syndrome
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nature of mtDNA. The apparent randomness of affected 
tissues is often explained by their dependence on oxidative 
metabolism, although a strict hierarchy of vulnerability to 
OXPHOS defects should not be expected.

The extreme variability of clinical severity and tissue 
involvement among maternal members of the same fam-
ily most often is explained by different degrees of het-
eroplasmy in the same or different tissues, and is best 
exemplified by two clinical presentations of the same 
mutation, T8993G in the ATPase 6 gene of mtDNA. When 
the proportion of mutant mtDNA is around 70 percent, 
the disease  manifests in young adults as NARP (neuropa-
thy, ataxia, retinitis pigmentosa), but when the proportion 
surpasses 90  percent, the disease manifests in infants as 
maternally inherited Leigh syndrome (MILS) (Holt et al., 
1990; Tatuch et al., 1992). The frequent occurrence of 

 oligosymptomatic  carriers of a mtDNA mutation, such as 
the A3233G change in tRNALeu(UUR) most often associated 
with MELAS  (mitochondrial encephalomyopathy, lactic 
acidosis, and stroke-like episodes) should serve as a warn-
ing to practitioners that isolated or “soft” signs (short stat-
ure, migraine, hearing loss, diabetes, exercise intolerance) 
should not been ignored but, in fact, should be carefully 
noted to reveal a hidden pattern of maternal  inheritance. 
Another practical tip regards the best tissue in which to 
document the mutation in asymptomatic or oligosymp-
tomatic carriers: Although blood is most commonly used, 
urinary sediment is both more easily accessible and more 
sensitive (McDonnell et al., 2004; Shanske et al., 2004).

The typical histochemical picture of the muscle biopsy 
(still a crucial diagnostic assay) is a mosaic pattern of ragged-
red fibers (RRF) with the modified Gomori trichrome stain, 

Table 33.3 Clinical Features of mtDNA-related Disorders. Boxes Highlight Typical Features 
of Specific Syndromes (Except Leigh Syndrome, Which Is Defined by Neuroradiological or 

Neuropathological Alterations)

  ∆-mtDNA tRNA ATPase

Tissue Symptom/Sign KSS Pearson MERRF MELAS NARP MILS

CNS Seizures − − + + − +
 Ataxia + − + + + ±
 Myoclonus − − − − − −
 Psychomotor retardation − − − − − +
 Psychomotor regression + − ± + − −
 Hemiparesis/hemianopia − − − − − −
 Cortical blindness − − − + − −
 Migraine-like headaches − − − + − −
 Dystonia − − − − − −
PNS Peripheral neuropathy ± − ± ± + −
Muscle Weakness + − + + + +
 Ophthalmoplegia − ± − − − −
 Ptosis + − − − − −
Eye Pigmentary retinopathy − − − − + ±
 Optic atrophy − − − − − −
 Cataracts − − − − − −
Blood Endocrine Sideroblastic anemia ± + − − − −
 Diabetes mellitus − − − − − −
 Short stature + − + + − −
 Hypoparathyroidism ± − − − − −
Heart Conduction block − − − − − −
 Cardiomyopathy ± − − ± − ±
GI Exocrine pancreatic
  dysfunction − − − − − −
 Intestinal  
  pseudoobstruction − − − − − −
ENT Sensorineural  
  hearing loss − − + + ± −
Kidney Fanconi’s syndrome ± ± − ± − −
 Laboratory Lactic acidosis − − − − − −
 Muscle biopsy: RRF + ± + + − −
Inheritance Maternal − − + + + +
 Sporadic − − − − − −

Abbreviations: CNS, central nervous system; PNS, peripheral nervous system; GI, gastrointestinal system; ENT, ear, nose, throat; 
∆-mtDNA, deleted mtDNA.
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or of “ragged-blue” fibers with the succinate dehydrogenase 
(SDH) stain (see Figure 33.4A, B), both reflecting massive 
proliferation of mitochondria in mutation-rich segments 
of individual fibers (hence the mosaic appearance in cross 
 sections). When mutations impair mitochondrial protein 
synthesis as a whole (the ∆-mtDNA and Trna columns in 
Table 33.3), RRF are negative for the cytochrome c oxidase 
(COX) histochemical reaction (see Figure 33.4C): Partial 
deficits of COX are best revealed by the superimposed SDH 
and COX reactions in the same muscle section (see Figure 
33.4D). In biopsies from patients with mutations in mtDNA 
protein-coding genes (ATPase column in Table 33.3), mus-
cle histochemistry is more variable. As a rule, no RRF are 
seen in patients with NARP/MILS or with Leber’s heredi-
tary optic neuropathy and mutations in complex I (NADH 
dehydrogenase, ND) genes, whereas patients with myopathy 
and mutations in cyt b or ND genes have RRF, which are, as 
expected, COX-positive (see Figure 33.5).

Because mtDNA mutates spontaneously at a high rate, 
and most changes are neutral polymorphisms—a situation 

exploited in anthropology (Wallace, 2005) and forensic 
medicine (Anslinger et al., 2001; Gill et al., 1994)—a set of 
canonical rules have been established to prove the pathoge-
nicity of a novel mtDNA mutation. First, the mutation should 
not be present in normal individuals of the same ethnic group. 
Second, it should alter a site conserved in evolution and, 
therefore, be functionally important. Third, it should cause 
single or multiple respiratory chain enzyme deficiencies in 
affected tissues or defects of mitochondrial protein synthe-
sis and respiration demonstrable in cybrid cell lines; that is, 
immortalized human cell lines that are first depleted of their 
own mtDNA and then repopulated with varying proportions 
of mutant mtDNA (King & Attardi, 1989). Fourth, there 
should be a correlation between degree of heteroplasmy and 
clinical severity as well as a correlation between degree of 
heteroplasmy and cell pathology (i.e., COX-negative RRF), 
best documented by single fiber PCR (Sciacco et al., 1994).

As the last criterion implies, a corollary of these guide-
lines is that pathogenic mutations are usually heteroplasmic, 
whereas neutral polymorphisms are homoplasmic. In general 

Figure 33.4 Serial cross-sections of a muscle biopsy from a patient with Kearns-Sayre syndrome, to illustrate 
the typical histochemical changes seen in mtDNA-related disorders that impair protein synthesis in toto. A. Modi-
fied Gomori trichrome stain, showing ragged-red fibers (RRF); B. Succinate dehydrogenase (SDH) stain, showing 
mitochondrial proliferation (“ragged-blue” fibers); C. Cytochrome c oxidase (COX) stain, showing that some RRF or 
ragged-blue fibers are blank for COX (COX-negative fibers); D. Combined SDH + COX stain facilitates detection of 
COX-deficient fibers, which appear blue (courtesy of Dr. Eduardo Bonilla, Columbia University Medical Center).
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this is true, but there are many exceptions and an increas-
ing awareness of the possible or documented pathogenicity 
of homoplasmic mutations. In fact, the first point mutation 
associated with a human disease, LHON (G11778A in ND4), 
was homoplasmic (Wallace et al., 1988), as are other muta-
tions causing LHON (Carelli et al., 2006b). Similarly, most 
nonsyndromic forms of deafness are due to homoplasmic 
mutations, including A15555G in the 12S rRNA gene (Pre-
zant et al., 1993) and two mutations in the tRNASer(UCN) gene 
(Li et al., 2004; Sue et al., 1999). Several other examples 
of homoplasmic mutations clearly associated with various 
clinical presentations have been published (for review, see 
DiMauro & Davidzon, 2005).

A “cause celèbre” of homoplasmy regarded a large pedi-
gree in which the metabolic syndrome (syndrome X or dyslip-
idemic hypertension), which includes various combinations 
of central obesity, atherogenic dyslipidemia, hypertension, 
hypomagnesemia, and insulin resistance, was transmit-
ted maternally and attributed to a homoplasmic mutation 
(T4291C) in the tRNAIle (Wilson et al., 2004). Because the 
metabolic syndrome afflicts about one fourth of the U.S. 
population, this finding did not go unnoticed (Hampton, 
2004). The challenge with this, as with other homoplasmic 
mutations, is to go beyond the association and to document 
a deleterious functional effect. Nuclear magnetic resonance 
spectroscopy (MRS) and muscle biopsy were performed in 
a single 55-year-old member of the family with the meta-
bolic syndrome. MRS showed decreased ATP production 

and a few fibers with mitochondrial proliferation were seen 
in the biopsy, rather meager evidence of mitochondrial 
 dysfunction, especially considering the age of the patient 
studied.

Most canonical criteria for pathogenicity listed earlier do 
not apply to homoplasmic mutations, except for biochemical 
evidence of respiratory chain dysfunction or direct evidence 
that the expression of mutated genes is impaired. Defective 
ATP production due to distinct respiratory chain dysfunc-
tion has been documented in cybrid cells harboring different 
LHON mutations (Baracca et al., 2005), and high  resolution 
Northern blots have shown decreased steady-state levels 
of the relevant tRNAs in affected tissues of patients with 
homoplasmic mutations causing cardiopathy (Taylor et al., 
2003) or myopathy (McFarland et al., 2004). Similar studies 
are necessary to document a pathogenic role of the T4291C 
mutation in patients with the metabolic syndrome.

Another major question underlying the pathogenic mech-
anism of homoplasmic mtDNA mutations is why they are 
expressed in some family members but not in others, and why 
they can result in different clinical phenotypes. At least four 
factors can influence phenotypic expression: environmental 
factors, nuclear DNA background, tissue-specific expression 
of interacting genes, and mtDNA haplotype. The importance of 
environmental factors is exemplified by the deleterious effect 
of aminoglycoside exposure in triggering  deafness in carriers 
of the A1555G mutation ( Estivill et al., 1998; Prezant et al., 
1993). The importance of the nuclear background is illustrated 

Figure 33.5 Serial cross-section of a muscle biopsy from a patient with complex III deficiency and a pathogenic 
mutation in the cyt b gene. A. SDH stain, showing a mosaic pattern of ragged-blue fibers; B. COX stain, showing 
that the ragged-blue fibers stain intensely for COX (COX-positive fibers) (courtesy of Dr. Eduardo Bonilla, Columbia 
University Medical Center).
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by the influence of the X-chromosome haplotype on the pen-
etrance and gender bias of LHON mutations  (Hudson et al., 
2005).

We cannot discuss the pathogenicity of homoplasmic 
mtDNA mutations without considering the importance of 
mtDNA haplotypes. In their migration out of Africa, human 
beings have accumulated distinctive variations from the 
mtDNA of our ancestral “mitochondrial Eve,” resulting in 
several haplotypes characteristic of different ethnic groups 
(Wallace et al., 1999). It has been suggested that different 
mtDNA haplotypes may modulate oxidative phosphoryla-
tion, thus influencing the overall physiology of individuals 
and predisposing them to—or protecting them from—certain 
diseases (Carelli et al., 2006a). Clearly, much work remains 
to be done to better define both the pathogenic role of homo-
plasmic mutations and the modulatory role of haplotypes in 
health and disease.

Eighteen years after the discovery of pathogenic mutations 
in mtDNA, it is sobering to note that our understanding of 
how different mtDNA mutations cause different syndromes 
is, at best, rudimentary. In fact, it is counterintuitive that 
mtDNA mutations should cause different syndromes in the 
first place, if—as conventional wisdom dictates—mtDNA 
rearrangements and point mutations in tRNA or tRNA genes 
impair mitochondrial protein synthesis and ATP production. 
This common final pathway would predict an ill-defined 
common set of symptoms and signs with many overlaps and 
few distinctive features. In fact, the reverse is true: Although 
some clinical overlap does occur in mtDNA-related diseases, 
most major mutations result in well-defined and clinically 
identifiable syndromes.

One major obstacle to functional studies of mtDNA muta-
tions is the lack of animal models due to the still formidable 
problem of introducing mtDNA into the mitochondria of mam-
malian cells. An alternative approach has been to use cybrid 
cell lines harboring various proportions of mutant mtDNA 
(see earlier). This technique has largely confirmed the predic-
tion that single deletions or mutations in tRNA genes impair 
respiration and protein synthesis and decrease ATP production 
(Pallotti et al., 2004). Elegant as it is, the in vitro cybrid sys-
tem cannot replace animal models in understanding clinical 
expression. To be sure, two transmitochondrial mice or “mito-
mice” were obtained through clever, if circuitous, stratagems, 
one harboring mtDNA deletions (Inoue et al., 2000), and the 
other harboring a point mutation for  chloramphenicol resis-
tance (Sligh et al., 2000). Although these animal prototypes 
are important proofs of principle (Hirano, 2001), there has 
been no recent progress in this area.

In an attempt to explain the distinctive brain symptoms 
in patients with KSS, MERRF, and MELAS, the different 
mutations have been “mapped” indirectly through immuno-
histochemical techniques. Consistent with clinical symptom-
atology and laboratory data, immunocytochemical evidence 
suggests that the 3243-MELAS mutation is abundant in the 

walls of cerebral arterioles (Betts et al., 2006), the 8344-
MERRF mutation is abundant in the dentate nucleus of the 
cerebellum (Tanji et al., 2001), and the MELAS mutation 
abounds in the choroid plexus (see Figure 33.6, top panel) 
and in pial vessels (see Figure 33.6, lower panel) (Tanji et al., 
2000). However, these data do not explain what directs each 
mutation to a particular area of the brain.

Finally, mutations in different tRNA genes may have 
 different mechanisms of action, as suggested by the  selective 
tissue vulnerability associated with mutations in certain 
tRNA: for example, cardiopathy often is associated with 
mutations in tRNAIle; diabetes is a frequent manifestation 
of the T14709C mutation in tRNAGlu; and multiple  lipomas 
have been reported only in patients with mutations in 
tRNALys. But, again, these are associations, not explanations. 
It is fair to conclude that the pathogenesis of mtDNA-related 
 disorders is still largely terra incognita.

II. Disorders Due to Mutations in nDNA

Table 33.4 summarizes the three major categories of mito-
chondrial diseases due to nDNA mutations. In two of these, the 
respiratory chain is affected directly or indirectly, whereas 
in the third group the respiratory chain is affected only 
 indirectly, if at all.

A. Mutations Affecting the 
Respiratory Chain

Conceptually, the simplest group comprises diseases due 
to mutations in genes encoding subunits of respiratory chain 
complexes (direct hits). Interestingly, thus far direct hits 
have been found only for subunits of the largest complex 
(complex I) and of the smallest (complex II). This suggests 
that deleterious mutations in the terminal complexes of the 
respiratory chain are either extremely rare or incompatible 
with life. One explanation may be that complexes I and II are 
“in parallel,” allowing for some residual electron transport 
even when only one complex is functioning, whereas com-
plexes III, IV, and V are “in series.” Direct hits do occur in 
the mtDNA-encoded subunits of complexes III (cytochrome 
b), IV (COX I, II, or III), and V (ATPase 6), but one could 
argue that the heteroplasmic nature of these mutations allows 
for some residual activity. More difficult is to explain why 
severe defects of COX due to mutations in assembly proteins 
(for example SCO2) are still compatible with life, albeit a 
very short one. Most mutations in complex I or in complex II 
subunits cause Leigh syndrome (LS), a devastating neurode-
generative disorder of infancy or childhood, whose signature 
neuropathological lesions (bilaterally symmetrical foci of 
cystic cavitation, vascular proliferation, neuronal loss, and 
demyelination in the basal ganglia, brainstem, and posterior 
columns of the spinal cord) seem to reflect the  stereotypical 
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ravages caused by defective oxidative metabolism on the 
developing nervous system.

The second group of disorders is due to mutations in 
 ancillary proteins (indirect hits); that is, proteins that are not part 
of any complex, but are needed to direct the proper assembly 
of the various nDNA- and mtDNA-encoded subunits together 
with their prosthetic groups. Important clues to the molecular 
 etiology of these disorders, and especially COX deficiency, 
came from yeast genetics, because most assembly genes needed 
for COX assembly in yeast have human homologues. A further 
shortcut to find mutant genes without resorting to the tedious 
sequencing of multiple candidate COX-assembly genes was to 
use monochromosomal hybrid fusion or  microcell-mediated 
 chromosome transfer to COX-deficient  cultured cells from 

patients, looking for complementation. This is how the most 
common gene responsible for COX-deficient LS was discov-
ered: When complementation occurred after transferring chro-
mosome 9, fine mapping with microsatellite markers allowed 
two groups of investigators to zero in on a good suspect, the 
SURF1 gene (Tiranti et al., 1998; Zhu et al., 1998). Sequenc-
ing of SURF1 soon revealed more than 30 distinct mutations 
in children with LS and COX deficiency (Pequignot et al., 
2001).

Another interesting way to discovering mutant genes is 
integrative genomics, which is based on combined informa-
tion derived from studies of DNA, mRNA, and proteomics. 
The example here is another form of COX deficient LS asso-
ciated with liver diseases and prevalent in the Saguenay-Lac 

Figure 33.6 Neuropathological images from the postmortem brain of a MELAS patient. The upper panel shows 
adjacent sections of choroids plexus illustrating immunodeficiency (arrow) for the mtDNA-encoded COX II subunit 
in scattered epithelial cells, but normal immunoreaction for the nDNA-encoded nonheme iron sulfur protein (FeS). 
The lower panel shows serial sections of frontal cortex, illustrating COX II immunodeficiency (arrows) and normal 
immunoreaction for FeS in pial and intracortical arterioles (from Tanji et al. 2001, with permission).
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Saint-Jean region of Quebec, called LS-French-Canadian 
type (LSFC) (Morin et al., 1993). The responsible gene 
locus, 2p16-21, was known from genetic linkage analysis; 
RNA expression data sets were used to score human genes 
for similarity to known mitochondrial genes; and organel-
lar proteomics served to score human genes for their likeli-
hood to produce mitochondrial proteins. When these three 
data sets were intersected, a single candidate gene emerged 
as the culprit, LRPPRC, and proof of guilt was provided by 
the identification of deleterious mutations in patients with 
LSFC (Mootha et al., 2003). A bioinformatics approach was 
also used to identify the first mutant assembly gene (B17.2L) 
responsible for complex I deficiency in a child with severe 
cavitating leukoencephalopathy (Ogilvie et al., 2005).

A special subgroup of respiratory chain disorders due to 
mutations in ancillary proteins is characterized by deficiency 
of coenzyme Q10 (CoQ10), a small carrier that transfers elec-
trons from complexes I and II to complex III, and receives 
electrons from the β-oxidation pathway via the electron tran-
fer flavoprotein dehydrogenase (ETFDH) (see Figure 33.2). 

 Mutations in two CoQ10 biosynthetic enzymes have been 
identified in infants with encephalomyopathy (one of them 
had LS) and nephrotic syndrome (Lopez et al., 2006; Quinzii 
et al., 2006). Secondary CoQ10 deficiency occurs also in 
patients with the syndrome of ataxia and oculomotor apraxia 
(AOA1), but the relationship between mutations in the APTX 
gene  (encoding a protein involved in DNA single strand repair) 
and CoQ10 deficiency remains unclear (Quinzii et al., 2005).

Aside from their heuristic value, knowledge of the 
molecular defects in these disorders causing fatal infantile 
syndromes offers young parents who have lost one child the 
option of prenatal diagnosis.

B. Defects of Intergenomic Signaling

Here, we return to alterations of mtDNA, except that 
these are not due to primary mutations of the mitochondrial 
genome but are the result of garbled messages from the 
nuclear genome, which controls mtDNA replication, mainte-
nance, and translation. The resulting Mendelian disorders are 

Table 33.4 Classification of Mitochondrial Disorders Due to Nuclear DNA Mutations

 Protein or     Muscle  
 Function Clinical Features L.A. RRF Biochemistry Molecular Genetics

  RC subunits LS + − I; II NDUFS; NDUFV
        SDHA

 Assembly proteins LS; LSFC; EE; GRACILE; Leuko + − I; III; IV; V B17.2L; BCS1L; SURF1
   encephalopathy; EM; nephrosis     SCO2; SCO1;
       COX10; COX15;
       LRPPRC; ETHE1;
       COQ1; COQ2

  Multiple mtDNA deletions AD-PEO; AR-PEO; + COX- I+III+IV ANT1; POLG;
   ARCO; MNGIE; SANDO     TWINKLE; TP

 mtDNA depletion Hepatocerebral; myopathic;  + COX- I+III+IV dGK; TK2; POLG
   Alpers    
 Defects of mtDNA  Hepatocerebral; generalized;  + COX- I+III+IV EFG1; MRPS16; PUS1
  translation  MLASA   

  Protein transport Mohr-Tranebjaerg syndrome;  − − ? TIMM8A; HSP60
   HSP
 Fusion/fission/motility AD-Optic atrophy; CMT2A; +/− − ? OPA1; MNF2
   HSP     KIF5A

 Lipid milieu Barth syndrome − + IV G4.5
 Late-onset   FA; PD; ALS − − I (PD) Frataxin; Parkin;
 Neurodegenerative      PINK1; SOD1
  disorders     

Abbreviations: L.A., lactic acidosis; LS, leigh syndrome; LSFC, leigh syndrome, french canadian; EE, ethylmalonic encephalopathy; GRACILE, growth 
retardation, aminoaciduria, lactic Acidosis, cholestasis, iron overload, early death; EM, encephalomyopathy; AD-PEO, autosomal dominant progressive 
external Ophtalmoplegia; AR-PEO, Autosomal Recessive PEO; ARCO, Autosomal Recessive Ophthalmoplegia and cardiopathy; MNGIE, mitochondrial 
neurogastrointestinal encephalomyopathy; SANDO, sensory ataxic neuropathy, dysarthria, and ophthalmoplegia; MLASA, mitochondrial myopathy,  lactic 
acidosis, and sideroblastic anemia; HSP, hereditary spastic paraplegia; CMT, charcot-marie-tooth; FA, friedreich ataxia; PD, parkinson disease; ALS, 
 amyotrophic lateral sclerosis. For the gene symbols, see text.

Mutations
affecting the
RC

Defects of
intergenomic
signaling

Other nDNA
mutations
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 characterized by qualitative (multiple deletions) or quantita-
tive (depletion) alterations of mtDNA, or by defective trans-
lation of mtDNA-encoded respiratory chain components.

1. Multiple mtDNA Deletions

From the clinical point of view, multiple mtDNA dele-
tion syndromes share the cardinal feature of ocular and limb 
myopathy (PEO, ptosis, proximal weakness), which are 
almost invariably associated with involvement of extramus-
cular systems, including peripheral nerves (sensorimotor 
neuropathy), the brain (ataxia, dementia, psychoses), the 
ear (sensorineural hearing loss), and the eye (cataracts). 
Mutations in several genes, all involved in the homeostasis 
of the mitochondrial nucleotide pool, have been associated 
with PEO and multiple mtDNA deletions. These include 
ANT1, which encodes the adenosine nucleoside transloca-
tor; PEO1, which encodes a helicase called Twinkle; TP, 
which encodes the cytosolic enzyme thymidine phosphory-
lase; POLG1, which encodes the mitochondrial polymerase 
γ; and POLG2, which encodes the dimeric accessory subunit 
of POLG1 (Spinazzola & Zeviani, 2005). Two of these disor-
ders deserve special attention because of their molecular and 
clinical pleomorphism.

The first is MNGIE (mitochondrial neurogastrointesti-
nal encephalomyopathy), a devastating autosomal recessive 
multisystem disease of young adults due to mutations in TP 
(Nishino et al., 1999) and characterized clinically by PEO, 
neuropathy, leukoencephalopathy, and intestinal dysmotility 
leading to cachexia and early death. The virtual lack of TP 
activity wrecks mtDNA synthesis, causing not only multiple 
deletions, but also depletion and point mutations, which are 
evident in skeletal muscle, although this tissue does not express 
TP (Hirano et al., 2005). This muscle paradox suggests that TP 
deficiency acts through a toxic intermediate. In fact, two 

toxic intermediates, thymidine and deoxyuridine, accumulate 
massively in the blood of MNGIE patients. He modialysis, an 
obvious therapeutic approach, had only transient effects, but 
allogeneic bone marrow transplantation in one patient restored 
TP activity in buffy coat cells and normalized blood levels of 
thymidine and deoxyuridine. Although the patient was stable a 
year after the procedure, clinical  efficacy remains to be docu-
mented (Hirano et al., 2006).

The other disorder, in fact, disorders, are associated 
with mutations in POLG1, and can be inherited as autoso-
mal recessive or autosomal dominant traits. Both forms of 
inheritance occur in adults with PEO (but also in some with-
out PEO), who present with a wide spectrum of  associated 
symptoms and signs, including ataxia, peripheral neuropathy, 
parkinsonism, psychiatric disorders, myoclonus epilepsy 
mimicking MERRF, or gastrointestinal symptoms mimick-
ing MNGIE (DiMauro et al., 2006a). These patients have 
multiple mtDNA deletions in muscle. Autosomal recessive 
inheritance is the rule in children with Alpers syndrome and 
mutations in POLG1, a severe hepatocerebral disease asso-
ciated with mtDNA depletion and extreme vulnerability to 
valproate administration (Naviaux & Nguyen, 2004). This 
clinical heterogeneity, in part at least, can be attributed to 
the site of the mutation in the catalytic subunit, which has 
a polymerase (i.e., replicating) domain and an exonuclease 
(i.e., proofreading) domain joined by a “linker” region: Most 
patients with Alpers syndrome have at least one mutation in 
the linker region and the other in the polymerase domain, 
whereas adults with PEO-plus tend to have mutations in 
the polymerase domain. To complicate things even further, 
mutations in the dimeric accessory subunit POLG2, which 
is responsible for processive DNA synthesis and tight bind-
ing of the POLG complex to DNA, can also cause autosomal 
dominant PEO (Longley et al., 2006).

Figure 33.7 Schematic representation of the mitochondrial nucleotide pool, showing in red the genes with mutations 
that have been associated with depletion of mtDNA (SUCLA2, TK2, DGUOK, POLG, TP), multiple deletions of mtDNA 
(PEO1, ANT1, POLG), or both. Mutations in DNC have been associated with Amish microencephaly. ANT1, adenosine 
nucleotide translocator; DGUOK, doeoxyguanosine kinase; DNC, dinucleotide carrier; ENT1, equilibrative nucleoside 
transporter 1; NT5M, 5′,3′-nucleotidase, mitochondrial; POLG, polymerase γ; SUCLA2, succinyl-CoA synthetase/ligase; 
TP, thymidine phosphorylase (reproduced from DiMauro et al., 2006, with permission).
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2. Depletion of mtDNA

We have seen how mutations in some proteins control-
ling the mitochondrial nucleotide pool, such as TP, can 
cause both multiple mtDNA deletions and mtDNA deple-
tion, whereas some mutations in POLG cause predominantly 
mtDNA depletion and result in a severe infantile hepatocere-
bral disorder (Alpers syndrome). Other members of this 
same family of proteins, when mutated, also cause predomi-
nantly mtDNA depletion (see Figure 33.7). For reasons that 
are not completely clear, the degree of depletion varies in 
different tissues, but two major syndromes have emerged 
thus far: (1) hepatocerebral syndrome, caused by mutation 
either in POLG1 or in DGUOK, which encodes the enzyme 
deoxyguanosine kinase (dGK); and (2) a purely or predomi-
nantly myopathic syndrome associated with mutations in 
TK2, which encodes the enzyme thymidine kinase, or with 
mutations in SUCLA2 (Elpeleg et al. 2005), encoding the β 
subunit of the mitochondrial matrix enzyme succinyl coen-
zyme A synthetase (Spinazzola & Zeviani, 2005).

It soon became clear, however, that known mutant genes 
did not explain all cases of mtDNA depletion and, somewhat 
more surprisingly, mtDNA depletion was not always due to 
altered control of mitochondrial nucleotide homeostasis. 
The first example of a new, albeit still unclear,  pathogenic 
 mechanism came with the discovery of mutations in MPV17, 
which encodes an IMM protein of unknown function, in 
children with hepatocerebral syndrome (Spinazzola et al., 
2006). The importance of this gene was bolstered by the 
finding that the same homozygote mutation encountered 
in a Southern Italian family is the cause of a baffling dis-
ease endemic in the Navajo population of the Southwestern 
United States, called Navajo neurohepatopathy (NNH), to 
stress that neuropathy rather than encephalopathy accom-
panies liver dysfunction in this condition (Karadimas et 
al., 2006). The identity of a recessive mutation in Southern 
Italian and Navajo families raises the seemingly outlandish 
possibility of a genetic founder effect. A closer look at his-
tory, however, reveals that Francisco Coronado led an army 
of conquistadores from Mexico into present-day Arizona 
and New Mexico in the early sixteenth century, and Italians 
were serving in the Spanish army. It will be interesting to 
determine if the  identical mutation is a result of history or 
hazard: More importantly, we now have the genetic tool to 
provide sound genetic counseling in the hopes of eradicating 
this dreadful disease.

3. Defects of mtDNA Translation

Faithful translation of the 13 mtDNA-encoded subunits 
of the respiratory chain requires not only intact mtDNA, a 
trustworthy POLG, and the availability of nucleotide build-
ing blocks, but also several initiation, elongation, and termi-
nation factors, all encoded by nDNA. Defects in translation 
of mtDNA result in severe combined defects of all respira-
tory chain complexes containing mtDNA-encoded  subunits, 

a biochemical pattern indistinguishable from that of mtDNA 
depletion (the biochemical defects in patients with single or 
multiple mtDNA deletions or tRNA mutations are similar but 
not as severe). It is important to think of this pathogenic mech-
anism in infants or children with hepatocerebral syndrome, 
encephalopathy, or cardiomyopathy and multiple respiratory 
chain defects but without any evidence of mtDNA depletion. 
Thus far, three molecular defects have been described, one 
involving EFG1, which encodes one of four ribosomal elon-
gation factors (Coenen et al., 2004), the second involving 
the mitochondrial ribosomal protein subunit 16 (MRPS16) 
(Miller et al., 2004), and the third involving TSFM, which 
encodes the mitochondrial elongation factor EFTs (Smeitink 
et al., 2006). A third syndrome is due to defective pseudou-
ridylation of mitochondrial tRNA genes and is character-
ized by myopathy, lactic acidosis, and sideroblastic anemia 
(MLASA): Mutations in the gene PUS1, which encodes the 
+RNA modified enzyme pseudouridine synthase 1, have 
been identified in three families  (Bykhovskaya et al., 2004; 
Fernandez-Vizarra et al., 2006).

III. Other nDNA Mutations

As we mentioned at the outset, a number of Mendelian 
disorders affect the mitochondrial respiratory chain in an 
indirect way, if they affect it at all. We will consider here only 
three pathogenic mechanisms, because of their conceptual 
interest:

▲ Defects of the lipid milieu
▲ Defects of mitochondrial protein importation
▲ Defects of mitochondrial motility, fusion, and fission

A. Defects of the Lipid Milieu

The complexes of the respiratory chain are embedded in 
the lipid milieu of the IMM, whose major component is car-
diolipin, an acidic phospholipid. It has been documented that 
cardiolipin does not have merely a structural, scaffolding 
function, but participates in the formation of supercomplexes 
(stoichiometric assemblies of individual respiratory chain 
complexes into functional units) (Zhang et al., 2005) and 
interacts directly with COX (Sedlak et al., 2006); conversely, 
intact respiratory chain function is essential for cardiolipin 
biosynthesis (Gohil et al., 2004). It stands to reason, there-
fore, that genetic abnormalities of cardiolipin could impair 
respiratory chain function in humans. Barth syndrome, an 
X-linked recessive disorder causing mitochondrial myopa-
thy, cardiopathy, and growth retardation, is such a disease, 
due to mutations in the gene (unimaginatively first called 
G4.5, but now known as TAZ), which encodes a phospholipid 
acyltransferase more imaginatively called tafazzin (Schlame 
& Ren, 2006). Tafazzin promotes structural uniformity and 
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molecular symmetry among cardiolipin  molecular species, 
and mutations in TAZ alter the concentration and composition 
of cardiolipin, leading to altered mitochondrial architecture 
and function. Some TAZ mutations cause  mislocalization 
of cardiolipin from MOM and MIM to the mitochondrial 
matrix (Claypool et al., 2006).

B. Defects of Mitochondrial 
Protein Importation

After getting settled comfortably in its new eukaryotic 
“home,” the human protobacterium-turned-mitochondrion 
has been content to keep only 13 original genes. As a con-
sequence, almost 1,300 mitochondrial proteins are now 
encoded by nDNA genes, synthesized in the cytoplasm, 
and imported into mitochondria. How? Mitochondrial 
importation is a complex process, with different path-
ways for the targeting and sorting of proteins to one of 
the four mitochondrial compartments (OMM, IMM, the 
intermembrane space, and the matrix enveloped by the 
IMM). Key components of the import machinery are 
members of the “heat shock” protein (HSP) family, chap-
erones that are needed for the unfolding and refolding of 
mitochondrially targeted protein as they transit through 
the import  receptors (the “toll booths” of mitochondria) 
and are directed to appropriate compartments. Most, but 
not all, mitochondrial proteins (especially those destined 
to the IMM or the matrix) have “targeting signals,” located 
(usually, but not always) at the N-terminus of the protein. 
Once inside the mitochondrion, the mitochondrial target-
ing signal (MTS, or leader peptide) is cleaved to release 
the mature peptide. The importation machinery consists 
of polymeric translocases located in the outer membrane 
(TOM) or the inner membrane (TIM). In collaboration with 
sorting and assembly machinery (SAM), a presequence 
translocation-associated motor (PAM), plus a mitochon-
drial import and assembly (MIA) pathway specific for a 
subset of intermembrane space proteins (Gabriel et al., 
2006), TOM and TIM sort out incoming polypeptides to 
the proper  compartments (Chacinska & Rehling, 2004).

A few mutations in leader peptides have been associ-
ated with specific enzyme defects, such as methylmalo-
nic acidemia (Ledley et al., 1990) or PDHC deficiency 
(Takakubo et al., 1995), but remarkably few human dis-
eases have been attributed to genetic defects of the gen-
eral importation machinery. One of these is an X-linked 
recessive deafness-dystonia syndrome (Mohr-Traneb-
jaerg syndrome) due to mutations in the gene (TIMM8A) 
encoding the deafness/dystonia protein (DDP), an MIA 
pathway protein located in the intermembrane space 
(Roesch et al., 2002). Another is an autosomal dominant 
form of hereditary spastic paraplegia (HSP) due to muta-
tions in the import chaperonin HSP60 (Hansen et al., 
2002).

Unless most disorders due to disruption of the gen-
eral importation machinery are incompatible with life, as 
 suggested long ago by Fenton (1995), we can expect many 
more such disorders to be identified in the near future.

C. Defects of Mitochondrial Motility,
Fusion, and Fission

This is a relatively new area of interest for clinical scien-
tists, but it is an area that has already yielded exciting results 
and is sure to yield many more in the years to come. Remem-
bering their bacterial origin, mitochondria move, fuse, and 
divide within cells, where they often form tubular networks, 
which may favor the delivery of organelles to areas of high 
energy demand (Bossy-Wetzel et al., 2003). The need for 
mitochondrial motility is nowhere more evident than in 
motor neurons of the anterior horn cells, where mitochondria 
have to travel a very long way from the cell soma to the neu-
romuscular junction. Mitochondria travel on microtubular 
rails, propelled by motor proteins, usually GTPases, called 
kinesins (when mitochondria travel downstream) or dyneins 
(when they travel upstream). The first defect of mitochon-
drial motility has been identified in a family with autosomal 
dominant hereditary spastic paraplegia and mutations in a 
gene (KIF5A) encoding one of the kinesins. Interestingly, the 
mutation affects a region of the protein involved in  micro-
tubule binding (Fichera et al., 2004).

In yeast, at least three proteins are required for mitochon-
drial fission: Dnm1p (dynamin-related protein), Fis1p (fis-
sion-related protein), and Mdv1p (mitochondrial division 
protein). Two other proteins are required for mitochondrial 
fusion: Fzo1p (the yeast homolog of the Drosophila “fuzzy 
onion” protein) and Ugo1p (ugo is Japanese for “fusion”). 
Because all five proteins are located in the OMM, for fission 
to occur, OMM and IMM have to establish contact sites, appar-
ently through the action of yet another protein called Mgm1p 
(mitochondrial genome maintenance protein). Mutations in 
the human orthologs of Mgm1p (OPA1) and Fzo1p (mitofusin 
2 or MFN2) have been associated with human diseases.

Mutations in OPA1 cause autosomal dominant optic 
atrophy, the Mendelian counterpart, as it were, of LHON 
(Alexander et al., 2000; Delettre et al., 2000). Mutations 
in MFN2 cause an autosomal dominant axonal variant of 
Charcot-Marie-Tooth (CMT) disease (Lawson et al., 2005;  
Zuchner et al., 2004). A recent review of 62 unrelated axo-
nal CMT families revealed MFN2 mutations in 26 patients 
from 15 families, suggesting that this is a major cause of 
axonal CMT (Chung et al., 2006). Also, and interestingly, 
some patients had variable involvement of the central ner-
vous system, and some had early onset and optic atrophy. 
Also, mutations in GDAP1, the gene encoding ganglioside-
induced differentiation protein 1, which is located in the 
MOM and regulates the mitochondrial network (Niemann 
et al., 2005), cause CMT type 4A, an autosomal recessive, 
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severe, early-onset form of either demyelinating or axonal 
neuropathy (Pedrola et al., 2005).

It is clear that these diseases aren’t but the proverbial 
tip of what will be an iceberg of human neurodegenerative 
 disorders directly or indirectly linked to abnormal mitochon-
drial motility, fusion, or fission.

IV. Conclusions

The molecular complexity of mitochondrial neurology 
is staggering, as we hope this review has made clear. Nor 
does the story end here, as we have largely confined our 
discussion to molecular mechanisms impairing, directly 
or indirectly, the respiratory chain. The involvement of 
mitochondria in late-onset neurodegenerative disorders 
and aging requires separate chapters (see, for example, 
Tieu & Przedborski, 2006). Finally, although the therapy 
of mitochondrial disorders is still woefully inadequate, 
there is a fervor of research aimed at developing novel 
therapeutic strategies involving fascinating molecular 
concepts, some of which have been reviewed recently 
(DiMauro et al., 2006b).
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I. Introduction

The worldwide development of disease associated with 
infection by the human immunodeficiency virus-1 (HIV-1) and 
acquired immunodeficiency syndrome (AIDS) is alarming, 
with estimated numbers having grown from more than 35 
million existing infections in 2001 to more than 40 million 
in 2005, and over 20 million deaths since 1981 (UNAIDS, 
2005). HIV-1 destroys the immune system of its host and 
eventually leads to AIDS, and also provokes a variety of 
neurological problems that can culminate in frank demen-
tia. AIDS-related opportunistic infections may affect the 
central nervous system (CNS) more often in the absence 
of treatment than in the presence of medication, but HIV 
infection itself can also induce a number of neurological 
syndromes (Petito et al., 1986). Neuropathological condi-
tions directly triggered by HIV-1 include peripheral neu-
ropathies, vacuolar myelopathy, and a clinical syndrome of 
cognitive and motor dysfunction that has been designated 
HIV-associated dementia (HAD) (Gendelman et al., 2005; 
Glass et al., 1993; Kaul et al., 2001; Power et al., 2002). A mild 
form of HAD is termed minor cognitive motor disorder 
(MCMD) (Ellis et al., 1997; Gendelman et al., 2005; Kaul 
et al., 2001).

▼ ▼
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The mechanisms contributing to the development of 
MCMD and HAD remain incompletely understood, but 
 interestingly anemia in HIV-1 infection is a major risk fac-
tor for the development of neuropsychological impairment 
(McArthur et al., 1993). On the other hand, the discovery in 
the brain of cellular binding sites for HIV-1, namely chemo-
kine receptors, and further progress in understanding neuroin-
flammation and neural stem cell biology continue to provide 
new and surprising insights into HIV-mediated neurological 
syndromes (Gonzalez-Scarano & Martin- Garcia, 2005; Jones 
& Power, 2006; Kaul et al., 2001, 2005; Kramer-Hammerle et 
al., 2005; Lavi et al., 1998; Miller & Meucci, 1999; Min-
ghetti, 2005). The present chapter will discuss recent devel-
opments regarding the understanding of the neurotoxicity 
of HIV-1 in the central nervous system (CNS) and potential 
approaches for therapy and  prevention of HAD.

II. The Influence of Highly-Active 
Antiretroviral Therapy on 

the Epidemiology of 
HIV-Associated Dementia

In the early years when AIDS was first recognized as 
a disease, the majority of severe neurological symptoms 
occurred in advanced stages of systemic HIV-1 infection, 
and the prevalence of HAD was estimated to be 20 to 30 
percent in individuals with low CD4 T-cell counts (McAr-
thur et al., 1993). Additionally, as mentioned earlier, anemia 
was shown to be a risk factor for neuropsychological impair-
ment (McArthur et al., 1993). The introduction of highly 
active antiretroviral therapy (HAART) has increased the life 
expectancy of people infected with HIV-1 and resulted in at 
least temporary decrease in the incidence of HAD to as low 
as 10.5 percent (McArthur et al., 2003). This effect attests 
to the point that the effects of HIV-1 infection in the brain 
should always be considered in conjunction with systemic 
conditions, and it is now widely understood that peripheral 
infection and associated immune response or inflammatory 
processes can influence cells in the CNS (Chakravarty & 
Herkenham, 2005; Turrin & Rivest, 2004). Indeed, improved 
control of peripheral viral replication and the treatment of 
opportunistic infections continue to extend survival times, 
but HAART fails to provide protection from MCMD or 
HAD, or to reverse the disease in most cases (Cunningham 
et al., 2000).

Although MCMD may be more prevalent than frank 
dementia in the HAART era, HAD continues to be a sig-
nificant independent risk factor for death due to AIDS, and 
it is assumed to be the most common cause of dementia 
 worldwide among people of age 40 or younger (Ellis et al., 
1997; Lipton & Gendelman, 1995). Moreover, the propor-
tion of new cases of HAD displaying a CD4 cell count 
greater then 200 µL−1 is growing (McArthur et al., 2003), 

and another recent study found that in a group of 669 HIV 
patients who died between 1996 and 2001, more than 90 
percent had been diagnosed with HAD as an AIDS-defining 
condition within the last 12 month of life (Welch & Morse, 
2002). This situation at least in part might be due to poor 
penetration into the CNS of the treatment drugs, including 
HIV protease inhibitors and several of the nucleoside ana-
logues, and in fact distinct patterns of viral drug resistance 
have been observed in plasma and cerebrospinal fluid (CSF) 
compartments (Cunningham et al., 2000; Kaul et al., 2005; 
Kramer-Hammerle et al., 2005).

Although HIV seems to penetrate into the CNS soon 
after infection of the periphery, and then resides primar-
ily in perivascular macrophages and microglia (Gartner, 
2000;  Gonzalez-Scarano & Martin-Garcia, 2005; Ho et al., 
1985), current therapeutic guidelines for AIDS suggest to 
start HAART only once the number of CD4+ T-cells begin 
to decline. Since this might occur up to some years after 
peripheral infection, HAART is unlikely to prevent the entry 
of HIV-1 into the CNS (Kramer-Hammerle et al., 2005). 
Consequently, as people live longer with HIV-1 and AIDS, 
the prevalence of dementia is expected to rise, and in recent 
years the incidence of HAD as an AIDS-defining illness has 
also increased (Cunningham et al., 2000; Jones & Power, 
2006; Kaul et al., 2001, 2005; Kramer-Hammerle et al., 
2005; Lipton, 1997b; McArthur et al., 2003). Therefore, a 
better understanding of the pathogenesis of HAD, including 
viral and host factors, is urgently required in order to identify 
additional therapeutic targets for the prevention and treat-
ment of this neurodegenerative disease since its prevalence, 
at least in the MCMD form, appears to be increasing.

III. Neuropathology of HIV 
Infection and Pathogenesis 
of HIV-Associated Dementia

The neuropathological hallmarks of HIV infection in the 
brain are termed HIV encephalitis and include widespread 
reactive astrocytosis, myelin pallor, microglial nodules, 
activated resident microglia, multinucleated giant cells, 
and infiltration by peripheral blood-derived cells, including 
 macrophages (Budka, 1991).

Histological studies in specimens from HIV-1 infected 
humans and SIV infected rhesus macaques found that both 
lymphocytes and monocytes infiltrate the brain (Kalams & 
Walker, 1995; Prospero-Garcia et al., 1996). The pathophys-
iological relevance of CNS invading lymphocytes in HAD is 
not clearly established (Kalams & Walker, 1995; Mennicken 
et al., 1999). However, in one study invasive lymphocytes 
and activated microglia in brains with HIV-1 encephalitis 
showed strong immunoreactivity for IL-16, a natural ligand 
of CD4. Since this cytokine inhibits HIV-1 propagation, 
lymphocytes might contribute to an innate  antiviral immune 
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response in the CNS in addition to microglia (Zhao et al., 
2004b).

Surprisingly, measures of cognitive function do not cor-
relate well with numbers of HIV-infected cells, multinucle-
ated giant cells, or viral antigens in CNS tissue (Glass et al., 
1995; Masliah et al., 1997). In contrast, increased numbers 
of microglia (Glass et al., 1995), elevated tumor necrosis 
factor-alpha (TNF-α) mRNA in microglia and astrocytes 
(Wesselingh et al., 1997), evidence of excitotoxins (Giulian 
et al., 1996; Heyes et al., 1991; Jiang et al., 2001), decreased 
synaptic and dendritic density (Everall et al., 1999; Masliah 
et al., 1997), and selective neuronal loss (Fox et al., 1997; 
Masliah et al., 1992) constitute the pathologic features most 
closely associated with the clinical signs of HAD. Further-
more, signs of neuronal apoptosis have been linked to HAD 
(Adle-Biassette et al., 1995; Gelbard et al., 1995; Petito & 
Roberts, 1995), although this finding is not clearly associated 
with viral burden (Adle-Biassette et al., 1995) or a history 
of dementia (Adle-Biassette et al., 1999). The localization 
of apoptotic neurons is correlated with evidence of struc-
tural atrophy and closely associated with signs of microglial 
activation, especially within subcortical deep gray structures 
(Adle-Biassette et al., 1999), which may show a predilection 
for atrophy in HAD.

The neuropathology observed in postmortem specimens 
from HAD patients in combination with extensive studies 
using both in vitro and animal models of HIV-induced neu-
rodegeneration have led to a fairly complex model for the 
pathogenesis of HAD. The available information strongly 
suggests that the pathogenesis of HAD might be most 
effectively explained when viewed as similar to the multi-
hit model of oncogenesis. Figure 34.1 presents a model of 
potential intercellular interactions and alterations of normal 
cell functions that can lead to neuronal injury and death in 
the setting of HIV infection (Kaul et al., 2001). Macrophages 
and microglia can be infected by HIV-1, but they can also be 
activated by factors released from infected cells. These fac-
tors include cytokines and shed viral proteins such as gp120. 
Variations of the HIV-1 envelope protein gp120, in particular 
in its V1, V2, and V3 loop sequences, have been implicated 
in modulating the activation of macrophages and microglia 
(Power et al., 1998). Factors released by activated microg-
lia affect all cell types in the CNS, resulting in induction 
or upregulation of cytokines, chemokines, and endothelial 
adhesion molecules (Gartner, 2000; Kaul et al., 2001; Lipton 
& Gendelman, 1995).

Some of these factors may directly or indirectly contrib-
ute to neuronal damage and apoptosis. Directly neurotoxic 
factors released from activated microglia include excitatory 
amino acids (EAAs) and related substances, such as quino-
linate, cysteine, and a not completely characterized amine 
compound named Ntox (Brew et al., 1995; Giulian et al., 
1990, 1993; Jiang et al., 2001; Lipton et al., 1991; Yeh et al., 
2000; Zhao et al., 2004a). EAAs induce neuronal apoptosis 

through a process known as excitotoxicity. This detrimen-
tal process engenders excessive Ca2+ influx and free radical 
(nitric oxide and superoxide anion) formation by overstimu-
lation of glutamate receptors (Bonfoco et al., 1995; Lipton 
et al., 1991). Certain HIV proteins, such as gp120 and Tat, 
also have been reported to be directly neurotoxic, although 
high concentrations of viral protein may be needed, or neu-
rons may have to be cultured in isolation to see these direct 
effects (Meucci et al., 1998; Liu et al., 2000). It is important 
to note that toxic viral proteins, among other factors released 
from microglia, and glutamate, released by astrocytes, may 
act in concert to promote neurodegeneration even in the 
absence of extensive viral invasion of the CNS.

IV. HIV Entry into the Brain and 
Development of Minor Cognitive-Motor 
Disorder and HIV-Associated Dementia

HIV-1 productively infects macrophages and lympho-
cytes, first in the periphery and then in the brain, after bind-
ing of the viral envelope protein gp120 to one of several 
possible chemokine receptors in conjunction with the cell 
surface protein CD4. Depending on the primary sequence of 
their gp120, different HIV-1 strains may use CCR5 (CD195), 
CCR3, CXCR4 (CD184), or a combination of these che-
mokine receptors to enter target cells (Dragic et al., 1996; 
He et al., 1997; Oberlin et al., 1996).

Since most transmitted viruses use CCR5, genetic muta-
tion of this receptor molecule (∆32-CCR5) can provide 
substantial protection against HIV-1 infection (Liu et al., 
1996). Some individuals who become infected but remain 
asymptomatic long term and do not progress to AIDS have 
been found to express high levels of certain CCR5-binding 
β-chemokines (Paxton et al., 1996). Again a few people 
never show seroconversion and seem to mount an unconven-
tional, very effective humoral immune response that includes 
IgA antibodies against viral glycoprotein 41 (gp41) and IgG 
 recognizing a CD4-gp120 complex (Lopalco et al., 2005).

Soon after infection in the periphery, HIV penetrates into 
the CNS where the virus primarily resides in microglia and 
macrophages (Gartner, 2000; Koenig et al., 1986). Viral load 
in brain can be measured by quantitative PCR, and the high-
est concentrations of virus are detected in those structures of 
the CNS most often affected in patients with HAD (McArthur 
et al., 1997; Wiley et al., 1998). However, infection of macro-
phages and microglia alone does not seem to initiate neurode-
generation, and it has therefore been proposed that additional 
factors associated with advanced HIV infection in the periph-
ery, thus outside the CNS, provide important triggers for events 
leading to dementia (Gartner, 2000). An elevated number of 
circulating monocytes that express CD16 and CD69 could 
constitute one such factor. These cells are activated and tend 
to adhere to and transmigrate through the normal  endothelium 
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of the brain microvasculature. Once localized in the perivas-
cular space, those monocytic cells might subsequently initiate 
processes deleterious to neurons (Gartner, 2000).

The blood–brain barrier (BBB) also plays a crucial role 
in HIV infection of the CNS (Asensio & Campbell, 1999; 
Gartner, 2000; Nottet et al., 1996; Persidsky et al., 1997). 
Microglia and astrocytes produce chemokines—cell migra-
tion/chemotaxis inducing cytokines—such as monocyte 

chemoattractant protein (MCP)-1, which appear to regulate 
migration of peripheral blood mononuclear cells through the 
BBB (Asensio & Campbell, 1999). In fact, a mutant MCP- 1 
allele that causes increased infiltration of mononuclear 
phagocytes into tissues recently has been implicated in an 
increased risk of HAD (Gonzalez et al., 2002).

Cell migration also engages adhesion molecules, and 
increased expression of vascular cell adhesion molecule-1 

Figure 34.1 Current model of HIV-1 neuropathology indicating presumably toxic or protective factors and potential sites for therapeutic 
intervention (protective factors are shown in italic). Neuronal injury and death induced by HIV-1 infection: Immune-activated and HIV-infected, 
brain-infiltrating macrophages (MΦ) and microglia release potentially neurotoxic substances. These substances include quinolinic acid and other 
excitatory amino acids, such as glutamate and L-cysteine, arachidonic acid, PAF, NTox, free radicals, TNF-α, and probably others. These factors 
from MΦ/microglia and also possibly from reactive astrocytes contribute to neuronal injury, dendritic and synaptic damage, and apoptosis as 
well as to astrocytosis. Entry of HIV-1 into MΦ/microglia occurs via gp120 binding, and therefore it is not surprising that gp120 (or a fragment 
thereof) is capable of activating uninfected MΦ/microglia to release similar factors to those secreted in response to productive HIV infection. 
MΦ/microglia express CCR5 and CXCR4 chemokine receptors on their surface in addition to CD4 and viral gp120 binds via these receptors. 
Some populations of neurons and astrocytes have been reported to also possess CXCR4 and CCR5 receptors on their surface, raising the pos-
sibility of direct interaction with gp120. MΦ/microglia and astrocytes have mutual feedback loops (bidirectional arrow). Cytokines participate 
in this multicellular network in several ways. For example, HIV-infection or gp120-stimulation of MΦ/microglia enhances their production of 
TNF-α and IL-1ß (cytokines—arrow). The TNF-α and IL-1ß produced by MΦ/microglia stimulate astrocytosis. Arachidonate released from 
MΦ/microglia impairs astrocyte clearing of the neurotransmitter glutamate and thus contributes to excitotoxicity. In conjunction with cytokines, 
the α-chemokine SDF-1 stimulates reactive astrocytes to release glutamate in addition to the free radical nitric oxide [NO•], which in turn may 
react with superoxide (O

2
•−) to form the neurotoxic molecule peroxynitrite (ONOO−). NO might also activate extracellular matrix metallopro-

teinases (MMPs), which can then proteolytically affect neurons, and also cleave membrane-anchored fractalkine (Kaul et al., 2005). Neuronal 
injury is mediated primarily by overactivation of NMDARs with resultant excessive influx of Ca2+. This, in turn, leads to overactivation of a 
variety of potentially harmful signaling systems, the formation of free radicals, and release of additional neurotransmitter glutamate. Glutamate 
subsequently overstimulates NMDARs on neighboring neurons, resulting in further injury. This final common pathway of neurotoxic action can 
be blocked by NMDAR antagonists. For certain neurons, depending on their exact repertoire of ionic channels, this form of damage can also 
be ameliorated to some degree by calcium channel antagonists or non-NMDAR antagonists. Additionally, MIP-1β and RANTES, agonists 
of β-  chemokine receptors, which are present in the CNS on neurons, astrocytes, and microglia, can confer partial protection against neuronal 
apoptosis induced by HIV/gp120 or NMDA. Modified from Kaul et al. (2001) and Kaul et al. (2005).
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(VCAM-1) has been implicated in mononuclear cell migra-
tion into the brain during HIV and SIV infection (Nottet 
et al., 1996; Persidsky et al., 1997; Sasseville et al., 1994). 
As an alternative to entry via infected macrophages, it has 
been suggested that the inflammatory cytokine, TNF-α, pro-
motes a paracellular route for HIV-1 across the BBB (Fiala 
et al., 1997). Interestingly, alterations in the BBB occur even 
in the absence of intact virus in transgenic mice expressing 
the HIV envelope protein gp120 in a form that circulates in 
plasma (Marshall et al., 1998). This finding suggests that cir-
culating virus or envelope proteins may provoke BBB dys-
function during the viremic phase of primary infection. On 
the part of the host, a vicious cycle of immune dysregulation 
and BBB dysfunction might be required to achieve sufficient 
entry of infected or activated immune cells into the brain to 
cause neuronal injury (Bazan et al., 1997; Kaul et al., 2001). 
On the side of the virus, variations of the envelope protein 
gp120 might also influence the timing and extent of events 
allowing viral entry into the CNS and leading to neuronal 
injury (Power et al., 1998).

V. The Role of Chemokine Receptors 
in HIV-1 Infection and 

HIV-Associated Dementia

Chemokine receptors are seven transmembrane-spanning 
domain, G-protein coupled receptors, and as such trigger 
intracellular signaling events. While chemokines and their 
receptors originally were shown to mediate leukocyte traf-
ficking and to contribute intimately to the organization of 
inflammatory responses of the immune system, they are now 
known to contribute to far more physiological and patho-
logical processes (Bazan et al., 1997; Oberlin et al., 1996; 
Tran & Miller, 2003). The additional functions include the 
intricate control of organogenesis, including hematopoiesis, 
angiogenesis, and development of heart and brain (Locati & 
Murphy, 1999; Ma et al., 1998; Tachibana et al., 1998; Zou 
et al., 1998). Furthermore, chemokines and their receptors 
are essential for maintenance, maturation, and migration of 
hematopoietic and neural stem cells (Lapidot & Petit, 2002; 
Tran & Miller, 2003). However, the most prominent patho-
logical function of certain chemokine receptors seems to 
be the mediation of HIV-1 infection (Alkhatib et al., 1996; 
Bleul et al., 1996; Locati & Murphy, 1999).

Infection of macrophages and lymphocytes by HIV-1 can 
occur after binding of the viral envelope protein gp120 to one 
of several possible chemokine receptors in conjunction with 
CD4. Generally, lymphocytes are infected via the α- chemokine 
receptor CXCR4 and/or the β-chemokine receptor CCR5. In 
contrast, macrophages and microglia primarily are infected 
via the β-chemokine receptor CCR5 or CCR3, but the 
α-chemokine receptor CXCR4 may also be involved (Chen 
et al., 2002; He et al., 1997; Michael & Moore, 1999; 

Ohagen et al., 1999). The HIV co-receptors CCR5 and 
CXCR4, among other chemokine receptors, are also pres-
ent on neurons and astrocytes (Kaul et al., 2006; Rottman 
et al., 1997; Zhang et al., 1998), although these cells are not 
thought to harbor  productive infection. Several in vitro stud-
ies strongly suggest that CXCR4 is directly involved in HIV-
associated neuronal damage, and that CCR5 may additionally 
serve a protective role (Hesselgesser et al., 1998; Kaul & 
Lipton, 1999; Kaul et al., 2006; Meucci et al., 1998).

In cerebrocortical neurons and neuronal cell lines from 
humans and rodents, picomolar concentrations of HIV-1 
gp120, as well as intact virus, can induce neuronal death via 
CXCR4 receptors (Chen et al., 2002; Garden et al., 2004; 
Hesselgesser et al., 1998; Kaul & Lipton, 1999; Kaul et al., 
2006; Ohagen et al., 1999). In mixed neuronal/glial cerebro-
cortical cultures that mimic the cellular composition of the 
intact brain, this apoptotic death appears to be mediated pre-
dominantly via the release of microglial toxins rather than 
by direct neuronal damage (Chen et al., 2002; Garden et al., 
2004; Kaul & Lipton, 1999). However, nanomolar concen-
trations of SDF-1α/β interacting with CXCR4 can induce 
apoptotic death of neurons in the absence of microglia, 
suggesting a possible direct interaction with neurons while 
interaction with astrocytes can also occur (Bezzi et al., 2001; 
Kaul & Lipton, 1999; Zheng et al., 1999). In contrast to these 
findings, it has been reported that somewhat higher concen-
trations of SDF-1α provide neuroprotection from CXCR4 
(X4)-preferring gp120-induced damage of isolated hippo-
campal neurons (Meucci et al., 1998).

Using mixed neuronal/glial cerebrocortical cultures from 
rat and mouse, we have further investigated the role of che-
mokine receptors in the neurotoxicity of gp120. We found 
that gp120 from CXCR4 (X4)-preferring as well as CCR5 
(R5)-preferring and dual tropic HIV-1 strains all were able to 
trigger neuronal death. Although, as expected, gp120 from at 
least some X4-preferring HIV-1 strains did not exhibit neu-
rotoxicity in CXCR4-deficient cerebrocortical cultures, dual 
tropic gp120

SF2
 surprisingly displayed even greater neuro-

toxicity in CCR5 knockout cultures compared to wild-type 
or CXCR4-deficient cultures (Kaul, 2002; Kaul et al., 2006). 
These findings are consistent with a primarily neurotoxic 
effect of CXCR4 activation by gp120. In contrast, activation 
of CCR5 at least in part might be neuroprotective, depending 
on the HIV-1 strain from which a given gp120 originated. 
Along these lines, we had observed earlier that the CCR5 
ligands MIP-1β and RANTES could protect neurons against 
gp120-induced toxicity (Kaul & Lipton, 1999). The protec-
tive mechanism of these β-chemokines involves competition 
for receptor binding in the case of CCR5-preferring gp120 
and heterologous desensitization of receptor signaling if the 
viral envelope protein utilizes CXCR4 (Kaul et al., 2006).

Since in vitro inhibition of microglial activation is 
sufficient to prevent neuronal death after gp120 exposure, 
it seems likely that stimulation of CXCR4 in macrophages/ 
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microglia is a prerequisite for the neurotoxicity of gp120 
(Kaul & Lipton, 1999; Ohagen et al., 1999). In contrast, SDF-
1 might directly activate CXCR4 in astrocytes and neurons to 
trigger neuronal death, for example, by reversing glutamate 
uptake in astrocytes (Bezzi et al., 2001; Hesselgesser et al., 
1998; Kaul & Lipton, 1999; Kaul et al., 2001). SDF-1 is pro-
duced by astrocytes, macrophages, neurons, and Schwann 
cells (Gleichmann et al., 2000; McGrath et al., 1999; Stumm 
et al., 2002; Zheng et al., 1999). An increase in SDF-1 
mRNA has been detected in HIV encephalitis (Zhang et 
al., 1998), and protein expression of SDF-1 also appears to 
be elevated in the brains of HIV patients (Langford et al., 
2002). To what degree the increased expression of SDF-1 
aggravates neuronal damage by HIV-1 remains to be shown. 
We had reported previously that intact SDF-1 can be toxic 
to mature neurons in a CXCR4-dependent manner, at least 
in culture (Kaul, 2002; Kaul & Lipton, 1999; Zheng et al., 
1999). Additionally, it was recently reported that cleavage 
of SDF-1 by matrix metalloproteinases (MMPs) may con-
tribute to neuronal injury and thus HAD via a non-CXCR4-
mediated mechanism (Zhang et al., 2003). Importantly, 
increased expression and activation of MMPs, including 
MMP-2 and MMP-9, were detected in HIV-infected mac-
rophages and also in postmortem brain specimens from 
AIDS patients compared with uninfected controls (Johnston 
et al., 2000). As elegantly shown by Power and colleagues, 
MMP-2 released from HIV-infected macrophages is able to 
 proteolytically remove four amino acids from the N-termi-
nus of SDF-1. This truncated form of SDF-1 no longer binds 
CXCR4 and appears to be an even more powerful neurotoxin 
than full length SDF-1 (Zhang et al., 2003).

VI. Chemokines and 
HIV/gp120 Influence Neural Stem 

and Progenitor Cells

The CXCR4-SDF-1 receptor-ligand axis plays an impor-
tant role in the physiological function of hematopoietic 
and neural stem cells (Asensio &  Campbell, 1999; Tran & 
Miller, 2003). This fact suggests the potential for HIV-1 
and its envelope protein to directly interfere with biological 
 functions of neural stem and progenitor cells.

In cultures of primary mouse and human neural progeni-
tor cells obtained from fetal tissue, cells stain positively for 
the neural stem cell marker nestin and readily undergo cell 
division. After several rounds of proliferation, the progeni-
tors exit the cell cycle and express neuronal markers such 
as βIII-tubulin (TuJ1). Our immunocytochemical studies 
showed that these progenitors expressed CXCR4 and CCR5 
chemokine receptors. We observed that exposure to HIV-1/
gp120 reduced the number of progenitors and differentiat-
ing neurons. Accounting for these observations, we found 
that gp120 inhibited proliferation of neural progenitor cells 

without producing apoptosis. The resulting decrease in neu-
ral stem cell proliferation engendered by gp120 also meant 
that there were fewer progenitor cells present to differenti-
ate into neurons, thus impairing neurogenesis (Okamoto, 
 McKercher, Kaul, Lipton, unpublished).

These findings were complemented and extended by 
 others using commercially generated human neural progeni-
tor cells (Krathwohl & Kaiser, 2004a; Krathwohl & Kaiser, 
2004b). In those experiments, chemokines promoted the 
quiescence and survival of human neural progenitor cells 
via stimulation of CXCR4 and CCR3 and a mechanism that 
involves downregulation of extracellularly regulated kinase-
1 and -2 (ERK-1/2) with simultaneous upregulation of the 
neuronal glycoprotein Reelin (Krathwohl & Kaiser, 2004a). 
Exposure to HIV-1 caused quiescence of neural progenitors, 
again through engagement of CXCR4 and CCR3. The coat 
protein HIV-1/gp120 reportedly downregulated ERK-1/2 
but had no effect on Reelin (Krathwohl & Kaiser, 2004b). 
Interestingly, the effects of both the chemokines and HIV-1/
gp120 were reversible and could be inhibited with recombi-
nant Apolipoprotein E3 (ApoE3), but not ApoE4. Although 
it is widely accepted that HIV-1 fails to productively infect 
neurons, it has been reported that neural progenitor cells are 
permissive to the virus (Mattson et al., 2005). The apparent 
ability of HIV-1/gp120 to interfere with the normal func-
tion of neural progenitor cells suggested the possibility that 
HAD might develop as a consequence not only of injury 
and death of existing neurons but also due to virus-induced 
disturbance of potential repair mechanisms in the CNS 
(see Figure 34.2).

VII. The Role of Macrophages and 
Microglia in HIV-Induced Neuronal Injury 

and HIV-Associated Dementia

Macrophages and microglia play a pivotal role, although 
somewhat paradoxical, in the pathobiology of HAD 
(Kaul et al., 2001; Luo et al., 2003; Milligan et al., 1991). 
Under steady-state conditions, mononuclear phagocytes, 
 macrophages, and microglia act as scavengers and sentinel 
cells eliminating foreign material, and secreting trophic 
factors critical for maintenance of homeostasis within the 
CNS microenvironment (Elkabes et al., 1996; Gras et al., 
2003; Lazarov-Spiegler et al., 1996; Rapalino et al., 1998; 
Zheng et al., 1999). A number of neurotrophins are secreted 
by  macrophages (Robinson et al., 1986). These  factors 
include but are not limited to, brain-derived neurotrophic 
factor (BDNF) (Miwa et al., 1997), insulin-like growth fac-
tor-2 (IGF-2)  (Nicholas et al., 2002), β-nerve growth  factor 
(βNGF) (Grace et al., 1999), transforming growth factor 
beta (TGF-β) (Chao et al., 1995), neurotrophin-3 (NT3) 
 (Kullander et al., 1997) and glial-derived neurotrophic factor 
(GDNF)  (Batchelor et al., 1999). During  disease, however, a 
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 dysregulation of  macrophage neurotrophic factors by viral 
infection and/or immune activation may occur and protec-
tive function may cease in favor of destructive ones. Also, 
such dysregulation may be as important as the production 
of neurotoxins for eliciting neuronal damage. Additionally, 
some neurotrophic factors are regulated by cytokines. For 
example, TNF-α (a candidate HIV-1-induced neurotoxin) 
produced by immune competent microglia can play a neu-
rotrophic role by inducing biologically active TGF-β (Chao 
et al., 1995). TGF-β is a protective cytokine for mamma-
lian neurons, particularly in protection against glutamate 
neurotoxicity, hypoxia and gp120- mediated neural injury 
(Meucci & Miller, 1996). This cytokine also affects long-
term  synaptic facilitation  (Milligan et al., 1991).

HIV establishes a latent and persistent infection within 
macrophages (Koenig et al., 1986). The majority of HIV 
within the CNS appears to be localized within perivas-
cular and blood-derived parenchymal brain macrophages 
and microglia (Koenig et al., 1986). Astrocytes, oligoden-
drocytes, and brain endothelial cells are rarely infected, if 
at all (Tornatore et al., 1994). As a result of viral infection 
and resultant immune activation macrophages produce and 
release a variety of neurotoxins within the brain (Gendelman 
et al., 1997; Kaul et al., 2001; Nath, 1999). These products 
comprise not only viral proteins, such as gp120 (Brenneman 
et al., 1988), gp41 (Adamson et al., 1996), and Tat (Nath 
et al., 1996), but also host cell-encoded products including 
platelet activating factor (PAF) (Gelbard et al., 1994), gluta-
mate (Jiang et al., 2001), arachidonic acid and its metabolites 

(Nottet et al., 1995), pro-inflammatory cytokines, such as 
interleukin-1 beta (IL-1β), tumor necrosis factor alpha (TNF-α), 
TNF-related apoptosis inducing ligand (TRAIL) (Gelbard et 
al., 1993; Ryan et al., 2001), quinolinic acid (Heyes et al., 
1991; Kerr et al., 1997), NTox (Giulian et al., 1996), and 
indirectly nitric oxide (Adamson et al., 1996), among oth-
ers. Interestingly, in any case it seems that activation of p53 
in microglia plays a crucial role for neurotoxicity to occur 
upon exposure of the cells to HIV-1/gp120 (Garden et al., 
2004). In this manner macrophages, which were once protec-
tive constituents of the immune system, are now responsible 
for tissue damage, though it is still unclear how macrophages 
evolve from producing neurotrophins to producing neurotox-
ins. Perhaps HIV-1 infection and immune activation induces 
a transition between neurotrophic and neurotoxic activities.

VIII. Molecular Mechanisms of Neuronal 
Injury and Death in 

HIV-Associated Dementia

A. Physiological and Pathological Roles of 
Ionotropic Glutamate Receptors: The Bright 

and Dark Sides of N-Methyl-D-Aspartate 
Receptors (NMDARs)

A recurring question has been whether HIV-1 or its com-
ponent proteins induce neuronal damage predominantly by 
an indirect route (e.g., via toxins produced by infected or 

Figure 34.2 Current model of HIV-1 interference with the function of neural progenitor cells 
and potential sites for therapeutic intervention (protective factors are shown in italics): Expo-
sure to chemokines, SDF-1 and Eotaxin, or HIV-1/gp120 of mouse or human neural progenitor 
cells (NPCs) reduces proliferation and promotes quiescence. ApoE3 inhibits these effects on 
NPCs. NPCs express nestin and show decreased proliferation as judged by decreased BrdU 
incorporation. However, NPCs do not undergo apoptosis, as evidenced by lack of TUNEL stain-
ing and nuclear condensation under the same conditions (Krathwohl & Kaiser, 2004a, 2004b; S. 
Okamoto, S. McKercher, M. Kaul & S. A. Lipton, unpublished observations).  Modified from 
Kaul et al. (2001) and Kaul et al. (2005).
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immune-stimulated macrophages and/or astrocytes), or by a 
direct route (e.g., via binding to neuronal receptors) (Kaul 
& Lipton, 1999; Kaul et al., 2001; Lipton, 1997a; Lipton 
& Gendelman, 1995). Several lines of evidence suggest that 
HIV-associated neuronal injury involves predominantly an 
indirect route from macrophage and astrocyte toxins result-
ing in excessive activation of NMDARs and Ca2+ influx with 
consequent excitotoxicity (see Figure 34.1) (Doble, 1999; 
Dreyer et al., 1990; Giulian et al., 1990; Kaul & Lipton, 
1999; Kaul et al., 2001; Lipton et al., 1991; Olney, 1969; 
Sardar et al., 1999).

Under physiological conditions, activation of ionotropic 
glutamate receptors in neurons initiates transient depolariza-
tion and excitation. AMPARs mediate a fast component of 
excitatory postsynaptic potentials, and NMDARs underlie 
a slower component. Presynaptic release of glutamate and 
consequent depolarization of the postsynaptic neuronal 
membrane via AMPAR-coupled channels relieve the Mg2+ 
block of the NMDAR-associated ion channel that occurs 
under resting conditions. This effect allows subsequent con-
trolled Ca2+ influx through the NMDAR-coupled ion chan-
nel. This voltage-dependent modulation of the NMDAR 
results in activity-driven synaptic modulation (Bigge, 1999; 
Doble, 1999). However, extended and/or excessive NMDAR 
activation, particularly extrasynaptic receptors, and conse-
quent excitotoxicity is triggered by sustained elevation of 
the intracellular Ca2+ concentration, compromised cellular 
energy metabolism, and resultant free radical formation 
(Doble, 1999; Lipton & Rosenberg, 1994; Olney, 1969).

A role for excitotoxicity in brain disorders was first sug-
gested by the work of Olney following the pioneering work 
in 1957 of Lucas and Newhouse in the retina (Olney, 1969; 
Olney & Sharpe, 1969). Subsequently, several lines of evi-
dence indicated that excessive stimulation of glutamate 
receptors contributes to the neuropathological process in a 
large number of disorders, including stroke, head and spi-
nal cord injury, seizures, Huntington’s disease, Parkinson 
disease, possibly Alzheimer’s disease, amyotrophic lateral 
sclerosis, multiple sclerosis, glaucoma, and HIV-1 associ-
ated dementia (Brauner-Osborne et al., 2000; Doble, 1999; 
Lipton & Gendelman, 1995). Indeed, excitotoxicity seems 
to represent a common final pathway of neuronal injury 
and death in a wide variety of neurodegenerative disorders 
 (Lipton & Rosenberg, 1994).

The NMDAR has attracted particular interest as a major 
player in excitotoxicity because this receptor, in contrast to 
most non-NMDARs (AMPA and KA receptors), is highly 
permeable to Ca2+, and excessive Ca2+ influx can trigger 
excitotoxic neuronal injury (Choi, 1988; Weiss & Sensi, 
2000). In addition, NMDAR antagonists effectively prevent 
some forms of glutamate neurotoxicity, both in vitro and 
in vivo in animal studies (Bigge, 1999; Choi et al., 1988a; 
Doble, 1999). This potential as a therapeutic agent was 
recently borne out in human phase II and III clinical trials 

with the NMDAR open-channel blocker, memantine, based 
upon pioneering work by our group (see later). However, 
AMPA and KA receptors can also mediate excitotoxicity 
and contribute to neuronal damage under certain conditions 
(Bigge, 1999; Doble, 1999). For example, a subpopulation of 
Ca2+- or Zn2+-permeable AMPA receptor-coupled channels 
have been implicated in selective neurodegenerative disor-
ders, such as ischemia, epilepsy, Alzheimer’s disease, and 
amyotrophic lateral sclerosis (Weiss & Sensi, 2000). Also 
transgenic mice overexpressing AMPARs display increased 
damage subsequent to ischemia when compared to control 
animals (Le et al., 1997).

B. Toxic Signaling Pathways Downstream 
from NMDARs

Excessive stimulation of the NMDAR induces several 
detrimental intracellular signals that contribute to neuro-
nal cell death by apoptosis or necrosis, depending on the 
intensity of the initial insult (Nicotera et al., 1997). For 
example, excessive Ca2+ influx through NMDAR-coupled 
ion channels leads to an elevation of the intracellular free 
Ca2+ concentration to a point that results in Ca2+ overload 
of mitochondria, depolarization of the mitochondrial mem-
brane potential, and a decrease in ATP synthesis. The scaf-
folding protein PSD-95 (postsynaptic density-95) links the 
principal subunit of the NMDAR (NR1) with neuronal nitric 
oxide synthase (nNOS), a Ca2+-activated enzyme, and thus 
brings nNOS into close proximity to Ca2+ via the NMDAR-
operated ion channel (Sattler et al., 1999). Excessive intra-
cellular Ca2+ overstimulates nNOS and protein kinase 
cascades with consequent generation of deleterious levels of 
free radicals, including reactive oxygen species (ROS) and 
nitric oxide (NO)  (Nicotera et al., 1997). NO can react with 
ROS to form cytotoxic peroxynitrite (ONOO−)  (Nicotera 
et al., 1997). However, in  alternative redox states, NO can 
inhibit NMDARs (Lei et al., 1992; Lipton et al., 1993), acti-
vate p21ras (Gonzalez-Zulueta et al., 2000), and inhibit cas-
pases (Tenneti et al., 1997) via S-nitrosylation (transfer of 
the NO group to critical cysteine thiols), thereby attenuating 
 apoptosis in cerebrocortical neurons.

Importantly, excessive Ca2+ influx and free radicals also 
activate stress-related p38 mitogen-activated protein kinase 
(p38 MAPK) and, via c-Jun N-terminal kinase (JNK),  c-Jun in 
cerebrocortical or hippocampal neurons. In turn, p38 MAPK 
also phosphorylates/activates transcription factors, includ-
ing direct activation of myocyte enhancer factor 2 (MEF2). 
Activation of these pathways has been implicated in  neuronal 
apoptosis, probably in conjunction with caspase activation (Kaul 
& Lipton, 1999; Mukherjee et al., 1999). As stated earlier, 
excessive intracellular Ca2+ accumulation after NMDAR stim-
ulation leads to depolarization of the mitochondrial membrane 
potential (∆ψm) and a drop in the cellular ATP concentration. 
If the initial excitotoxic insult is fulminant, the neuronal cells 
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do not recover their ATP levels and die at this point because 
of the loss of ionic homeostasis, resulting in acute swelling 
and lysis (necrosis). If the insult is more mild, ATP levels 
recover, and the neuronal cells enter a delayed death pathway 
requiring energy, known as apoptosis (Nicotera et al., 1997). 
Interestingly, Zn2+ can substitute for Ca2+ and lead to neuro-
nal death by these and other pathways (Aizenman et al., 
2000; Choi et al., 1988b; Weiss & Sensi, 2000).

It has been reported that NMDAR-mediated excitotox-
icity leading to neuronal apoptosis also involves activation 
of the Ca2+/calmodulin-regulated protein phosphatase cal-
cineurin (Nicotera et al., 1997), mitochondrial permeability 
transition, release of cytochrome c from mitochondria (Budd 
et al., 2000), activation of caspase-3 (Tenneti et al., 1998), 
lipid peroxidation (Tenneti et al., 1998), and cytoskeletal 
breakdown (Nicotera et al., 1997). Inhibition of calcineurin 
and caspase-3 by FK506 and caspase inhibitors, respectively, 
can attenuate this form of excitotoxicity (Nicotera et al., 
1997; Tenneti et al., 1998). It has been proposed that the ade-
nine nucleotide translocator (ANT) is a part of the mitochon-
drial permeability transition pore (PTP) and participates in 
mitochondrial depolarization. Indeed, our group found that 
pharmacologic blockade of the ANT with bongkrekic acid 
prevented collapse of the mitochondrial membrane poten-
tial (∆ψm), as well as subsequent caspase-3 activation and 
NMDA-induced neuronal apoptosis. However, treatment 
with bongkrekic acid failed to inhibit the transient drop in 
ATP concentration (although it hastened the recovery of ATP 
levels) and did not prevent the liberation of cytochrome c 
into the cytosol. Thus, initiation of caspase-3 activation 
and resultant neuronal apoptosis after NMDAR activation 
require a factor(s) in addition to cytochrome c release (Budd 
et al., 2000).

C. HIV-1 Infection of the Brain 
and Activation of NMDARs

Analysis of specimens from AIDS patients (Sardar et al., 
1999) as well as in vivo and in vitro experiments indicate 
that HIV-1 infection creates excitotoxic conditions, predom-
inantly via an indirect route. HIV-1 infection induces soluble 
factors in macrophage/microglia and/or astrocytes, such as 
glutamate and glutamate-like molecules, viral proteins, cyto-
kines, chemokines, and arachidonic acid metabolites (Bezzi 
et al., 2001; Kaul et al., 2001; Lipton, 1997a, 1998; Lipton 
& Gendelman, 1995).

However, it has also been suggested that HIV-1 or its 
protein components can directly interact with neurons and 
modulate NMDAR function, at least under some conditions 
(Meucci et al., 1998; Savio & Levi, 1993). Picomolar concen-
trations of soluble HIV/gp120 induce injury and apoptosis in 
primary rodent and human neurons both in vitro and in vivo 
(Brenneman et al., 1988; Lannuzel et al., 1995). Addition-
ally, our group and subsequently several others have shown 

that gp120 contributes to NMDAR-mediated neurotoxicity 
(Lipton et al., 1991). Both voltage-gated Ca2+ channel block-
ers and NMDAR antagonists can ameliorate gp120-induced 
neuronal cell death in vitro (Dreyer et al., 1990; Lipton et al., 
1991). Transgenic mice expressing gp120 manifest neuro-
pathological features that are similar to the findings in brains 
of AIDS patients, and in these mice neuronal damage is ame-
liorated by the NMDAR antagonist memantine (Toggas et al., 
1994; Toggas et al., 1996) (see later). It is also conceivable 
that other glutamate receptors in addition to NMDARs influ-
ence HIV-associated neuronal damage. Interestingly, stimu-
lation of specific subtypes of the G protein-coupled mGluRs 
interferes with excitotoxic NMDAR-mediated activation of 
MAPKs and can attenuate subsequent neuronal cell death 
(Mukherjee et al., 1999).

In the case of HAD, macrophages and microglia play a 
crucial role because they are the predominant cells produc-
tively infected with HIV-1 in the brain (Lipton & Gendelman, 
1995) (see Figure 34.1), although infection of astrocytes has 
been observed in pediatric cases (reviewed in Brack-Werner 
& Bell, 1999). In accordance with the report that the pres-
ence of macrophages/microglia correlates with the severity 
of HAD (Glass et al., 1995), in our hands, the predominant 
mode of neurotoxicity of HIV-1 or gp120 requires the pres-
ence and activation of macrophages/microglia  (Kaul & 
Lipton, 1999; Lipton, 1992c, 1994). Moreover, HIV-1-
infected or gp120-stimulated mononuclear phagocytes have 
been shown to release neurotoxins that directly stimulate the 
NMDAR (Giulian et al., 1990; Kaul & Lipton, 1999; Lipton 
et al., 1991). Those macrophage toxic factors include mol-
ecules that directly or indirectly act as NMDAR agonists, 
such as quinolinic acid, cysteine, platelet-activating factor 
(PAF), and a low-molecular weight compound designated 
NTox (Lipton, 1998; Lipton & Gendelman, 1995; Yeh et al., 
2000).

Additionally, HIV-infected or immune-activated macro-
phages/microglia and possibly astrocytes produce inflam-
matory cytokines, including TNF-α and IL-1β, arachidonic 
acid metabolites, and free radicals (ROS and NO) that 
may  indirectly contribute to excitotoxic neuronal damage 
(see Figure 34.1) (Bezzi et al., 2001; Lipton, 1998; Lipton 
& Gendelman, 1995). TNF-α and IL-1β may amplify neu-
rotoxin production by stimulating adjacent glial cells and 
by increasing immunologic NOS activity (Adamson et al., 
1996; Lipton, 1998).

In contrast to these indirect neurotoxic pathways, it has 
been reported that gp120 can directly interact with neurons in 
the absence of glial cells. Recently, gp120 was found to act at 
chemokine receptors directly on isolated neurons in culture to 
induce their death (Meucci et al., 1998). Additionally, higher 
nanomolar concentrations of gp120 have been reported to 
interact with the glycine binding site of the NMDAR (Fontana 
et al., 1997). Furthermore, gp120 may produce a direct exci-
totoxic influence via NMDAR- mediated Ca2+ oscillations in 
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rat hippocampal neurons (Lo et al., 1992), and may bind to 
noradrenergic axon terminals in neocortex, where it possibly 
potentiates NMDA-evoked noradrenaline release (Pittaluga 
et al., 1996). Nonetheless, many if not all of these direct 
effects on neurons were observed in vitro in the absence of 
glial cells. Since glial cells are known to modify these death 
pathways, we feel that under in vivo conditions, the indirect 
route to neuronal injury is the predominant one, based on 
studies in mixed neuronal-glial cultures and on work in a 
gp120-transgenic mouse (see later and Figure 34.1).

Along these lines, gp120 has been found to aggravate 
excitotoxic conditions by impairing astrocyte uptake of glu-
tamate via arachidonic acid that is released from activated 
macrophages/microglia (Dreyer & Lipton, 1995; Lipton, 
1997a). The α-chemokine SDF-1, the cytokine TNF-α, and 
metabolites of arachidonic acid, such as prostaglandins, also 
stimulate a Ca2+-dependent release of glutamate by astrocytes 
(Bezzi et al., 1998, 2001). Moreover, HIV-1 can induce astro-
cytic expression of the β–chemokine known as macrophage 
chemotactic protein-1 (MCP-1). This β–chemokine in turn 
attracts additional mononuclear phagocytes and microglia to 
further enhance the potential for indirect neuronal injury via 
the release of macrophage toxins (Conant et al., 1998).

In our view, therefore, HIV-1 infection and its associated 
neurological dysfunction involve both chemokine receptors 
and NMDAR-mediated excitotoxicity. This dual recep-
tor involvement raises the question of whether G protein-
coupled chemokine receptors and ionotropic glutamate 
receptors might influence each other’s activity. Indeed, the 
β–chemokine known as “regulated and activated normal T 
cell expressed and secreted” (RANTES), which binds to 
chemokine receptors CCR1, CCR3, and CCR5, can abrogate 
neurotoxicity induced by gp120 (Kaul & Lipton, 1999) or by 
excessive NMDAR stimulation (Bruno et al., 2000). In turn, 
excitotoxic stimulation can enhance expression of CCR5 
(Galasso et al., 1998). Whether or not these findings reflect 
a mechanism of feedback or crosstalk in which chemokines 
indirectly antagonize the stimulation of the NMDAR awaits 
to be elucidated.

IX. Prevention and Therapy of HIV-
Associated Dementia: Previous and 

Potential Future Strategies

A. Previous Approaches to 
Treatment of HAD

A truly effective pharmacotherapy for HAD has yet to be 
developed. Previous approaches to cope with HAD reflect the 
challenging complexity inherent in the treatment of patients 
with AIDS (reviewed by Melton et al., 1997 and Clifford, 
1999). Previous and current therapeutic approaches include 
various antiretroviral compounds, alone or in combination: 

(1) reverse transcriptase inhibitors, including Zidovudine, 
Didanosine, Zalcitabine, Stavudine, and Lamivudine; and 
(2) protease inhibitors, such as Saquinavir, Ritonavir, and 
Indinavir. Of these only Zidovudine has been shown to cross 
the blood–brain barrier to some extent, and Zidovudine has 
a beneficial effect on HAD but the effect is not  longlasting. 
The other antiretroviral drugs may not penetrate the brain 
sufficiently to eradicate the virus in the CNS. Thus an 
adjunctive treatment besides antiretroviral drugs is needed.

B. Current and Future Potential Therapeutic 
Strategies Targeting Receptors for 

Glutamate, Chemokines, and Erythropoietin

In past therapeutic attempts, Pentoxyfylline, an inhibitor 
of production and action of TNF-α, and the neurotrophic 
peptide T were tested as investigational agents (Melton et al., 
1997), but clinical studies assessing their therapeutic poten-
tial did not prove substantial benefits. Previous, small clini-
cal trials of the voltage-activated (L-type) calcium channel 
blocker, nimodipine, and a PAF inhibitor suggested some 
therapeutic benefit but were not conclusive (Clifford, 1999; 
Schifitto et al., 1999; Navia et al., 1998).

From the pathogenesis of HAD as described earlier, 
several potential therapeutic strategies appear viable (see 
Figure 34.1). NMDAR antagonists are among the agents 
under consideration. Others include certain chemokines and 
cytokines, and antagonists for their receptors, p38 MAPK 
inhibitors, caspase inhibitors, and antioxidants (free radical 
scavengers or other inhibitors of excessive nitric oxide or 
reactive oxygen species) (Clifford, 1999; Digicaylioglu 
et al., 2004b; Kaul et al., 2001; Lipton, 2004; Turchan et al., 
2003).

Chemokine receptors allow HIV-1 to enter cells and 
as such are major potential therapeutic targets in the fight 
against AIDS in general (Michael & Moore, 1999). Antag-
onists of CXCR4 and CCR5 inhibit HIV-1 entry and are 
being assessed in clinical trials (Michael & Moore, 1999). 
However, the benefit of inhibitors of chemokine receptors 
for HIV-associated neurological complications awaits study 
(Gartner, 2000; Kaul et al., 2001, 2005). Interestingly, certain 
chemokines have been shown to protect neurons from injury, 
even though the virus does not productively infect neurons. 
In particular, β-chemokines and fractalkine prevent gp120-
induced neuronal apoptosis in vitro (Bruno et al., 2000; Kaul 
& Lipton, 1999), and, similarly, some β-chemokines (i.e., 
CCR5 agonists) can ameliorate NMDAR-mediated neuro-
toxicity (Bruno et al., 2000; Kaul & Lipton, 2001). Addi-
tionally, the CCR5 ligands MIP-1α, MIP-1β, and RANTES 
are able to suppress HIV-1 infection in the periphery and 
are highly expressed in long-term HIV-1 infected individuals 
who do not, or only very slowly, progress to AIDS (Cocchi 
et al., 1995; Paxton et al., 1998; Scala et al., 1997; Zagury 
et al., 1998). HIV-infected patients with relatively higher 
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CSF concentrations of MIP-1α/β and RANTES performed 
better on neuropsychological measures then those with low 
or undetectable levels (Letendre et al., 1999). These find-
ings support the hypothesis that selected β-chemokines may 
represent a potential treatment modality for AIDS and HAD. 
One of the efforts underway aims at modification of natural 
CCR5 ligands in order to avoid adverse inflammatory side 
effects upon application (De Clercq, 2004; Pierson et al., 
2004; Verani & Lusso, 2002).

Previously, we have shown that the cytokine erythro-
poietin (EPO) may not only be effective in treating anemia 
but also for protecting neurons, since it prevents NMDAR-
mediated and HIV-1/gp120-induced neuronal death in mixed 
cerebrocortical cultures (Digicaylioglu & Lipton, 2001; 
Digicaylioglu et al., 2004b). Since EPO is already clinically 
approved for the treatment of anemia, human trials of EPO 
as a neuroprotectant from HIV-associated dementia may be 
expedited (Lipton, 2004). Additionally, EPO plus insulin-
like growth factor-1 act synergistically as neuroprotectants 
by activating the PI3K/Akt pathway (Digicaylioglu et al., 
2004a), so the use of these two cytokines in conjunction has 
been advocated for clinical trials (Lipton, 2004).

NMDAR antagonists have been shown to attenuate neuro-
nal damage due to either HIV-infected macrophages or HIV/
gp120, both in vitro and in vivo (Chen et al., 2002; Dreyer 
et al., 1990; Lipton, 1992a; Toggas et al., 1996). Both volt-
age-gated Ca2+ channel blockers and NMDAR antagonists 
can ameliorate gp120-induced neuronal cell death in vitro 
(Dreyer et al., 1990; Lipton et al., 1991). Transgenic mice 
expressing gp120 in their CNS manifest neuropathological 
features that are similar to the findings in brains of AIDS 
patients, and in these mice neuronal damage is ameliorated 
by the NMDAR antagonist memantine (Toggas et al., 1994, 
1996). Memantine-treated gp120 transgenics and nontrans-
genic control mice retain a density of presynaptic terminals 
and dendrites that is similar to untreated non-tg/wild-type 
controls but significantly higher than in untreated gp120 
transgenic animals (Toggas et al., 1996). This finding sup-
ports the hypothesis that the HIV-1 surface glycoprotein is 
sufficient to initiate downstream of chemokine receptor acti-
vation excitotoxic neuronal injury and death. It also shows 
that an antagonist of NMDAR overstimulation can amelio-
rate HIV-associated neuronal damage in vivo, an observa-
tion that another group recently confirmed  (Anderson et al., 
2004).

However, the majority of NMDAR antagonists have 
unacceptable psychotomimetic side effects in humans, and 
this problem and its solution is discussed next.

NMDAR antagonist drugs with fewer adverse effects 
were thought to include the glycine site antagonists, but 
these can cause dizziness and sedation in healthy human 
volunteers (Lees, 1997). In general, competitive antagonists 
for the glutamate or glycine coagonist sites may be doomed 
to failure because they inhibit normal brain function (which 

occurs at lower levels of agonist) before they block patholog-
ical actions (which occur at higher levels of agonist); hence, 
normal brain areas are affected in an adverse manner prior 
to the drugs becoming effective in pathologically injured 
brain regions. Thus, in our view, uncompetitive open-chan-
nel blockers have the best chance of emerging as acceptable 
agents in clinical practice, as discussed next.

As alluded to earlier, many NMDAR antagonists are not 
clinically tolerated, whereas some others appear to be tol-
erated by humans at concentrations that are effective neu-
roprotectants (Lipton, 1993; Lipton & Rosenberg, 1994; 
Parsons et al., 1999). Several NMDAR antagonists prevent 
neuronal injury in animal models of a variety of neurological 
disorders, including HIV-associated dementia, focal stroke, 
 Parkinson disease, Huntington’s disease, Alzheimer’s disease, 
amyotrophic lateral sclerosis, neuropathic pain, glaucoma, 
and others (Choi, 1988; Doble, 1999; Lipton & Rosenberg, 
1994; Parsons et al., 1999). Of these drugs, two of the most 
promising, because of their long experience in patients with 
other diseases, are memantine (Bormann, 1989; Lipton 
2006; Parsons et al., 1999) and nitroglycerin (Lipton, 1993; 
Lipton & Gendelman, 1995; Lipton & Rosenberg, 1994), as 
well as new combinatorial agents combining features of both 
of these drugs (Lipton & Kieburtz, 1998).

Our group was the first to show that memantine blocks 
the NMDAR-associated ion channel, preferentially when it 
is open for prolonged (pathological) periods of time; con-
versely, we showed that during normal neurotransmission, 
when there is less NMDAR-operated channel activity, 
memantine has relatively little effect on this activity (Chen 
& Lipton, 1997; Chen et al., 1992, 1998; Kaul et al., 2001; 
Le & Lipton, 2001; Lipton, 1992a, 1992b, 1993, 1998;  Lipton 
& Gendelman, 1995; Lipton & Kieburtz, 1998; Lipton & 
Rosenberg, 1994; Pellegrini & Lipton, 1993; Stieg et al., 
1999). We found that unlike other NMDAR open-channel 
blockers, such as dizocilpine (MK-801), memantine does 
not remain in the channel for an excessively long time, and 
hence we discovered that this short dwell time (or relatively 
fast off rate) is a key factor to memantine’s lack of clinical 
side effects. For example, we found that the relatively short 
dwell time accounts for the fact that neuroprotective con-
centrations of memantine manifest little or no effect on the 
NMDAR component of excitatory post-synaptic potentials 
(EPSPs), on long-term potentiation (LTP), and on perfor-
mance in the Morris water maze behavioral task (Chen & 
Lipton, 1997; Chen et al., 1992, 1998).

Interestingly, although Mg2+ has an even shorter dwell 
time in the channel than memantine, the Mg2+ effect is so 
short-lived that it does not effectively block the NMDAR-
associated channel during insult, and thus does not afford sig-
nificant neuroprotection under most conditions. In contrast, 
MK-801 can afford neuroprotection by effectively blocking 
the NMDAR-associated channel, but is not clinically toler-
ated because its block is too prolonged,  contributing to its 
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very high affinity of action, and thus MK-801 blocks all nor-
mal physiological activity (Chen & Lipton, 1997; Chen et 
al., 1992, 1998). Thus, it has been possible to use memantine 
safely in humans for over 20 years in Europe as a treatment 
for Parkinson disease and spasticity (Chen & Lipton, 1997; 
Chen et al., 1992, 1998; Parsons et al., 1999). Our fortu-
itous breakthrough was the realization that a low-affinity 
agent such as memantine can afford significant neuroprotec-
tion while leaving normal physiological function relatively 
unaffected.

The affinity of a channel-blocking drug is related to the 
ratio of its on-time to its off-rate (the latter representing the 
inverse of its dwell time in the channel). Importantly, the on-
time is influenced by the concentration of the drug, but the 
off-rate (or dwell time) is not concentration related and instead 
is purely an intrinsic property of the antagonist. Hence, we 
realized that the off-rate (and hence the dwell time) was a 
key property of an open-channel blocking drug that contrib-
utes to its affinity, to its efficacy as a neuroprotectant, and 
to its safety or tolerability in the brain. Another important 
realization in our work was that memantine was selective 
for NMDARs at a neuroprotective concentration despite its 
relatively low affinity (IC

50
 = ∼1 µM), and, in fact, a high-

affinity agent, such as MK-801, would be toxic. In other 
words, one does not need high affinity in a drug in order 
to have high selectivity for its target. Quite the opposite is 
desired in the brain: A low-affinity agent such as memantine 
is preferred because this results in relative sparing of normal 
neurotransmission; however, the drug also needs to be selec-
tive for its target receptor in order to avoid side effects stem-
ming from interactions with unwanted targets.

We realized that there were benefits of such a low-affinity 
agent. For example, increasing concentrations of glutamate/
glycine or other NMDA agonists cause NMDAR channels 
to remain open on average for a greater fraction of time. 
Under pathological conditions of increased glutamate (and 
glycine), we discovered that the open-channel blocking drug, 
memantine, has a better chance to enter the channel and block 
it (after all, the drug can get into the channel only when it is 
open, and statistically, more drug will get into the channel 
when, on average, the channel is open longer). It is because 
of this mechanism of action that the destructive effects of 
greater (pathological) concentrations of glutamate are pre-
vented to a greater extent than the effects of lower (physi-
ological) concentrations, which are relatively spared (Chen 
& Lipton, 1997; Chen et al., 1998; Lipton, 1993, 2006; 
 Lipton & Rosenberg, 1994). This mechanism of inhibition 
is termed uncompetitive antagonism, defined as the action of 
the antagonist being contingent upon prior activation of the 
receptor by the agonist. Moreover, in animal model systems, 
clinically  tolerated concentrations of memantine can ame-
liorate neuronal injury associated with either focal cerebral 
ischemia or HIV-1 proteins, both in vitro and in vivo (Chen 
et al., 1992; Erdo & Schafer, 1991; Keilhoff & Wolf, 1992; 

Lipton, 1992a; Lipton & Jensen, 1992; Muller et al., 1992; 
Osborne & Quack, 1992; Pellegrini & Lipton, 1993; Sathi 
et al., 1993; Seif el Nasr et al., 1990; Toggas et al., 1996). 
Thus, because of its lack of major adverse effects under path-
ological conditions and recent evidence of efficacy in human 
clinical trials, memantine was the first NMDAR antagonist 
that was clinically successful, being approved recently for the 
treatment of moderate-to-severe Alzheimer’s disease by both 
the European Union and the FDA.

Our group also has shown that another potentially clini-
cally useful modulatory agent of the NMDAR is nitroglyc-
erin, which produces nitric oxide-related molecules. Nitric 
oxide (NO•, where the dot represents one unpaired electron 
in the outer molecular orbital) can contribute to neuronal 
damage. One of the pathways to neurotoxicity involves the 
reaction of NO• with O

2
•– to form peroxynitrite (ONOO–) 

(Beckman et al., 1990; Dawson et al., 1991, 1993; Lipton 
et al., 1993). In contrast, NO• can be converted to a chemical 
state that has just the opposite effect, that is, one that pro-
tects neurons from injury due to NMDA receptor-mediated 
overstimulation. The change in chemical state is dependent 
on the removal or addition of an electron to NO•. We and 
our colleagues have demonstrated that with one less elec-
tron, NO• acts like nitrosonium ion (NO+), which facilitates 
reaction with critical thiol group(s) (R-SH or, more properly, 
thiolate anion, R-S–) comprising a redox modulatory site(s) 
on the NMDA receptor-channel complex, which decreases 
channel activity (Choi et al., 2000, 2001; Kim et al., 1999; 
Lei et al., 1992; Lipton et al., 1993). Our group has further 
shown that this reaction can afford neuronal protection from 
overstimulation of NMDA receptors, as well as other reac-
tions, which would otherwise result in excessive Ca2+ influx 
(Lipton & Stamler, 1994).

One such drug that can react with NMDA receptors in 
this redox-related manner is the common vasodilator nitro-
glycerin (Lei et al., 1992; Lipton, 1993; Lipton & Rosen-
berg, 1994; Lipton et al., 1993). Chronic use of nitroglycerin 
induces tolerance to the drug’s effects on the cardiovascu-
lar system, thus avoiding systemic adverse effects such as 
hypotension. However, during chronic use, nitroglycerin 
still appears to work in the brain to attenuate NMDA recep-
tor-mediated neurotoxicity (Lipton, 1993). Nonetheless, the 
exact dosing regimen has yet to be worked out for the neu-
roprotective effects of nitroglycerin in the brain; therefore, 
 caution has to be exercised before attempting to implement 
this form of therapy. In preliminary experiments, includ-
ing those using animal models of focal ischemia, high con-
centrations of nitroglycerin were neuroprotective during 
various NMDA receptor-mediated insults (Lipton & Wang, 
1996; Stieg et al., 1999). Our in vivo data suggest that this 
effect of nitroglycerin may, at least in part, be due to a direct 
effect on neurons, consistent with an action at the NMDAR 
redox modulatory site(s) (Lipton & Wang, 1996; Stieg et al., 
1999).
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As the structural basis for redox modulation of the 
NMDA receptor recently has been further elucidated  (Choi 
et al., 2000, 2001; Das et al., 1998; Kim et al., 1999; Kohr 
et al., 1994; Sullivan et al., 1994), it has become possible to 
design even better redox reactive reagents of clinical value, 
for example, with the NO group in appropriate redox state, 
targeted specifically to the NMDAR. This targeting strategy 
avoids hypotensive and other adverse effects of acute sys-
temic administration of NO-related drugs. We and our col-
leagues have accomplished this goal by synthesizing a series 
of nitro-memantine compounds; that is, using the NMDA 
channel blockade by memantine to target the NO group to 
the NMDA receptor (Lipton, 2006). However, for this to 
work in an efficient manner, one would want to know the 
correct length of the “arm” or “bridge” that chemically links 
memantine with an NO group. To determine the length of 
this bridge, one should ideally know the location of both the 
ion pore and the redox site(s) on the NMDA receptor/chan-
nel complex.

In recent years, the channel pore has been localized to the 
second membrane loop of NMDA receptor subunits. Our lab-
oratory has now characterized the redox modulatory sites of 
NMDAR at a molecular level using site-directed mutagenesis 
of recombinant NMDAR subunits (NR1; NR2A-D; NR3A, 
B) as well as crystallographic modeling techniques (Choi et 
al., 2000, 2001; Das et al., 1998; Kim et al., 1999; Kohr et 
al., 1994; Lipton et al., 2002; Sullivan et al., 1994). These 
approaches have facilitated the design strategy of NO-group 
targeting to the NMDA receptor. Unlike many, if not all, of 
the other drugs currently under investigation, memantine, 
nitroglycerin, and combinatorial nitro-memantine compounds 
have a high degree of clinical tolerability at neuroprotective 
doses. These facts should expedite clinical studies for the use 
of these drugs in patients with a variety of neurological disor-
ders mediated, at least in part, by excessive NMDA receptor 
activity (Lipton, 2006; Lipton & Rosenberg, 1994).

Because of the apparent clinical safety of memantine, 
nitroglycerin, and combinatorial nitro-memantine compounds, 
they have the potential for expeditious trials in humans. In fact, 
memantine was proven effective in a phase III multicenter 
clinical trial in patients with severe Alzheimer’s disease in 
the United States, and was also shown to hold promise for 
HAD in a recent phase II clinical trial in the United States 
(Jain, 2000; Susman, 2001). Memantine revealed a trend 
toward improvement on neuropsychological test scores 
above the control group, and significant improvement in a 
last-observation-carried-forward (LOCF) analysis. Con-
comitantly, magnetic resonance spectroscopy (MRS) values 
for the N-acetylaspartate (NAA) to choline ratio were also 
significantly improved, suggesting neuronal protection.

Finally, p38 MAPK inhibitors have been shown to reduce or 
abrogate neuronal apoptosis due to exposure to HIV/gp120 or 
SDF-1, or excitotoxicity (Kaul & Lipton, 1999; Kikuchi et al., 
2000). The pharmaceutical industry is  currently developing 

p38 inhibitors for a variety of inflammatory- and stress-related 
conditions, such as arthritis, and this may expedite trials for 
CNS indications such as HAD.

In summary, most recent experimental evidence regarding 
HAD indicates that synergy between excitatory and inflam-
matory pathways leads to neuronal injury and death. More-
over, these mechanisms may, at least in part, be common to 
other CNS disorders including stroke, spinal cord injury, and 
Alzheimer’s disease. It seems plausible therefore to argue 
that the development of new therapeutic strategies for HAD 
will impact several other neurodegenerative  diseases, and 
possibly vice versa.
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seizures plus, 375
pathogenesis, 377
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Free radicals
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defects, 
379–380

temporal lobe epilepsy 
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diagnosis, 158
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treatment, 158
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expression and transcription, 2, 

24–26
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nucleotide substitutions, 12–13
single gene disorders versus 

complex diseases, 20
Generalized epilepsy with febrile 
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central nervous system
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meningeal transduction, 113
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RNA interference, 111–112
single gene disorders, 111
sporadic neurodegenerative 

 diseases, 112–113
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prospects, 15, 118
strategic approaches, 101–102
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herpes simplex virus, 108–109
retroviruses, 104–105
targeting, 109–110
viral versus nonviral, 103–104
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Genome
Human Genome Project, 3, 22
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overview, 3
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GLUT1 deficiency
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treatment, 153
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synthesis, 87–88
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Glutamate receptors
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Glycine receptors
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structure and function, 52
types and nomenclature, 47–48
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Heat shock proteins
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HSF transcription factors

HSF1 activation cycle 
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chaperone hypothesis, 70–72
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therapeutic targeting, 72
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 features, 200–201
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clinical features, 197–198
linkage studies, 198
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type IV, 326
type V, 326–327
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expression, 351
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autonomic neuropathy
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Human Genome Project, overview, 
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Human immunodeficiency virus-
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impact, 554
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signaling pathways, 560–561
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neuropathology and pathogenesis, 
554–555

treatment and prevention prospects, 
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Human leukocyte antigen, multiple 
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Huntington’s disease
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 homeostasis, 266–267
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features, 291
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Tie, angiogenesis regulation, 190
Tourette’s syndrome

clinical features and natural 
 history, 385–387
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